F are its limiting distribution function and Edgeworth correction respectively. Applications of these results are also provided for von Mises statistics case.
Introduction
Consider the measurable space ( .  . Thus, we have
and , for all j. Therefore 0 ( ) = 0 j e X  j j e X  is an orthonormal system of random variables with zero means.
Hilbert space 2
Consider the random vector 
where we define . The equalities (1.4) allow us to assume that the measurable space X is
The statistic is called degenerate since ensures that the quadratic part of the statistic is not asymptotically negligible and therefore statistic is not asymptotically normal. More precisely, the asymptotic distribution of is non-Gaussian and is given by the distribution of the random variable
is defined as a function of bounded variation satisfying 1 ( ) = 0 F  and with the Fourier-Stieltjes transform given by
Let us notice that 1 F vanishes if 1 = 0  or if
holds for all x  X . Using the technique presented in this work we may obtain the result for approximation bound of order for U-statistic distribution function which has an order 9
(see Theorem 3, 1) below) with respect to dependence on first nine or thirteen eigenvalues of operator , respectively.  where
Auxiliary Results

Consider
G-Gaussian vector. (0, 2 )   Lemma 1. Let 1 1 , s s G  G G G   be random ele-
ments in a Hilbert space H such that
where 0 1 , ,
Nondegeneracy condition
We shall assume that random vector Z , a kernel  , parameters and satisfy the nondegeneracy condition if 
The following Lemma 2 means that increase of yields equivalence of nondegeneracy conditions fulfillments for sum and Gaussian vector. n Lemma 2. Let
be a Gaussian random vector and
. Then for
, where
is random sum. Further, it is necessary to bound the characteristic function of the statistic . That will be done in Lemmas 3, 4 and Theorem 1.
*
T
The following Lemma 3 has a similar proof to Lemma 6.5 from [2] . By 
Lemma 3. Let and . Assume that vector
The proof of this theorem is similar to proof of Theorem 6.2 in [2] .
Write :
In following lemma a multiplicative inequality for characteristic function of is given. This inequality yields the desired bound for an integral of the characteristic function of a U-statistic. Similar result was proved in Lemma 7.1 in [2] 
. Then there exist constants and c s such that the event 
. Assume that the random vector
1/ 2 2 1 1 = (2 ) ) (( ) , ) m Y m Xp       9  and s  9 . Let = pM k m , 1 2/ 0 0 ( ) =
Approximation Accuracy Estimation
For and functions , introduce the statistic r
where supremum is taken over all linear statistics , that is, over all functions which can be represented as with some functions .
Consider the following Lemma 7, which has a similar proof as Lemma 4.2 in [2] . 
An Extension of Bounds to Von Mises Statistics. Applications
Assuming that the kernels  and 1  are degenerate, consider the von Mises statistic
Introducing the function with
, we can rewrite (4.1) as
In this section we shall extend the bounds to statistics of type (4.2), assuming that 
and such that * . Bellow we shall show that (see Lemma 9.3 [2] )
Notice that whenever
Expanding with remainder
, splitting the sum  in parts and conditioning , we have
Proceeding similarly to the proof of Lemma 8.2 from [2] , we obtain
Applying the Bergstrom-type identity The estimates (4.6)-(4.11) allow proceeding similarly to the proof of Theorem 2, using a lemma similar to Lemma 8. Proving such a lemma, we have to apply Lemma 8 to the distribution function H . This is possible since that statistic / 2 M   is a statistic of type (3.1). The estimates (4.10) and (4.11) allow application of the Fourier inversion to the function * F . As a result, we arrive at Therefore, using (4.6)-(4.8), we can proceed as in the proof of Lemma 11. As a final result we get bounds similar to those of Theorem 2, with the additional summand  .
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