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Abstract
We give full details for the computation of the Kaluza–Klein mass spectrum of
Type IIB Supergravity on AdS5 × T 11, with T 11 = SU(2) × SU(2)/U(1), that has
recently lead to both stringent tests and interesting predictions on the AdS5/CFT4
correspondence for N = 1 SCFT’s [1]. We exhaustively explain how KK states
arrange into SU(2, 2|1) supermultiplets, and stress some relevant features of the T 11
manifold, such as the presence of topological modes in the spectrum originating from
the existence of non–trivial 3–cycles. The corresponding Betti vector multiplet is
responsible for the extra baryonic symmetry in the boundary CFT . More generally,
we use the simple T 11 coset as a laboratory to revive the technique and show the
power of KK harmonic expansion, in view of the present attempts to probe along
the same lines also M–theory compactifications and the AdS4/CFT3 map.
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1 Introduction
Knowledge of the full Kaluza–Klein (KK) mass spectrum of Type IIB Supergravity com-
pactified on the product of AdS5 spacetime and the coset manifold T
11 =
SU(2)× SU(2)
U(1)
has recently been crucially used to perform accurate spectroscopic tests as weel as obtain
many new predictions [1] on the AdS/CFT correspondence [2] by comparison with a
specific N = 1, four–dimensional SCFT [3].
Although partial results concerning the T 11 laplacian [4], the first–order operators
acting on fermions and on the 2–form [5] were already quite inspiring, only from studying
every sector of the spectrum one can fully analyse the multiplet structure and shortening
patterns that allow to establish a precise mapping between KK states and conformal
operators in the boundary field theory.
While the focus in [1] was on the AdS/CFT correspondence, this paper is totally
devoted to the techniques involved in performing harmonic analysis on T 11, that were
just touched in that previous work.
Harmonic analysis, applied to the KK reduction of higher supergravity theories, has
been thoroughly developed in the past (see [6, 7, 8, 9] and references therein). Nowadays,
it seems to live a new youth, especially in connection with the basic roˆle played by all
AdS compactified supergravity, and particularly of M–theory .
The T 11 manifold provides a simple and effective example of coset manifold with Killing
spinors that can be used to show the general theory of computing KK spectra at work.
Thus we briefly expose it here in the essential steps without any claim for mathematical
rigour. This can perhaps make more evident points presented in [1] and might be of some
help to those who are not aware of the method.
Since we determine the full KK spectrum, we organize it in SU(2, 2|1) supermultiplets
and discuss some interesting features arising in this kind of analysis, we think that this
paper could provide a self–contained reference for analogous computations in different
examples of KK harmonic expansion that are nowadays under investigation, such as M–
theory on AdS4 ×M7 [10], with M7 being either M111 spaces [11, 12, 13, 14], the real
Stiefel manifold V(5,2) [15] or the N
010 and Q111 spaces [16].
The strength of our analysis lies in the fact that, in view of the AdS/CFT correspon-
dence, our results provide an accurate check of the field theory independently derived
by orbifold resolution techniques [3, 17, 18]. This is not the case for the AdS4/CFT3
correspondence, where the supergravity side can be deeply investigated and is partly well
known, while the relevant three–dimensional conformal field theories are not still un-
derstood, although there is some work in this direction [19, 20, 21]. The KK analisys
acquires than a prominent position, since it can give us the right hints for building such
dual CFT’s.
Beside the harmonic analysis and the KK mass spectrum, we also give some emphasis
to the existence on T 11 of a “Betti” vector multiplet [13, 23], that is a gauge vector
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multiplet which is a singlet of the full isometry group SU(2)× SU(2)×UR(1) and whose
presence is related to the non–trivial Betti numbers b2 = b3 = 1 on T
11. As already
observed in [1, 25], the existence of such kind of multiplets is related to the possibility
of wrapping a p–brane (p = 3 in our case) on the non–trivial p–cycles of the internal
manifold.
A new feature of our five–dimensional theory is that there appears not only the single
vector field associated to the non–trivial 3–form, but, as we will see, there is also a tensor
and a scalar field, which are part of a Betti tensor and a Betti hypermultiplet respectively.
In section 2 we review in some more detail with respect to previous papers the geometry
of T pq and specifically of T 11 (which turns out to be the only supersymmetric one in the
family where the integers p and q define the possible embeddings of the U(1) in the
denominator), establishing conventions and notations. In section 3 we give our essential
resume´ of harmonic expansion on a general coset manifold, giving at each step of the
construction, the application to our specific manifold. The KK procedure for T 11 is then
worked out and the mass spectrum thoroughly computed in section 4. In section 5 we
explain how to reconstruct the supermultiplets of SU(2, 2|1) from the eigenvalues of the
invariant differential operators and from the group theoretical knowledge of the SU(2, 2|1)
representations. In section 6 we recall the main properties of the Betti multiplets as they
were first introduced in [23] and we discuss their explicit form in our specific case.
We also present three appendices. In the Appendix A notations and conventions are
collected, while in Appendix B we show how to compute the differential operators on a
coset manifold in a purely algebraic way, which is the heart of the general method for
computing mass spectra in KK theories, and finally in Appendix C we list the tables of
the various multiplets of the theory.
2 T 11 geometry
The T pq spaces [26] are the coset manifolds
G
H
=
SU(2)× SU(2)
UH(1)
,
where the UH(1) generator TH is embedded in the two SU(2) factors as the linear combi-
nation
TH ≡ p T3 + q Tˆ3 (p, q ∈ N, coprime) (2.1)
where T3 and Tˆ3 generate U(1) subgroups of the two SU(2) in G.
To describe the geometry of these varieties, we can take two copies of the SU(2)
algebra with generators4 TA, TˆA, (A = 1 . . . 3):
[TA, TB] = ǫAB
CTC , [TˆA, TˆB] = ǫAB
C TˆC , (2.2)
4 The conventions used for the ǫ symbol, the group metrics etc. are reported in Appendix A.
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and write the Maurer–Cartan equations (MCe’s) for their dual forms eA, eˆA:
deA +
1
2
ǫBC
A eBeC = 0, (2.3)
deˆA +
1
2
ǫBC
A eˆB eˆC = 0. (2.4)
Choosing the two U(1) subgroups of SU(2) to be generated by e3 and eˆ3, we may rewrite
(A = (i, 3), Aˆ = (r, 3),i, r = 1, 2)
dei + ǫij e
3ej = 0, (2.5a)
deˆr + ǫrs eˆ
3eˆs = 0, (2.5b)
de3 +
1
2
ǫij e
iej = 0, (2.5c)
deˆ3 +
1
2
ǫrs eˆ
reˆs = 0. (2.5d)
Passing to the quotient G → G/H , the MCe’s for the left–invariant one–forms on G
become the corresponding MCe’s for left–invariant forms on the coset G/H . The linear
combination
ω ≡ p e
3 + q eˆ3
p2 + q2
(2.6)
dual to TH defined in (2.1) can be identified as the H–connection of G/H , while e
i, eˆr
and the orthogonal combination
e5 =
p e3 − q eˆ3
p2 + q2
(2.7)
can be identified with the five vielbeins spanning the cotangent space to G/H .
We do not dwell with general values of p and q because we are interested only in T pq
spaces endowed with supersymmetry and it has been shown in [26] that this happens only
if p = q = 1. Thus we take
TH ≡ T3 + Tˆ3, ω ≡ e
3 + eˆ3
2
, e5 ≡ e
3 − eˆ3
2
, (2.8)
and
T5 = T3 − Tˆ3, (2.9)
where T5 is the coset generator dual to e
5. In the (ω, e5) basis, the MCe’s (2.5c)–(2.5d)
become
dω +
1
4
ǫije
iej − 1
4
ǫrseˆ
reˆs = 0, (2.10)
de5 +
1
4
ǫije
iej +
1
4
ǫrseˆ
reˆs = 0. (2.11)
It is convenient to introduce rescaled vielbeins V a ≡ (V i, V s, V 5):
V i = a ei, V s = b eˆs, V 5 = c e5, (2.12)
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where a, b, c are real rescaling factors which will be determined by requiring that T 11 be
an Einstein space [8, 27]. Using (2.12) in (2.5a)–(2.5b) and (2.10)–(2.11), we get the full
set of MCe’s of T 11 for the vielbein V a and the H–connection ω
dV i + ǫij(ω + cV 5)Vj = 0, (2.13)
dV r + ǫrs(ω − cV 5)Vs = 0, (2.14)
dV 5 +
a2
4c
ǫijViVj − b
2
4c
ǫrsVrVs = 0, (2.15)
dω +
a2
4
ǫijViVj +
b2
4
ǫrsVrVs = 0. (2.16)
Once we have the vielbeins, we may construct the Riemann connection one–form
Bab ≡ −Bba (a, b = i, s, 5), imposing the torsion–free condition
dV a − BabVb = 0. (2.17)
It is straightforward to compare the equations one obtains from (2.17) with the rescaled
MCe’s, finding
Bij = −ǫij
[
ω +
(
c− a
2
4c
)
V 5
]
, B5i = a
2
4c
ǫij Vj,
Bst = −ǫst
[
ω −
(
c− b
2
4c
)
V 5
]
, B5s = − b
2
4c
ǫst Vt,
Bis = 0.
(2.18)
The Riemann tensor obtained from the definition of the curvature 2–form:
Rab ≡ dBab − BacBcb = RabcdV cV d, (2.19)
has components given by
Ri5j5 = −δij
a2b2
32c2
,
Risjt =
1
8
(
a2b2
4c2
)
ǫijǫst,
Rijkl = ǫ
i
jǫkl
(
a2
2
− a
2b2
16c2
)
+
a2b2
16c2
ǫi[kǫl]j,
Rs5t5 = −δst
a2b2
32c2
,
Rstrz = ǫ
s
tǫrz
(
a2
2
− a
2b2
16c2
)
+
a2b2
16c2
ǫs[rǫz]t,
Rijst =
a2b2
16c2
ǫijǫst.
(2.20)
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The requirement for T 11 to be an Einstein space means that its Ricci tensor must be
Rab = 2 e
2 δab , (2.21)
where e is the constant VEV of the IIB four–form self–dual field strength, needed to
obtain a spontaneous KK compactification via the Freund–Rubin mechanism [28]. It is
well known that e2 is identified with the cosmological constant of AdS5 (see (3.47) below).
The Ricci tensor components derived from (2.20) are given by
Rik =
(
1
2
a2 − a
4
16c2
)
δik, R
s
t =
(
1
2
b2 − b
4
16c2
)
δst , R
5
5 =
a4
8c2
, (2.22)
and in order to satisfy (2.21) we must have
a2 = b2 = 6e2, and c2 =
9
4
e2. (2.23)
This fixes the square of the rescalings and thus their absolute value, but not their sign.
We will see that this is going to be determined by supersymmetry requirement.
Before proceeding, we would like to briefly mention an alternative approach for de-
scribing the geometry of the T 11 manifold developed in [27] and used for example in [4].
If we decompose the SU(2)×SU(2) Lie algebra G with respect to the TH generator as G
= H + K, where H is made of the single TH generator and the coset algebra K contains
the Ti, Tˆs and T5 generators, the commutation relations between the G generators are
[Ti, Tj] =
1
2
ǫij(TH + T5), [Tˆs, Tˆt] =
1
2
ǫst(TH − T5),
[T5, Ti] = [TH , Ti] = ǫi
jTj , [T5, Tˆs] = [TH , Tˆs] = ǫs
tTˆt, (2.24)
[Ti, Tˆs] = [T5, TH ] = 0.
From these, one can derive the structure constants
Cij
H = Cij
5 =
1
2
ǫij , Cst
H = Cst
5 =
1
2
ǫst,
C5i
j = CHi
j = ǫi
j , C5s
t = CHs
t = ǫs
t, (2.25)
Cis
a = C5H
a = 0.
and find again the Riemann tensor components (2.20) from the formula [27]
Rab,de =
1
4
CabcC
c
de
(
a b
c
)
r(d)r(e)
r(c)
+
1
2
CabHC
H
der(d)r(e) +
+
1
8
CacdC
c
be
(
a c
d
)(
b c
e
)
− 1
8
CaceC
c
bd
(
a c
e
)(
b c
d
)
, (2.26)
where (
a b
c
)
≡ r(a)r(c)
r(b)
+
r(b)r(c)
r(a)
− r(a)r(b)
r(c)
, (2.27)
and r(a) = {a, b, c}.
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3 Harmonic expansion
3.1 The general theory
In this chapter we give a resume´ of the general theory of harmonic expansion on coset
manifolds (see e.g. [6, 7, 8, 9, 14] and references therein) adapt the general formulae to
our specific case, namely compactification of type IIB supergravity on the T 11 manifold.
In Kaluza–Klein theories, we are faced with the problem of computing the mass spec-
trum of a D–dimensional model compactified down to D − d dimensions, d being the
dimensions of a compact space, usually of the form of a coset G/H .
We take the space–time to be AdSD−d, i.e. anti de Sitter space in D − d dimensions.
The first thing to do is to compute the fluctuations of the D–dimensional fields around
a particular background [12, 23] which, in spontaneous compactifications, turns out to be
a solution of the D–dimensional theory equations of motion. After the linearisation of
the D–dimensional equations of motion has been performed, we are left, for each field of
the theory, with an equation of the type:
(✷{J}x +
[λ]
y )Φ
{J}[λ](x, y) = 0. (3.1)
where ✷ and are the kinetic operators in the AdS space–time (x–coordinates) and in
the compact space (y–coordinates). The label {J} denotes the AdSD−d quantum numbers
of the field (scalar, vector, spinor, etc.), while the SO(d) representation in the tangent
space to G/H is labeled by the corresponding Young diagram5 [λ] ≡ [λ1, . . . , λ[d/2]].
The important thing about (3.1) is that the differential operator symbolically denoted
by [λ]y is a Laplace–Beltrami operator on G/H . This means that, beside being invariant
under G, its eigenfunctions, the harmonics on G/H , define a complete set of functions for
the fields Φ[λ](y) on G/H and, for each eigenvalue, they span an irreducible representation
of G.
The invariant operators can all be constructed in terms of the (flat) covariant
derivatives Da (a = 1, . . . d) on G/H and the invariant G–tensors. Let us give a list of
these operators for various irrepses
[
λ1, . . . , λ[d/2]
]
appearing in the KK compactification6
yY[0,0,...,0] ≡ ✷Y, (3.2a)
yY[1,0,...,0] ≡ 2DaD[aYb], (3.2b)
yY[1,...,1,0,...0] ≡ (p+ 1)Dap+1D[a1Ya2...ap+1], (3.2c)
yY[2,0,...,0] ≡ 3DcD(cYab), (3.2d)
yY[1/2,1/2,...,1/2] ≡ D/ Ξ, (3.2e)
yY[3/2,1/2,...,1/2] ≡ γabcDb Ξc. (3.2f)
5We will mostly omit the {J} and [λ] labels when not necessary.
6Symmetrisation and antisymmetrisation are understood with weight one; we do not write explicitly
the spinor index on the spinor harmonics: Ξ ≡ Ξα.
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Note that all the Laplace–Beltrami operators are either second–order differential oper-
ators acting on the bosonic harmonics Y (which can be expressed in terms of the covariant
Laplacian ✷ on G/H plus curvature terms) or they are the first–order operators acting
on spinor harmonics Ξ (in this case they can be expressed in terms of the Dirac operator
D/ on G/H).
We point out that for particular values of the internal space dimension d = 2k + 1,
the Laplace–Beltrami operator acting on a k–form can be written in terms of the first–
order operator ⋆d. For example, in d = 5, the Laplace–Beltrami operator on the 2–forms
YabV
aV b is
yY[1,1] ≡ ⋆dYabV aV b = 1
2
ǫabcdeD
cY de V aV b, (3.3)
and the usual second–order operator is simply the square of the first–order one.
To define the harmonics we start from the fundamental equation for the coset repre-
sentative L(y) of G/H :
gL(y) = L(y′)h(y, g) (3.4)
where g ∈ G, h ∈ H and y, y′ are two points of G/H related by the g transformation. In
a given G–representation ID of indices m, n we can rewrite (3.4) as follows
ID(g)mnID
n(L(y))ki = ID
m(L(y′))hiID(h(y, g))
hi
ki (3.5)
where the N–dimensional range of the indicesm, n of the representation space of ID(h) has
been fragmented into subsets hi corresponding to their i–th irreducible fragment; in other
words, if {ν} identifies the G–representation and {αi} identifies one of the irreducible
H–representations according to the branching rule
{ν} → {α1} ⊕ {α2} ⊕ . . .⊕ {αM}, (3.6)
then we have
m = {h1, . . . , hM}, hi = 1, . . . , ni,
M∑
1
hi = dimID. (3.7)
We now define as irreducible harmonics
[
Y
{ν}
{αi}(y)
]m
hi ≡ IDmhi(L−1(y)). (3.8)
The functions Y
(ν)m
{αi}hi , for fixed {αi}, are a complete set of functions for the expansion of
a field Φhi(y) on G/H , where Φhi(y) transforms in the irrep {αi} of H . However, in KK,
the D–dimensional physical fields also depend on the space–time coordinates x, so that a
generic field Φhi(x, y), transforming in the irrep {αi}, can be expanded as
Φhi(x, y) =
∑
{ν}
∑
m
Φ
{ν}
mhi
(x)(Y {ν}(y))mhi. (3.9)
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where for notational simplicity we have suppressed the index αi referring to the particular
H–representation.
Once the G–representation {ν} is fixed we can still have a state degeneration. Indeed
there are cases in which the same G–representation, with the same H quantum numbers
can be obtained in many ways. In such cases the correct field expansion (3.9) is replaced
by
Φhi(x, y) =
∑
{ν}
∑
m
∑
δ
Φ
{ν}δ
mhi
(x)(Y {ν}δ(y))mhi, (3.10)
where δ counts the state degeneracy.
We now exemplify the previous discussion with our specific case, where the coset is G/H = (SU(2)×
SU(2))/UH(1) and dim(G/H) = 5. Thus {ν} is identified with (j, l), the quantum numbers of the
SU(2) × SU(2) irreducible representations, and {αi} is identified with the charge qi of the i–th one–
dimensional fragment of the branching of a given SU(2)× SU(2) representation under UH(1).
To be more explicit, we write a generic representation of SU(2) × SU(2) in the Young tableaux
formalism:
(j, l) ≡ . . .︸ ︷︷ ︸
2j
⊗ . . .︸ ︷︷ ︸
2l
. (3.11)
A particular component of (3.11) can be written as
1 . . . 1︸ ︷︷ ︸
m1
2 . . . 2︸ ︷︷ ︸
m2
⊗ 1 . . . 1︸ ︷︷ ︸
n1
2 . . . 2︸ ︷︷ ︸
n2
(3.12)
and we have {
2j = m1 +m2
2j3 = m2 −m1 ,
{
2l = n1 + n2
2l3 = n2 − n1 . (3.13)
Furthermore (recalling the definitions (2.1)–(2.9)) we get
THY
(j,l,r)
(q) = i q Y
(j,l,r)
(q) ≡ i (j3 + l3)Y (j,l,r)(q) ,
T5Y
(j,l,r)
(q) = i r Y
(j,l,r)
(q) ≡ i (j3 − l3)Y (j,l,r)(q) .
(3.14)
Hence
2j3 = q + r ≡ m2 −m1,
2l3 = q − r ≡ n2 − n1. (3.15)
It is easy to see that, given a generic {ν} = (j, l) G–representation and fixed the H quantum number
q, we have still the freedom to chose how to place the 1 and 2’s in the boxes of the Young tableaux.
We have therefore a state degeneration. To remove such a degeneration we classify the various states
by means of a fourth quantum number r which is the charge of the state under the normalizer U(1) in
H . This U(1) coincides with the R–symmetry factor in the full isometry group SU(2)× SU(2)× U(1).
We point out that this number is not a good quantum number for a fixed representation as it is not
the same for all the q–fragments appearing in the expansion of a generic (spinor) tensor, but it is useful
to determine the eigenvalues of the mass operators on the harmonics in terms of the known quantum
numbers of the isometry group.
Since in this case the hi index is one–dimensional, we can write the generic harmonic of T
11 as
Y
(j,l,r)
(qi)
(y)m and the expansion of a field belonging to the subspace of charge (qi) as
Φ(qi)(x, y) =
∑
(j,l)
∑
m
∑
r
Φ(j,l,r)qi (x)m(Y
(j,l,r)(y))mqi (3.16)
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Coming back to the general case, we are now in position of constructing the eigenfunc-
tions of the Laplace–Beltrami operators acting on the SO(d) tangent group tensor and
spinor fields. Let us denote by Φ
[λ1,...,λ[d/2]]
ab... (x, y) such a field where [λ] ≡ [λ1, . . . , λ[d/2]] are
Young labels of the SO(d) representation and ab . . . denote generically some tensor (or
spinor) structure of the indices. We note that H is a subgroup of SO(d) (in our example
H = UH(1) ⊂ SO(5)) and so we can branch [λ] with respect to H obtaining a set of N
irreducible representations of H
[λ]
H−→ {β1}+ {β2}+ . . . {βN}. (3.17)
To make this decomposition explicit we observe that if G/H is a d–dimensional coset,
then H is a subgroup of SO(d), its embedding being described by7
(TH)
m
n = CH
ab(Tab)
m
n (CH
ab = CHc
bηca), (3.18)
for a given SO(d) representation labeled by indices m, n. In general, any SO(d) repre-
sentation is fully reducible under H :
(TH)
m
n =


Tm1n1H
Tm2n2H
. . .
TmMnMH

 . (3.19)
In particular, the vielbein V a, which is a d–dimensional SO(d) vector ([1, 0, . . . , 0]) can
be split into fragments transforming irreducibly under H as follows:
V a → V h1 ⊕ . . .⊕ V hN . (3.20)
Turning again to our case G/H = T 11, the set of generators of the isotropy group H = UH(1) is
a single generator which is also named TH . Using the SU(2) × SU(2) algebra given in (2.24) we find
the following decomposition of the SO(5) vector and spinor representation with respect to the one–
dimensional subgroup: for the vector representation we find
(TH)ab = CHab =

 ǫij ǫst
0

 , (3.21)
where each ǫij = ǫst =
(
0 1
−1 0
)
, while for the spinor representation
(TH) = CH
ab(Tab) = −1
4
CH
ab(γab) = −1
2
(γ12 + γ34) = i


0
0
1
-1

 , (3.22)
where γab are the SO(5) gamma matrices defined in the Appendix A.
7 To simplify the notations we write (T )mn instead of the appropriate notation for a representation
(ID(T ))mn.
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Note that the vielbein V a breaks under UH(1) into five one–dimensional fragments V
i = (V 1, V 2),
V s = (V 3, V 4), V 5 with UH(1) charges given respectively by (1,−1); (1,−1); 0.
Each of the fragments appearing in (3.17) can be expanded in harmonics according to
(3.9). Therefore the SO(d) field Φ
[λ]
ab...(x, y) (where ab . . . denote a set of indices labeling
the SO(d) representations according to the Young symbol [λ] = [λ1, . . . , λ[d/2]]) can be
expanded as
Φ
[λ]
ab...(x, y) =


Φh1(x, y)
Φh2(x, y)
...
ΦhN (x, y)


[λ]
=
∑
{ν}
∑
m
N∑
ξ=1
Φ{ν}(x)mhξ


0
...
Yhξ(y)
...
0


{ν},m
(3.23)
where 

0
...
Yhξ
...
0


(3.24)
is called a SO(d) harmonic, the most general SO(d) harmonic being
Y
{ν}m
ab... (y) =


Yh1
Yh2
...
YhN


{ν}m
. (3.25)
It is now evident that in the above expansion the set of irrepses {ν} of G contributing
to the expansion are only those that, when branched with respect to H , contain at least
one of the irrepses {βi} appearing in the decomposition (3.17). In other words, for some
i and j we must have {αi} = {βj}.
It may happen that {ν} contains the same {αξ} more than once; in this case the index
ξ is extended to count also equivalent copies of the same {αξ} contained in {ν}.
At this point we can come back to the (3.1) equation.
Since y is an invariant Laplace–Beltrami operator on G/H (invariant under the co-
variant Lie derivatives [8]) we can compute its action on the harmonics Y
{ν}m
iξ
(y) obtaining
yY
{ν}m
iξ
(y) = M
{ν}
ξξ′ Y
{ν}m
iξ′
(y) (3.26)
so that the linearised equations of motion of the AdS fields become
(δξξ′✷x +M
{ν}
ξξ′ )Φ
{ν}
nξ′ (x) = 0 (3.27)
and by diagonalisation of the matrixM
{ν}
ξξ′ we find the eigenvalues for the various fragments
Φ
{ν}
nξ′ (x).
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3.2 The mass matrix
Let us now discuss in some detail the computation of the mass matrix M
{ν}
ξξ′ . We want to
show that the action of y as a differential operator on the harmonics can be reduced to
a purely algebraic action in terms of generators of G/H and SO(d).
Since the Laplace–Beltrami operators are constructed in terms of the SO(d) covariant
derivatives
D = d+ BabTab ≡ d+ B, (3.28)
where Tab are the SO(d) generators, setting B = ωH +M , (ωH is defined in the Appendix
B) one can write
D = DH +M, (3.29)
where the H–covariant derivative is defined by
DH = d+ ωH. (3.30)
The usefulness of the decomposition (3.29)–(3.30), lies in the fact that the action of
DH on the harmonics can be computed algebraically. Indeed one has quite generally (see
Appendix B)
DH = −r(a)TaV a. (3.31)
The covariant derivative, can then be written as
D = (−r(a)V a Ta +MabTab). (3.32)
According to the branching of the SO(d) fundamental representation [1, 0, . . . , 0] of
the vielbein (3.20), we have in any G–representation
Dhi = −r(i)Thi +Mabhi Tab, (3.33)
where Tab are the SO(d) generators (whose normalization in the vector representation is
(Tab)
cd = −δcdab ) and Thi are the generators of the coset algebra branched with respect to
H .
In our example we have h1 = i = {1, 2}, h2 = s = {3, 4}, h3 = {5} and using (2.17)–(2.18) and
(3.29)–(3.30), the M matrices are
M ij = −
(
c− a
2
4c
)
V 5ǫij , M5i =
a2
4c
ǫijVj ,
M st =
(
c− a
2
4c
)
V 5ǫst, M5s = −a
2
4c
ǫstVt, (3.34)
M is = 0.
and the covariant derivatives turn out to be
Di =
(
−aTi − a
2
2c
ǫi
jT5j
)
,
Ds =
(
−aTs + a
2
2c
ǫs
tT5t
)
, (3.35)
D5 =
(
−cT5 − 2
(
c− a
2
4c
)
(T12 − T34)
)
.
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Acting on a given harmonic Y
{ν}m
iξ
(y), identified by the irrep {ν} of G, with the
covariant derivative, gives
DhiY {ν}mhj = −r(i) [ID(Thi)]hjhk Y
{ν}m
hk
+Mabai [ID(Thi)]hjhk Y
{ν}m
hk
. (3.36)
Note that the second term of the right hand side of (3.36) acts on the harmonics as an
element of the SO(d) Lie algebra, while the first term acts as an element of the Lie algebra
of G, the isometry group.
Let us now observe that the action of Dhi on any harmonic is perfectly known once
we define it on the basic harmonic L−1(y) in the fundamental representation of G (if
G is an orthogonal group it is useful to consider the action of Dhi on the fundamental
and spinor representations). On the basis of this observation, the evaluation of the first
term is usually done by identifying {ν} with a Young tableaux [λ1, . . . , λ[d/2]]. The action
of ID(Thi) on such a Tableaux is obtained by tensoring the action of the fundamental
representation of Thi on each box of the tableaux
i1 . . . . . . . . . . . . . . . . . . iλ1
j1 . . . . . . . . . . . . jλ2
...
...
...
k1 . . . kλ[d/2]
(3.37)
and performing the required (anti-)symmetrisations. Note that since in the fundamental
representation
ID(Thi)k
j j = ci k , (3.38)
Thi can be thought as an operator destroying j and creating k times a numerical
coefficient (see the explicit examples of SU(2)× SU(2) in the sequel).
The evaluation of the second term in (3.36) is simpler: it is sufficient to use the matrix
realization of Tab in the [λ1, . . . , λ[d/2]] representation of SO(d).
Actually we are interested in the second order and first order Laplace–Beltrami oper-
ators given in (3.2). The first order operators can be written in terms of
γaDa ≡
N∑
i=1
γaiDai =
N∑
i=1
γai(−r(i)Tai +Mabai Tab), (3.39)
while the second order operators are all given, apart from curvature terms (which are
known from the G/H geometry), in terms of the covariant laplacian, namely:
✷ = DaDa ≡
∑
i
DaiDai =
∑
i
(−r(i)Tai +Mabai Tab)(−r(i)T ai +Mab aiTab) =
=
∑
i
(r(i)2TaiT
ai − 2r(i)TaiMab aiTab) +Mabai M cd aiTabTcd). (3.40)
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On an SO(d) scalar harmonic which, being a SO(d) singlet, is also an H–singlet, the
previous expression assumes the remarkably simple form
✷Y
{ν}m
0 ≡ DaDaY {ν}m0 =
∑
i
r(i)2TaiT
aiY
{ν}m
0 , (3.41)
where Y
{ν}m
0 is the one–dimensional SO(d) and H–singlet.
Formulae (3.39)–(3.41) can be directly used in our example by setting a1 = {1, 2} ≡ {i}, a2 = {3, 4} ≡
{s}, a3 = {5}, r(i) = 6 e2, r(s) = 6 e2, r(5) = 92 e2, identifying the Tab with the SO(5) generators and
using the values of Mabai = {Mabi ,Mabs ,Mab5 } given in equations (3.34).
Let us now show how to compute the spectrum of the physical masses for the AdS fields
appearing in the expansion (3.9). This is equivalent to compute the eigenvalues of the
Laplace–Beltrami operators introduced before, the physical masses being the eigenvalues
or simply related to them.
To compute the eigenvalues of a generic operator we can compute either the explicit
dim[λ]×dim[λ] numerical matrix obtained from the expression of the covariant Laplacian
plus curvature terms obtained from (3.2) after the action of the operators Tai , Tab in the
representation {αi} and [λ] on the given harmonic has been evaluated; or, what happens
to be easier in practice, one can think of (3.39)or (3.40) as a dim[λ]×dim[λ] matrix whose
entries contain the operators Tai and/or TaiT
ai . In that case we write:
Y
{ν}m
ab... =


Yi1
...
YiN


{ν}m
(3.42)
and applying y to both sides of (3.9) (suppressing for a moment the indices {ν}m since
they remain inert in the computation) we have
Φ
[λ]
ab...(x, y) =


N∑
ξ=1
Φiξ


0
...
Yiξ
...
0




=
N∑
ξ=1
Φiξ ξξ′


0
...
Yiξ′
...
0


. (3.43)
Recalling that ξξ′ is a matrix of ”operators” acting on the fragments Yiξ we have
ξξ′Yiξ′ =Mξξ′Yiξ′ (3.44)
where Mξξ′ is now a numerical entry. Thus
Yab...(x, y) =


Φi1M11Yi1 . . . Φi1M1NYiN
...
...
ΦiNMN1Yi1 . . . ΦiNMNNYiN

 . (3.45)
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By diagonalisation of Mξξ′ we finally find
Φ
{ν}
ab...(x, y) =
∑
{ν}m


λ1Φi1Yi1
...
λNΦiNYiN


{ν}m
=
∑
{ν}m
N∑
ξ=1
Φ
{ν}m
iξ
λξ


0
...
Y
{ν}m
iξ
...
0


(3.46)
and we see that in general we have different eigenvalues λξ in the different subspaces {βi}.
3.3 Harmonic analysis on T 11
Having explained the general procedure in the previous section, let us now restrict our
attention to the harmonic analysis on T 11.
As we discussed in section 3.1, the first thing to do is to consider the background
solution generating the AdS5 × T 11 geometry and compute the fluctuations of the fields
around this solution. This latter is given by the following values of the ten–dimensional
fields [26]
Fabcde = eǫabcde, R
a
b = 2e
2δab ,
Fmnpqr = −eǫmnpqr, Rmn = −2e2δmn , (3.47)
B = AMN = 0, ψM = χ = 0,
where Fabcde and Fmnpqr are the projections on T
11 and AdS5 of the ten–dimensional five–
form F defined as F = dA4, A4 being the real self–dual four–form of type IIB supergravity.
The other fields of type IIB supergravity are: the metric GMN(x, y) with internal and
space–time components gab(y), gµν(x) whose Ricci tensors in this background are given
in (3.47) and the complex 0–form and 2–form B and AMN (the fermionic fields ψM and
χ are obviously zero in the background (3.47)).
To determine the KK modes, one has first to determine the linearised field equations
around the background (3.47) and then expand the excitations into the T 11 harmonics.
As explained in [12, 29], the general expansion can be simplified by choosing covariant
gauge conditions in the internal space.
We are not going to give a detailed derivation of the linearised equations or gauge–
fixing conditions for our case. The right procedure has been explained in [29] to which
we refer. There are however some subtleties and differences arising in making the same
computations in our case which will be examined below. To be more precise, while for
most of the field excitations we can repeat the KK expansion and impose the gauge–
fixing conditions as reported in [29], we have to be careful for the expansion of the modes
deriving from the fourth–rank antisymmetric tensor AMNPQ.
15
Dim fields harm.
10 D h′µν(x, y) h
a
a(x, y) Aabcd(x, y) B(x, y) Aµν(x, y)
5 D Hµν(x) π(x) b(x) B(x) aµν(x) Y (y)
10 D haµ(x, y) Aµabc(x, y) Aµa(x, y)
5 D Bµ(x) φµ(x) aµ(x) Ya(y)
10 D Aµνab(x, y) Aab(x, y)
5 D b±µν(x) a(x) Y[ab](y)
10 D hab(x, y)
5 D φ(x) Y(ab)(y)
10 D λ(x, y) ψ(a)(x, y) ψµ(x, y)
5 D λ(x) ψ(L)(x) ψµ(x) Ξ(y)
10 D ψa(x, y)
5 D ψ(T )(x) Ξa(y)
Table 1: Fields appearing in the harmonic expansion.
We name the ten–dimensional and five–dimensional fields as in [29] and we report in
the Table 1 the relevant notations.
Using these notations the expansion of the fields, except AMNPQ, becomes
h′µν(x, y) =
∑
{ν}
H{ν}µν (x)Y
{ν}(y), (3.48a)
hµa(x, y) =
∑
{ν}
B{ν}µ (x)Y
{ν}
a (y), (3.48b)
h(ab)(x, y) =
∑
{ν}
φ{ν}(x)Y {ν}(ab) (y), (3.48c)
haa(x, y) =
∑
{ν}
π{ν}(x)Y {ν}(y), (3.48d)
Aµν(x, y) =
∑
{ν}
a{ν}µν (x)Y
{ν}(y), (3.48e)
Aµa(x, y) =
∑
{ν}
a{ν}µ (x)Y
{ν}
a (y), (3.48f)
Aab(x, y) =
∑
{ν}
a{ν}(x)Y {ν}[ab] (y), (3.48g)
B(x, y) =
∑
{ν}
B{ν}(x)Y {ν}(y). (3.48h)
Note that in (3.48) do not appear derivative terms in the harmonics; this is due to the
fact that using the gauge invariance freedom in the internal space, which we then fix by
imposing
Dah(ab) = Dahaµ = 0, (3.49a)
DaAab = DaAaµ = 0, (3.49b)
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we can restrict ourselves to the transverse harmonics, namely harmonics satisfying the
condition DaYab... = 0.
In an analogous way, in the harmonic expansion of the fourth–rank antisymmetric
tensor fluctuations (denoted by aMNPQ), we can choose the covariant gauge conditions
Daaabcd = Daaabcµ = Daaabµν = Daaaµνρ = 0, (3.50)
and remove again terms with gradients from the harmonics of the various fluctuations.
This means that we can expand these fluctuations in KK modes ( we use the collective
index {ν} to denote the doublet (j, l))
aµνρσ(x, y) =
∑
{ν}
b{ν}µνρσ(x)Y
{ν}(y), (3.51a)
aµνρa(x, y) =
∑
{ν}
b{ν}µνρ(x)Y
{ν}
a (y), (3.51b)
aµνab(x, y) =
∑
{ν}
b{ν}µν (x)Y
{ν}
ab (y), (3.51c)
aµabc(x, y) =
∑
{ν}
φ{ν}µ (x)Y
{ν}
abc (y), (3.51d)
aabcd(x, y) =
∑
{ν}
b{ν}(x)Y {ν}abcd(y). (3.51e)
We can achieve further simplifications if we consider the duality conditions in a five–
dimensional space and the gauge conditions (3.50). From Daaabcd = 0, equation (3.51e)
and since in five dimensions a 4–form is dual to a 1–form, we have
ǫabcdeDdY {ν}e = 0, (3.52)
Now we recall that since the topology of T 11 is that of S2 × S3 its Betti numbers can
be easily derived through the Ku¨nneth formula from the product of those of the spheres
in the product. This tells us that there are no non–trivial one–cycles and so no closed
non–exact 1–forms, exactly as in the case of the S5 compactification of [29]. Therefore
(3.52) implies that Ye is an exact 1–form. Thus we can simplify the aabcd expansion to
aabcd =
∑
{ν}
b{ν}ǫabcd
eDeY {ν}. (3.53)
One could try to repeat the same procedure for the aµabc field, but here comes the
point. While this procedure is straightforward for the S5 internal space analyzed in [29],
this is not the case for the T 11 manifold. From the gauge condition Daaµabc = 0, equation
(3.51d) and the duality relations, we find
ǫabcdeDcY {ν}de = 0, (3.54)
but now Yde can be a closed non–exact two–form since the second and third Betti numbers
of T 11 are different from zero and in fact
b2 = b3 = 1. (3.55)
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This means that there exist a non–exact closed two–form on this space which can satisfy
(3.54).
In [30] it has been shown that this single Betti 2–form must be a G–singlet and thus
there is only the {ν} = {G–singlet} = {0} mode which cannot be treated as in [29]. The
aµabc expansion for AdS5 × T 11 is therefore
aµabc =
∑
{ν}
[
φ{ν}µ ǫabc
deDdY {ν}e
]
+ φ˜(0)µ ǫabc
deY
(0)
de (3.56)
which means that the only difference with the expansion in [29] is the last term in (3.56).
Let us then analyze the consequences of this modification on the linearised equations
of motion. It is easy to see that the only equations which are affected by this change are
the (E2), (M2) and (M3) equations of [29], namely
1
2
(✷x +✷y)hµa − 1
2
DµDρhaρ − 1
2
DaDρh′µρ −
4
15
DµDahγγ +
+
1
2
DµDah′σσ −
1
2
DµDbh(ab) − 1
2
DaDbhµb+ = −e
6
ǫµ
νρστ (∂aaνρστ − 4∂νaaρστ ) +
− e
6
ǫa
bcde(∂µabcde − 4∂baµcde) (3.57)
∂aaµνρσ + 4∂[µaνρσ]a =
1
4!
ǫµνρσa
τbcde(∂τabcde + 4∂bacdeτ ) + eǫµνρσ
τhaτ (3.58)
3∂[µaνρ]ab + 2∂[aab]µνρ =
10
5!
ǫµνρab
στcde(3∂γadeστ + 2∂σaτγde) (3.59)
The (3.57) and (3.59) equations now contain extra terms of the form
ǫa
bcde∂baµcde = φ˜
0ǫa
bcde∂bǫcde
fgY 0fg ∼ φ˜0∂bY 0ab (3.60)
which therefore reduce to zero due to the transversality condition on Yab (DaYab = 0)
deriving from the gauge conditions (3.50) applied to (3.51c).
We are left with the (3.58) equation which, after insertion of the KK modes using
(3.48)–(3.51), contains in the r.h.s. a new term in the following sector (equation (M2.2)
of [29])
3∂[µb
0
νρ] −
∆
4
ǫµνρ
στ b0στ = 2ǫµνρ
στDσφ˜0τ (3.61)
where ∆ is the eigenvalue of the first–order operator ⋆d on the two–form (3.3) and all
the fields are in the singlet representation of the isometry group. The divergence Dµ
of this equation makes it independent on the new φ˜0 field due to the obvious identity
D[µDνφ˜0ρ] = 0, while we find a new equation of motion for the φ˜0 field by contraction of
(3.61) with ǫµνρστDσ. This yields
DσD[σφ˜0τ ] = Dσb0στ . (3.62)
(3.62) is easily seen to correspond to a new massless vector. Indeed, since b0mn is massive,
i.e.
ǫµν
ρστDρb0στ = m0b0µν , (3.63)
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its divergence vanishes Dsbst = 0, and (3.62) becomes
DσD[σφ˜0τ ] = 0. (3.64)
We see that the presence of non–trivial homology cycle on our manifold implies the
presence of a massless vector in the singlet representation of the isometry group, and if
supersymmetry is present, of an entire vector multiplet named Betti multiplet in [23].
Now that we have discussed the linearised equations of motion, we are in position
to proceed to perform the harmonic expansion and thus to determine which irreducible
representations {ν} of SU(2)× SU(2) do occur in (3.48)–(3.51).
As explained in the general setting of section 2, in order to answer this question a
preliminary step is to analyze the branching of the SO(5) representations of the fields
appearing in the l.h.s. of (3.23) into UH(1) representations, according to the general
formulae (3.17)–(3.19)
The internal SO(5) representations we need to branch are:
[0, 0] for the fields h′µν , h
a
a, Aµν , B (1)
[1, 0] for the fields hµa, Aµa, Aµνρa, Aabcd (5)
[1, 1] for the fields Aab, Aµνab, Aµabc (10)
[2, 0] for the fields h(ab) (14)
[1/2, 1/2] for the fields λ, ψαµ (4)
[3/2, 1/2] for the fields ψαa (16)
where on the extreme r.h.s. we have written the corresponding dimensions.
The explicit example worked out in (3.21), (3.22) do already give the branching for
the irrepses 5 and 4, namely
5 → 1⊕−1⊕ 1⊕−1 ⊕ 0 [λ1, λ2] = [1, 0],
4 → 1⊕−1⊕ 0⊕ 0 [λ1, λ2] = [1/2, 1/2]. (3.65)
where we have named the UH(1) irrepses by their charge.
From (3.65) we easily find the analogous breaking law for antisymmetric tensors
([λ1, λ2] = [1, 1]), symmetric traceless tensors ([λ1, λ2] = [2, 0]) and spin tensors ([λ1, λ2] =
[3/2, 1/2]) by taking suitable combinations:
10 → ±1⊕±1⊕±2⊕ 0⊕ 0⊕ 0⊕ 0 [λ1, λ2] = [1, 1],
16 → ±2⊕±2⊕±1⊕±1⊕±1 ⊕±1 ⊕ 0⊕ 0⊕ 0⊕ 0 [λ1, λ2] =
[
3
2
, 1
2
]
,
14 → ±2⊕±2⊕±2⊕±1⊕±1 ⊕ 0⊕ 0⊕ 0⊕ 0 [λ1, λ2] = [2, 0].
(3.66)
As it has been stressed in the sentence after (3.25), we know that the only irrepses
{ν} of SU(2)×SU(2) which appear in the harmonic expansion of a field belonging to the
SO(d) irrep [λ], are those which, when branched with respect to UH(1), contain at least
one of the fragments of the branching (3.65) or (3.66).
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To select such representations, we recall that a generic G tableaux can be written as
(3.12)
1 . . . 1︸ ︷︷ ︸
m1
2 . . . 2︸ ︷︷ ︸
m2
⊗ 1 . . . 1︸ ︷︷ ︸
n1
2 . . . 2︸ ︷︷ ︸
n2
and that we have the (3.15) relations
q + r ≡ m2 −m1,
q − r ≡ n2 − n1.
We observe that as long as m2 − m1 and n2 − n1 are even or odd, the same is true for
m1 +m2 and n1 + n2. Therefore the parity of 2j and 2l is the same as that of 2j3 and
2l3 and since 2j3 + 2l3 = 2q can be even or odd, the same is true for 2j + 2l. Thus j and
l must either be both integers or both half–integers. This means that the q value of any
UH(1) fragment of the SO(5) fields is always contained in any SO(5)–harmonic in the
irrep (j, l) provided that j and l are both integers or half–integers. Since q + r and q − r
are related to the third component of the ”angular momentum” of the two SU(2) factors,
one also has the conditions |q+ r| ≤ 2j and |q− r| ≤ 2l. The two above conditions select
the harmonics appearing in the expansion.
4 Computing the spectrum
• The scalar harmonic
The spectrum of the scalar harmonics Y
(j,l)
[0,0] = Y
(j,l,r)
q=0 is easily computed, since the
relevant five–dimensional invariant operator is simply the covariant laplacian (3.2a):
✷ = DaDa ≡ DiDi +DsDs +D5D5. (4.1)
Using (3.41)
✷Y
(j,l,r)
q=0 = (−a2(TiTi + TsTs)− c2T5T5)Y (j,l,r)q=0 , (4.2)
In order to evaluate (4.2), we set
Ti = − i
2
σi, Ts = − i
2
σˆs, (4.3)
T5 = T3 − Tˆ3 = i
2
(σˆ3 − σ3),
where σA and σˆA are ordinary Pauli matrices. Using the relations
σ1 1 = 2 σ2 1 = −i 2 σ3 1 = 1 (4.4)
σ1 2 = 1 σ2 2 = i 1 σ3 2 = − 2 (4.5)
(the same is true for σˆ) and observing that on a Young tableaux the σ’s act like a derivative
(Leibnitz rule), we find on the first tableaux of (3.12)
(σ1σ1 + σ2σ2) . . . = (2m1(m2 + 1) + 2m2(m1 + 1)) . . . = (4.6)
= 4(j(j + 1)− (j3)2) . . . .
20
An analogous result holds when acting with σˆ1σˆ1+ σˆ2σˆ2 on the second tableaux of (3.12),
with j ↔ l.
The eigenvalue of (σˆ3 − σ3)2 on (3.12) is
(m2 −m1 + n2 − n1)2 = 4(j3 + l3)2. (4.7)
For a scalar, q = 0 and so, from (3.15), we have
j3 = −l3 = r/2, (4.8)
and we find
✷Y
(j,l,r)
(0) =
[
a2j(j + 1) + b2l(l + 1) + (4c2 − a2 − b2)r
2
4
]
Y
(j,l,r)
(0) . (4.9)
Substituting the values of a,b and c given in (2.23), we obtain
✷Y
(j,l,r)
(0) = H0(j, l, r)Y
(j,l,r)
(0) , (4.10)
where
H0(j, l, r) ≡ 6
(
j(j + 1) + l(l + 1)− r
2
8
)
(4.11)
is the eigenvalue of the Laplacian. The same result was first given in [4] using differential
methods and it was also obtained in [5].
As shown in table (3.3), the scalar harmonic appears in the expansion of the ten–
dimensional fields h′µν(x, y), B(x, y), h
a
a(x, y), Aabcd(x, y) and Aµν . The masses of the
corresponding five–dimensional space–time fields are thus given in terms of H0(j, l, r),
and explicitly they read
m2(Hµν) = H0, (4.12)
m2(B) = H0, (4.13)
m2(π, b) = H0 + 16± 8
√
H0 + 4, (4.14)
m2(aµν) = 8 +H0 ± 4
√
H0 + 4 . (4.15)
Note that while the laplacian acts diagonally on the AdS5 fields Hµν(x) and B(x),
the eigenvalues for π(x) and b(x), which appear entangled in the linearised equations of
motion [25], [29], have been obtained after diagonalisation of a two by two matrix.
• The spinor harmonic
We now give the action of the D/ operator (3.2e) on the spinor representation of SO(5).
Equation (3.35) yields
D/ = γaDa = γi
(
−aTi − a
2
2c
ǫijT5
j
)
+ γs
(
−aTs + a
2
2c
ǫstT5
t
)
+
+ γ5
(
−cT5 − 2
(
c− a
2
4c
)
(T12 − T34)
)
, (4.16)
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where Tab are the SO(5) generators in the spinor representation. A straightforward com-
putation gives
D/ =

 icT5 2 +
(
a2
4c
+ c
)
σ3 −a
(
σiTi + σ
3Tˆ1 − i 2Tˆ2
)
a
(
σiTi + σ
3Tˆ1 + i 2Tˆ2
)
−icT5 2

 . (4.17)
When substituting the values of c and a in the matrix (4.17) we note that (2.23) defines
them only up to a sign. However, only one of them is consistent with supersymmetry.
Indeed, if a complex Killing spinor η(y) generating N = 2 supersymmetry in AdS5 is to
exist, it must have the form
η =


k
l
0
0

 , k, l ∈ C (4.18)
since, being an SU(2) × SU(2) singlet, it must satisfy THη = 0 (see (3.22)). At this
point the Killing equation D/ η = 5
2
eη can be computed from (4.17) observing that on an
SU(2)× SU(2) singlet the Ta generators have a null action and thus, using (4.18),
D/ η =


(
a2
4c
+ c
)
σ3 0
0 0

 η = 5
2
e η. (4.19)
This gives the correct value only if we choose l = 0 and
c = −3
2
e, (4.20)
while the sign of a = ±√6 e is unessential.
Recalling the meaning of c as the rescaling of the vielbein V 5, we conclude that T 11 ad-
mits a Killing spinor, leading to N = 2 supersymmetry on AdS5, only for one orientation
of T 11.
In order to compute the mass eigenvalues, we write (4.17) as an explicit 4× 4 matrix
whose entries are operators, according to the discussion given at the end of section 3.2
D/ = e


−i3
2
T5 +
5
2
0
√
6Tˆ+
√
6T−
0 −i3
2
T5 − 5
2
√
6T+ −
√
6Tˆ−
−√6Tˆ− −
√
6T−
3
2
iT5 0
−√6T+
√
6Tˆ+ 0
3
2
iT5


, (4.21)
where we have set
T± ≡ T1 ± iT2, Tˆ± ≡ Tˆ1 ± iTˆ2. (4.22)
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Note that (4.21) acts on the four–dimensional spinor representation of the SO(5) spinor
harmonic Ξ =


Y
(j,l,r−1)
(0)
Y
(j,l,r+1)
(0)
Y
(j,l,r)
(−1)
Y
(j,l,r)
(+1)

 which has been decomposed in one–dimensional UH(1) frag-
ments identified by their charge according to (3.22). The operatorial matrix (4.21) can
now be replaced by a numerical one Mξξ′ according to the discussion of sect. 2, which is
simply obtained from (4.21) by substituting in each entry the value of the T–operators
on the harmonics. The fundamental substitutions one has to make are
T+Y
(j,l,r)
(q) = −i
(
j − q + r
2
)
Y
(j,l,r+1)
(q+1) (4.23)
T−Y
(j,l,r)
(q) = −i
(
j +
q + r
2
)
Y
(j,l,r−1)
(q−1) (4.24)
Tˆ+Y
(j,l,r)
(q) = −i
(
l − q − r
2
)
Y
(j,l,r−1)
(q+1) (4.25)
Tˆ−Y
(j,l,r)
(q) = −i
(
l +
q − r
2
)
Y
(j,l,r+1)
(q−1) (4.26)
T5Y
(j,l,r)
(q) = irY
(j,l,r)
(q) (4.27)
From this action we obtain

1 +
3
2
r 0 −i√6
(
l +
r
2
+
1
2
)
−i√6
(
j +
r
2
+
1
2
)
0 −1 + 3
2
r −i√6
(
j − r
2
+
1
2
)
i
√
6
(
l − r
2
+
1
2
)
i
√
6
(
l − r
2
+
1
2
)
i
√
6
(
j +
r
2
+
1
2
)
−3
2
r 0
i
√
6
(
j − r
2
+
1
2
)
−i√6
(
l +
r
2
+
1
2
)
0 −3
2
r


(4.28)
Diagonalising now this matrix, we get the eigenvalues
λ[ 1
2
, 1
2
] =
{(
1
2
±
√
H0(r − 1) + 4
)
,
(
−1
2
±
√
H0(r + 1) + 4
)}
, (4.29)
where by H0(r±1) we mean H0(j, l, r±1). To (4.29) we have to add the four eigenvalues
obtained from the inequivalent mass matrix, where one replaces r by −r.
The masses for the spinors and gravitinos are given in terms of D/ by a numerical shift
gravitino : m(ψµ) = D/− 5
2
;
dilatino : m(λ) = D/+ 1;
longitudinal spinors: m(ψ(L)) = D/+ 3.
(4.30)
This part of the spectrum has been first calculated in [5] and the values for the masses
of these states agree with the ones we have written above.
• The vector harmonic
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The Laplace–Beltrami operator on the vector harmonics (3.2b) is
Ya = ✷Ya + 2Ra
bYb. (4.31)
As can be easily seen from (3.21) to decompose a vector index under UH(1), it is
convenient to go to a complex basis, defining (±) = 1± i2 and (±ˆ) = 3± i4.
In this new basis, the operator (4.31) becomes the matrix (e = 1)


✷+ 21
4
+ 3
2
iT5
√
6iT+
✷+ 21
4
− 3
2
iT5 −
√
6iT−
✷+ 21
4
− 3
2
iT5 −
√
6iTˆ+
✷+ 21
4
+ 3
2
iT5
√
6iTˆ−√
6
2
iT− −
√
6
2
iT+ −
√
6
2
iTˆ−
√
6
2
iTˆ+ ✷+ 8


acting on the harmonics
Y {ν}a =


Y(+)
Y(−)
Y(+ˆ)
Y(−ˆ)
Y(0)

 =


Y
(j,l,r+1)
+1
Y
(j,l,r−1)
−1
Y
(j,l,r−1)
+1
Y
(j,l,r+1)
−1
Y
(j,l,r)
0


. (4.32)
Note that, in principle, the five entries of (4.32) are not independent because of the
transversality condition DaYa = 0. However, it turns out to be more convenient to
treat the five harmonics as independent, which amounts to say that we now consider
also longitudinal harmonics of the form DaY . The presence of a longitudinal harmonic
means that among the five eigenvalues of the matrix, we should find the eigenvalue of
the laplacian on the scalar harmonic, since the Laplace–Beltrami on a longitudinal p–
form harmonic has the same eigenvalues of the Laplace–Beltrami operator acting on the
(p − 1)–form harmonic. In our case, we should then find the eigenvalue of the laplacian
H0 between the five we get. This indeed is the case and the remaining four eigenvalues
for the (transverse) 1–forms are
λ[1,0] = {3 +H0(j, l, r ± 2), H0 + 4± 2
√
H0 + 4}. (4.33)
The mass spectrum of the sixteen vectors is thus
m2(aµ) =
{
3 +H0(j, l, r ± 2)
H0 + 4± 2
√
H0 + 4
, (4.34)
m2(Bµ, ϕµ) =


H0(j, l, r ± 2) + 7± 4
√
H0 + 4
H0 + 12± 6
√
H0 + 4
H0 + 4± 2
√
H0 + 4
(4.35)
Actually, as the Laplace–Beltrami operator acts diagonally on the complex vector field
aµ(x), so we get eight mass values . Conversely, the vectors Bµ(x), ϕµ(x) get mixed in the
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linearised equations of motion [29], and upon diagonalisation we find two extra masses for
each eigenvalue. As for the scalar fields, we will use the same names Bµ and φµ also for
the eigenstates corresponding to linear combinations with plus or minus sign respectively
in the mass formulae (4.35) .
• The two–form harmonic
The relevant Laplace–Beltrami operator is now of the first–order (3.3) and can be simply
expressed as
1
2
ǫabcdeDcYde = 1
2
ǫabcdeTcYde + ǫ
abcde(Mc)d
sYse. (4.36)
For the purpose of the computation it is useful to think the action of the generators
in the representation space of a vector Yab labeled by a couple of antisymmetric indices.
Again, it is simpler to use a complex basis, where the various components of the tensor
have a definite UH(1) charge. Ordering the ten components of Yab as follows


Y++ˆ
Y5+
Y5+ˆ
Y+−
Y+ˆ−ˆ
Y+−ˆ
Y−+ˆ
Y5−
Y5−ˆ
Y−−ˆ


=


Y
(j,l,r)
+2
Y
(j,l,r+1)
+1
Y
(j,l,r−1)
+1
Y
(j,l,r)
0
Y
(j,l,r)
0
Y
(j,l,r+2)
0
Y
(j,l,r−2)
0
Y
(j,l,r−1)
−1
Y
(j,l,r+1)
−1
Y
(j,l,r)
−2


(4.37)
and decomposing the free indices ab of (4.36) as in (4.37), the operator gives rise to the
ten–dimensional vector

−2√3T+ˆY5+ + 2
√
3T+Y5+ˆ +
3√
2
T5Y++ˆ
2i
√
2Y5+ +
√
3T+ˆY+−ˆ −
√
3T−ˆY++ˆ −
√
3T+Y+ˆ−ˆ
−2i√2Y5+ˆ −
√
3T+Y−+ˆ −
√
3T+ˆY+− +
√
3T−Y++ˆ
2
√
3T+ˆY5−ˆ − 2
√
3T−ˆY5+ˆ +
3√
2
T5Y+ˆ−ˆ
2
√
3T+Y5− − 2
√
3T−Y5+ + 3√2T5Y+−
−2√3T+Y5−ˆ + 2
√
3T−ˆY5+ − 3√2T5Y+−ˆ + 3
√
2iY+−ˆ
2
√
3T+ˆY5− − 2
√
3T−Y5+ˆ − 3√2T5Y−+ˆ − 3
√
2iY−+ˆ
−2i√2Y5− −
√
3T+ˆY−−ˆ +
√
3T−ˆY−+ˆ +
√
3T−Y+ˆ−ˆ
2i
√
2Y5−ˆ +
√
3T+Y−−ˆ +
√
3T−ˆY+− −
√
3T−Y+−ˆ
−2√3T−ˆY5− + 2
√
3T−Y5−ˆ +
3√
2
T5Y−−ˆ


. (4.38)
Comparing (4.38) with (4.37), one reconstructs the operator matrix ξξ′ and then
one computes the numerical matrix Mξξ′. From this latter, we get four 0 eigenvalues
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corresponding to the longitudinal harmonics8 and six eigenvalues corresponding to the
transverse ones
λ[1,1] =
{
i
(
1±
√
H0(j, l, r ± 2) + 4
)
,±i
√
H0 + 4
}
. (4.39)
The corresponding masses for the physical states are
m2(bµν) =


H0 + 4
H0 + 4
5 +H0(j, l, r ± 2)± 2
√
H0(j, l, r ± 2) + 4
, (4.40)
m2(a) =
{
H0 + 4± 2
√
H0 + 4
H0(j, l, r ± 2) + 1± 2
√
H0(j, l, r ± 2) + 4 . (4.41)
Also in this case part of the spectrum we have shown has been computed in [5] and it
agrees with our results.
• The other harmonics
We have not calculated either the eigenvalues of D/ corresponding to the vector–spinor har-
monic Ξa which produce AdS5 spinors ψ
(T ), or the eigenvalues of the symmetric traceless
harmonic Y
(ν)
(ab). However, we know a priori how many states we obtain in these two cases,
and by a counting argument we can circumvent the problem of the explicit computation
of the eigenvalues of their mass matrices. For the vector–spinors we have in principle a
matrix of rank 20, that becomes 16 × 16 due to the irreducibility condition, and further
gets to 12×12, once the transversality condition DaΞa = 0 is imposed. In this way we are
left with 12 non–trivial (non longitudinal) eigenvalues and thus we expect 12 ψ(T ) spinors.
In an analogous way, the traceless symmetric tensor Y
(ν)
(ab) gives a 14×14 mass–matrix out
of which five eigenvalues are longitudinal leaving 9 non–trivial eigenvalues .
If we match the bosonic and fermionic degrees of freedom including the 12+12 (right)
left–handed spinors ψ(T ) and the 9 real fields φ of the traceless symmetric tensor we find
128 bosonic degrees of freedom and 128 fermionic ones. Therefore, once we have correctly
and unambiguously assigned all the fields except the ψ(T ) and φ to supermultiplets of
SU(2, 2|1), the remaining degrees of freedom of ψ(T ) and φ are uniquely assigned to the
supermultiplets for their completion.
5 Filling of SU(2, 2|1) multiplets
This section aims at combining the results of the harmonic expansion on T 11 with those
of the purely group theoretical analysis of the SU(2, 2|1) representations, and proceed
by filling SU(2, 2|1) supermultiplets with the appropriate eigenvalues of the KK mass
8Indeed in this case on a longitudinal harmonic D[aYb] the operator is identically zero, i.e.
ǫabcdeDcDdYe = 0.
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operators. This procedure was originally devised [31] in the analysis of the spectra of
N = 2 supersymmetric AdS4 compactifications of eleven dimensional supergravity , where
the full symmetry group is OSp(4|2), and has recently been revisited in [11], leading to
the uncovery of an interesting structure of new short multiplets. In the AdS4 case, the
reconstruction of the supermultiplets was advantaged by the results of [23] where universal
mass relations among fields bound to each other by supersymmetry transformations were
derived from the general properties of harmonic expansion on coset manifolds with Killing
spinors [24]. For AdS5 compactifications this tool is not available, but, as we will see,
one can still fully assemble all the KK fields into multiplets and retrieve elsewhere all the
necessary information.
On the group theory side, we need the unitary highest weight representations of
SU(2, 2|1), originally worked out in [32], [33] and recently nicely popularized in an
appendix of [34]. They are characterized in terms of the quantum numbers of the
U(1) × SU(2) × SU(2) ⊂ SU(2, 2) ⊂ SU(2, 2|1) bosonic subalgebra (E0, s1, s2), where
E0 is the AdS energy, and by the internal symmetry SU(2)×SU(2)×U(1) labels (j, l, r),
r being the R-symmetry charge.
The general relations between E0 and the masses for fields of various spin are
spin 2: E
(2)
0 = 2 +
√
4 +m2(2)
spin 3/2: E
(3/2)
0 = 2 + |m(3/2) + 3/2|
spin 1: E
(1)
0 = 2 +
√
1 +m2(1) (5.1)
two–form: E
(2f)
0 = 2 + |m(2f)|
spin 1/2: E
(1/2)
0 = 2± |m(1/2)|
spin 0: E
(0)
0 = 2±
√
4 +m2(0)
The sign ambiguity in the spin zero and 1/2 formulae occurs because in these specific
cases the unitarity bound E0 ≥ 1 + s allows the possibility E0 < 2.
We will arrange our results in a serie of nine tables , summarizing the properties of
the various families of unitary irreducible SU(2, 2|1) representations D(E0, s1, s2; r), each
generated by a specific (s1, s2) state, having E
(s)
0 = E0 and R–charge r. All descendant
states have an E
(s)
0 value shifted in a range of±2 (in 1/2 steps) with respect to the E0 of the
multiplet, while their R–symmetry is shifted in a range of ±2 in integer steps. The highest
spin state has unshifted R–charge r. We have one graviton multiplet D(E0, 12 , 12 ; r)(table
2), two left D(E0, 12 , 0; r) and two right D(E0, 0, 12 ; r) gravitino multiplets (tables 3-6) and
four vector multiplets D(E0, 0, 0; r) (tables 7-10). Thus their structure and the information
in the columns labeled (s1, s2), E
(s)
0 and R-symm. is purely group theoretical and implied
by the analysis of [32, 33, 34].
For generic values of the SU(2)× SU(2) quantum numbers j, l and the R–symmetry
r, the multiplets of the Tables 2–10 are massive long multiplets of SU(2, 2|1). However,
it is well known [34] that multiplet shortening occurs for specific values of the SU(2, 2|1)
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quantum numbers, when s1s2 = 0 or unitarity bounds are saturated. For SU(2, 2|1),
there are three types of shortened representations:
⋄ massless AdS multiplets,
E0 = 2 + s1 + s2, (s1 − s2) = 3
2
r, (5.2)
⋆ semi–long AdS multiplets:
E0 =


3
2
r + 2s2 + 2
−3
2
r + 2s1 + 2
(5.3)
• chiral AdS multiplets
E0 =
∣∣∣∣32r
∣∣∣∣ . (5.4)
These shortened representations are the most interesting ones in light of the correspon-
dence with the CFT at the boundary, and their field theoretical counterparts have been
extensively discussed in [1]. Shortening has been related to peculiar E0 values reported
in (5.2)–(5.4). The generic conditions to fulfill the requirements that leads to multiplet
shortenings are thus
j = l =
∣∣∣∣r2
∣∣∣∣ , H0 + 4 =
(
3
2
r + 2
)2
(5.5)
j = l − 1 =
∣∣∣∣r2
∣∣∣∣
l = j − 1 =
∣∣∣∣r2
∣∣∣∣

 , H0 + 4 =
(
3
2
r + 4
)2
, (5.6)
to which it must be added the very peculiar one
j = l =
r − 2
2
, r ≥ 2 H0 + 4 =
(
3
2
r − 2
)2
(5.7)
which gives rise to unitary shortenings only in one case [1].
We have thus added some symbols in the columns at the left of the tables to denote
the surviving states in the shortened multiplets: chiral (•), semi–long (⋆) or massless (⋄)
multiplets.
In particular, the absence of these symbols in table 4 means that no shortening of any
kind can occur for the gravitino multiplet II.
As explained above, the columns regarding the (s1, s2), E0, R-symmetry values and the
surviving states under shortening are determined by purely group theoretical arguments.
Our goal is therefore to fill in the remaining two right columns of all tables with the value
of the masses (mass squared for all the fields related to second order operators), fitting
unambiguously every KK field of the spectrum at the right place.
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The method used to complete the multiplets is “by exhaustion” [11, 31]: it consists in
starting from the highest spin 2 states, whose masses are unambiguously defined by the
eigenvalue λ[0,0] = H0 and determining their energy label making use of (5.1). Once the
E0 of the multiplet (that in the graviton case belongs to one of the vector fields having
R–charge r) is identified, one uses the inverses of (5.1) and ‘predicts’ the masses of all
the remaining states, and identifies them among the KK mass eigenvalues. At the end
of this process, after the whole graviton multiplet has been filled, part of the gravitino
eigenvalues will still be unused. As they don’t match any graviton, they must generate
their own spin 3
2
multiplets, and one repeats the above procedure of arranging the lower
spin states. Again, the leftover vectors eigenmodes will start vector multiplets and the
filling process is reiterated until all the mass values have been used.
Note that in the graviton multiplet and the first two families of vector multiplets all
masses are written in terms of the usual H0
H0(j, l, r) = 6
(
j(j + 1) + l(l + 1)− 1
8
r2
)
, (5.8)
where r is the R charge of the fundamental state in the multiplet, while for the gravitino
multiplets there appear the shifted quantities
H±0 ≡ H0(j, l, r ± 1) = H0 −
3
4
(1± 2r) (5.9)
and similar expressions
H±±0 ≡ H0(j, l, r ± 2) = H0 − 3(1± r) (5.10)
are used for the last two families of vector multiplets. This shifts are necessary in order
to match the expected masses with formulae (4.12)–(4.30), obtained from the eigenvalues
λ[i,j], where one happens to find H0 with shifted r.
It is useful to list also the inverse of the formulae (5.1), that give directly the masses or
mass squared of the various (s1, s2) representations, each having (2s1+1)(2s2+1) degrees
of freedom:
(1, 1) m2 = E0(E0 − 4)(
1
2
, 1
2
)
m2 = (E0 − 1)(E0 − 3)
(1, 0), (0, 1) m = |E0 − 2|
(1
2
, 0), (0, 1
2
),
(1
2
, 1), (1, 1
2
)
}
m = |E0 − 2|
(0, 0) m2 = E0(E0 − 4)
(5.11)
For the sake of clarity, we give an example by explaining in detail the assembling of
the graviton multiplet.
The first line in table 2 is filled without effort, since (4.12) tells that the graviton mass
spectrum is given unambiguously by the scalar harmonic eigenvaluem2(Hµν) ≡ H0(j, l, r),
where r coincides with the R–charge of the basic vector state for the multiplet, having
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energy label E
(1)
0 = E0. Since E
(2)
0 = E0 + 1, we can derive by (5.1) that the energy label
for the whole multiplet is
E0 = 1 +
√
H0 + 4. (5.12)
Now we pass to the left and right gravitini, having generically mass spectrum given by
(4.30)
m(ψL,Rµ ) = λ[ 1
2
, 1
2
] −
5
2
=

 −2±
√
H0(j, l, r ± 1) + 4
−3±
√
H0(j, l, r ± 1) + 4
. (5.13)
The predicted masses for each of the four spin 3/2 states are computed by inserting the
appropriate energy, given in terms of (5.12), and R-charges in formulae (5.11). Due to the
presence of absolute values (and below, for spinors and scalars also of double sign choices),
the set found in this way is redundant. Among the eight choices of eigenmodes (5.13) ,
only the four upper ones have a match within the predicted set of the graviton multiplet,
while the remaining lower ones will be highest spin states for gravitino multiplets.
The same procedure is applied to identify the four vector states, by matching formulae
(5.11) with the available spin one fields and eigenvalues within the choices (4.34)–(4.35),
according to the different energy and R-charges. We point out that while the aµ field is
selected without ambiguity, we have chosen to assign the Bµ field with the positive signs
in (4.35) and φµ the negative ones. The remaining eigenvalues will either fit in gravitino
multiplets or give rise to vector multiplets on their own.
Analogously, the 2–form fields, spinors and the scalars are placed giving rise to the
generic massive long graviton multiplet, existing for arbitrary quantum numbers (j, l, r)
and having an irrational value of E0.
Then we consider the various group-theoretical shortening patterns. If condition (5.5)
is imposed, some of the states drop out of the graviton multiplet that reduces to the
semi–long multiplet identified with the ⋆ symbols.
The massless graviton multiplet identified by the ⋄ is obtained by further setting
j = l = r = 0, leading to H0 = 0 and E0 = 3.
The application of the above method yields the completion of all other tables, whose
shortening patterns have been treated to great depth in [1], to which we refer for any
detail.
6 The Betti 3–form
In this last section we want to add some considerations on the existence of the Betti vector
multiplet in the KK spectrum previously discussed. It is obvious that Betti multiplets
always exist when we expand in harmonics a (p + 1)–form on the higher–dimensional
space considered as a vector on AdSD−d and a p–form on the internal compact space Xd
provided Xd contains non–trivial homology p–cycles (or (D − p)–cycles by Poincare’ du-
ality). Indeed, the first appearance was discussed in KK AdS4×S7 compactification [23],
30
while the corresponding physical meaning was first discussed in [35] where the Betti vector
multiplets have been interpreted as topological modes corresponding to the wrapping of
p–branes around the internal p–cycles.
The interesting fact emerging from the analysis we presented is that in the AdS5 case
we have not only the single Betti vector multiplet but also a Betti tensor and a Betti
hypermultiplet deriving from the Aµνab and Aab fields, which are expanded in terms of
the 2–form harmonic Y[ab] containing the 2–form dual to the Betti form.
In this section we determine the explicit form of the Betti 3–form on T 11 using the
theorems proven in [23, 30]. They are
1. The Betti p–form is valued in the holonomy algebra of the internal space Xd;
2. The Betti p–form is in the singlet representation of the isometry group G.
Let us first determine the holonomy algebra on T 11.
6.1 The holonomy algebra
We have already shown with the harmonic analysis the existence of two Killing spinors
for the T 11 space, implying N = 2 supersymmetry in the bulk. We want now to refine
this result by explicitly deriving the holonomy algebra H.
A Killing spinor is a zero mode of all the holonomy algebra generators
THη = 0 (6.1)
and therefore the number of preserved supersymmetries is equal to the number of inde-
pendent solutions of the above equation.
The holonomy algebra must be a subalgebra of the tangent space one H ⊂ SO(5) and
in order to have N = 2 supersymmetry H must be equal to SU(2) [26], corresponding to
the canonical embedding SO(3) →֒ SO(5):
5→ 3 + 1 + 1. (6.2)
Let us derive this result by explicitly building the TH generators annihilating the
Killing spinors. The TH generators can be constructed by the analysis of the integrability
condition of the Killing spinor equation
Daη = e
2
γaη. (6.3)
This equation admits solutions if and only if it is integrable, i.e.
[Da,Db]η = 1
4
Rab
cdγcdη =
e2
4
γabη (6.4)
which can be recast in the simpler expression
(Rab,cdγ
cd − γab)η = 0. (6.5)
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It is now straightforward to implement this equation by inserting the Riemann cur-
vature definitions (2.20). Decomposing the antisymmetric couple ab according to a, b =
i, s, 5, we find
ij : (3γ12 + 2γ34 − γ12)η = 0, (6.6)
st : (3γ34 + 2γ12 − γ34)η = 0, (6.7)
i5 : 0 = 0, (6.8)
s5 : 0 = 0, (6.9)
is : (γ24 − γ13)η = 0,
(γ23 + γ14)η = 0. (6.10)
The three independent elements of TH (fixing the normalisation in a convenient way) are
thus given by
g1 = −1
2
(γ12 + γ34), (6.11)
g2 = −1
2
(γ24 − γ13), (6.12)
g3 = −1
2
(γ23 + γ14), (6.13)
and using the gamma matrix algebra, one easily concludes that the gi close the SU(2)
algebra
[gi, gj] = ǫijkgk. (6.14)
Recalling that the Killing spinors (4.18) derived previously from group theoretical
arguments are singlet under the holonomy algebra, setting
h = γabcΩabc, (6.15)
then h annihilates all the Killing spinors: hη = 0.
6.2 The Betti 3–form
It is known [30] that a harmonic 3–form Ω on the T 11 manifold must be in the singlet
representation of the isometry group. This implies that its quantum numbers are j = l =
r = 0.
Using the duality relation on the forms, the element (6.15) becomes
h˜ = γabΩ˜ab. (6.16)
Recalling the analysis of the UH(1) decomposition of the 2–form given in sect. 4 (4.37) and
taking into account that h must be a singlet of the full isometry group SU(2)× SU(2)×
UR(1), the only components of Ωab differing from zero are Ω˜+− and Ω˜+ˆ−ˆ (in complex
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notation) or Ω˜12 and Ω˜34 (in real notation) and that they must take real constant values
(Since they contain only the singlet harmonic Y 0(0) in their expansion).
If we set
Ω˜+− = a, Ω˜+ˆ−ˆ = b, a, b ∈ R, (6.17)
then the condition for h to be valued in the holonomy algebra H reads
h˜ = aγ12 + bγ34 = αg1 + βg2 + γg3 (6.18)
whose solution is α = a = b and β = γ = 0 implying that h˜ = a g1. Thus, fixing a = 1 for
convenience, the Betti form is simply
Ω = ⋆
[
V 1V 2 + V 3V 4
]
. (6.19)
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Appendix A: Notations and Conventions
Consider AdS5 × T 11. We call M,N the curved ten–dimensional indices, µ, ν/m,n the
curved/flat AdS5 ones and αβ/a, b the curved/flat T
11 ones.
Our ten–dimensional metric is the mostly minus η = {+− . . .−}, so that the internal
space has a negative definite metric. For ease of construction, we have also used a negative
metric to raise and lower the SU(2)× SU(2) Lie–algebra indices.
Furthermore, for the SU(2) algebras we defined ǫ123 = ǫ12 = 1.
The SO(5) gamma matrices are
γ1 =


1
1
-1
-1

 γ2 =


-i
i
i
-i

 (A.1)
γ3 =


1
-1
-1
1

 γ4 =


i
i
i
i

 (A.2)
γ5 =


i
i
-i
-i

 (A.3)
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Appendix B:
As in section 3.6, given a representation {ν} of G, we call the index spanning the repre-
sentation space m (m = 1, . . . , dim{ν}), while we denote by hi an index ranging in the
subset spanned by the fragment {αi} (hi = 1, . . . , dim{αi}).
Let us start from the left–invariant one–form on G/H decomposed along the TH ∈H
and Ta ∈K generators according to the Lie algebra decomposition G = H + K:
L−1dL = ωHTH + V aTa (B.1)
where V a are the vielbeins of G/H and ωH is the so–called H–connection. We have
DL−1 = −V a(TaL−1 + ωHa THL−1) (B.2)
We have by definition of harmonic (L−1)mhi ≡ Y {ν}mhi . From (B.2) we get
(TaL
−1)mhi = (Ta)
n
hi(L
−1)mn =
M∑
j=1
(Ta)hi
hjY
{ν}m
hj
(B.3)
(THL
−1)mhi = (TH)
ki
hi(L
−1)mki = (TH)hi
kiY
{ν}m
ki
(B.4)
where in the latter we have used the fact that, being {αi} irreducible, only the entries in
the i–th block (Th)
ki
hi
are non–vanishing.
Hence, (B.2) becomes (omitting the index {ν} denoting the G–representation)
dY mhi = −V a

 N∑
j=1
(Ta)hi
hjY mhi + ω
H
a (TH)hi
kiY mhi

 (B.5)
or, introducing the H–covariant derivative
DH ≡ D(ωH) (B.6)
we have
DHY mhi = −r(a)V a
N∑
j=1
(Ta)hi
hjY mhi , (B.7)
where we have taken into account the vielbein rescaling r(a) introduced in (2.12). this is
formula (3.31) of the text.
On the other hand, an SO(d) harmonic (see equation (3.25)) has SO(d) covariant
derivative given by
DY mhi = dY mhi + (Bcd)(Tcd)hikiY mki . (B.8)
where again we have used the fact that Tab is block–diagonal under the branching SO(d)→
H . Decomposing Bab into the H–connection plus more we have
BcdTcd = ωHTH +M cdTcd (B.9)
and substituting in (B.8) we obtain
DY mhi = r(a)V a
N∑
j=1
(Ta)hi
hjY mhj +M
cd(Tcd)hi
kiY mki (B.10)
which gives rise to equation (3.32) of the text.
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Appendix C: Tables
Graviton Multiplet E0 = 1 +
√
H0 + 4.
(s1, s2) E
(s)
0 R–symm. field Mass
⋄ ⋆ (1,1) E0 + 1 r gµν H0
⋄ ⋆ (1,1/2) E0 + 1/2 r − 1 ψLµ −2 +
√
H0 + 4
⋄ ⋆ (1/2,1) E0 + 1/2 r + 1 ψRµ −2 +
√
H0 + 4
⋆ (1/2,1) E0 + 3/2 r − 1 ψRµ −2−
√
H0 + 4
(1,1/2) E0 + 3/2 r + 1 ψ
L
µ −2−
√
H0 + 4
⋄ ⋆ (1/2,1/2) E0 r φµ H0 + 4− 2
√
H0 + 4
(1/2,1/2) E0 + 1 r + 2 aµ H0 + 3
⋆ (1/2,1/2) E0 + 1 r − 2 aµ H0 + 3
(1/2,1/2) E0 + 2 r Bµ H0 + 4 + 2
√
H0 + 4
(1,0) E0 + 1 r b
+
µν
√
H0 + 4
⋆ (0,1) E0 + 1 r b
−
µν −
√
H0 + 4
(1/2,0) E0 + 1/2 r + 1 λL 1/2−
√
H0 + 4
⋆ ( 0,1/2) E0 + 1/2 r − 1 λR 1/2−
√
H0 + 4
(1/2,0) E0 + 3/2 r − 1 λL 1/2 +
√
H0 + 4
(0,1/2) E0 + 3/2 r + 1 λR 1/2 +
√
H0 + 4
(0,0) E0 + 1 r B H0
Gravitino Multiplet I E0 =
√
H−0 + 4− 1/2
(s1, s2) E
(s)
0 R–symm. field Mass
⋆ (1,1/2) E0 + 1 r ψ
L
µ −3 +
√
H−0 + 4
⋆ (1/2,1/2) E0 + 1/2 r + 1 φµ H
−
0 + 7− 4
√
H−0 + 4
⋆ (1/2,1/2) E0 + 3/2 r − 1 aµ H−0 + 4− 2
√
H−0 + 4
• ⋆ (1,0) E0 + 1/2 r − 1 aµν 2−
√
H−0 + 4
(1,0) E0 + 3/2 r + 1 b
+
µν 1−
√
H−0 + 4
• ⋆ (1/2,0) E0 r ψ(T )L −5/2 +
√
H−0 + 4
• ⋆ (1/2,0) E0 + 1 r − 2 ψ(T )L −3/2 +
√
H−0 + 4
⋆ (0,1/2) E0 + 1 r λR 3/2−
√
H−0 + 4
(1/2,0) E0 + 1 r + 2 ψ
(T )
L −3/2 +
√
H−0 + 4
(1/2,0) E0 + 2 r ψ
(T )
L −1/2 +
√
H−0 + 4
• ⋆ (0,0) E0 + 1/2 r − 1 a H−0 + 4− 4
√
H−0 + 4
(0,0) E0 + 3/2 r + 1 a H
−
0 + 1− 2
√
H−0 + 4
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Gravitino Multiplet II E0 = 5/2 +
√
H+0 + 4
(s1, s2) E
(s)
0 R–symm. field Mass
(1,1/2) E0 + 1 r ψ
L
µ −3−
√
H+0 + 4
(1/2,1/2) E0 + 1/2 r + 1 aµ H
+
0 + 4 + 2
√
H+0 + 4
(1/2,1/2) E0 + 3/2 r − 1 Bµ H+0 + 7 + 4
√
H+0 + 4
(1,0) E0 + 1/2 r − 1 b+µν 1 +
√
H+0 + 4
(1,0) E0 + 3/2 r + 1 aµν 2 +
√
H+0 + 4
(1/2,0) E0 r ψ
(T )
L −1/2−
√
H+0 + 4
(1/2,0) E0 + 1 r − 2 ψ(T )L −3/2−
√
H+0 + 4
(0,1/2) E0 + 1 r λR 3/2 +
√
H+0 + 4
(1/2,0) E0 + 1 r + 2 ψ
(T )
L −3/2−
√
H+0 + 4
(1/2,0) E0 + 2 r ψ
(T )
L −5/2−
√
H+0 + 4
(0,0) E0 + 1/2 r − 1 a H+0 + 1 + 2
√
H+0 + 4
(0,0) E0 + 3/2 r + 1 a H
+
0 + 4 + 4
√
H+0 + 4
Gravitino Multiplet III E0 = −1/2 +
√
H+0 + 4
(s1, s2) E
(s)
0 R–symm. field Mass
⋆ (1/2,1) E0 + 1 r ψ
R
µ −3 +
√
H+0 + 4
⋆ (1/2,1/2) E0 + 1/2 r − 1 φµ H+0 + 7− 4
√
H+0 + 4
(1/2,1/2) E0 + 3/2 r + 1 aµ H
+
0 + 4− 2
√
H+0 + 4
⋆ (0,1) E0 + 1/2 r + 1 aµν 2−
√
H+0 + 4
⋆ (0,1) E0 + 3/2 r − 1 b−µν 1−
√
H+0 + 4
⋆ (0,1/2) E0 r ψ
(T )
R −5/2 +
√
H+0 + 4
⋆ (0,1/2) E0 + 1 r + 2 ψ
(T )
R −3/2 +
√
H+0 + 4
(1/2,0) E0 + 1 r λL 3/2−
√
H+0 + 4
(0,1/2) E0 + 1 r − 2 ψ(T )R −3/2 +
√
H+0 + 4
(0,1/2) E0 + 2 r ψ
(T )
R −1/2 +
√
H+0 + 4
(0,0) E0 + 1/2 r + 1 a H
+
0 + 4− 4
√
H+0 + 4
(0,0) E0 + 3/2 r − 1 a H+0 + 1− 2
√
H+0 + 4
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Gravitino Multiplet IV E0 = 5/2 +
√
H−0 + 4
(s1, s2) E
(s)
0 R–symm. field Mass
⋆ (1/2,1) E0 + 1 r ψ
R
µ −3−
√
H−0 + 4
⋆ (1/2,1/2) E0 + 1/2 r − 1 aµ H−0 + 4 + 2
√
H−0 + 4
(1/2,1/2) E0 + 3/2 r + 1 Bµ H
−
0 + 7 + 4
√
H−0 + 4
⋆ (0,1) E0 + 1/2 r + 1 b
−
µν 1 +
√
H−0 + 4
⋆ (0,1) E0 + 3/2 r − 1 aµν 2 +
√
H−0 + 4
⋆ (0,1/2) E0 r ψ
(T )
R −1/2−
√
H−0 + 4
⋆ (0,1/2) E0 + 1 r + 2 ψ
(T )
R −3/2−
√
H−0 + 4
(1/2,0) E0 + 1 r λL 3/2 +
√
H−0 + 4
(0,1/2) E0 + 1 r − 2 ψ(T )R −3/2−
√
H−0 + 4
(0,1/2) E0 + 2 r ψ
(T )
R −5/2−
√
H−0 + 4
(0,0) E0 + 1/2 r + 1 a H
−
0 + 1 + 2
√
H−0 + 4
(0,0) E0 + 3/2 r − 1 a H−0 + 4 + 4
√
H−0 + 4
Vector Multiplet I E0 =
√
H0 + 4− 2
(s1, s2) E
(s)
0 R–symm. field Mass
⋄ ⋆ (1/2,1/2) E0 + 1 r φµ H0 + 12− 6
√
H0 + 4
⋄ • ⋆ (1/2,0) E0 + 1/2 r − 1 ψ(L)L 7/2−
√
H0 + 4
⋄ ⋆ (0,1/2) E0 + 1/2 r + 1 ψ(L)R 7/2−
√
H0 + 4
⋆ (0,1/2) E0 + 3/2 r − 1 ψ(L)R 5/2−
√
H0 + 4
(1/2,0) E0 + 3/2 r + 1 ψ
(L)
L 5/2−
√
H0 + 4
⋄ • ⋆ (0,0) E0 r b H0 + 16− 8
√
H0 + 4
• ⋆ (0,0) E0 + 1 r − 2 φ H0 + 9− 6
√
H0 + 4
(0,0) E0 + 1 r + 2 φ H0 + 9− 6
√
H0 + 4
(0,0) E0 + 2 r φ H0 + 4− 4
√
H0 + 4
Vector Multiplet II E0 =
√
H0 + 4 + 4
(s1, s2) E
(s)
0 R–symm. field Mass
(1/2,1/2) E0 + 1 r Bµ H0 + 12 + 6
√
H0 + 4
(1/2,0) E0 + 1/2 r − 1 ψ(L)L 5/2 +
√
H0 + 4
(0,1/2) E0 + 1/2 r + 1 ψ
(L)
R 5/2 +
√
H0 + 4
(0,1/2) E0 + 3/2 r − 1 ψ(L)R 7/2 +
√
H0 + 4
(1/2,0) E0 + 3/2 r + 1 ψ
(L)
L 7/2 +
√
H0 + 4
(0,0) E0 r φ H0 + 4 + 4
√
H0 + 4
(0,0) E0 + 1 r − 2 φ H0 + 9 + 6
√
H0 + 4
(0,0) E0 + 1 r + 2 φ H0 + 9 + 6
√
H0 + 4
(0,0) E0 + 2 r π H0 + 16 + 8
√
H0 + 4
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Vector Multiplet III E0 =
√
H++0 + 4 + 1;
(s1, s2) E
(s)
0 R–symm. field Mass
(1/2,1/2) E0 + 1 r aµ H
++
0 + 3
(1/2,0) E0 + 1/2 r − 1 ψ(T )L −1/2 +
√
H++0 + 4
(0,1/2) E0 + 1/2 r + 1 ψ
(T )
R −1/2 +
√
H++0 + 4
(0,1/2) E0 + 3/2 r − 1 ψ(T )R 1/2 +
√
H++0 + 4
• (1/2,0) E0 + 3/2 r + 1 ψ(T )L 1/2 +
√
H++0 + 4
(0,0) E0 r a H
++
0 + 1− 2
√
H++0 + 4
(0,0) E0 + 1 r − 2 φ H++0
• (0,0) E0 + 1 r + 2 φ H++0
• (0,0) E0 + 2 r a H++0 + 1 + 2
√
H++0 + 4
Vector Multiplet IV E0 =
√
H−−0 + 4 + 1
(s1, s2) E
(s)
0 R–symm. field Mass
⋆ (1/2,1/2) E0 + 1 r aµ H
−−
0 + 3
• ⋆ (1/2,0) E0 + 1/2 r − 1 ψ(T )L −1/2 +
√
H−−0 + 4
⋆ (0,1/2) E0 + 1/2 r + 1 ψ
(T )
R −1/2 +
√
H−−0 + 4
⋆ (0,1/2) E0 + 3/2 r − 1 ψ(T )R 1/2 +
√
H−−0 + 4
(1/2,0) E0 + 3/2 r + 1 ψ
(T )
L 1/2 +
√
H−−0 + 4
• ⋆ (0,0) E0 r a H−−0 + 1− 2
√
H−−0 + 4
• ⋆ (0,0) E0 + 1 r − 2 B H−−0
(0,0) E0 + 1 r + 2 φ H
−−
0
(0,0) E0 + 2 r a H
−−
0 + 1 + 2
√
H−−0 + 4
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