Software analytics builds quality prediction models for software projects. Experience shows that (a) the more projects studied, the more varied are the conclusions; and (b) project managers lose faith in the results of software analytics if those results keep changing. To reduce this conclusion instability, we propose the use of "bellwethers": given N projects from a community the bellwether is the project whose data yields the best predictions on all others. The bellwethers offer a way to mitigate conclusion instability because conclusions about a community are stable as long as this bellwether continues as the best oracle. Bellwethers are also simple to discover (just wrap a for-loop around standard data miners). When compared to other transfer learning methods (TCA+, transfer Naive Bayes, value cognitive boosting), using just the bellwether data to construct a simple transfer learner yields comparable predictions. Further, bellwethers appear in many SE tasks such as defect prediction, effort estimation, and bad smell detection. We hence recommend using bellwethers as a baseline method for transfer learning against which future work should be compared.
INTRODUCTION
R ESEARCHERS and industrial practitioners routinely make extensive use of software analytics for many diverse tasks such as:
Estimating how long it takes to integrate new code [1] ; Predicting where bugs are most likely [2] , [3] ; Determining how long it takes to build new code [4] , [5] . Large organizations like Microsoft routinely practice data-driven policy development where organizational policies are learned from an extensive analysis of large datasets collected from developers [6] , [7] . For more examples of software analytics, see [8] , [9] .
A premise of software data analytics is that there exists data from which we can learn models. When local data is scarce, sometimes it is possible to use data collected from other projects either at the local site, or other sites. That is, when building software quality predictors, it might be best to look at more than just the local data. To do this, recent research has been exploring the problem of transferring data from one project to another for the purposes of data analytics. These research have focused on two methodological variants of transfer learning: (a) dimensionality transform based techniques by Nam, Jing et al. [10] , [11] , [12] and (b) the similarity based approaches of Kocaguneli, Peters and Turhan et al. [13] , [14] , [15] , [16] . One problem with transfer learning is conclusion instability which may be defined as follows:
The more data we inspect from more projects, the more our conclusions change.
The problem with conclusion instability is that the assumptions used to make prior policy decisions may no longer hold. Conclusion instability in software engineering, specifically in transfer learning, is well documented. For example, Zimmermann et al. [17] learned defect predictors from 622 pairs of projects project1, project2. In only 4 percent of pairs, predictors from project1 worked on project2. Also, Turhan [18] studied defect prediction results from 28 recent studies, most of which offered widely differing conclusions about what most influences software defects.
From the perspective of transfer learning, this instability means that learners that rely on the source of data would also become unreliable. Conclusion instability is very unsettling for software project managers struggling to find general policies. Managers lose faith in the results of software analytics if those results keep changing. Such instability prevents project managers from offering clear guidelines on many issues including (a) when a certain module should be inspected; (b) when modules should be refactored; (c) where to focus expensive testing procedures; (d) what return-on-investment might be expected after purchasing an expensive tool; etc.
How to support those managers, who seek stability in their conclusions, while also allowing new projects to take full benefit of the data from recent projects? Perhaps if we cannot generalize from all data, a more achievable goal would be to slow the pace of conclusion change. While it may be a fool's errand to wait for globally stable SE conclusions, one approach is to declare one project as the "bellwether" 1 which should be used to make conclusions about all other projects. Note that conclusions are stable for as long as this bellwether continues to be the best oracle for that community. This "bellwether" project would also act as an excellent source to perform transfer learning.
In this paper, we first identify a bellwether effect and show that it may be used to generate stable conclusions. We offer the following definition:
The bellwether effect states that when a community works on software, then there exists one exemplary project, called the bellwether, which can define predictors for the others. From this bellwether effect we show that we may construct a baseline transfer learner called the bellwether method to benchmark other more complex transfer learners. In other words,
In the bellwether method, we search for the exemplar bellwether project and construct a transfer learner with it. This transfer learner is then used to predict for effects in future data for that community. This work presents a significant extension to our initial findings on bellwethers [19] : 1) Generalizing Transfer Learners: Much of the prior work on transfer learning, including our initial work [19] only explored one domain (defect prediction). Here, we study the effectiveness of transfer learning for Code smells detection (specifically God Class and Feature Envy); Effort estimation; Issue lifetime estimation; and Defect Prediction. 2) Bellwethers as a baseline transfer learner: Our initial work [19] compared bellwethers against two other transfer learners invented by ourselves. In this paper, we explore other state-of-the-art algorithms such as: Transfer Component Analysis (referred to henceforth as TCA+) [10] ; Transfer Naive Bayes (hereafter referred to as TNB) [20] ; and Value Cognitive Boosting Learner [21] . In doing the above, we identified that the transfer learning literature lacks a simple baseline to compare and contrast the various transfer learners. To address this, we use the bellwether effect to construct a baseline transfer learner (using the bellwether method). To the best of our knowledge, this is the first report to offer a baseline for transfer learning and to undertake a case study of all the state-of-the-art transfer learners and validate their usability in domains other than defect prediction with respect to this baseline.
3) Addressing Conclusion Instability with Bellwethers: We
show that depending on the source dataset, there can be large variances in the performance of transfer learner. Further, we show that different source datasets can lead to different (and often contradicting) conclusions. We show that these issues can be potentially addressed using the bellwether dataset.
4) Richer Replication Package:
We have made available a updated and a much richer replication package at https://goo.gl/jCQ1Le. The newer replication package consists of all the datasets used in this paper, in addition to mechanisms for computation of other statistical measures. Additionally, this paper makes the following empirical, methodological, and pragmatic contributions. Empirically, the key contribution of this paper is the discovery that simple methods can find general conclusions across multiple SE projects. While we cannot show that this holds for all SE domains, we can report that it offers satisfactory results on three out of the four domains that we have studied so far; i.e., code smell detection, effort estimation, and defect prediction. In one of our domains, issue lifetime estimation, the evidence supporting the usefulness bellwethers was unsatisfactory. But, our results show that seeking bellwethers may be a simple starting point to begin to reason about software projects.
Pragmatically, we assert that simple methods should always be preferred to more complex ones-particularly if we hope for those methods to be used widely in the industry. Other researchers agree with our assertion. In a recent paper, Xu et al. [22] discuss the cost of increasing software complexity: as complexity increases, users use fewer and fewer of the available configuration options; i.e., they tend to utilize less and less of the power of that software. This is relevant to transfer learning since standard methods, other than bellwethers, come with so many configuration options that even skilled users have trouble exploiting them all.
Methodologically, the simplicity associated with the discovery and the use of bellwethers is encouraging for further research in software engineering. Initial experiments with transfer learning in SE built quality predictors from the union of data taken from multiple projects. That approach lead to poor results, so researchers turned to relevancy filters to find what small subset of the data was relevant to the current problem [15] and then the dimensionality transformation methods of Nam, Jing et al. were developed. In this paper, we demonstrate the use "bellwethers" as a baseline transfer learning method for software analytics. As described in the next section, bellwethers have all the properties desirable for a baseline method such as simplicity of implementation and broad applicability. In the case of transfer learning, such a baseline would have greatly assisted in justifying the need for increasingly complex methods of [10] , [11] , [12] , [13] , [14] , [15] , [16] . While we cannot claim that such simple baselines are always better (they fail in the case of issue lifetime estimation), the experiments of this paper demonstrate that in some other cases (code smell detection and effort estimation) bellwethers can perform better than more complex algorithms.
The rest of this paper is structured as follows. In Section 2, we discuss the need for baselines and how the bellwether effect can be used for this. In Section 3, we present the research questions this paper attempts to answer. Following this, in Section 4, we present an overview of conclusion instability in software engineering. This is followed by Section 5, there we discuss some work on transfer learning and our proposed approach (the bellwether method) and its implications to software engineering. Section 6 provides an overview of all the target domains that are studied in this paper.
Additionally, for each domain, we discuss our choice of datasets. Section 7 discusses the research methodology. In Section 8, we answer each of the research questions that we introduced in Section 3. In Section 9, we discuss the implications of our findings and attempt to answer some other frequently asked questions. In Section 10, some of the threats to validity of our findings are discussed. Finally, in Section 11, we conclude this paper with the following statement: bellwethers may not always be the best choice for transfer learning, that said, since bellwethers are so simple to discover and use, it is a reasonable first choice for benchmarking other approaches. To aid in that benchmarking process, all our scripts and sample problems are available on-line in Github. 2 Also, to simplify all future references to this material, the same content has been assigned a digital object identifier in a public-domain repository. 3 
BASELINING WITH BELLWETHERS
Different domains can require different approaches. According to Wolpert & Macready [23] , no single algorithm can ever be best for all problems. They caution that for every class of problems where algorithm A performs best, there is some other class of problems where A will perform poorly. Hence, when commissioning a transfer learner for a new domain, there is always the need for some experimentation to match the particulars of the domain to particular transfer learning algorithms.
When conducting such commissioning experiments, it is methodologically useful to have a baseline method; i.e., an algorithm which can generate floor performance values. Such baselines let a developer quickly rule out any method that falls "below the floor". With this, researchers and industrial practitioners can achieve fast early results, while also gaining some guidance in all their subsequent experimentation (specifically: "try to beat the baseline").
Using baselines for analyzing algorithms has been endorsed by several experienced researchers. For example, in his textbook on empirical methods for artificial intelligence, Cohen [24] strongly recommends comparing supposedly sophisticated systems against simpler alternatives. In the machine learning community, Holte [25] uses the OneR baseline algorithm as a scout that runs ahead of more complicated learners as a way to judge the complexity of up-coming tasks. In the software engineering community, Whigham et al. [26] recently proposed baseline methods for effort estimation (for other baseline methods in effort estimation, see Mittas et al. [27] ). Shepperd and Macdonnel [28] argue convincingly that measurements are best viewed as ratios compared to measurements taken from some minimal baseline system. Work on cross-versus within-company cost estimation has also recommended the use of some very simple baseline (they recommend regression as their default model) [29] .
In their recent article on baselines in software engineering, Whigham et al. [26] propose guidelines for designing a baseline implementation that include: 1) Be simple to describe and implement; 2) Be applicable to a range of models;
3) Be publicly available via a reference implementation and associated environment for execution; In addition to this, we suggest that baselines should also: 4) Offer comparable performance to standard methods.
While we do not expect a baseline method to outperform all state-of-the-art methods, for a baseline to be insightful, it needs to offer a level of performance that often approaches the state-of-the-art. We note that the use of bellwether method for transfer learning satisfies all the above criteria. The bellwether method is very simple in that it just uses the bellwether dataset to construct a prediction model (without any further complex data manipulation).
As to being applicable to a wide range of domains, in this paper we apply the bellwether method to several subdomains in SE, i.e., code-smell detection, effort estimation, issue lifetime estimation, and defect prediction.
As to public availability, a full implementation of bellwethers including all the case studies presented here (including working implementations of other transfer learning algorithms and our evaluation methods) are available on-line.
In terms of comparative performance, for each domain, we compared the bellwether method's performance against the the established state-of-the-art transfer learners reported in the literature. In those comparative results, bellwethers were usually as good, and sometimes even a little better, than the state-of-the art.
The use of bellwethers benefits practitioners and researchers attempting transfer learning in several ways: 1) Researchers can use results of bellwethers as the "sanity checker". Experiments show that the use of bellwethers for transfer learning is comparable to, and in some cases better than, other complex transfer learners. Consequently, when designing new transfer learners, researchers can compare their results to bellwether's as a baseline. 2) Practitioners can also use bellwethers as an "off-theshelf" transfer learner. For example, in three out of the four domains studied here (code-smells, issue lifetimes, effort estimation), there are no established transfer learners. In such cases, we show that practitioners can simply use bellwethers as transfer learners instead of having to develop new transfer learners (or adapt existing ones from other domains).
RESEARCH QUESTIONS
3.1 RQ1: How Prevalent Are "Bellwethers"?
Motivation. If bellwethers occur infrequently, we cannot rely on them. Hence, this question explores how common bellwethers are.
Approach. To answer this question, we explore four SE domains: defect prediction, effort estimation, issue lifetime estimation, and detection of code smells. Each domain contains multiple "communities" of datasets. For each domain, we ensured that the datasets were as diverse as possible. To this end, data was gathered according to the following rules:
The data has been used in a prior paper. Each of our datasets for defects, code smells, effort estimation, and issue lifetime estimation have been used previously;
The communities are quite diverse; e.g., the NASA projects from the effort estimation datasets are proprietary while the others are open source projects. Similarly, the God Class is a class level smell and Feature Envy is a method level design smell. In addition, where relevant, the projects also vary in their granularity of data description (in case of defect prediction, we have defects at file, class, or at a function level granularity). Results. In a result consistent with bellwethers being prevalent, we find that three out of these four domains have a bellwether dataset; i.e., a single dataset from which a superior quality predictor can be generated for the rest of that community.
RQ2: How Does the Bellwether Dataset Fare
Against within-Project Dataset?
Motivation. One premise of transfer learning is that using data from other projects are as useful as, or better than, using data from within the same project. This research question tests that this premise holds for bellwethers.
Approach. To answer this question, we reflect on datasets with temporal within-project data. One of our communities in defect prediction (APACHE) comes in multiple versions. Here, each version is a historical release where version i was written before version j where j > i. For this community, RQ2 was explored as follows:
The last version (version N) of each project was set aside as a hold-out. Using an older version (N À 1) we find the bellwether dataset. A defect predictor was then constructed on the bellwether dataset. The predictor was applied to the latest version (version N). We compare the above to using the within-project data; i.e., for each project:
The last version (N) of that project was set aside as a hold-out; The older version (N À 1) of that project was then used to train a defect predictor. The predictor was then applied to the latest data (N). Results. In our experiments, the bellwether predictions proved to be as good or better than, those generated from the local data. Note that, as of now, this has been verified only in defect prediction.
RQ3: How Well Do Transfer Learners Perform
Across Different Domains?
Motivation. Our reading of the literature is that for homogeneous transfer learning, the current state of the art is to use TCA+. However, note that this result has only been reported for defect prediction and only for a limited number of datasets. In our previous work we reported that Bellwether was better than relevancy based filtering methods.
Here we ask if this is true given newer transfer learning methods and different datasets.
Approach. To answer this question, we compare the "bellwether" method [19] against 3 other standard transfer learners: (1) TCA+ [10] ; (2) Transfer Naive Bayes [20] ; and (3) Value Cognitive Boosting [21] . In addition we modify these learners appropriately for different domains under study.
Results. Our simple bellwether method's predictions were observed to be superior than those of other transfer learners in two domains: effort estimation and code smell detection. Bellwether method's predictions were a close second in defect prediction.
RQ4: How Much Data Is Required to Find the
Bellwether Dataset?
Motivation. Our proposal to find bellwethers is to compare the performance of pairs of datasets from different projects in a round robin fashion. However, conclusion instability (as presented in the introduction and further explored in Section 4) is a major issue in SE and the primary cause of such conclusion instability is the constant influx of new data [30] . Given this, a natural question that arises from our experimental approach is the amount of data that is required to find the bellwether dataset given the influx of new data.
Approach. To answer this research question, we again consider datasets with historical versions of data similar to RQ3. To discover how much bellwether data is required, we incrementally increase the size of the bellwether dataset. We stop increments when (a) we notice no statistical improvement in using additional data, or (b) we notice that there is a deterioration of performance scores using additional data. Specifically, assuming that the bellwether project contains versions 1; . . . ; N, we construct a prediction model with version N and measure the performance scores, then we repeat this by including versions N; N À 1 and so on. With this, we hope to offer some empirical evidence as to how much data is required to discover the bellwether.
Results. Our experiments show that program managers need not wait very long to find their bellwethers-when there are multiple versions of the bellwether project, project managers need to only use the latest version of that project to perform analytics. Another interesting finding is that in cases with no historical logs, only a few hundred samples usually are sufficient for creating and testing candidate bellwethers.
RQ5: How Effectively Do Bellwethers Mitigate
Conclusion Instability?
Motivation. In the previous research questions, we established the prevalence of bellwethers (RQ1), we showed its efficacy in constructing a baseline transfer learner (RQ3), and we also showed empirically that we can discover bellwethers early in the project's life-cycle (RQ4). Since one of the primary motivation for seeking bellwethers is due to existence of conclusion instability, in this final research question, we ask how one might use the bellwether effect to mitigate the two sources of instability we identify in Section 4.1: (a) performance instability, and (b) source instability.
Approach. To answer this question, we take two steps:
To verify if the bellwether effect can be used to mitigate performance variations, we reflect on the results of the comparison of various transfer learners (note that, these also include bellwethers as a baseline approach). First, we try to determine if different sources of data used to construct the transfer learners produces variances in the performance. Then, we determine if the use of bellwethers can address these variances. Next, to verify if bellwethers can be used to derive stable lessons in the presence of a variety of data sources, we determine if using different sources of data can lead to different conclusions. Then, we determine how the use of bellwethers can offer stable conclusion. Results. Our experiments show that all the datasets we have explored in the four domains studied here exhibit both performance instability and source instability. Performance instability causes large variances in performance scores of transfer learners depending on source of the data used. By using the bellwether effect, we may identify the bellwether data set which can then be used as a stable source to construct transfer learners. Further, we show that transfer learners constructed using the bellwether dataset offer statistically and significantly larger performance scores compared to other data sources. The existence of source instability causes different lessons to be derived from different data sources. Bellwether effect can be used to tackle this by identifying a bellwether dataset from the available data sources. The bellwether dataset can then be used to learn lessons. As long as the bellwether dataset remains unchanged, we will obtain (a) the same performance scores for a transfer learner, and (b) the same conclusions from the bellwether dataset.
CONCLUSION INSTABILITY IN SE

What Is Conclusion Instability?
As and when new data arrives, there is a sudden and an unpredictable change in conclusions that are derived from that data source. This uncertainty accompanying a change in data is termed as conclusion instability. It manifests itself as large variances in conclusions and these instabilities usually challenge the validity of the policy decisions made prior to arrival of new data. In addition to making generating general policies very difficult, it also causes practitioners to distrust decisions made from software analytics tools. In this paper, we define and categorize conclusion instability into two forms: (a) performance instability, and (b) source instability.
(a) Performance Instability. This can be noticed during ranking studies undertaken to pick a reliable data miner. For instance, many researchers run ranking studies where performance scores are collected from many classifiers which are ranked for tasks such as defect prediction [63] , [64] , [65] , [66] , [67] , [68] , [69] , [70] , [71] , [72] , [73] , [74] , [75] , [76] , [77] , [78] . These rankings are then used to identify the "best" defect predictor. However, these prediction tasks assume that future events to be predicted will be near identical to past events. Therefore, given data in the from fx train ; y train g, prediction algorithms use this for training in order to form a joint distribution P ðX; Y Þ ¼ P ðY jXÞP ðY Þ and estimate the conditional P ðY jX test Þ. These predictions will be good as long as the data is a close approximation of the underlying distribution. As the source of the data changes, the joint distribution P ðX; Y Þ changes to reflect this new data. This gradual change in the underlying distribution of training data with the arrival of new data is called data drift. It is widely accepted that this drift is the leading cause of instability of prediction models [79] , [80] , [81] . Performance instability can result in large variances in the quality of predictions. Numerous researchers [78] , [82] have shown that changing only the data and retaining the same defect predictor can result in statistically significant differences.
(b) Source Instability. This arises due to the constant influx of potential new data sources. In methods such as transfer learning, where we translate quality predictors learned in one data set to another, arrival of new data would require changing models all the time as the transfer learners continually exchange new models to the already existing ones. However, as demonstrated in subsequent parts of this section, each new data source can produce completely different and often contradicting conclusions. Identifying a reliable source of data from all the available options is a pressing issue; more so for methods such as transfer learning since they place an inherent faith in quality the data source. If a change in data source can also change the conclusions, then not being able to identify a reliable data source would limit one from leveraging the full benefits of transfer learning.
Impact of these instabilities can be observed in several domains within software engineering. The studies explored in the rest this section sample some instances of instability and its prevalence in the domains of software engineering studied here. 4 Note the vast contradictions in conclusions in each of these domains.
Code Smells
Research on software refactoring endorses the use of codesmells as a guide for improving the quality of code as a preventative maintenance. However, as discussed below, a lot of the research on bad-smells suffers from conclusion instability.
There is much contradictory evidence on whether programmers should take heed of these guidelines or ignore them. For instance, a systematic literature review conducted by Tufano et al. [83] lists dozens of papers that recommend tools for repair and detection of code smells. On the other hand, several other researchers cast doubt on the value of code smells and their use as triggers for change [35] , [84] , [85] .
Further, this contradiction is also frequently seen among domain experts. Researchers caution that developers' cognitive biases can lead to misleading assertions that some things are important when they are not. According to Passos et al. [86] , developers often assume that the lessons they learn from a few past projects are general to all their future projects. They comment, "past experiences were taken into account without much consideration for their context" [86] . This warning is echoed by Jørgensen & Gruschke [87] . They report that the supposed software engineering experts seldom use lessons from past projects to improve their future reasoning and that such poor past advice can be detrimental to new projects. [87] .
Other studies have shown some widely-held views are now questionable given new evidence. Devanbu et al. examined responses from 564 Microsoft software developers from around the world. They comment programmer beliefs can vary with each project, but do not necessarily correspond with actual evidence in that project [88] .
The above remarks seem to hold true for bad smells. As shown in Fig. 1 , there is a significant disagreement on which bad smells are important and relevant to a particular project. In that figure, the first column lists commonly mentioned bad smells and comes from Fowler's 1999 text [31] . The other columns show conclusions from other studies about which bad smells matter most. 5 From this figure, it is easy to note the lack of consensus among developers, text books, and tools. They all disagree on which bad smells are important; just because one developer strongly believes in the importance of a bad smell, it does not mean that the same belief transfers to other developers.
In summary, we seek methods like bellwethers in order to draw stable conclusions. A particular challenge in each of the study in Fig. 1 is the lack of consistent data source over the period of time these studies were undertaken. In such cases, bellwether datasets can be particularly useful.
Defect Prediction
In the area of defect prediction too there are several examples of conclusion instability. As motivating examples, consider the following two findings: (a) Zimmermann et al. [89] showed that when they learned defect predictors from 622 pairs of projects, in only 4 percent of pairs, the defect predictors learned from one project pair worked in another. These contradictory conclusions extend to OO metrics as well; and (b) In our previous work, we conducted a large scale systematic literature review [90] . We distilled our findings into a list of 28 studies. We noted that they offered contradictory conclusions regarding the effectiveness of OO metrics. These findings are tabulated in Fig. 2 . The figure offers a troubling prospect for managers of a software project. The only concrete finding they can derive from this figure is that response for class is often a useful indicator of defects. Each study makes a clear, but usually different, conclusion regarding the usefulness of other metrics.
In a study of conclusion instability, Turhan [91] showed that the reason for this inconsistency is due to dataset drift. That work reported different kinds of data drift within software engineering data, such as: (1) Source component shift;
(2) Domain Shift; (3) Imbalanced Data, etc. Further, he noted that all contribute significantly to the issue of conclusion instability. In our previous work, we offered further evidence to such a drift by demonstrating that different clusters within the data provided completely different models [90] . Further, the models built from specialized regions within a specific data set sometimes perform better than those learned across all data. However, new data is constantly arriving, and finding these specialized regions with new data turns into an arduous task. In such cases, tools like bellwethers offer a way to draw conclusions from a stable project. As long as the bellwether project remains unchanged so does the conclusions we derive from that project.
Effort Estimation
As with code smell detection and defect prediction, conclusion instability seems to be an inherent property of the datasets commonly explored in this area [92] . For example, consider stability tests conducted on Boehm's COCOMO software effort estimation model by Menzies et al. [92] . There, it was found that only the coefficient on lines of code (loc) was stable while the variance in dozens of other coefficients were extremely large. In fact, in the case of five coefficients, the values even changed from positive to negative across different samples in a cross-validation study.
Other studies on effort estimation also report very similar findings. Jørgensen [93] compared model-based to expert-based methods in 15 different studies. That study reported that: five studies favored expert-based methods, five found no difference, and five favored model-based methods. Similarly, Kitchenham et al. [94] reviewed seven studies to check the effect of data imported from other organizations as compared with local data for building effort models. Of these seven studies, three found that models from other organizations were not significantly worse than those based on local data, while four found that they were significantly worse. MacDonell and Shepperd [95] also performed a review on effort estimation models by replicating Kitchenham et al. [94] . From a total of 10 studies, two were found to be inconclusive, three supported global models, and five supported local models. Similarly, Mair and Shepperd [96] compared regression to analogy methods for effort estimation and found conflicting evidence. From a total of 20 empirical studies, (a) seven recommended Fig. 1 . Bad smells from different sources. Check marks (@) denote a bad smell was mentioned. Numbers or symbolic labels (e.g., "VH") denote a priorization comment (and "?" indicates lack of consensus). Empty cells denote some bad smell listed in column one that was not found relevant in other studies. Note: There are many blank cells.
5.
The developer survey column shows the results of an hour-long whiteboard session with a group of 12 developers from a Washington D.C. web tools development company. Participants worked in a round robin manner to rank the bad smells they thought were important (and any disagreements were discussed with the whole group) regression for building effort estimators; (b) four were indifferent; and (c) nine favored analogy.
BELLWETHERS IN SOFTWARE ENGINEERING
Bellwethers offer a simple solution to mitigating conclusion instability. Rather than exploring all available data for some eternal conclusion in SE, we seek bellwether datasets that can offer stable solutions over longer stretches of time. When we notice the dataset failing, we may seek different bellwethers. In addition to this, the ability of bellwethers to offer stable conclusions over long periods of time also simplifies another widely explored problem in SE; i.e., the problem of transfer learning. In this section, we summarize the standard approaches to transfer learning, then discusses how we may simplify transfer learning by using bellwethers as a baseline transfer learner.
Transfer Learning
When there is insufficient data to apply data miners, transfer learning can be used to transfer lessons learned from other source projects S to the target project T .
Initial experiments with transfer learning offered very pessimistic results. Zimmermann et al. [17] tried to port models between two web browsers (Internet Explorer and Firefox) and found that cross-project prediction was still not consistent: a model built on Firefox was useful for Explorer, but not vice versa, even though both of them are similar applications. Turhan's initial experimental results were also very negative: given data from 10 projects, training on S ¼ 9 source projects and testing on T ¼ 1 target projects resulted in alarmingly high false positive rates (60 percent or more). Subsequent research realized that data had to be carefully sub-sampled and possibly transformed before quality predictors from one source are applied to a target project. That work can be divided two ways:
Homogeneous vs heterogeneous; Similarity vs dimensionality transform. Homogeneous, heterogeneous transfer learning operates on source and target data that contain the same, different attribute names (respectively). This paper focuses on homogeneous transfer learning, for the following reason. As discussed in the introduction, we are concerned with an IT manager trying to propose general policies across their IT organization. Organizations are defined by what they dowhich is to say that within one organization there is some overlap in task, tools, personnel, and development platforms. This overlap justifies the use of lessons derived from transfer learning. Hence, all our dataset contain overlapping attributes. In our case these attributes are the metrics gathered for each of the projects. As evidence for this, the datasets explored in this paper fall into 4 domains; each domain contains so called "communities" of data sets. Each dataset within a community share the same attributes (see Fig. 4 ).
As to other kinds of transfer learning, similarity approaches transfer some subset of the rows or columns of data from source to target. For example, the Burak filter [15] builds its training sets by finding the k ¼ 10 nearest code modules in S for every t 2 T . However, the Burak filter suffered from the all too common instability problem (here, whenever the source or target is updated, data miners will learn a new model since different code modules will satisfy the k ¼ 10 nearest neighbor criteria). Other researchers [13] , [14] doubted that a fixed value of k was appropriate for all data. That work recursively bi-clustered the source data, then pruned the cluster sub-trees with greatest "variance" (where the "variance" of a sub-tree is the variance of the conclusions in its leaves). This method combined row selection with row pruning (of nearby rows with large variance). Other similarity methods [97] combine domain knowledge with automatic processing: e.g., data is partitioned using engineering judgment before automatic tools cluster the data. To address variations of software metrics between different projects, the original metric values were discretized by rank transformation according to similar degree of context factors.
Similarity approaches uses data in its raw form and as highlighted above, it suffers from instability issues. This prompted research on Dimensionality transform methods. These methods manipulate the raw source data until it matches the target. In the case of defect prediction, a "dimension" is one of the static code attributes of Fig. 5 .
An initial attempt on performing transfer learning with Dimensionality transform was undertaken by Ma et al. [20] with an algorithm called transfer naive Bayes (TNB). This algorithm used information from all of the suitable attributes in the training data. Based on the estimated distribution of the target data, this method transferred the source information to weight instances the training data. The defect prediction model was constructed using these weighted training data.
Nam et al. [10] originally proposed a transform-based method that used TCA based dimensionality rotation, expansion, and contraction to align the source dimensions to the target. They also proposed a new approach called TCA+, which selected suitable normalization options for TCA.
The above researchers failed to address the imbalance of classes in datasets they studied. In SE, when a dataset is gathered the samples in them tend to be skewed toward one of the classes. A systematic literature review on software defect prediction carried out by Hall et al. [64] indicated that data imbalance may be connected to poor performance. They also suggested more studies should be aware of the need to deal with data imbalance. More importantly, they assert that the performance measures chosen can hide the impact of imbalanced data on the real performance of classifiers.
An approach proposed by Ryu et al. [21] showed that using Boosting-SVM combined with class imbalance learner can be used to address skewed datasets. They showed improved performance compared to TNB. More recently, in our previous work [19] , we showed that a very simplistic transfer learner can be developed using the "bellwether" dataset with Random Forest. We reported highly competitive performance scores.
When there are no overlapping attributes (in heterogeneous transfer learning) Nam et al. [11] found they could dispense with the optimizer in TCA+ by combining feature selection on the source/target following by a Kolmogorov-Smirnov test to find associated subsets of columns. Other researchers take a similar approach, they prefer instead a canonical-correlation analysis (CCA) to find the relationships between variables in the source and target data [12] .
Considering all the attempts at transfer learning sampled above, our reading of these literature suggests a surprising lack of consistency in the choice of datasets, learning methods, and statistical measures while reporting results of transfer learning. Further, there was no baseline approach to compare the algorithms against. This partly motivated our study.
Bellwether Method
In the above section, we sampled some of the work on transfer learning in software engineering. This rest of this paper asks the question "is the complexity of Section 5.1 really necessary?" We believe the answer is no. To assert this, we propose a framework that assumes some software manager has a watching brief over N projects (which we will call the community "C"). As part of those duties, they can access issue reports and static code attributes of the community. Using that data, this manager will apply the a framework described in Fig. 3 which comprises of three operators-DISCOVER, TRANSFER, MONITOR. 1) DISCOVER: Using cross-project data within a community, check if that community has a bellwether dataset. For all pairs of data from projects in a community P i ; P j 2 C; Predict for defects/smells/issue-lifetime/effort in P j using prediction model from data taken from P i ; A bellwether exists if one P i generates the most accurate predictions in a majority of P j 2 C. 2) TRANSFER: Using the bellwether, generate prediction models on new project data. That is, having learned the bellwether on past data, we now apply it to future projects. 3) MONITOR: Go back to step 1 if the performance statistics seen for new projects during TRANSFER start decreasing. Specifically, As new data arrives to the projects in a community And we note that the prediction performance of bellwether is statistically poorer than it was before Then we can declare that the bellwether has failed, 6 that is when we would ideally eschew that bellwether and look for a newer bellwether using the DISCOVER step. 6 . We refrained from proposing a numerical threshold because this is a subjective measure. Even with a fixed dataset, it is still subject to vary with several other factors such as the prediction algorithm, the transfer learner, hyper-parameters of several algorithms used here, etc. We therefore recommend a more conservative approach to declaring that the bellwether has failed.
On line 3 in Fig. 3 A, we just wrap a for-loop around all pairs of datasets in a community, i.e., we try every dataset in a round-robin fashion and report the best performing dataset as the bellwether. It is important to note that this will not necessarily lead to a bellwether. Consider a case where all the datasets have very similar performance scores, in such a case it would not be possible to report any dataset as being the bellwether. To identify such similarities in performance, we may use statistical methods such as Scott-Knott tests. If, according to Scott-Knott tests, all the datasets in a community are ranked the same, then we cannot claim that there is a bellwether dataset in that community. However, as discussed later on in this paper, we note that this was not the case in any of the four domains we study here. In all cases there is a clear distinction between the best dataset and the worst dataset.
In addition to this simplicity of Fig. 3 . An additional benefit of this DISCOVER-TRANSFER-MONITOR methodology is the ability to optionally replace the Bellwether Method in the TRANSFER stage with any other transfer learner (like TCA+, VCB, TNB, etc.).
TARGET DOMAINS
The rest of this paper attempts to discover bellwethers and assesses the performance of bellwethers as baseline transfer learning method. For this, we explore 4 domains in SE: code smells, issue lifetime estimation, effort estimation, and defect prediction.
Code Smells
According to Fowler [31] , bad smells (a.k.a. code smells) are "a surface indication that usually corresponds to a deeper problem". Studies suggest a relationship between code smells and poor maintainability or defect proneness [98] , [99] , [100] and therefore, smell detection has become an established method to discover source code (or design) problems to be removed through refactoring steps, with the aim to improve software quality and maintenance. Consequently, code smells are captured by popular static analysis tools, like PMD, 7 CheckStyle, 8 FindBugs, 9 and SonarQube. 10 Until recently, most detection tools for code smells make use of detection rules based on the computation of a set of metrics, e.g., well-known object-oriented metrics. These metrics are then used to set some thresholds for the detection of a code smell. But these rules lead to far too many false positives making it difficult for practitioners to refactor code [101] .
Recently, the research community is changing rapidly in terms of defining novel methodologies that incorporate additional information to detect code-smells. Much progress has been made towards adopting machine learning tools to classify code smells from examples, easing the build of automatic code smell detectors, thereby providing a bettertargeted detection. Kreimer [102] proposes an adaptive detection to combine known methods for finding design flaws, Large Class and Long Method, on the basis of metrics. Khomh et al. [103] proposed a Bayesian approach to detect occurrences of the Blob antipattern on open-source programs. Khomh et al. [104] also presented BDTEX, a GQM approach to build Bayesian Belief Networks from the definitions of antipatterns. Yang et al. [105] study the judgment of individual users by applying machine learning algorithms on code clones. These studies were not included in our comparison as the data was not readily available for us to reuse.
More recently, Fontana et al. [106] in their study of several code smells, considered 74 systems for their analysis and validation. They experimented with 16 different machine learning algorithms. They made available their dataset, which we have adapted for our applications in this study. These datasets were generated using the Qualitas Corpus (QC) of systems [107] . The Qualitas corpus is composed of 111 systems written in Java, characterized by different sizes and belonging to different application domains. Fontana et al. [106] selected a subset of 74 systems for their analysis. The authors computed a large set of objectoriented metrics related to class, method, package, and project attributes. A detailed list of metrics and their definitions are available in appendices of [106] . The code smells repository we use comprises of 22 datasets for two different code smells: Feature envy and God Class. The God Class code smell refers to classes that tend to centralize the intelligence of the system. Feature Envy is a method level smell that tends to use many attributes of other classes (considering also attributes accessed through accessor methods).
The number of samples in these datasets are particularly small. For our analysis, we retained only datasets with at least 8 samples so that the transfer learners used here function reliably. This lead us to a total of 22 datasets shown in Fig. 4 .
Issue Lifetime Estimation
Open source projects use issue tracking systems to enable effective development and maintenance of their software systems. Typically, issue tracking systems collect information about system failures, feature requests, and system improvements. Based on this information and actual project planing, developers select the issues to be fixed. Predicting the time it may take to close an issue has multiple benefits for the developers, managers, and stakeholders involved in a software project. Predicting issue lifetime helps software developers better prioritize work; helps managers effectively allocate resources and improve consistency of release cycles; and helps project stakeholders understand changes in project timelines and budgets. It is also useful to be able to predict issue lifetime specifically when the issue is created. An immediate prediction can be used, for example, to auto-categorize the issue or send a notification if it is predicted to be an easy fix.
As an initial attempt, Panjer [108] used logistic regression models to classify bugs as closing in 1.4, 3.4, 7.5, 19.5, 52.5, and 156 days, and greater than 156 days. He was able to achieve an accuracy of 34.9 percent. Giger et al. [109] used models constructed with decision trees to predict for issue lifetimes in Eclipse, Gnome, and Mozilla. They were able obtain a peak precision of 65 percent by dividing time into 1, 3, 7, 14, 30 days. Zhang et al. [110] developed a comprehensive system to predict lifetime of issues. They used a Markov model with a kNN-based classifier to perform their prediction. More recently, Rees-Jones et al. [111] showed that using Hall's CFS feature selector and C4.5 decision tree learner a very reliable prediction of issue lifetime could be made. Fig. 4 shows a list of 8 projects used to study issue lifetimes. These projects were selected by our industrial partners since they use, or extend, software from these projects. It forms a part of an ongoing study on prediction of issue lifetime by Rees-Jones et al. [111] . The authors note that one issue in preparing their data was a small number of sticky issues. They define sticky issues as one which was not yet closed at the time of data collection. As recommended by Rees-Jones et al. [111] , we removed these sticky issues from our datasets.
In raw form, the data consisted of sets of JSON files for each repository, each file contained one type of data regarding the software repository (issues, commits, code contributors, changes to specific files). In order to extract data specific to issue lifetime, we did preprocessing and feature extraction on the raw datasets suggested by [111] .
Effort Estimation
The nature of effort estimation and the corresponding data is unlike that of other domains. First, while domains like defect prediction datasets often store several thousand samples of defective and non-defective samples, effort data is usually smaller with only a few dozen samples at most. Second, unlike defect dataset or code smells, effort is measured using, say man-hours, which is a continuous variable. These differences requires us to significantly modify existing transfer learning techniques to accommodate this kind of data.
Transfer learning attempts have been made in effort estimation before albeit with limited success. Kitchenham et al. [29] reviewed 7 published transfer studies in effort estimation. They found that in most cases, transferred data generated worse predictors than using within-project information. Similarly, Ye et al. [112] report that the tunings to Boehms COCOMO model have changed radically for new data collected in the period 2000 to 2009. Kocaguneli et al. [14] used analogy-based effort estimation with relevancy filtering using a method called TEAK for studying transfer learning in effort estimation. He found that it outperforms other approaches such as linear regression, neural networks, and traditional analogy-based reasoners. Since then, however, newer more sophisticated transfer learners have been introduced. Krishna et al. [19] suggest that relevancy filtering (for defect prediction tasks) would never have been necessary in the first place if researchers had instead hunted for bellwethers. Therefore, in this paper, we revisit transfer learning in effort estimation keeping in mind these changing trends.
For our experiments, we consider effort estimation data expressed in terms of the COCOMO ontology: 23 attributes describing a software project, as well as aspects of its personnel, platform, and system features (see Fig. 7 for details). The data is gathered using Boehm's 2000 COCOMO model. The data was made available by Menzies et al. [113] who show that this model works better than (or just as well as) other models they've previously studied. We use 5 datasets shown in Fig. 4 . Here, COC81 is the original data from 1981 COCOMO book [114] . This comes from projects dated from 1970 to 1980. NASA93 is NASA data collected in the early 1990s about software that supported the planning activities for the International Space Station. The other datasets are NASA10 and COC05 (the latter is proprietary and cannot be released to the research community). The non-proprietary data (COC81 and NASA93 and NASA10) are available at http://tiny.cc/07wvjy.
Defect Prediction
Human programmers are clever, but flawed. Coding adds functionality, but also defects, so software will crash (perhaps at the most awkward or dangerous time) or deliver wrong functionality. Since programming introduces defects into programs, it is important to test them before they are used. Testing is expensive. According to Lowry et al. software assessment budgets are finite while assessment effectiveness increases exponentially with assessment effort [115] . Exponential costs quickly exhaust finite resources, so standard practice is to apply the best available methods only on code sections that seem most critical. One such approach is to use defect predictors learned from static code attributes. Given software described in the attributes of Figs. 5, 6, and 7, data miners can learn where the probability of software defects is highest. These static code attributes can be automatically collected, even for very large systems [116] . Although other methods like manual code reviews are much more accurate in identifying defects, they take much higher effort to find a defect and also are relatively slower. For example, depending on the review methods, 8 to 20 LOC/minute can be inspected and this effort repeats for all members of the review team, which can be as large as four or six people [117] . This is complementary to defect prediction techniques. These techniques enable developers to target defect-prone areas faster, but do not guide developers toward a particular fix. The defect prediction models are easier to use in that sense that they prioritize both code review and testing resources (these areas complement each other).
Moreover, defect predictors often find the location of 70 percent (or more) of the defects in code [118] . Defect predictors have some level of generality: predictors learned at NASA [118] have also been found useful elsewhere (e.g., in Turkey [119] , [120] ). The success of this method in predictors in finding bugs is markedly higher than other currently-used industrial methods such as manual code reviews. For example, a panel at IEEE Metrics 2002 [121] concluded that manual software reviews can find %60% of defects. In another work, Raffo documents the typical defect detection capability of industrial review methods: around 50 percent for full Fagan inspections [122] to 21 percent for less-structured inspections.
Not only do static code defect predictors perform well compared to manual methods, they also are competitive with certain automatic methods. A recent study at ICSE'14, Rahman et al. [123] compared (a) static code analysis tools FindBugs, Jlint, and Pmd and (b) static code defect predictors (which they called "statistical defect prediction") built using logistic regression. They found no significant differences in the cost-effectiveness of these approaches. Given this equivalence, it is significant to note that static code defect prediction can be quickly adapted to new languages by building lightweight parsers that find information like Fig. 5 . The same is not true for static code analyzers-these need extensive modification before they can be used on new languages.
For the above reasons, researchers and industrial practitioners use static attributes to guide software quality predictions. Defect prediction has been favored by most transfer learning researchers. Further, defect prediction models have been reported at Google [124] . Verification and validation (V&V) textbooks [125] advise using static code complexity attributes to decide which modules are worth manual inspections.
The defect dataset we have used come from 18 projects grouped into 3 communities taken from previous transfer learning studies. The projects measure defects at various levels of granularity ranging from function-level to filelevel. Fig. 4 summarizes all the communities of datasets used in our experiments.
For the reasons discussed in Section 5.1, we explore homogeneous transfer learning using the attributes shared by a community. That is, this study explores intra-community transfer learning and not cross-community heterogeneous transfer learning.
The first dataset, AEEEM, was used by [11] . This dataset was gathered by D'Amborse et al. [126] , it contains 61 metrics: 17 object-oriented metrics, 5 previous-defect metrics, 5 entropy metrics measuring code change, and 17 churn-ofsource code metrics.
The RELINK community data was obtained from work by Wu et al. [127] who used the Understand tool, 11 to measure 26 metrics that calculate code complexity in order to improve the quality of defect prediction. This data is particularly interesting because the defect information in it has been manually verified and corrected. It has been widely used in defect prediction [11] , [127] , [128] , [129] , [130] .
In addition to this, we explored two other communities of datasets from the SEACRAFT repository. 12 The group of data contains defect measures from several Apache projects. It was gathered by Jureczko et al. [131] . This dataset contains records the number of known defects for each class using a postrelease bug tracking system. The classes are described in terms of 20 OO metrics, including CK metrics and McCabes complexity metrics. Each dataset in the Apache community has several versions. There are a total of 38 different datasets. For more information on this dataset see [101] .
METHODOLOGY
Learning Methods
In our datasets, the class variable (defects, code-smells, closed issues, and effort) belong to two categories: 1) Discrete classes: The classes in the case of defect prediction, detection of code-smells, and close time of issues have two discrete classes. We therefore use learners as binary classifiers. 2) Continuous classes: The class variable in the case of effort estimation takes on continuous values. Here we use learners as regression algorithms. There are many binary classifiers to predict defects (smells or issue lifetime). A comprehensive study on defect prediction was conducted by Lessmann et al. [63] . They endorsed the use of Random Forests [132] for defect prediction over several other methods. This was also true in detecting code smells [106] . When a specific transfer learner did not endorse the use of any classification/regression scheme, we used Random Forests (Note: If an explicit reference was made regarding using a specific prediction algorithm by the authors of other transfer learners used in this paper, we use those predictors instead of random forest. e.g., VCB endorses the use of SVMs).
Random Forests is an ensemble learning method that builds several decision trees on randomly chosen subsets of data. The final reported prediction is the mode of predictions by the trees.
When the class variable is discrete (as in binary classification), it is known that the fraction of "positive" class samples in the training data affects the performance of predictors. Fig. 4 shows that in most datasets, the percentage of "positive samples" (i.e., samples that are defective, smelly, or closed) vary between 10 to 40 percent (except in a few, projects like log4j for instance where it is 58 percent). Handling this class imbalance has been shown to improve the quality of prediction.
Pelayo and Dick [133] report that the defect prediction is improved by SMOTE [134] . SMOTE works by undersampling majority-class examples and over-sampling minority class examples to balance the training data prior to applying prediction models.
After an extensive experimentation, in this study, we randomly sub-sampled examples until the training data had positive and negative classes in a ratio of 1:2. Important methodological notes:
1) sub-sampling was only applied to training data (so the test data remains unchanged). 2) Authors of several transfer learners studied here recommend using different predictors. When replicating their studies, we adhere to their recommendations. 3) SMOTE is only applicable for classification problems (defect prediction, code smell detection, and issue lifetime prediction). When performing regression for estimation of effort, we don't apply SMOTE.
Evaluation Strategy 7.2.1 Evaluation for Continuous Classes
For the effort estimation data in Fig. 4 , the dependent attribute is development effort, measured in terms of calendar hours (at 152 hours per month, including development and management hours). For this, we use the same learning methods as in Section 7.1 used as a regressor instead of a classifier.
To evaluate the quality of the learners used for regression, we make use of Standardized Accuracy (SA). The use of SA has been endorsed by several researchers in SE [135] , [136] . Standard Accuracy is computed as below:
Where, MAR is the mean of the absolute error for the predictor of interest. E.g., for software effort estimation, the average of the absolute difference between the effort predicted and the actual effort the project took.
Higher values of SA are considered to be better. Note: Some researchers have endorsed the use other metrics such as MMRE to measure the quality of regressor in effort 11 . http://www.scitools.com/products/ 12. https://zenodo.org/communities/seacraft/ estimation. We have made available a replication package 13 with this and other metrics. Interested readers are encouraged to use these.
Evaluation for Discrete Classes
In the context of discrete classes, we define positive and negative classes. With defects, instances with one or more defects are considered to belong to the "positive class" and non-defective instances are considered to belong to the "negative class". Similarly in code smell detection (smelly samples belong to "positive class") and in issue lifetime estimation (closed issues belong to "positive class"). Prediction models are not ideal, they therefore need to be evaluated in terms of statistical performance measures.
For classification problems we construct a confusion matrix, with which we can obtain several performance measures such as: (1) Accuracy: Percentage of correctly classified classes (both positive and negative); (2) Recall or pd: percentage of the target classes (e.g., defective instances) predicted. The higher the pd the better ; (3) False alarm or pf: percentage of non-defective instances wrongly identified as defective. Unlike pd, lower the pf implies better quality; (4) Precision: probability of predicted defects being actually defective. Either a smaller number of correctly predicted faulty modules or a larger number of erroneously predicted defect-free modules would result in a low precision.
There are several trade-offs between the metrics described above. There is a trade-off between recall rate and false alarm rate where attempts to increase recall leads to larger false alarm, which is undesirable. There is also a trade-off between precision and recall where increasing precision lowers recall and vice-versa. These measures alone do not paint a complete picture of the quality of the predictor. Therefore, it is very common to apply performance metrics that incorporate a combination of these metrics. As a result, some authors generally resort to using metrics such as F1 score to assess learners [118] , [137] , [138] , [139] . However, there exists a peculiar challenge with using F-measure that is specific to some software engineering problems-the large imbalance between class variables in the datasets commonly studied here. For instance, consider the datasets studied in this paper shown in Fig. 4 . There, a number of datasets have highly skewed samples. In these cases, several researchers caution against use of common performance metrics such as precision or F-measure. Menzies et al. [3] in their 2007 paper showed the negative impact of using these metrics. They caution researchers against the use precision when assessing their detectors. They recommend other more stable measures especially for highly skewed data sets. This concern is echoed by several other researchers in SE [140] , [141] , [142] . Kubat & Matwin found that the effect of the negative classes (in our context this refers to bugfree/smell-free/open issues) has a profound impact on the outcome of these metrics. As a remedy, these authors recommend a new evaluation scheme that combines reliable metrics such as recall (pd) and false-alarm (pf).
One such approach that can combine these metrics is to build a Receiver Operating Characteristic (ROC) curve. ROC curve is a plot of Recall versus False Alarm pairing for various predictor cut-off values ranging from 0 to 1. The best possible predictor is the one with an ROC curve that rises as steeply as possible and plateaus at pd=1. Ideally, for each curve, we can measure the Area Under Curve (AUC), to identify the best training dataset. Unfortunately, building an ROC is not straight forward in our case. We have used Random Forest for predicting defects owing to it's superior performance over several other predictors [63] . Note that Random Forest lacks a threshold parameter, since this threshold parameter is required in order to generate a set of points to plot the ROC curve, Random Forest is not capable of producing an ROC curve, instead we produce just one point on the ROC curve. It is therefore not possible to compute AUC.
In a previous work, Ma and Cukic [143] have shown that other metrics that measure the distance from perfect classification can be substituted for AUC in cases where a ROC curve cannot be generated. Accordingly, we use the the "G-Score" for combining Pd and Pf. Several authors [3] , [142] have previously shown that such a measure is justifiably better than other measures when the test samples have imbalanced distribution in terms of classes. G-Score can by computed by measuring the mean (geometric/harmonic) between the Probability of True Positives (Pd) and Probability of true negatives (1-Pf). The choice of using geometric mean or harmonic mean depends on the variance in Pd/Pf values. Mathematically, it is known that in cases where samples tend to take extreme values (such as Pd=0 or Pf=1) harmonic mean provides estimates that are much more stable and also more conservative in it's estimate compared to geometric mean [144] . Therefore, we propose the use of G-Score, measured as follows:
In this work, for the sake of consistency with other SE literature, we report the measures of Pd and Pf reported in terms of the G-Score. Also, note that with the formulation in Equation (2), larger G-scores are better.
Statistics
To overcome the inherent randomness introduced by Random Forests and SMOTE, we use 30 repeated runs, each time with a different random number seed (we use 30 since that is the minimum needed samples to satisfy the central limit theorem). Researchers have endorsed the use of repeated runs to gather reliable evidence [145] . Thus, we repeat the whole experiment independently several times to provide evidence that the results are reproducible. The repeated runs provide us with sufficiently large samples (of size 30) to statistically compare all the datasets. Each repeated run collects the values of Pd and Pf which are then used to estimate the G-Score using Equation (2) . (Note: We refrain from performing a cross validation because the process tends to mix the samples from training data (the source) and the test data (other target projects), which defeats the purpose of this study.)
To rank these 30 numbers collected as above, we use the Scott-Knott test recommended by Mittas and Angelis [27] . Scott-Knott is a top-down clustering approach used to rank 13 . https://goo.gl/jCQ1Le different treatments. If that clustering finds a statistically significant splits in data, then some statistical test is applied to the two divisions to check if they are significantly different. If so, Scott-Knott recurses into both halves.
To apply Scott-Knott, we sorted a list of l ¼ 30 values of Equation ( 2) values found in ls different methods. Then, we split l into sub-lists m; n in order to maximize the expected value of differences in the observed performances before and after divisions. E.g., for lists l; m; n of size ls; ms; ns where l ¼ m [ n EðDÞ ¼ ms ls absðm:m À l:mÞ 2 þ ns ls absðn:m À l:mÞ 2 :
We then apply a statistical hypothesis test H to check if m; n are significantly different. In our case, the conjunction of bootstrapping and A12 test. Both the techniques are non-parametric in nature, i.e., they do not make gaussian assumption about the data. As for hypothesis test, we use a non-parametric bootstrapping test as endorsed by Efron & Tibshirani [146, . Even with statistical significance, it is possible that the difference can be so small as to be of no practical value. This is known as a "small effect". To ensure that the statistical significance is not due to "small effect" we use effect-size tests in conjunction with hypothesis tests. A popular effect size test used in SE literature is the A12 test. It has been endorsed by several SE researchers [147] , [148] , [149] , [150] , [151] , [152] . It was first proposed by Vargha and Delany [153] . In our context, given the performance measure G, the A12 statistics measures the probability that one treatment yields higher G values than another. If the two algorithms are equivalent, then A12 = 0.5. Likewise if A12 ! 0:6, then 60 percent of the times, values of one treatment are significantly greater that the other. In such a case, it can be claimed that there is significant effect to justify the hypothesis test H. In our case, we divide the data if both bootstrap sampling and effect size test agree that a division is statistically significant (with a confidence of 99 percent) and not a small effect (A12 < 0:6). Then, we recurse on each of these splits to rank G-scores from best to worst.
Experimental Setup
Discovering the bellwether: 1) For each community in every domain, we pick a project P i . We use this as the training set to construct a quality prediction model according to the learning method described in Section 7.1. 2) Next, we pick another project P j = 2 P i and retain this as a holdout dataset. 3) Then, for every other project P k where k 2 1; . . . ; n; k = 2 fi; jg, that belong to the same community as fP i ; P j g, we evaluate the performance of P i for P k according to the evaluation strategy discussed in Section 7.2. 4) We repeat steps 1,2, and 3 for all pairs of projects in a community.
This whole process is repeated 30 times, with different random number seeds. Then, we use the statistical test described in Section 7.3 to rank each project P i . For every holdout dataset in step 2 above, if there exists one project that returns consistently high performance scores, we label that as the bellwether.
Discovering the best transfer learner: 1) For each community in every domain, we pick a project P i as before. We then use this as the training data to construct the transfer learners (TCA+, TNB, VCB, and Bellwether Method). 2) For every other project P j where j 2 1; . . . ; n; j = 2 i, that belong to the same community as P i , we evaluate the performance of each of the transfer learners and use the evaluation strategy discussed in Section 7.2 to evaluate their performance.
The above steps are repeated 30 times, with different random number seeds. Then, we use the statistical test from Section 7.3 to rank each transfer learner.
Understanding the Results
In presenting our results for experiments in Section 7.4, we adopted a convention that includes tabulated results. The following remarks need to be made regarding our tables:
In Fig. 8 , we list the results of performing the experiment in Section 7.4. The column labeled "Holdout" represents the holdout dataset. The column labeled "Test" represents the test data, i.e., all the remaining data in the community except the holdout. The column "Bellwether(s)" shows the dataset that was ranked the best from among the test data (and therefore it is the bellwether dataset). Finally, the column "G-score(s)" is the G-score of training on the bellwether and testing on the holdout dataset. In Figs. 10, 11, 12 , and 13, we list the results of performing the experiment in Section 7.4 where we compare the bellwether method with other transfer learners. In these figures, the column labeled "source" (the second column) indicates the source from which a transfer learner is built. The remaining datasets within the community are then used as target datasets. The numeric values indicate the median performance scores (Standardized Accuracy in case of effort estimation, G-score in the rest), when model is constructed with a "target" dataset and tested against all the "source" datasets, and this process is repeated 30 times for reasons discussed in Section 5.5.
RESULTS
RQ1: How Prevalent Is the "Bellwether Effect"?
The bellwether effect points to an exemplar dataset to construct quality predictors from. Ideally, given an adequate transfer learner, such a dataset should produce reasonably high performance scores. Fig. 8 documents our findings. We use the setup described in Section 7.4 to discover bellwethers. It is immediately noticeable that for each community there is at least one dataset that provides consistently better predictions when compared to other datasets. For example: 1) Code Smells datasets: Here we have two datasets which are frequently ranked high: Xerces and Xalan. But note that Xerces is ranked the best in all the cases. Thus, this would be a bellwether dataset for predicting for the existence of God Classes; this was followed by hsqldb with a G-score of 88 percent. Additionally, when Xalan or Xerces were absent in Feature Envy, mvnforum was a bellwether with a Gscore of 92 percent. 2) Effort Estimation: When performing effort estimation, we found that cocomo was the bellwether with remarkably high Standardized Accuracy scores of 98 percent. 3) Defect datasets: In the case of defect prediction, Jureczko's bellwether is Lucene (with a G-Score of 69 percent); AEEEM's bellwether is LC (with a G-Score of 75 percent); and Relink's bellwether is ZXing (with a G-Score of 68 percent). 4) Issue Lifetime: Finally when predicting for lifetime of issues, we discovered the following bellwethers: camel for close time of 1 day with G-Scores of around 55 percent, ofbiz for close time of 7 days with a G-score of around 47 percent, qpid for 14 days and 30 days with G-score of around 38, and 47 percent s respectively. Note that in the case of issue lifetime estimation, the G-Scores are particularly low. Here recommend that practitioners monitor the performance of bellwethers and eschew current ones in favor of other better bellwether datasets.
In summary, in three out of the four domains studied here, there was a clear bellwether dataset. In the case of issue lifetimes, although there was a bellwether, the performances were particular low. Note that this may/may not hold true for other sub-domains of SE. The study on these other domains are beyond the scope of this work but what we can say now is:
Result 1
Bellwethers are common in several domains of software engineering studied here. ie., in defect prediction, effort estimation, and code-smell detection.
RQ2: How Does the Bellwether Dataset Fare
Against Within-Project Dataset?
Having established in RQ1 that bellwethers are prevalent in the sub-domains studied here. In Fig. 9 , we compare the predictors built on within-project data against those built with a bellwether. For this question, we only used data from the Apache community since it has releases ordered historically (which is required to test older data against newer data). Since other sub-domains did not have historically data similar to Apache, we were unable to use them Fig. 8 . Discovering Bellwether datasets with a holdout data. We use the experimental setup mentioned in Section 7.4 to discover these bellwethers.
for this research question. For the Apache community, the bellwether dataset was Lucene.
As seen in Fig. 9 , the prediction scores with the bellwether is very encouraging in case of the Apache datasets. In 5 out of 8 cases (Ant, Camel, Ivy, Xalan, and Velocity), defect prediction models constructed with Lucene as the bellwether performed better than within-project data. In 3 out of 8 cases (Jedit, Xerces, and Log4j), the performance scores of bellwether data were statistically worse than within-project data. Note again that this is true in only one out of our the four domains studied, i.e., defect prediction. Therefore, the following answer to the this research question is limited this domain.
Result 2
For projects in the Apache Community that were evaluated with the same quality metrics, training a quality prediction model with the Bellwether is better than using within-project data in majority of the cases.
RQ3: How Well Do Transfer Learners Perform
Figs. 10, 11, 12, and 13 show the results of transferring data between different projects in a community for code smell detection, issue lifetime estimation, defect prediction, and effort estimation.
Note that of the three transfer learners studied here, value cognitive boosting (VCB) has some methodological constrains that prevents us from translating it to all the domains. VCB was initially designed for defect prediction. To enable it to work efficiently, the authors propose the use of under-sampling techniques to complement transfer learning. This under-sampling required that the datasets have discrete class variables (#defects) and that the datasets are sufficiently large. Two of the domains considered in this paper do not satisfy these constraints. We could not use VCB in code smell detection because our datasets had small sample size (see Fig. 4 ) and therefore under-sampling could not be performed. We could not use VCB in effort estimation because the class variable was a continuous in nature. Other transfer learners did not have these constraints, therefore we were able to translate them to all the domains relatively easily.
These results are expressed in terms of win/tie/loss (W/ T/L) ratios: 1) Code Smells dataset: From Fig. 10 we note that the baseline transfer learner constructed using the bellwether dataset outperforms the other two approaches with a W/T/L of 10/0/1 in both cases. 2) Issue lifetime dataset: From Fig. 11 , we see that, in this case, TNB outperforms the other three methods. We note a W/T/L ratio for TNB at 7/0/2. The baseline approach has W/T/L of 2/0/7 (for 1 and 7 days), 1/0/8 (for 14 days), and 0/0/9 (30 days). 3) Defect dataset: In the case of Fig. 12 , we note that TCA+ was generally better than the other three methods with an overall W/T/L ratio of 8/3/5. This was followed by the baseline transfer learner with a W/T/L ratio of 2/3/11. Note that this behavior of TCA+ corroborates previous findings by other researchers [10] . 4) Effort datasets: In the case of effort estimation, our results are tabulated in Fig. 13 . In this case, the baseline transfer learner once again outperforms the other two methods with a W/T/L ratio of 3/0/2. The key point from the above is that no transfer learning method is best in all domains (though bellwether method works best more often than the other transfer learners). Hence, when faced with a new community, software analysts will have to explore multiple transfer learning Fig. 9 . Bellwether dataset (Lucene) versus Local Data. Performance scores are G-scores so higher values are better. Cells highlighted in gray indicate datasets with superior prediction capability. Out of the eight datasets studied here, we note that in five cases the prediction performance of bellwether dataset was superior to within-project dataset. methods. In that context, it is very useful to have an ordering of methods such that simpler baseline methods are run first before more complex approaches. Note that:
When such an ordering of methods is available then if the simpler methods achieve acceptable levels of performance, an analyst might decide to stop exploring more complex methods. We would argue that bellwethers fall very early in that ordering; i.e., bellwethers should be the first simplest transfer learning method tried before other approaches.
That is, although we can't endorse a transfer learner in general, we can offer the bellwether method as a baseline transfer learner which can be used to benchmark other complex transfer learners and seek newer transfer learners that can outperform this baseline. Hence, our answer to this question is:
Result 3
There is no universal best transfer learner that works across multiple domains. Simpler baseline methods like bellwethers show comparable performances in several domains.
RQ4: How Much Data Is Required to Find the
One of our defect dataset allows for a special kind of analysis-the Apache community (see Fig. 4 ) in the defect datasets has data available as historical versions. Using this dataset, we performed an empirical study to establish the required amount of bellwether data to make reliable predictions. We conducted experiments by incrementally updating the versions of the bellwether dataset until we find no significant increase in performance, i.e., starting from version N (the latest version) we construct a prediction model and measure the performance using G-Score. Next, we include an older version (N À 1) and construct a prediction model to measure the performance. This process is repeated by incrementally growing the size of the bellwether data by including older versions of the bellwether project. With this, the following empirical observations can be made:
Fig. 14 documents the results of this experiment. As previously mentioned, we used the defect datasets from the Apache community in Fig. 4 . In RQ1, it was found that Lucene was the bellwether dataset for that community. In experimenting with different versions of Lucene, we found that using only the latest version of Lucene produced statistically similar results to including the older versions of the data. Also, note that we required only 341 samples to achieve good G-scores. In cases where datasets were not available in the form of past versions, we observed that the size of the bellwether dataset is very small. For instance, consider the code-smells dataset, the bellwether datasets had no more than 12 samples. Similarly, in the case of effort estimation, the bellwether dataset had only 12 samples.
Result 4
Not much data is required to find bellwether dataset. In the case of defect prediction, bellwethers can be found by analyzing only the latest version of the project. Even in domains which lack data in the form if historical versions, we were able to discover bellwethers with as few as 25 samples.
RQ5: How Effectively Do Bellwethers Mitigate Conclusion Instability?
In Section 4.1, we discussed two sources of conclusion instability, namely performance instability and source instability. We can use the bellwether effect to mitigate these two instabilities as follows:
1) Performance instability causes data mining tools such as prediction algorithms to offer unreliable results (their performance depends on the data source). To address this issue, in this paper, we propose the use of the bellwether effect. This effect can be used to discover the bellwether data and we can use this data set as a reliable source to construct prediction models. Figs. 10, 11, 12 , and 13 reveal that the bellwether data set can be discovered in three out of the four domains we have studied here. Additionally, the performance of an appropriate transfer learner (as identified in RQ3) with the bellwether dataset is statistically and significantly better than using other datasets. As long as the bellwether dataset remains unchanged, so will the performance of data mining tools such as transfer learners. 2) Source instability causes vastly different and often contradicting conclusions to be derived from a data source. This sort of instability is very prevalent in several domains of software engineering. An example of source instability in the case of defect prediction 14 is shown in Fig. 15 . This figure shows the rankings of top 5 features that contributed to the construction of the transfer learner (TCA+) for defect prediction tasks. It can be noted that, with every data source, the feature rankings are very different. For instance, if ant was used to construct TCA+, one may conclude that rfc (response for class) is the most important feature, but if TCA+ was constructed using lucene, then we would find that loc is the most important feature (rfc is only the 5th most important feature). This sort of instability can be addressed by identifying a reliable data source to construct a transfer learner. The bellwether dataset is one such example of a stable data source. As long as the bellwether data is reliable (which can be established using the MONITOR step of Fig. 3 ) and the bellwether data remains unchanged, so will the conclusions derived from it. In summary, we may answer this research question as follows:
Result 5
The Bellwether Effect can be used to mitigate conclusion instability because as long as the bellwether dataset remains unchanged, we can (a) obtain consistent performance for a transfer learner, and (b) consistent conclusions from the bellwether dataset.
DISCUSSION
When reflecting on the findings of this work, there may be four additional questions that arise. These are discussed below: 1) Can bellwethers mitigate conclusion instability permanently?No-and we should not expect them to. The aim of bellwethers is to slow, but do not necessarily stop, the pace of new ideas in software engineering (e.g., as in the paper, new quality prediction models). Sometimes, new ideas are essential. Software engineering is a very dynamic field with a high churn in techniques, platforms, developers and tasks. In such a dynamic environment it is important to change 14. Space limitations do not permit us to show these for the other three domains. As a result, we have made available a replication package with instructions to replicate these for all the other domains. with the times. That said, changing more than what is necessary is not desirable-hence this paper. 2) How to detect when bellwether datasets need updating?
The conclusion stability offered by bellwether datasets only lasts as long as the bellwether dataset remains useful. Hence, the bellwether dataset's performance must always be monitored and, if that performance starts to dip, then seek a new bellwether dataset. 3) What happens if a set of data has no useful bellwether dataset? In that case, there are numerous standard transfer learning methods that could be used to import lessons learned from other data [10] , [11] , [12] , [13] , [14] , [15] , [16] , [154] . That said, the result here is that all the communities of data explored by this paper had useful bellwether datasets. Hence, we would recommend trying the bellwether method before moving on to more complex methods.
THREATS TO VALIDITY
Sampling Bias
Sampling bias threatens any classification experiment; what matters in one case may or may not hold in another case. For example, even though we use 100+ open-source datasets in this study which come from several sources, they were all supplied by individuals. That said, this paper shares this sampling bias problem with every other data mining paper. As researchers, all we can do is document our selection procedure for data (as done in Section 3.1) and suggest that other researchers try a broader range of data in future work.
Learner Bias
For building the quality predictors in this study, we elected to use random forests. We chose this learner because past studies shows that, for prediction tasks, the results were superior to other more complicated algorithms [63] . We note that recent studies showed that different classifiers are highly complementary, despite obtaining similar performances. Thus, the usage of Random Forests is not bulletproof;
but it can certainly act as a baseline for other algorithms. Exploration of these learners is part of our future work. Apart from this choice, one limitation to our current study is that we have focused here on homogeneous transfer learning (where the attributes in source and target are the same). The implications for heterogeneous transfer learning (where the attributes in source an target have different names) are not yet clear. We have some initial results suggesting that a bellwether-like effect occurs when learning across the communities but those results are very preliminary. Hence, for the moment, we would conclude:
For the homogeneous case, we recommend using bellwethers rather than similarity-based transfer learning. For the heterogeneous case, we recommend using dimensionality transforms.
Evaluation Bias
This paper uses one measure of prediction quality, G (see Equation (2)). Other quality measures often used in software engineering to quantify the effectiveness of prediction [3] , [137] , [143] (discussed in Section 7.2). A comprehensive analysis using these measures may be performed with our replication package.
Random Bias
With random forest and SMOTE, there is invariably some degree of randomness that is introduced by both the algorithms. Random Forest, as the name suggests, randomly samples the data and constructs trees which it then uses in an ensemble fashion to make predictions.
To mitigate these biases, we run the experiments 30 times (the reruns are equal to 30 in keeping with the central limit theorem). Note that the reported variations over those runs were very small. Hence, we conclude that parameter bias is theoretically a threat, therefore we have used the default parameters in all situations. As researchers, we have documented our selection procedure for data (as done in Section 3.1) and suggest that other researchers try a broader range of data in future work. 
Parameter Bias
With all the transfer learners and predictors discussed here, there are a number of internal parameters that have been set by default. The result of changing these parameters may (or may not) have a significant impact on the outcomes of this study. However, it must be noted that the possible number of combinations of these parameters is combinatorial in nature. There does exist a growing number of literature on parameter optimization in SE. However, a study encompassing this beyond the scope of this current paper.
Hence, we conclude that although parameter bias is a possible threat, we have used the default parameters in all situations for consistency. We recommend that other researchers attempt to toggle these parameters with the use of tuning algorithms in order to validate (or possibly refute) our findings.
CONCLUSION
In this paper, we have undertaken a detailed study of transfer learners. Our results show that regardless of the domain of software engineering (code smells, effort, defects or issue lifetimes) or granularity of data (file, class, or method), there exists a bellwether dataset that can be used to train relatively accurate quality prediction models and these bellwethers do not require elaborate data mining methods to discover (just wrap a for-loop around the data sets) and can be found very early in a project's life cycle.
We show that bellwether method is a simple baseline for transfer learning. The baseline performance offered by the bellwether method would be especially useful for researchers attempting to develop better transfer learners for different domains in software engineering. Further, bellwethers satisfy all the criteria of a baseline method, introduced in Section 2; i.e., they are simple to code and are applicable to a wide range of domains.
Hence, from a pragmatic engineering perspective there are two main reasons to use bellwethers: (a) they slow down the pace of conclusion change; and (b) they can be use to construct a simple baseline transfer learner with comparable performance to the state-of-the-art.
Finally, we remark that much of the prior work on homogeneous transfer learning, including some of the authors own papers, may have needlessly complicated the homogeneous transfer learning process. We strongly recommend that when building increasingly complex automatic methods, researchers should pause and compare their supposedly more sophisticated method against simpler alternatives. Going forward from this paper, we would recommend that the transfer learning community use bellwethers as a baseline method against which they can test more complex methods.
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