Abstract-Szegö's theorem states that the asymptotic behavior of the eigenvalues of a Hermitian Toeplitz matrix is linked to the Fourier transform of its entries. This result was later extended to block Toeplitz matrices, i.e., covariance matrices of multivariate stationary processes. The present work gives a new proof of Szegö's theorem applied to block Toeplitz matrices. We focus on a particular class of Toeplitz matrices, those corresponding to covariance matrices of single-input multiple-output (SIMO) channels. They satisfy some factorization properties that lead to a simpler form of Szegö's theorem and allow one to deduce results on the asymptotic behavior of the lowest nonzero eigenvalue for which an upper bound is developed and expressed in terms of the subchannels frequency responses. This bound is interpreted in the context of blind channel identification using second-order algorithms, and more particularly in the case of band-limited channels.
I. INTRODUCTION
In a celebrated result appearing in [1] , Szegö states that the eigenvalues of a sequence of Hermitian Toeplitz matrices are asymptotically distributed like the samples of the Fourier transform of its entries. The lowest/highest eigenvalues are decreasing/increasing and converge to the minimum/maximum of this Fourier transform. The application of this result to covariance matrices of scalar stationary 1 processes is straightforward. Several extensions have since been made (see [2] ). The most important extends Szegö's theorem to block Toeplitz matrices with non-Toeplitz blocks where the number of blocks tends to infinity [3] , [4] . However, the proof made therein relies on sophisticated mathematics. In this correspondence, we suggest a simpler proof than that in [3] , [4] of the extension of the Szegö theorem to block Toeplitz structured matrices. We use the asymptotic equivalence of matrix sequences and more particularly the result established by Gray in [5] on asymptotic equivalence of Toeplitz matrix sequences and circulant matrix sequences. We focus then on a special class of block Toeplitz matrices, frequently encountered in signal processing, to give a simpler form of the Szegö theorem and deduce results about the lowest nonzero eigenvalue, which expresses the conditioning with respect to inversion of such matrices.
We target in particular second-order statistics based blind identification algorithms of single-input multiple-output (SIMO) channels where channel output covariance matrices are manipulated in such a way that the performance of the algorithms depends heavily on how well-conditioned the matrix is [6] , [7] . Therefore, the interest in eigenvalues (and Publisher Item Identifier S 0018-9448(01) 00585-5. more particularly the lowest nonzero eigenvalue) of block Toeplitz matrices is highly justified and constitutes the subject of this correspondence. This correspondence is organized as follows. In Section II, results on asymptotic equivalence of Toeplitz matrix sequences as well as Szegö's theorem are reviewed for convenience of the reader and in order to fix notations. In Section III, we propose a new proof of Szegö's theorem extended to block Toeplitz matrices with non-Toeplitz blocks where the number of blocks tends to infinity. We address then a specific class of block Toeplitz matrices, that of SIMO channel covariance matrices. In Section IV, implications for blind channel identification are discussed and the case of band-limited channels is particularly addressed.
II. NOTATION AND PREVIOUS RESULTS
Let ft k g k=...; 01; 0; 1; ... be an absolutely summable infinite complex sequence (i.e., k jt k j < 1) so that the associated 2-periodic Fourier transform t(w)= k t k e 0ikw is well defined. We define the infinite matrix sequence fT T T n (t)g n1 where T T T n (t) is the n2n Toeplitz matrix given by T T T n (t)= k (A A A) (resp., k (A A A)) refers to the kth largest singular value (resp., eigenvalue) of the matrix (resp., the square matrix) A A A. K K K r; s represents the vec-permutation matrix [8] 
Theorem 2 [1] , [9] : For all absolutely summable sequences ft k g k=...; 01;0; 1; ... , if T T T n (t) is Hermitian, then, for any l, the lowest (resp., largest) l eigenvalues of T T T n (t) are decreasing (resp., increasing) with n and converge to minw t(w) (resp., maxw t(w)).
III. BLOCK TOEPLITZ MATRICES

A. Definitions
To extend the preceding results to block Toeplitz matrices, we define the block Toeplitz matrix 
B. Asymptotic Distribution of Eigenvalues
Lemma 2 extends straightforwardly to the block Toeplitz matrices in the following.
Lemma 3:
For all absolutely summable sequences ft u; v k g k=...; 01;0; 1; ... there exists a sequence of matrices fCn(ft u; v g)g asymptotically equivalent to fT n (ft u; v g)g and given by C n (ft u; v gg = U H n D n (ft u; v g)U n where U n is an nc 2nc unitary matrix independent of T n (ft u; v g) and where D n (ft u; v g) is the following matrix:
where D D D n(t u; v ) is a diagonal matrix defined as in Lemma 2.
Notice that C n (ft u; v g) is no longer a circulant matrix, nor is Dn(ft u; v g) diagonal.
We next prove a result on the asymptotic eigenvalue moments of block Toeplitz matrices. Hence, for any polynomial P , we have
Invoking the Stone-Weierstrass approximation theorem (recalled in [5] ), when T T T (w) is Hermitian for all w, this relation extends to all functions F continuous on [min w c (T T T (w)); max w 1 (T T T (w))].
Thus, the following result extends Szegö's theorem to block Toeplitz matrices.
Theorem 3:
Assume that Tn(ft u; v g) is Hermitian; then for all con-
Added to the fact that, for all n, the eigenvalues of T n (ft u; v g) lie in [minw c(T T T (w)); maxw 1(T T T (w))] [4, Theorem 3.1], Theorem 3 implies that (see [4] , [11] ) for any integer l, the lowest (resp., largest) l eigenvalues are convergent in n and 
C. A Class of Block Toeplitz Matrices
We investigate the following special case of block Toeplitz matrices. Consequently, the hypothesis H1 is equivalent to
. . .
T T T (n) (t c ) T T T (n) (t 01 )
where T T T (n) (t u ) (resp., T T T (n) (t 0u )), u = 1; . . . .
T T T (n) (t c ) T T T (n) (t 1 )
T T T (n) (t c )
H :
This preceding condition is frequently encountered in signal processing applications because (10) represents the covariance matrix of a c-variate stationary process obtained by filtering a white scalar stationary process. However, we note that this factorization and thus H1 is not satisfied for covariance matrices of more general c-variate stationary processes. In the same way, (9) represents the cross-covariance matrix of two c-variate stationary processes obtained by filtering 
IV. APPLICATION TO SIMO CHANNEL IDENTIFICATION
A. Results for the SIMO Channel Filtering Matrix
An m-order SIMO channel, as depicted in Fig. 1 , is a set of c filters h h h i= [ If input s(k) is zero-mean and white with variance 
; s(k 0 m)] T and G G G(h h h)=[h h h(0) . . . h h h(m)]
2 s then R R R 0 n = 2 s G G G n (h h h)G G G H n (h h h), where G G G n (h h h)= G G G(h
H H H n (h h h c )
and 
H H H n (
is hence a block Toeplitz structured matrix that fulfills H1 and can be written, with respect to notation of Section III, as R R R n = 
It is interesting to study the asymptotic behavior of the smallest singular value (n) n+m . However, it cannot be written as l (R R R n ) or nc0l+1 (R R R n ), for some fixed l and hence we can apply neither (7) nor (8) . Only the following is proved. and mt= minw t(w). We assume min k (n) k to be convergent to the limit L when n ! 1. Consequently, we must have L m t . 
B. Implications for Blind SIMO Channel Identification
The covariance matrix R R R n contains channel phase information and is used to deduce the channel coefficients h h h(k), the so-called identification problem, for which a variety of second-order algorithms (among them the subspace (SS) [13] , the linear prediction (LP) [14] , and the outer product decomposition (OPD) [15] algorithms) has been developed. They all implicitly or explicitly need inversion of the channel output covariance matrix and hence their performance depends largely on how well conditioned the matrix is [6] , [7] . Hence, its smallest nonzero eigenvalue is critical to the performance of the blind identification algorithm. We point out that in this context (blind SIMO channel identification), the herein proved result (Theorem 3) can be considered more appropriate than that of [16] - [19] . The asymptotic results proved therein are established for block Toeplitz matrices with Toeplitz blocks (BTTB) where both the size and number of blocks tend to infinity; while in this correspondence, only the size of the blocks n tends to infinity. This is more relevant for stationary processes where n refers to the observation time and c refers to the size of the antenna array and/or the amount of oversampling which naturally are not intended to take large values. However, for other applications such as image processing, covariance matrices of the involved two-dimensional (2-D) stationary processes are BTTB. The number and size of blocks refer to the spatial samples of the process, possibly large. In this context, results in [16] - [19] appear better adapted.
Channel blind identifiability from its second-order statistics (i.e., R R R n ) requires the SIMO channel to be zero-coprime (i.e., the Z -transforms of the sequences fh u k ; k = 1; . . . ; mg do not have any zero in common) and n m. Under such conditions, G G G n (h h h) has full column rank [20] and the left-hand side of (13) expresses the square root of the asymptotic lowest nonzero eigenvalue of R R R n. When observed over finite time intervals and in the presence of noise, the above is insufficient and the channel needs to exhibit enough diversity to allow for accurate response estimation. Channel diversity has often been described as the closeness in the Z plane of the zeros of the subchannels transfer functions [21] . This definition is rather subjective and counterexamples can be found where a channel has closer zeros while its covariance matrix is better conditioned. We, therefore, suggest the left-hand side of (13) as an algorithm-independent measure of the channel diversity. Indeed, it approximates well the square root of the lowest nonzero eigenvalue of R R R n for practical values of n.
The upper bound in (13) is better suited to assess channel blind (un)identifiability under practical observation conditions. In fact, in cases where the right-hand side in (13) is small, the channel output covariance matrix is poorly conditioned and blind algorithms are expected to fail to identify the channel if its output is observed over a limited time duration. This bound has also the advantage of giving a spectral interpretation of channel diversity.
This bound has a further interpretation in the practical case when the channel response includes small heading and/or trailing terms (Fig. 2) .
The whole m-order channel response h h h can be written as the sum of an m 0 -order effective response h h h m , m 0 < m, and a perturbation vector due to the small trailing terms [22] . i.e., the bound in (13) is approximately the same when evaluated for h h h or h h h m . When this bound is weak, it implies poor diversity of the whole response as well as the effective response. In such a case, the channel will not be identifiable whatever the assumed channel order.
When assumed to be >m 0 , it leads to a badly conditioned covariance matrix because of the small trailing terms. When <m 0 , the identification procedure will fail because some significant terms were ignored. When equal to m 0 , blind identification is still not possible because of the bound (and hence channel diversity) being weak. Hence, while generally not tight as verified through computations, the upper bound in (13) , when low, indicates absolute nonidentifiability of the channel, i.e., neither the channel nor a part of it can be identified from a finite observation set. Examples are given in the practical case of fractionally received band-limited channels.
C. Fractionally Spaced Band-Limited Channels
We now focus on fractionally spaced band-limited channels. More commonly, h(w) is a band-limited shaping filter response (a raised cosine waveform most often) propagating through a frequencyselective multipath channel. Because of severe selectivity, some frequency components can be significantly attenuated leading to the upper bound above to be weak. This justifies the poor performance of blind algorithms in identifying communication channels using fractional receivers, and concurs with remarks in [23] . 4 A series of simulations was conducted with a raised cosine waveform 5 with rolloff 0:3, propagating through randomly selected mul-tipath channels with a 4 symbol period delay spread. 6 Channels for which the upper bound of (13) was weak (0:1), such as in Fig. 3 , were systematically absolutely nonidentifiable 7 in the sense given in Section IV-B. On the contrary, however, when the upper bound of (13) was not weak, no conclusion could be made. An order with which reliable identification can be performed may exist (Fig. 4) or not (Fig. 5 ).
V. CONCLUSION
We have given a new and simpler proof, inspired by that in [5] , of Szegö's theorem extension to block Toeplitz matrices [2] . Block Toeplitz matrices are encountered in signal processing as covariance matrices that always verify some factorization properties. We exploited these properties to get a simpler form of Szegö's theorem extension and derive results about the asymptotic behavior of their lowest nonzero eigenvalue. Application to SIMO channels can help justifying cases where the channel covariance matrix is poorly conditioned resulting in poor performance of the blind identification algorithms; as is shown to be practically the case of fractionally spaced band-limited channels.
