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Abstract
Recently, with the rapidly growing demand for mobile electronic products, much effort
has been put into developing better non-volatile memories. Phase change random access
memory (PCRAM) is considered to be one of the most promising candidates for the
next-generation technology due to its many advantages: non-volatility, fast writing speed,
low cost and high scalability. The key property of phase change materials is their ability
to switch between amorphous and crystalline states by using electrical pulses. Nowadays,
the most popular phase change materials used in PCRAM prototypes are pseudo-binary
alloys based on GeTe and Sb2Te3. Among these, Ge2Sb2Te5 has received most attention
since it shows fast crystallization speed, high electrical resistivity contrast between the
amorphous and crystalline states, high number of overwrite cycles, and high archival
lifetime of more than ten years.
Although PCRAM is likely to be commercialized in the near future, there are still
some problems that need to be solved. The data retention and power consumption of
PCRAM devices are the two main challenges. The volume change of Ge2Sb2Te5 during
the operation process is relatively large. This large volume change of the inset storage
media will lead to unreliable contact between the phase change material and heating
electrode, which further results in a poor reliability of PCRAM devices. In addition,
when Ge2Sb2Te5 is employed in a PCRAM device, a high reset current (>1 mA) is
necessary which leads to high power consumption. With the consideration of these main
challenges, it is necessary to find new phase change materials as well as to improve the
existing phase change materials for improving the performance of PCRAM devices.
X
In this work, the effect of replacing Ge by Sn and Te by Se was studied for a systematic
understanding and prediction of new potential candidates for PCRAM applications.
The temperature dependence of the electrical/structural properties and crystallization
kinetics of the Sn-Se based binary and Sn-Sb-Se based ternary alloys were determined
and compared with those of the GeTe and Ge-Sb-Te system. The temperature de-
pendence of electrical and structural properties were investigated by van der Pauw
measurements, x-ray diffraction, x-ray reflectometry. By varying the heating rate,
the Kissinger analysis has been used to determine the combined activation barrier for
crystallization. To screen the kinetics of crystallization, a static laser tester was employed.
In case of binary alloys of the type SnxSe1−x, the most interesting candidate is SnSe2 since
it crystallizes into a single crystalline phase and has high electrical contrast and reason-
ably high activation energy for crystallization. In addition, the SnSe2-Sb2Se3 pseudobinary
alloy system also might be sufficient for data retention due to their higher transition tem-
perature and activation energy for crystallization in comparison to GeTe-Sb2Te3 system.
Furthermore, SnSe2-Sb2Se3 pseudobinary alloys have a higher crystalline resistivity which
could minimize the RESET current of PCRAM devices. The desired rapid crystalliza-
tion speed can be obtained for Sn1Sb2Se5 and Sn2Sb2Se7 alloys. The results suggest that
SnSe2-Sb2Se3 pseudobinary alloys provide a promising alternative for PCRAM applica-
tions overcoming some problems of conventional GeTe-Sb2Te3 based PCRAM devices such
as high stability for data retention, reduced reset current, and fast crystallization speed.
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Zusammenfassung
Angetrieben von der schnell anwachsenden Nachfrage nach mobiler Elektronik wurde viel
Arbeit an der Entwicklung besserer, nicht-flu¨chtiger Speicher geleistet. Phasen-Wechsel
Random Access Memories (PCRAM) werden hier als einer der aussichtsreichsten Kandi-
daten fu¨r die na¨chste Generation angesehen, denn sie bieten viele Vorteile: Sie sind nicht-
flu¨chtig, erlauben hohe Schreibraten bei geringen Kosten und einem hohen Skalierungspo-
tential. Die zentrale Eigenschaft von Phasen-Wechsel Materialien ist das Schalten zwis-
chen einem amorphen und kristallinen Zustand mit Hilfe von elektrischen Pulsen. Die
meisten PCRAM-Prototypen basieren heutzutage auf pseudo-bina¨ren Legierungen von
GeTe und Sb2Te3, von denen Ge2Sb2Te5 eine herausragende Bedeutung hat, da es eine
hohe Kristallisationsgeschwindigkeit, einen großen Kontrast des elektrischen Widerstands
zwischen dem amorphen und kristallinen Zustand, eine hohe Anzahl von Schaltvorga¨ngen
und eine lange Aufrechterhaltung der Daten von mehr als zehn Jahren bei Raumtemper-
atur ermo¨glicht.
Obwohl PCRAM in der nahen Zukunft in kommerziellen Gera¨ten Verwendung finden
soll, sind einige Probleme noch nicht gelo¨st, wobei eine Erho¨hung der Lebensdauer und
Verringerung der Leistungsaufnahme die prima¨ren Herausforderungen sind. Die A¨n-
derung der Massendichte in Ge2Sb2Te5 wa¨hrend des Schaltens ist relativ groß. Diese
große A¨nderung des aktiven Bereichs fu¨hrt zu Unzuverla¨ssigkeiten bei der Kontaktierung
der Elektroden und dem Phasen-Wechsel Material, was wiederum zu Unzuverla¨ssigkeit
der PCRAM fu¨hrt. In Hinblick auf diese Herausforderungen ist es no¨tig, neue Phasen-
Wechsel Materialien zu finden und die bereits bekannten Materialien zu verbessern um
die Leistungsfa¨higkeit von PCRAM zu gewa¨hrleisten.
XIII
Zusammenfassung
In dieser Arbeit werden die Auswirkungen der Substitution von Ge durch Sn und Te
durch Se untersucht, um ein systematisches Versta¨ndnis und eine Vorhersage neuer Ma-
terialien fu¨r die Anwendung in PCRAM zu ermo¨glichen. Die Temperaturabha¨ngigkeit
der elektrischen bzw. strukturellen Eigenschaften sowie der Kristallisationskinetik von
Sn-Se basierten bina¨ren und Sn-Sb-Se basierten terna¨ren Legierungen wurden bestimmt
und mit denen der Ge-Te und Ge-Sb-Te basierten Systemen verglichen. Die Temper-
aturabha¨ngigkeit der elektrischen und strukturellen Eigenschaften wurden mittels van
der Pauw Messungen, Ro¨ntgen-Diffraktometrie und Ro¨ntgen-Reflektometrie analysiert.
Durch eine Variation der Heizrate konnte die Kissinger-Methode verwendet werden um
die kombinierte Aktivierungsbarriere fu¨r Kristallisation zu bestimmen. Fu¨r eine Beobach-
tung der Kristallisationskinetik wurde ein statischer Tester verwendet.
Aus dem bina¨ren System SnxSe1−x ist SnSe2 das aussichtsreichste Material, da es in
eine einphasige Struktur kristallisiert, einen enormen elektrischen Widerstandskontrast
aufweist und die Aktivierungsbarriere fu¨r Kristallisation ausreichend hoch ist. Auch
das pseudobina¨re System SnSe2-Sb2Te3 ko¨nnte fu¨r lange Lebensdauern geeignet sein,
da es eine ho¨here Kristallisationstemperatur und eine ho¨here Aktivierungsbarriere fu¨r
Kristallisation aufweist, als das GeTe-Sb2Te3-System. Daru¨ber hinaus haben SnSe2-
Sb2Te3 basierte Materialien einen ho¨heren elektrischen Widerstand in der kristallinen
Phase, der den RESET-Strom von PCRAM verringern ko¨nnte. Die no¨tige hohe Kristalli-
sationsgeschwindigkeit kann sowohl fu¨r Sn1Sb2Se5 und Sn2Sb2Se7 erzielt werden. Die
Ergebnisse legen nahe, dass das SnSe2-Sb2Te3 System eine aussichtsreiche Alternative
fu¨r zuku¨nftige PCRAM Anwendungen darstellt, die einige Eigenschaften von konven-
tionellen GeTe-Sb2Te3-basierten Materialien u¨bertreffen, wie z. B. eine ho¨here Stabilita¨t
zur Datenerhaltung, eine Reduzierung des RESET Stroms und eine hohe Kristallisation-
sgeschwindigkeit.
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1 Introduction
1.1 Modern computer data storage
The present technological revolutions in the information technology, such as communica-
tion devices, portable computing, and information management have created a growing
and huge demand for higher data storage capacity, faster access, higher data transfer
rate, long data retention, low power consumption, and low cost data storage systems.
Modern computer systems have a memory hierarchy consisting of the central processing
unit (CPU) registers, external caches, hard disk drives, and removable storage devices.
Fig. 1.1 shows the traditional hierarchy of storage commencing from primary to secondary,
tertiary and off-line storage, respectively1. This hierachy is based on the distance from
CPU and the tradeoff between performance and cost per bit. The components of this
storage hierachy will be presented in detail below:
• Primary storage, presently known as memory, is the only storage directly accessible
to the CPU. For the primary storage, the main memory (Random access memory)
is directly or indirectly connected to the CPU via a memory bus. As the RAM
types used for primary storage are volatile, a computer containing only such storage
would not have a source to read instructions from, in order to start the computer.
Hence, non-volatile primary storage containing a small startup program (BIOS) is
used to bootstrap the computer, that is, to read a larger program from non-volatile
secondary storage to RAM and start to execute it. A non-volatile technology used
1http://en.wikipedia.org/wiki/Image:Computer storage types.svg
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for this purpose is called ROM, for read-only memory. However ROM is slow and
memory must be erased in large portions before it can be re-written.
• Secondary storage, or storage in popular usage, differs from primary storage in that
it is not directly accessible by the CPU. The computer usually uses its input/output
channels to access secondary storage and transfers desired data using intermediate
area in primary storage. The secondary storage is non-volatile and hence does not
lose data when the device is powered down. In modern computers, internal or
external hard disks are usually used as secondary storage. Some other examples of
secondary storage are: flash memory (e.g. USB sticks), floppy disks, and Zip drives.
• Tertiary storage provides a third level of storage. Typically it involves a robotic
mechanism to mount (insert) and dismount removable mass storage media into a
storage device according to the system’s demands. It is primarily used for archival
of rarely accessed information since it is much slower than secondary storage (e.g.
5-60 seconds vs. 1-10 milliseconds). Typical examples include tape libraries and
optical jukeboxes.
• Off-line storage, also known as disconnected storage, is a computer data storage on
a medium or a device that is not controlled by the CPU. The medium is recorded
and then physically removed or disconnected. Off-line storage is used to transfer
information, since the detached medium is portable. In modern personal computers,
most secondary and tertiary storage media are also used for off-line storage. Optical
discs (such as CDs or DVDs) and flash memory devices are most popular, and to
much lesser extent removable hard disk drives.
Generally, the memory hierarchy is governed by the access time, with the fast CPU
registers at the top and the slow hard disk drive and removable storage at the bottom
level. The hierarchy level of the hard drive dictate that the stored data must be non-
volatile and with a high capacity. These requirements precede the access and write times
in regard to priority. Research on magnetic materials has established that these materials
2
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Figure 1.1: Various forms of storage, divided according to their distance from the cen-
tral processing unit. The fundamental components of a general-purpose com-
puter are arithmetic and logic unit, control circuitry, storage space, and in-
put/output devices. Technology and capacity as in common home computers
around 2005.
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fulfill the requirements of non-volatility and high data transfer rate. These features enable
to manufacture hard disk drives (HDD) with huge storage density while low cost per bit
of stored data. The removable storage at the bottom of the hierarchy mainly includes
compact disks (CDs), digital versatile disks (DVDs), and magneto-optical disks (MOs).
DVD has been proven over the years as a popular optical disk storage technology, it
includes the use of a laser to reversibly change the structure of the phase change materials
[3, 4]. Optical data storage systems offer a reliable and removable storage medium with
high density and archival lifetime and with extremely low cost. A standard i.e. Blu-ray
disk, which has a higher capacity than DVD, is now available in the market. Modern
types of solid-state memories such as static random access memory (SRAM) [5] and a
dynamic RAM (DRAM) [6] sit at the top of the hierarchy due to their fast access and
write times. These solid-state memories store a bit of data in either state of a flip-flop
or as a charge in a capacitor, but the information stored is volatile. New types of non-
volatile random access memory, which will preserve data while powered down, are under
development. They will be able to eventually take a significant market share from either
SRAM, DRAM, with another technological revolution in the information industry. The
details of the solid-state memories and the development of the non-volatile memories will
be described in the following section.
1.2 Memory technologies
Static Random Access Memory (SRAM) is the fastest type of semiconductor memory,
with write/read times in the range of 1-10 ns. An SRAM cell, which stores one bit of
information, is usually made of 6 transistors. As a result, SRAM is the most expensive
and lowest density memory and it is only used for the highest performance applications
such as memory cache. In contrast to SRAM, Dynamic Random Access Memory (DRAM)
cells consist of one transistor and one capacitor (1T1C) and provide very dense memory.
It is superior to SRAM in many aspects except that the write speed is slower (50 ns). Its
cell size is much smaller than that of SRAM, thus lowering the cost as a memory device.
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However, all these memories are volatile and the stored data are only retained as long
as electric power is supplied to maintain the status of the transistors in the SRAM and
refresh the capacitor charge in the DRAM. On the contrary, Flash memory is non-volatile
computer memory that can be electrically erased and reprogrammed. Flash memory
stores information by electrical fields in an array of floating-gate transistors, called ’cells’.
More specifically in flash memory an applied voltage moves electrons through a barrier of
insulating material into a small volume, where the charge carriers are trapped as long as
no voltage is applied to remove them. In traditional single-level cell (SLC) devices, each
cell stores only one bit of information. Some newer flash memory, known as multi-level
cell (MLC) devices, can store more than one bit per cell by choosing between multiple
levels of electrical charge to apply to the floating gates of its cells. However, flash memory
exhibits some evident disadvantages: slow write/access time in the µ sec range and poor
bit cyclability limited to 106 write events. Additionally, it requires a high voltage to
program/erase the data [7, 8]. None of the existing memory technologies satisfies all of
the requirements simultaneously. A universal memory has to be developed to solve all or
most of the memory problems. Therefore a universal memory should possess the following
charateristics:
• High storage density
• Low power consumption
• High transfer rate
• Non-volatility
• High data retention
In recent years, great advances in material development have been accomplished in an
attempt to explore suitable candidates for universal storage. In the following section, the
strategies adopted to realize a universal memory will be described.
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1.3 Emerging non-volatile memory technologies
Driven by the change of the market demand, products based upon Magnetic Random
Access Memory (MRAM), Ferroelectric RAM (FeRAM), Phase Change RAM (PCRAM),
and so on are in various stages of development by many companies, and commercial release
of some of these products is planned for the near future.
1.3.1 MRAM (Magnetic Random Access Memory)
MRAM is a non-volatile computer memory technology based on the integration of Si
CMOS with a magnetic memory element. In MRAM, the information is no longer stored as
electrical charges, as in semiconductor memories, but by the two opposite directions of the
magnetization vector in a small magnetic nanostructure. The basic MRAM cell is the so-
called Magnetic Tunnel Junction (MTJ) which consists of two magnetic layers sandwiched
around a thin (sub-nm) insulating layer as shown in Fig. 1.2 [9]. The magnetization of
one of the layers, acting as a reference layer, is fixed and kept rigid in one given direction.
The other layer, acting as the storage layer, can be switched under an applied magnetic
field from parallel to antiparallel with respect to the reference layer, thereby inducing a
change in the cell resistance of approximately 50%. The corresponding logic state (0 or
1) of the memory is hence defined by its resistance state (low or high), monitored by a
small read current. Figure 1.2 describes the read/write principles of MRAM [10]. Each
memory cell combines a CMOS selection transistor with a magnetic tunnel junction and
three line levels. For the reading process, a low power current pulse in the lower line
level (’control line’) opens the transistor to address the selected memory cell. The cell
resistance is measured by driving a current from the ’word line’ through the MTJ and
comparing with a reference cell located somewhere in the array (in Fig. 1.2(a)). At write,
the ’word lines’ and ’bit lines’, arranged in a crosspoint architecture on each side of the
MTJ, are energized by synchronized current pulses in order to generate a magnetic field on
the addressed memory cell(in Fig. 1.2(b)). MRAM has similar speeds to SRAM, similar
density to DRAM but much lower power consumption than DRAM. In addition it is much
6
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Figure 1.2: Read and write principles of MRAM (a) Read (common principle) (b) Write
in FIMS (Field Induced Switching) mode [10].
faster and suffers no degradation over time in comparison to Flash memory.
1.3.2 FeRAM (Ferroelectric Random Access Memory)
Ferroelectric random-access memory (FeRAM) is a non-volatile random access memory
that combines the advantages of both RAM and ROM storage concepts. FeRAM can
achieve high-speed read/write operations comparable to that of dynamic RAM (DRAM),
without losing data when the power is turned off (like ROM). FeRAM uses a layer of
ferroelectric material, typically lead zirconate titanate (PZT) shown in Fig. 1.3, as the
“1”
“0”
Figure 1.3: Perovskite type crystal structure of PZT and hysteresis loop with two stable
states at E=0 [11].
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dielectric layer in a storage capacitor [12]. PZT is a ceramic perovskite material that
shows a marked piezoelectric effect. Being piezoelectric, it develops a voltage difference
across two of its faces when compressed, or physically changes shape when an external
electric field is applied. It is also ferroelectric, which means it has a spontaneous electric
polarization (electric dipole) which can be reversed in the presence of an electric field.
The basic storage element, a ferroelectric capacitor, is used in a DRAM-like configuration
to take advantage of the capacitor’s non-linear charge voltage (QV) response that can
be polarized into two different stable states, as shown in Fig. 1.3. When an external
electric field is applied across a dielectric, the dipoles align themselves with the field
direction, produced by small shifts in the positions of atoms and shifts in the distributions
of electronic charge in the crystal structure. Typically binary data of 0 and 1 are stored
as one of two possible electric polarizations of PZT (The shifting up/down of the Zn/Ti
atom) in each data storage cell. After applying and removing an external electric field,
the dipoles retain their polarization state, from which the non-volatile property results
[13]. FeRAM provides data retention for 10 years while eliminating reliability concerns,
functional disadvantages and system design complexities of battery-backed up SRAM.
FeRAM cells have been extensively developed to improve their density, speed, read/write
endurance, and reliability. The 1T-1C storage cell design in an FeRAM is similar in
construction to the storage cell in widely used DRAM in that both cell types include
one capacitor and one access transistor [14]. A major problem encountered is reducing
the size of the memory cell without reliability degradation. The readout operation in a
conventional FeRAM is destructive (i.e., reading the data destroys them), and thus there
are limitations in the read/write cycles and the access time (the time required to read one
bit of data)
1.3.3 PCRAM (Phase Change Random Access Memory)
In recent years, there has been a renewal of interest in phase change random access
memory (PCRAM) (or OUM) as a candidate for a next-generation non-volatile memory
device because of many advantages over other storage alternatives [15, 16, 17]:
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Figure 1.4: Functional concept of phase change materials. Data are written or erased by
using laser or current pulse (red line) to heat the phase change materials. The
temperature profile is shown by the green line. Reproduced from [3].
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• Non-volatility
• Fast reversible switching
• Process simplicity
• Possibility of multi-level cell operation
The use of phase change chalcogenide alloy films to store data electrically was first re-
ported by Ovshinsky in 1968[18]. Particularly, chalcogenide alloys based on stoichiometric
GeSbTe are the most popular due to their fast transformation kinetics [19, 20, 21]. The
phase change memory concept is based on the reversible phase conversion between the
amorphous and the crystalline state of a chalcogenide glass, which is accomplished by
proper heating and cooling of the phase change material. The aforementioned two physi-
cal states of matter differ in their resistivity with much better conduction in the crystalline
than in the amorphous phase. This is due to the reduced scattering of charge carriers
in films with long range order thus leading to an increase of mobility of the carriers.
Fig. 1.4 depicts the concept of switching phase change materials for optical data storage
and PCRAM applications. The local melting of the alloy destroys its crystalline structure
and rapidly cooling it to below the glass transition temperature yields the amorphous
phase. For effectively quenching the amorphous phase, a critical cooling rate exceeding
the crystal nucleation rate must be achieved. The erasing process involves applying to the
cell a longer current pulse (∼100 ns) but with a lower amplitude. By heating the material
above the glass transition temperature, a state of low resistivity is attained as shown in
Fig. 1.4. Typical crystallization temperatures reported lie in the ball park of 200 ◦C. The
difference in resistivity of the two states can be up to six orders of magnitude, however
in realistic device applications the ratio is generally only about 1-2 orders of magnitude
[16]. The diverse properties of PCRAM have created opportunities for various types of
applications. Fast random access with non-volatility can simplify the system architecture,
thereby resulting in enhancing system performance compared with Flash memory. The
virtually unlimited endurance of PCRAM of over 1012 cycles generates many opportu-
nities over Flash memory where reliability of memory is essential. Due to the simple
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process development for the PCRAM resistor module, it can be readily implemented in
the logic circuit with two or three additional photolithography steps. Thus, it has great
opportunities for embedded memory or system on chip (SOC) applications. Despite the
positive outlook of this memory, a number of key challenges remain to be surmounted.
These issues will be raised in the next section.
1.4 Challenges in PCRAM
There are several technical challenges in PCRAM despite of its many advantages. The
major key issues of PCRAM applications are power consumption and data retention with
respect to device development. The first obstacle of PCRAM devices is the large pro-
gramming current, which is limited by RESET. The reset process entails the melting of
the crystalline phase change material and its subsequent quenching to form an amorphous
phase. Since heating to attain an amorphous phase requires access to the melting tem-
perature, a very large current is needed for the reset process. The temperature rise is
generated by Joule heating due to the electric current applied to the PCRAM device.
From the viewpoint of the power consumption, the essential reset current for amorphiza-
tion of the PCRAM should be on the order of µAs or less. It is generally agreed that
the reduction of reset current is one of the most critical issues in developing PCRAM
technology. The second key issue is improving the data retention which is correlated
to thermal and electrical stability of the stored data. Although Ge-Sb-Te alloys have
presently been used for PCRAM devices, there are still some problems attributed to these
alloys that need to be solved. The volume change of Ge2Sb2Te5 during the operation
process is relatively large. The crystallization process of a phase change material is nor-
mally accompanied by a significant density change. Previous reports have shown density
changes upon crystallization of about 6.8% and 8.8% for NaCl(like) and hexagonal states,
respectively. The relatively large volume change of the storage media could possibly lead
to unreliable contact between the phase change material and the heating electrode, which
further results in poor reliability of PCRAM devices. To improve the performance of data
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retention, attempts to understand the effect of doping as well as development of phase
change materials have been explored [22, 23]. For developing a functioning PCRAM de-
vices with consideration of these main challenges such as power consumption and data
retention, two kinds of approaches have been articulated, namely:
• The invention or improvement of the architecture of the PCRAM cell
• The investigation and development of phase change materials with superior perfor-
mance
Several PCRAM cell architecture concepts have been considered by different research
groups and are presented in Fig. 1.5 [25, 26, 27]. The conventional vertical PCRAM
cell, the so-called Ovonic Unified Memory (OUM) proposed by Ovshinsky, is illustrated
in Fig 1.5(a) [28]. This vertical cell has the active phase-change material sandwiched
vertically between two metal electrodes and is probably the most popular PCRAM ar-
chitecture today. One of its advantages is that the phase change material does not need
demanding lithographic structuring. However, for the vertical cell, special electrodes with
suitable resistivity are needed. Furthermore these electrodes should be;
Figure 1.5: The concepts for phase change memory cell design. (a) Schematic diagram
of a typical vertical cell (OUM cell) proposed by Ovshinsky group (b) The
lateral line cell designed by Philips research group [24].
12
1.4 Challenges in PCRAM
• Stable against high temperature
• Chemically inert to phase change material
• Have strong adhesion to phase change material
Additionally, the direct contact of the metal contacts with the switching zone causes
a large heat dissipation via the metal contacts during switching operations. The main
disadvantage in a vertical cell concept is that the area through which current flows is
limited as it is defined by F 2, where F is the minimum lithographic feature size, and
thus leads to a large current consumption regarding to the current drivability of CMOS
transistors at the same lithographic feature size. Therefore, alternative PCRAM cell
concepts to minimize current consumption are intensively sought after. The novel line
cell concepts are presented in Fig. 1.5(b) which has been designed by Philips Research
Laboratories in Eindhoven, Netherlands in 2005 [24]. In the line cell concept no special
electrode like in the vertical cell is required. The requirements on the metallic material
in contact with the phase change pads are much less severe because these contacts are
relatively large and will stay cooler. Another advantage of the line cell concept over
OUM is that only dielectric material, such as SiO2, surrounds the portion of the phase
change material. Because this dielectric material has much lower thermal conductivity
than the electrodes in the OUM concept, less power is dissipated in the surroundings,
leading to a lower programming power and current. The second positive effect of using
materials with low thermal conductivity in the surrounding of the phase change material
is the reduction of the danger of thermal cross-erasure of neighboring cells. Despite of
the popularity of the OUM concept, the line cell approach is at least as promising for a
successful realization of PCRAM devices as OUM.
On the other hand, the great efforts concentrate on the development of the properties of
phase change materials for the optimization of PCRAM devices [29, 30, 31, 32, 33]. For
the issue of power consumption, besides the reduction of the dissipating heat by lowering
the thermal conductivity of the surrounding material, there are further ideas to decrease
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the programming power and current. The main possible solution for the reduction of reset
current is related to the reduction of the thermal conductivity of phase change materials.
Reducing the thermal conductivity of phase change layer ensures that the heat dissipation
is reduced and therefore the heat accumulation inside the device is increased. Then, the
phase change layer could reach its melting temperature with a reduced current and a
shorter pulse width. In addition, when the cell is in its crystalline state of low resistivity,
a transistor has to provide the cell with maximum current for amorphization. Therefore,
an increase of the resistivity of the crystalline state of phase change material helps to
reduce the necessary current. For the case of data retention, high activation energy
for crystallization and small density change are important factors for data stability and
reliable cyclability in terms of data retention. To improve these performances of PCRAM
devices, great efforts have been taken by means of doping as well as development of
phase change materials [22, 23, 34, 35, 36]. Therefore, it is necessary to find new phase
change materials as well as develop the existing phase change materials so that rapid
switching with low reset current is achieved. At the same time, the high stability against
crystallization should not be compromised.
1.5 Development of phase change materials
The continued increase in the volume of digital information has made optical recording to
be a suitable product choice during the last decade to satisfy the demand for storage alter-
natives. A few years ago, rewritable CDs (CD-RW) and DVDs (DVD-RW) have become
commercially available and are widely used these days. In the currently used rewritable
optical recording storage, Te-based chalcogenide alloys are locally and reversibly switched
between amorphous and crystalline states by laser heating. These states can be distin-
guished by difference in reflectivity. Recently, phase change materials have also shown high
potential for the development of PCRAM. This new concept has extended the application
range of phase change materials from the Off-line storage to Primary storage. Therefore,
with such a wide variety of potential applications, the research of phase change materials
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has presently occupied the attention of well-known semiconductor industrial corporations
as well as research institution like Samsung, Intel or Ovonix for the development of an
universal memory. There are remarkable prospects that phase change memories could
finally replace current data storage devices in modern computers. Nowadays, alloys based
on GeSbTe system have been profoundly used in PCRAM as the recording layer. The
typical compositions include Ge1Sb4Te7, Ge1Sb2Te4, and Ge2Sb2Te5. The GeSbTe sys-
tem is based on the mGeTe - nSb2Te3 combinations with Ge1Sb4Te7 ↔ GeTe - 2(Sb2Te3),
Ge1Sb2Te4 ↔ GeTe - Sb2Te3, and Ge2Sb2Te5 ↔ 2(GeTe) - Sb2Te3, respectively. GeTe
possesses a distorted rocksalt structure with a crystallization temperature of 189 ◦C and
a high melting point of about 725 ◦C, which cause it to be very stable [37]. It has a
large band gap of 0.73∼0.95 eV at the temperature of 300K and a slow crystallization
speed [38]. On the other hand, Sb2Te3 has a rhombohedral lattice of the tetradymite
(Bi2Te2S)-type (space group R3m) with a lower crystallization temperature between 90
and 100 ◦C, and a lower melting point of 621 ◦C [39]. It has a smaller band gap of 0.21
eV at the temperature of 300K [40]. It has a high crystallization speed but a poor sta-
bility. For PCRAM applications, various design factors have to be considered in order
to optimize the device performance. In order to increase the write speed of PCRAM, a
material with a high crystallization speed, which will result in a rapid phase transition,
is required. However, such a material is generally not stable. In applications, the usual
method to solve this contradiction is to sacrifice the speed in order to assure the stability.
Additionally, as we mentioned in the previous section, for improving power consumption
and data retention, further research and development is necessary for exploring suitable
phase change materials with superior performances.
1.6 Goals of this study
The goal of this work is to develop an understanding on the properties of phase change
materials to effectively and efficiently predict new phase change materials with superior
properties for improving PCRAM device performances. New potential candidates for
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PCRAM applications can only be determined by extending the search beyond the GeTe-
Sb2Te3 tie line to include also non GeSbTe based alloys. In this work, the effect of replacing
Ge by Sn and Te by Se is investigated to develop a systematic understanding for the ma-
terial properties. Sn-Se based binary and Sn-Sb-Se based ternary alloys were prepared by
Molecular Beam Epitaxy (MBE) and results were compared with those of the GeTe and
GeSbTe system. In case of Sn-Se based binary system, SnSe, SnSe2, and Sn2Se3 alloys were
investigated [41]. Furthermore, thin films of the Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 al-
loys based on the SnSe2-Sb2Se3 pseudobinary line were also studied. This work mainly
focused on investigating properties correlated to PCRAM applications. In addition, a sys-
tematic characterization on these new materials was performed to confirm whether these
alloys satisfy the selection rules for successful phase change materials. To investigate the
electrical/structural properties and crystallization kinetics, the temperature-dependent
van der Pauw measurements, x-ray diffraction, x-ray reflectometry, and static tester mea-
surements have been used. The temperature dependence of the structural and electrical
properties of these alloys has been determined and studied to explore their suitability as
new phase change alloys for phase change memory applications.
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In this chapter we will describe theories, which are necessary for sample preparation,
data analysis of phase change materials. At first, the theory of thermal evaporation to
produce binary or ternary alloys will be discussed. Accordingly the theory of evaporation
is explained from the thermodynamics stand point to determine the vapor pressure as well
as the kinetic theory of gases to explain the atomistic process of evaporation. In addition,
the concept is further extended to the production of stoichiometry gradients based on the
superposition of lateral thickness gradients. The theoretical background incorporates also
the analytical techniques used in the characterization of thin film properties and it will be
addressed in this chapter. Since properties like the minimum time for crystallization and
the activation barrier for nucleation and growth are important to qualify materials, the
theory of crystallization will be discussed. The phase transformation to any structure is
determined by the activation barrier between the two phases as well as the driving force
for the transition. To this end the Johnson Mehl Avrami (JMA) model will be explained,
which is able to decouple the contribution of nucleation and growth in crystallization
processes. These processes are influenced by structural changes between the amorphous
and crystalline states. To understand structural changes in the materials, the interaction
of radiation with matter will be discussed in detail. This involves the determination of
the crystal structure by X-ray diffraction as well as the principle of X-ray reflectivity to
demonstrate the theoretical approach for calculating the density and thickness of thin film
materials.
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2.1 Thermal Evaporation
The theory of thermal evaporation is explained on the basis of thermodynamics and ki-
netics. The former approach provides a quantitative understanding of the evaporation
rates, the compound stability and compositional changes during evaporation. Further
discussions on the thermodynamic component of evaporation will be presented in the pro-
ceeding section. The second approach to understanding evaporation phenomena is based
on the kinetic theory of gases to describe the atomistic processes of thermal evaporation.
From the perspective of kinetic theory, the solid to gaseous transition is treated as an
atomistic phenomenon which describes thermal evaporation in terms of the properties of
individual particles. Thermal evaporation entails the transition of solids or liquids into the
gaseous phase via joule heating at definite temperature in an evacuated ambient. Thermal
evaporation occurs in three distinguishable steps, which are depicted in Fig. 2.1 [42].
• Evaporation of the condensed phase (solid or liquid) to the gaseous state.
Figure 2.1: The concept of physical vapor deposition. 1) Evaporation: condensed phase
→ gas phase 2) Transport: source → substrate 3) Condensation: gas phase
→ condensed phase [42].
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• Transport of the vapor into space from the evaporated source to the substrate.
• Condensation of the vapor on the substrate upon its arrival.
2.1.1 The Hertz-Knudsen equation
In this section the kinetic gas theory will be discussed to interpret evaporation phenom-
ena. The earliest systematic investigations to quantify evaporation rates in a vacuum are
attributed to the scientific work of Hertz [43]. Accordingly it was observed experimentally
that the evaporation rate is proportional to the difference between the ambient hydrostatic
pressure, P and the equilibrium vapor pressure of the evaporant, P ∗. This is consistent
with kinetic theory in which the impingement rates are propotional to pressure. Hertz
also found that the evaporation rate could not be increased by supplying more heat unless
the equilibrium vapor pressure was also increased by this action. If there is no reflection
of emitted molecules by the condensing surface, then the net evaporation flux is the dif-
ference between the impingement rates for the two fluxes. Hence the number of molecules
dNe evaporating from a surface area Ae per unit time dt is given by the expression
dNe
Aedt
= (2pimkBT )
−1/2(P ∗ − P ) (2.1)
where m is the mass of the individual molecule. The return flux is represented by the
hydrostatic pressure of the evaporant. Eqn. 2.1 considers the molecules that are reflected
back to the gaseous flux and incorporated in the evaporant. However, Knudsen postulated
that the vapor molecules impinging upon the condensed phase surface may be reflected
back and remain in the vapor and contribute to the vapor pressure [44]. So their net
contribution requires the introduction of a sticking coefficient for vapor molecules onto
the surface, αv in Eqn. 2.1 to give a general evaporation rate equation of the form
dNe
Aedt
= αv(2pimkBT )
−1/2(P ∗ − P ) (2.2)
19
2 Theoretical background
which leads to the famous general Hertz-Knudsen equation. The evaporation coefficient
αv is strongly determined by the surface conditions of the evaporant. Then a (1 - αv)
fraction of the vapor molecules contribute to the evaporant pressure, but not to the
evaporant flux. Highly contaminated surfaces or oxidized evaporants have lower values of
the evaporation coefficients. If the recondensation of the evaporated species is neglected
(αv = 1 for complete condensation on the substrate) and the evaporant is in a vacuum
(P = 0), the maximum evaporation rate is obtained from Eqn. 2.2 as
dNe
Aedt
= (2pimkBT )
−1/2P ∗ (2.3)
The mass evaporation rate is now determined from the product of the molecular evapo-
ration rate per unit area and time (see Eqn. 2.2).
Γ = m
dNe
Aedt
=
( m
2pikBT
)1/2
P ∗ (2.4)
By substituting for the Boltzmann constant in Eqn. 2.4 yields
Γ = 5.83× 10−2
( m
T
)1/2
P ∗ (2.5)
where the unit of the mass evaporation rate is given as g cm−2s−1 for pressures in Pa.
The total mass deposited on the substrate is obtained by integrating Eqn. 2.5 twice with
respect to the surface area and time, respectively as shown in the double integral below
Me =
∫
t
∫
Ae
ΓdAedt (2.6)
For a constant evaporation rate, the total mass can be calculated from experimental data
and used in Eqn. 2.5 to obtain an expression for vapor pressure. Typical values of the
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mass evaporation rate for most elements are in 104 g cm−2s−1 range and hence to obtain
an evaporation rate 10/s, a vapor pressure of 5×10−3Pa is required for a material of mass
density of 5 g/cm3. The above discussions assume free solid surfaces, where α=1.
2.1.2 The Knudsen cell and the cosine law of emission
Until now only the total number of molecules leaving a surface was of interest. In this
section we focus on the direction in which an individual atom will be emitted. Since
the distribution of kinetic energies among molecules in the gaseous state is well known,
the spatial distribution of particles can be derived for the effusion of gases by an ideal
Knudsen cell. In 1909 Knudsen invented a technique to force αv to 1, called a Knudsen cell,
effusion cell, or K-cell, as illustrated in Fig. 2.2 [44]. If the effusion from a small isothermal
enclosure with a small hole is considered, then the mean free path of the molecules is 10
times larger than the diameter of the hole. The orifice acts like an evaporating surface of
area Ae at P
∗, but it cannot reflect incident vapor molecules. In addition, the wall around
the orifice must be thin enough to prevent any adsorption, or desorption of molecules.
Under this conditions the orifice becomes an emitting surface with αv = 1. Consequently
for an orifice of area Ae, the total effusion from the Knudsen cell into the vacuum is given
Figure 2.2: The orifice acts like an evaporating surface of area Ae at P
∗, but it cannot
reflect incident vapor molecules, so αv = 1 [42].
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by the expression
Γ =
dNe
dt
= Ae(2pimkBT )
−1/2(P ∗ − P ) (2.7)
It is assumed to contain N molecules, which have a Maxwellian velocity distribution.
Although most of these molecules impinge on the walls, those molecules moving toward the
opening, however, will leave the enclosure in the same direction and at the same velocity
that they possessed immediately prior to their escape. The directional dependence of
effusion from a Knudsen cell is depicted in Fig. 2.3.
The distribution of molecules in the evaporant stream is determined by the distribution
of molecular velocities inside the effusion cell. It can be described by an expression, which
gives the number of molecules within a small solid angle dω for every direction of emission.
The latter is defined by its inclination ϕ with respect to the normal to the surface element
dAe. Within a time dt, molecules that are within νdt of the orifice will exit (ν = velocity of
molecules). If molecules are uniformly distributed within the volume V , then the fraction
of molecules which are within striking distance in dt of the orifice with an exit angle of ϕ
Figure 2.3: Effusion from an isothermal enclosure through a small orifice [42].
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will be νdt cosϕ dAe/V . The fraction of molecules entering the solid angle dω is dω/4pi.
Therefore, the number of molecules emitted from an area dAe of the source in a time dt
into a solid angle of dω about an exit angle of ϕ with velocities in the range of ν to ν +
dν is:
d4Ne = N
ν dt cosϕ dAe
V
dω
4pi
Φ(ν2)dν (2.8)
This expression can be simplified by integrating over all velocities with Maxwellian dis-
tribution:
Φ(ν2) = 4pi
( m
2pikBT
)3/2
ν2 exp
(
− mν
2
2kBT
)
(2.9)
∫
∞
0
νΦ(ν2)dν =
√
4
pi
( 2kBT
m
)1/2
=
√
4
pi
νm =
( 8kBT
pim
)1/2
(2.10)
We then obtain the total number of molecules per angular increment dω
d3Ne =
N
V
( 8kBT
pim
)1/2
cosϕ dt dAe
dω
4pi
(2.11)
Since PV = NkBT , the impingement rate out through the orifice into a solid angle of dω
about an exit angle of ϕ is:
d3Ne
dAe dt
=
N
V
( 8kBT
pim
)1/2
cosϕ
dω
4pi
= (2pimkBT )
−1/2P cosϕ
dω
pi
(2.12)
The total impingement rate out through the orifice into all forward solid angle is deter-
mined by integrating over all angles:
d2Ne
dAe dt
= (2pimkBT )
−1/2P (2.13)
23
2 Theoretical background
Note that :
∫
cosϕdω =
∫ 2pi
0
∫ pi
2
0
cosϕ sinϕdϕdθ = pi (2.14)
Therefore the mass evaporation rate through the orifice is given by the expression
Γ = m
d2Ne
dAe dt
=
( m
2pikBT
)1/2
P (2.15)
The mass flux into a solid angle of dω about an exit angle of ϕ is thus
d3Me = md
3Ne = Γcosϕ
dω
pi
dAe dt (2.16)
The total mass of evaporated material is determined according to the expression
Me =
∫ t
0
∫ Ae
0
ΓdAe dt (2.17)
dMe = Mecosϕ
dω
pi
, (2.18)
Eqn. 2.18 is the cosine law of emission and it shows that vapor emission is nonuniform in
all directions. The amount condensing on the substrate depends on its orientation with
respect to the source. Fig. 2.4 illustrates the increase in the area covered by the flux of
the evaporant with distance as well as the angle of incidence Ψ. Therefore, the deposited
evaporant mass per unit area for condensation surface is thus given by
dMc
dAc
=
Me
pir2
cosϕ cos Ψ (2.19)
where dAc = r
2dω/cos Ψ is the area upon which the evaporant is condensed.
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Figure 2.4: Deposition on a surface element dAc for a source inclined at ϕ with respect
to surface normal. This schematic diagram illustrates the experimental cosine
emission law [42].
2.1.3 Applications of the cosine law
Fig. 2.5 illustrates the typical applications of the cosine law of emission. In Fig. 2.5(a),
the cosine law was verified by Knudsen by depositing a perfectly uniform coating inside
a spherical glass jar. Since cosϕ = cos Ψ = r/2r0, the deposited evaporant mass per unit
area for condensation surface in a spherical jar is given by
dMc
dAc
=
Me
4pir02
= Uniform coating! (2.20)
This geometry is commercially used for coating the inside surfaces of spherical vessels,
e.g. light bulbs, as well as for planetary wafer tooling in vacuum coating equipment.
However, as shown in Fig. 2.5(b), for the case of depositing on a plane surface like Si wafer
the uniformity of an evaporated film across a wafer should be determined by Eqn. 2.19.
25
2 Theoretical background
(a) (b)
Figure 2.5: (a) The cosine law was verified by depositing a uniform coating inside a
spherical glass jar. (b) Uniformity of an evaporated film across a wafer [42].
From this equation, the reduction factor for edge thickness can be derived by the expres-
sion
dedge
dcenter
=
r20
r20 + r
2
w
cosϕ cos Ψ =
[
r20
r20 + r
2
w
]2
=
1[
1 +
(
rw
r0
)2]2 (2.21)
For example, in case of a 3-inch diameter wafer suspended 18 inches above a Knudsen cell,
the dedge/dcenter = 0.968, or a non-uniformity of 1.4% can be determined. Two instances
arise while using this expression. For the case when the sample is rotated no lateral
thickness gradients are observed due to the superposition of the elemental vapors, however
the reverse is true for static samples. Fig.2.6 shows the thickness profile for non-rotated
and rotated cases in a two source experiment. It can be seen in the figure that for samples
prepared in the static mode the particle density is higher in regions on the substrate closer
to the source, this is shown by the thickness profiles (1) and (2), respectively. For alloys
prepared in the static mode the superposition of these two thickness variations yields an
inhomogeneous film (3). If on the other hand the film is rotated as the dynamic mode (4),
a homogeneous film is obtained within the dimensions of the substrate. For more details
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Figure 2.6: Comparison of thickness profile obtained after evaporation in the static (1,2,3)
and dynamic modes (4). Relative thickness distribution functions of an evap-
oration source (1) positioned at ω = 0◦, and an evaporation source (2) posi-
tioned at ω = 180◦. The superposition of function (1) and (2) is shown by
function (3). A thickness gradient is observed for the sample produced in the
static mode, however a homogeneous thickness profile is obtained by rotating
the sample as dynamic mode (4) [45].
concerning this topic the reader is referred to the PhD thesis by Wo¨ltgens [45] where a
detailed treatment is given. Now that a theoretical description of the tools required for
the determination of thickness profiles has been given, the next step is to examine the
theoretical principles that describe alloy preparation. This is the subject of discussion in
the next section.
2.1.4 Evaporation of alloys
In the evaporation of compounds, the transition to the gaseous phase is often accompanied
by a change in the composition of the condensate [46]. This variation in composition arises
due to the different vapor pressures of the compounds constituents. The evaporation of
compounds is usually accompanied by three viable routes namely; association, dissociation
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or both processes. Whereas association does not affect the stoichiometry of the deposited
film, dissociation can and often does. In the evaporation of compounds, it has been shown
by mass-spectroscopic investigations of vapors that the transition into the gas phase rarely
occurs without changes of the molecular species. To better understand the principles of
evaporation we discuss the thermodynamic approach in this section.
Evaporation without dissociation
The transition of any compound AB into the gas phase is described by the expression
AB(s or l) 
 AB(g) (2.22)
The free energy of evaporation, ∆eG
◦(T ) associated with the transition into the gaseous
phase depends on temperature only. Consequently, the vapor pressure of molecules is
determined by
log p∗AB = −
∆eG
◦(T )
4.575 T
(2.23)
Most literature accounts on evaporation reveal that not many compounds subscribe to
this mode of evaporation [47].
Evaporation with dissociation
In the case of dissociation, the constituents evaporate independently of each other and, like
pure metals, as single atoms. Mono-atomic vapor may be observed for alloys even in those
cases where the pure element is known to form molecules. The vapor pressure of an alloy
constituent, however, is different from that of the pure metal at the same temperature.
This is due to the change in chemical potential, which a metal A experiences when it is
dissolved in another metal B to form an alloy A-B. If the concentration is given by the
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mole fraction xB, the chemical potential in the alloy µB(T ) differs from that of the pure
constituent, µ◦B(T ) by the energy used to disperse B:
µB(T ) = µ
◦
B(T ) +RT lnxB (2.24)
The use of the mole fraction implies that the energy of atomic interactions between two
different constituents must be the same as between two equal constituents. The chemical
potential of an ideal gas at the pressure P is related to the potential of the standard state
µ◦B,g(T ) at P0 = 1 atm., by
µB,g(T ) = µ
◦
B,g(T ) +RT ln
(
PB
P0
)
(2.25)
Equilibrium between the alloy and its vapor phase B(g) is obtained if the two potentials
are equal and yields the vapor-pressure relation
RT ln
(
PB
P0
)
= − (µ◦B,g(T )− µ◦B(T ))︸ ︷︷ ︸
∆G(T )
+RT lnxB (2.26)
Dividing ∆G(T ) by RT gives the vapor pressure of the pure metal
ln
(
P ∗
P0
)
= −∆G(T )
RT
(2.27)
Simplifying equation 2.26 yields:
PB = xB · P ∗B (2.28)
This is one form of Raoult′s law, which states that the pressure of an element over an
ideal solution is reduced in proportion to its mole fraction. Eqn. 2.28 shows that the
vapor pressure P ∗B, of the pure element is inversely proportional to its mole fraction. PB
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is the vapor pressure of the element B in the compound AB. Applying Raoult′s law to
the evaporation of alloys introduces the mole fraction and the activity coefficient into the
Hertz-Knudsen equation. The evaporation rates for the constituents of a binary alloy A-B
are then given by
dnA
dt
=
P ∗A√
2pimAkT
· fAxAAs (2.29)
and
dnB
dt
=
P ∗B√
2pimBkT
· fBxBAs (2.30)
where fi is the activity coefficient of elements i ∈ {A,B}. If Eqn. 2.29 is now divided by
Eqn. 2.30, an expression for the vapor composition ratio at any given time is obtained as
dnA
dnB
=
√
mB
mA
· fAxAP
∗
A
fBxBP ∗B
. (2.31)
Eqn. 2.31 computes the molar ratio in the vapor during condensation as a function of
the evaporated fraction of the sample [47]. If the material parameters are combined into
one factor, K =
fAP
∗
A
fBP
∗
B
(
mB
mA
)1/2
and Eqn. 2.29 integrated, an expression relating xA as a
function of the fraction of material already evaporated is obtained in the form [48]
xA
x◦A
( 1− x◦A
1− xA
)K
=
( n
n◦
)K−1
, (2.32)
where
• x◦A : the mole fraction of A in the initial alloy sample
• n◦ : the total number of moles A and B in the initial alloy sample
• n = nA + nB : the number of moles left in the source
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It is implied that the composition of the alloy remains homogeneous throughout the
evaporation process, so that there are no concentration gradients between the surface and
the interior. The expression of Eqn. 2.32 enables the determination of xA as a function
of the fraction of material already evaporated, (n◦-n)/n◦. The change of the molar ratio
during evaporation is significantly affected by the system specific parameter K and by the
mole fraction of the initial alloy sample. Hence, an alloy only evaporates continuously if K
happens to be 1 or else the composition of the vapor deviates from the sample. Initially,
the more volatile constituent evaporates preferentially and the proportions are reversed
as the evaporant is used. Directly evaporated films have therefore a vertical stoichiometry
gradient. This effect is even more pronounced the more K differs from 1. Hence, nearly
homogeneous films can be deposited only when K is close to 1.
Evaporation of alloys from elemental sources
The evaporation of multiple materials at different temperatures followed by joint conden-
sation on the same substrate circumvents problems like decomposition already encountered
in the direct evaporation method. Furthermore, this technique offers the possibility to
co-deposit materials, which form neither compounds nor solid solutions due to the ran-
dom arrival of single atoms and their limited mobility. The evaporation of compounds
involves the deposition of several single component sources at their desired rates. The
central problem of this technique is to control the condensation rates in the exact atomic
ratio desired. The rates are particularly determined by the equilibrium pressure of the
evaporant, P ∗(T1) at the evaporation source temperature. As the evaporant spreads in
all directions the particle density decreases with increasing distance from the evaporator.
If we now assume a small source with an emission characteristic defined by Eqn. 2.19 and
representing Mr by the corresponding impingent pressure and Me by the mass evaporation
rate, the vapor pressure Pr at the receiving surface is given by
Pr =
Ae cosφ cosϑ
pir2
P ∗(T1) (2.33)
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where Ae is the area of the vapor source, φ and ϑ are the angles of emission and incidence,
respectively. Equation 2.33 shows that the effective vapor pressure pr depends on the
angle of incidence ϑ. It therefore requires that the angle of incidence of the sources be
fixed to prevent film thickness variations across the substrate area. The vapor pressure
has been computed for most elements and it has been observed that most metals and
congruently evaporating compounds have very small equilibrium pressures [47]. However,
the disadvantage of this technique is that one needs to control the deposition rates to
obtain the desired constituent ratio. Further the positioning of the sources has to be
planned carefully such that the substrate area is exposed uniformly to all vapour streams.
While a few percent thickness variation across the substrate area is often acceptable,
differences in angles of incidence from the sources also cause compositional deviations.
2.2 Crystallization kinetics
In this section the theory of crystallization kinetics will be discussed. To crystallize an
amorphous material crystalline nuclei have to be formed. Once each nuclei has surpassed
a critical size, these nuclei can start to grow. In the case of amorphous regions in crys-
talline matrices, the crystallization can also start by growth from the rim. Hence, studies
of crystallization kinetics are connected with the concept of activation energy for nucle-
ation and growth processes. Understanding these two processes is therefore necessary
in order to search for materials having suitable crystallization properties, as stability
against crystallization and speed of re-crystallization determines their effective working
limits. The activation barrier for nucleation and growth is reflected macroscopically by
the transition temperature and microscopically by the minimal time for crystallization.
The ratio between the activation barriers for nucleation and growth should determine the
mode of re-crystallization. In the case of lower activation barriers for nucleation, we can
speak of fast nucleation materials, whereas in case of lower activation barriers for growth,
materials are called fast-growth materials. The next sections discuss the theory of phase
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transformation and the kinetics of nucleation and growth. In addition, the Johnson-Mehl-
Avrami theory (JMA) is then able to decouple the contribution of nucleation and growth
in crystallization processes.
2.2.1 Phase transformation
Crystallization involves the phase transformation from a disordered state to an ordered
one at a specific temperature. So the kinetics of crystallization entail mechanisms by
which the crystallization speed at certain temperature values can be increased to obtain
high growth rates which are a requisite for suitable rewritable phase change recording.
In addition, the stability against crystallization should also be high at room temperature
and slightly above to ensure that no spontaneous crystallization occurs. This point is
also related to the thermal stability of a structure with respect to its other phases. This
thermal stability of a system is determined by the Gibbs free energy which is written as
[49]
G = U + P · V − T · S (2.34)
where U , P , V , T and S are the internal energy, pressure, volume, temperature and
entropy of the system, respectively. A system is defined to be stable when its Gibbs free
energy is at a global minimum. Systems being at a local minimum are said to be meta-
stable since there will always be a driving force towards the global minimum. Moreover
the Gibbs free energy is a function of external variables such as temperature T , which
means it does not undergo any discontinuous change.
The transformation from an α to β phase is determined by the difference in the Gibbs
free energies of the two phases i.e ∆G = Gβ - Gα. ∆G is also called the driving force
of the phase transition. Suppose we now consider a phase transition at a fixed pressure.
For the stable phase, α at lower temperature the internal energy will be lower while the
second phase β will have a higher entropy at high temperature. Thus, at some critical
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Figure 2.7: (a) The Gibbs free energy diagram as a system transforms from a meta-stable
phase α to a stable phase β. An activation energy Ea is required for this
process. (b) The Gibbs free energy dependency of temperature as a liquid
is cooled forming either an amorphous solid or a crystalline solid is shown.
However how fast this transformation takes place is determined by the kinetics
via the activation energy for this transition. Reproduced from [45].
temperature Tc the free energies of the two phases will be identical. In this case, the
critical temperature is usually the melting point of the material. Amorphous phases
are characterized by a series of local minima to which the system relaxes upon thermal
activation. To undergo a phase transformation to the thermodynamically stable phase
requires that an activation energy Ea is overcome. This is schematically illustrated in
Fig. 2.7 which shows the Gibbs free energy as a function of configurational coordinates.
The magnitude of the activation energy determines the kinetics of transformation and it
constitutes the nucleation and growth terms which will be discussed in the next section.
2.2.2 Nucleation kinetics
Nucleation can occur in two possible forms, namely homogeneous and heterogeneous nu-
cleation. The distinction between these two mechanisms comes from the fact that in ho-
mogeneous nucleation the probability to form subcritical nuclei at any point is the same
within the volume of the parent phase. Heterogeneous nucleation on the other hand is due
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the presence of foreign particles which decrease the surface energy needed to form new
particles. Consequently new particles of smaller size than those required in homogeneous
nucleation are stable and the rate of heterogeneous nucleation is increased. Nucleation
starts with the formation of small clusters of atoms. At a certain fixed temperature, the
clusters with sizes greater than the critical size, rc become stable nuclei. Otherwise they
shrink and eventually vanish. The critical size of the nuclei is influenced by the compe-
tition between surface tension and free energy density difference between the amorphous
and crystalline phases. This yields an energy barrier that should be overcome to obtain
a critical nucleus. Suppose a critical nucleus of radius r of a new, stable phase appears in
the middle of the parent phase, then the total Gibbs free energy change ∆G is given by
the contributions of the surface, the volume and elastic energy terms in the form
∆G = 4pir2γ +
4
3
pir3∆Gv + ∆Ge (2.35)
where ∆Gv is the Gibbs free energy per unit volume, and γ is the surface energy per unit
area at the interface separating the new and parent phases. ∆Ge represents the change
in Gibbs free energy due to elastic energies. This term could be neglected for now since it
does not influence the description of phase transitions qualitatively [50]. The dependence
of the free energy on the nuclei size (Eqn. 2.35) is shown schematically in Fig. 2.8.
Also included in this figure are volume and surface components. For small radii, ∆G
increases since the nucleus has to overcome the surface energy and hence it scales with
the square of the radius. For large radii, ∆G decreases since the nucleus gains energy
due to the increase in volume. The volume term predominates the surface term at higher
radii, and this leads to negative free energy and hence stable nuclei. Hence, a maximum
Gibbs free energy ∆Gc has to be overcome to obtain stable nuclei having a critical radius
rc. Eqn. 2.35 assumes a spherical nucleus with isotropic surface tension. The volume term
is negative and it decreases as r3 while the first term is positive and increases as r2. Thus
∆G passes through a maximum, which we denote by ∆Gc. By setting the first derivative
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Figure 2.8: The Gibbs free energy of formation of nuclei as a function of size. ∆G increases
when r<rc, hence the clusters are unstable and quickly break away since ∆G
is positive, the system will approach equilibrium when ∆G decreases, and this
happens when r>rc since
∂∆G
∂r
is now negative. Reproduced from [2].
to zero, the critical radius rc is obtained as:
rc = − 2γ
∆Gv
(2.36)
The critical Gibbs free energy is obtained by substituting for rc in Eqn. 2.35 to get
∆Gc =
16piγ3
3(∆Gv)2
(2.37)
For a liquid to solid transformation, the temperature dependence of Gibbs free energy is
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defined as
∆Gv =


∆Hcl · ∆TTm T > Tg
∆Hac·
(
1− T
Tg
(
1− ∆Hac
∆Hcl
· Tm−Tg
Tm
))
T ≤ Tg

 (2.38)
where ∆Hcl denotes the enthalpy change per unit volume for the crystalline to liquid tran-
sition, while ∆Hac is the exothermal energy for the amorphous to crystalline transition.
Tm, Tg, and ∆T = T - Tm are the equilibrium melting point at which ∆Gv = 0, the glass
transition temperature, and the degree of undercooling, respectively. If we assume that
the transition occurs at temperatures above the glass transition temperature, combining
Eqn. 2.37 and 2.38 yields an expression for the activation energy for nucleation as:
∆Gc =
16piγ3T 3m
3(∆Hcl)2(∆T )2
(2.39)
Eqn. 2.39 shows that the activation energy for nucleation increases with increasing in-
terfacial energy and decreasing enthalpy of fusion ∆Hcl or decreasing undercooling. The
number of critical sized nuclei Nc can be estimated by assuming the Maxwell-Boltzmann
statistics and is given by
Nc = Nt exp
(
−∆Gc
kBT
)
(2.40)
where Nt is the total number of particles per unit volume of the parent phase. The rate of
nucleation In is proportional to the product of the rate Ils for an atom diffusing from the
solid into the nucleus and the number of immediate neighbours to the nucleus, sc. Hence,
In is presented by
In =
dN
dt
= NcIlssc (2.41)
The rate Ils at which atoms cross the liquid to solid interface and is added to the nucleus
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can be assumed by a Boltzmann term like
Ils = ν exp
( −Gls(T )
kBT
)
(2.42)
where, ν is a factor that includes the vibration frequency of the atoms and the area of
the critical nucleus and Gls(T ) as a function of temperature is the enthalpy for crossing
the liquid to solid interface. Combining equations 2.40, 2.41, and 2.42 the temperature
dependence of the rate of nucleation can be written as
In(T ) = scν · exp
(
−∆Gc + ∆Gls
kBT
)
(2.43)
The second term with ∆Gls is proportional to the viscosity. For an undercooled liquid,
the viscosity η is given by the Fulcher-Vogel equation [51, 52] of the form
η(T ) = η0
A
T − T0 (2.44)
where η0 and A are constants. The temperature T0 is close to the Kauzmann temperature
Tk which is defined as the temperature where the entropy difference between the solid and
undercooled liquid phase is zero [53]. Upon undercooling, the liquid remains in internal
equilibrium up to the glass transition temperature Tg. It is configurationally frozen here
and the viscosity rises less quickly upon further cooling. Figure 2.9 shows two different
iso-configurational states [(a) fast cooling, (b) slow cooling]. Due to structural relaxation,
which is indicated by the arrows, the viscosity increases with time continuously below
Tg: The glass tries to approach its equilibrium structure (c), which would be obtained by
cooling infinitively slow. Overheating a glass quickly above the glass transition temper-
ature results in a decrease of the viscosity with time due to structural relaxation. Most
under-cooled liquids undergo the glass transition when their viscosity approaches a value
on the order of 1012 Pas = 1013 poise. At sufficiently low temperatures (T < Tg), glasses
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m
Figure 2.9: The viscosity η in various stability regimes: stable equilibrium for T > Tm,
metastable equilibrium for Tg < T < Tm and isoconfigurational states (unsta-
ble with respect to structural relaxation) for T < Tg. (a) Fast cooling. (b)
Slow cooling. (c) Ininitively slow cooling. The iso-configurational states [glass,
states (a) and (b)] experience structural relaxation towards the undercooled
liquid (c), which is in internal equilibrium. This is indicated by the arrows
[50].
seem to show no apparent permanent change in their shape any more on experimental
time scales. Macroscopically, they are solid. However, at elevated temperatures above Tg,
the glass is able to flow within experimental time scales and the viscosity can be measured
by stress relaxation experiments. Hence, equation 2.40 shows that ∆Gc is strongly tem-
perature dependent. At low temperatures, In increases with decreasing temperature, as
∆Gc decreases. However, as soon as ∆Gc becomes negligible as compared to ∆Gls, ∆Gls
will dominate equation 2.41. At the melting temperature the driving force vanishes be-
cause the solid and liquid are in equilibrium. This results in an infinite activation barrier
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∆Gc and the nucleation rate In tends to zero at the melting temperature. This results
in a maximum in the homogeneous nucleation rate, which may be considerably below the
melting temperature. After the formation of the nuclei, it may reduce its total Gibbs free
energy by continuous growth. Detailed discussions on the growth kinetics are presented
in the next section.
2.2.3 Growth kinetics
Growth commences at the interface of two phases immediately after the nucleus has
reached its critical size. The mobility of the atoms across the boundary (interface) is
constrained by the potential barrier at the interface and hence thermal energy is required
to activate the process [54]. Fig. 2.10 illustrates the growth process at the interface of two
phases. An atom of phase 1 would therefore be required to overcome the barrier Gg,12 to
Figure 2.10: Schematic representation of the growth from the phase 1 into the phase 2
across an energy barrier Gg,12. The driving force ∆Gatom required for this
transformation is obtained from the difference in the Gibbs free energy of the
two phases [45].
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cross into the phase 2. The rate of flow of atoms uij from the phase i to j is given as
uij = niνipiBj exp
( Gg,ij
kT
)
(2.45)
where ni is the surface density of phase i atoms at the interface, νi is the attempt frequency
factor of change from phase i to j, pi is the probability that an atom at the interface
successfully changes its position and joins phase j, and Bj is probability of the atom
staying in phase j. The net flux of atoms, u is determined by the difference between u12
and u21. If the coefficients of Eqn. 2.45 are similar in the two phases, and we neglect the
subscripts, then Eqn. 2.45 becomes
u = u21 − u12 = nνpB exp
(
−Gg,21
kBT
) (
1− exp ( −∆Gatom
kBT
) )
(2.46)
The growth rate Ig is obtained by multiplying Eqn.2.46 with the atomic volume, Vatom
and a factor ξ which accounts for the non-uniformity of the atomic penetration at the
interface [55]. Therefore the final equation for the growth rate Ig is written as
Ig = ξnνpBVatom exp
(
−Gg,21
kBT
) (
1− exp ( −∆Gatom
kBT
) )
(2.47)
The term ν exp
(
−Gg,21
kBT
)
in Eqn. 2.47 indicates that the growth rate is inversely propor-
tional to the viscosity η. Expression 2.47 yields a different form for various temperature
regimes. At low temperatures, ∆Gatom is large in comparison to kBT . This would mean
that the second exponential term in Eqn. 2.47 reduces to 1. The estimated growth rate
takes the form
Ig = ξnνpBVatom exp
(
−Gg,21
kBT
)
, for T << Tmax (2.48)
A schematic diagram of the temperature dependence on nucleation rate In and crystal
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growth rate Ig is shown in Fig. 2.11 [56]. The strong dependence of nucleation and crystal
growth rates on temperature is illustrated in this figure. The nucleation rate increases
with temperature and then reduces to zero at the melting temperature Tm because of
the decrease in the driving force to zero. Figure 2.11 illustrates the distinction between
nucleation and growth dominated phase change alloys. The relative rates for nucleation
and growth determine the way amorphous marks will be re-crystallised (erased). For
materials with a high nucleation rate, the amorphous marks will be re-crystallised by
nucleation followed by growth. These class of phase change materials are called the ”fast
nucleation materials”. On the other hand, in materials with a high growth rate, the
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Figure 2.11: Schematic representation of the temperature dependence of nucleation rate
In and growth rate Ig for a fast nucleation and a growth dominated mate-
rial [56]. The magnitude of the nucleation and growth rates determines the
recrystallization route for the material at the defined temperature. If the
nucleation rate dominates, nuclei will be formed all throughout the material.
Growth proceeds upon attainment of the critical size. This class of alloys is
referred as the fast nucleation materials. On the other hand, for high growth
rate and moderate nucleation rate the amorphous bit recrystallizes from the
rim radially to the center [45].
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amorphous marks will be re-crystallized by growth of the crystallites at the interface to
the center of the mark. This class of materials are so called ”fast growth materials”.
However, the class to which a material belongs is in general determined by the ratio of
the nucleation rate with respect to the rate of nucleation at the process temperature.
This temperature again depends on the optical absorption at the laser wavelength, the
laser pulse, the heat conduction of the amorphous phase and the surrounding layer stack.
Hence, under certain circumstances the ratio of nucleation and growth will change such
that a fast growth material acts like a fast nucleation material. The profile of the laser
beam, furthermore, will lead to a higher temperature in the center of the irradiated area
than at the rim. Hence, the ratio of the nucleation rate with respect to the growth rate can
also vary laterally in the amorphous mark. Hence, to properly describe these phenomena,
we need to obtain the activation barrier for nucleation as well as for growth. In the
next section the Johnson-Mehl-Avrami (JMA) theory is presented, which describes the
combined rate of crystallization and decouple the contributions of nucleation and growth.
2.2.4 Johnson-Mehl-Avrami (JMA model)
The rate of crystallization is obtained by combining the rates of nucleation and growth.
This is usually described by a theory derived independently by Johnson and Mehl [57]
and Avrami [58, 59, 60], now known as the Johnson-Mehl-Avrami (JMA) theory. The
Johnson-Mehl-Avrami model considers nucleation and growth rates to be time dependent.
The velocity of crystallization depends on the rate at which stable nuclei form and their
subsequent growth rates. For isothermal annealing, the fraction of transformed material
increases with time and then saturates once the minimum in Gibbs free energy for the
system is attained. The velocity of transformation is strongly temperature dependent.
The fraction of material transformed with time has been determined to
χ(t) = 1− exp [−k(t− to)n], where k =
( 4
3
pi · I3g · Ic
)1/n
(2.49)
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where χ(t) is the amount of material transformed at time t and t0 is the incubation
time. Ig and Ic are growth rate and nucleation rate, respectively. n is the so called
Avrami exponent, which has been determined in many different theories for all kinds of
transformations [61]. Eqn. 2.49 incorporates implicitly the nucleation and growth rate
terms. k is usually found to follow an Arrhenius-type equation of the form
k = k0 exp
( −∆E
kBT
)
(2.50)
where k0 is a pre-exponential frequency factor. Combining equations 2.49 and 2.50 we
obtain
ln(− ln(1− χ(t))) = ln k + n · ln (t− to) (2.51)
Therefore, a plot of ln(−ln(1−χ(t))) versus ln(t−to) at a constant temperature gives a
straight line of slope n and vertical axis intercept ln(k). Equation 2.51 can be rearranged
to
ln(k) = ln(k0)− ∆E
kBT
(2.52)
Thus by obtaining a series of values for ln(k) at different temperatures T , ∆E and k0 can
be determined from a series of constant temperature experiments. This is quite a signif-
icant result because the activation energy can be determined from the experiment using
Kissinger analysis [62]. Once the value of the activation energy is known, the activation
barriers due to nucleation and growth can be separately derived from the expression
∆E =
3
n
· (∆Gc + ∆Gls)︸ ︷︷ ︸
∆En
+
1
n
·∆G21︸ ︷︷ ︸
∆Eg
(2.53)
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where ∆En represents the activation energy for nucleation and ∆Eg is the activation en-
ergy for growth, respectively. Weidenhof has shown that the coefficient n can be assumed
around four for phase change materials [54]. This represents the case where no critical
nuclei exist and the nuclation rate remains constant. This now enables us to decou-
ple the contribution of nucleation and growth in the crystallization process. ∆E can be
measured by applying the Kissinger analysis to temperature dependent electrical measure-
ments. Kalb has measured ∆Eg by studying the temperature dependence of viscous flow
using a curvature setup [63]. Equation 2.53 arises by using the expressions for nucleation,
Eqn. 2.43, and growth rates, Eqn. 2.48, in the expression for the rate constant k. Since k
displays the Arrhenius behavior, an activation energy ∆E is required for nucleation and
subsequent growth. ∆E is thus derived in terms of the activation barriers for nucleation
and growth. The consequence of Eqn. 2.53 is the decoupling of nucleation and growth in
the crystallization process. Eqn. 2.53 facilitates the determination of activation energy
for nucleation since the activation energy for growth can be measured from temperature
dependent viscosity measurements.
2.3 X-ray analysis
There are many techniques that provide structural information on surfaces, interfaces,
and thin films. They use X-rays (X-ray Diffraction (XRD), and Extended X-ray Ab-
sorption Fine Structure (EXAFS)), electrons (Low-Energy Electron Diffraction (LEED),
and Reflection High-Energy Electron Diffraction (RHEED), or inciding X-rays and emit-
ted electrons (Surface Extended X-ray Absorption Fine Structure (SEXAFS), and X-
ray Photoelectron Diffraction (XPD)). These techniques can be broadly classified into
two groups: those which directly identify the atomic species present and then provide
structural information about the identified species from diffraction or scattering effects
(EXAFS, SEXAFS, and XPD); and those which are purely diffraction-based and do not
directly identify the atoms involved, but give long-range order information on atomic po-
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sitions from diffraction patterns (XRD, LEED, and RHEED). The latter group is only
concerned with crystalline material and, for individual crystalline phases present, aver-
age unit cell dimensions, symmetries, and orientations are obtained directly from the
diffraction patterns. From the interaction of X-rays with thin films the information about
the film structure, thickness and density can be obtained. The change in structure and
density plays an important role in phase change materials. In the case of similar local
structures for the amorphous and crystalline phase, fast crystallization could be expected.
The density change introduces stresses, which may decrease the number of read-write
cycles. Hence, X-ray diffraction (XRD) and X-ray reflection (XRR) are used to study the
structure and to measure film thickness and density, respectively. These techniques give
insight into the structural changes due to crystallization and might help us to understand
the crystallization process and are therefore discussed here.
2.3.1 X-ray Diffraction
X-ray Diffraction (XRD) is a powerful technique used to uniquely identify the crystalline
phases present in materials and to measure the structural properties (phase composition,
preferred orientation, grain size, epitaxy, and defect structure) of these phases [64, 65].
XRD is noncontact and nondestructive, which makes it ideal for in situ studies. The inten-
sities measured with XRD can provide quantitative, accurate information on the atomic
arrangements at interfaces (e.g., in multilayers). Materials composed of any element can
be successfully studied with XRD, but XRD is most sensitive to high-Z elements, since the
diffracted intensity from these is much larger than from low-Z elements. As a consequence,
the sensitivity of XRD depends on the material of interest. With lab-based equipment,
surface sensitivities down to a thickness of ∼50 A˚ are achievable, but synchrotron radi-
ation (because of its higher intensity) allows the characterization of much thinner films,
and for many materials, monatomic layers can be analyzed.
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Figure 2.12: Basic features of a typical XRD experiment, where the diffraction angle 2θ
is the angle between the incident and diffracted X-rays [64, 66].
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The angular distribution of diffracted X-rays
Figure 2.12 shows the basic features of a typical XRD experiment, where the diffraction
angle 2θ is the angle between the incident and diffracted X-rays [66]. In a typical exper-
iment, the diffracted intensity is measured as a function of 2θ and the orientation of the
specimen, which yields the diffraction pattern. X-rays are a regime in the electromagnetic
spectrum with wavelengths between 0.1 and 100 A˚, and hence energies in the range 102 -
105 eV. To appreciate this energy scale it should be noted that the kinetic energy of an
atom in a gas at room temperature is 0.025 eV. X-rays lie between the ultraviolet and
gamma ray portions of the electromagnetic spectrum.
Crystals consist of planes of atoms that are spaced a distance d apart, but can be resolved
into many atomic planes, each with a different d-spacing. To distinguish between these,
a coordinate system is introduced for the crystal whose unit vectors ~a, ~b, and ~c are the
edges of the unit cell and presented in Fig. 2.13. For the familiar cubic crystal, these
(a) (b)
Figure 2.13: Several atomic planes and their d-spacings in a simple cubic (sc) crystal (a);
and Miller indices of atomic planes in an sc crystal (b). As an example
consider the (012) plane. This intercepts the a-, b-, and c-axes at ∞, 1, and
1/2, respectively, and thus, h = 1/∞ = 0, k = 1/1 = 1, and l = 1/(1/2) =
2 [64].
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form an orthogonal system. Any atomic plane can now be uniquely distinguished by its
Miller indices. These are the three reciprocal intercepts of the plane with the a-, b-, and
c-axes and are reduced to the smallest integers having the same ratio. Thus, an (hkl)
plane intercepts the crystallograpic axes at a/h, b/k, and c/l. The d-spacing between
(hkl) planes is denoted dhkl, and for cubic crystals, it is
dhkl =
a0√
h2 + k2 + l2
(2.54)
where a0 is the lattice constant of the crystal. When there is constructive interference from
X-rays scattered by the atomic planes in a crystal, a diffraction reflex is observed. The
condition for constructive interference from planes with spacing dhkl is given by Bragg’s
law:
λ = 2dhkl sin θhkl (2.55)
where λ is the wavelength of the X-ray beam and θhkl is the angle between the atomic
planes and the incident (and diffracted) X-ray beam (Fig. 2.12). In order to observe
diffraction, the detector must be positioned so that the diffraction angle is 2θhkl, and the
crystal must be oriented so that the normal to the diffracting plane is coplanar with the
incident and diffracted X-rays and so that the angle between the diffracting plane and
the incident X-rays is equal to the Bragg angle θhkl. For a single crystal or epitaxial thin
film, there is only one specimen orientation for each (hkl) plane where these diffraction
conditions are satisfied. Thin films, on the other hand, can consist of many grains or
crystallites (small crystalline regions) having a distribution of orientations. If this distri-
bution is completely random, diffraction occurs from any crystallite that happens to have
the proper orientation to satisfy the diffraction conditions. The diffracted X-rays emerge
as cones about the incident beam with an opening angle of 2θhkl, creating a ”powder”
diffraction pattern. Thin films are frequently in a class of materials intermediate between
single crystals and powders and have fiber texture. That is, all crystallites in the film
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have the same atomic planes parallel to the substrate surface, but are otherwise randomly
distributed. Depending on the structure and associated space group and symmetry oper-
ations certain reflexes will show up or not. Based on the diffraction pattern, the structure
of the material under investigation can be determined.
The intensities of diffracted X-rays
To describe the reflex distribution more precisely, the intensity of diffracted X-rays I
should be considered as a function of the incident angle θ, which is proportional to the
square root of the structure factor Fhkl [67]. Neglecting unimportant geometric factors,
the integrated X-ray intensity diffracted from a thin film is
I ∝ |Fhkl|2 (2.56)
The X-rays are mainly scattered at the core electrons whose spatial distribution is de-
scribed by the atomic form factor f . Fhkl is then given by summing up all of the N
atomic form factors fN in the unit cell:
Fhkl =
∑
N
fN · exp(iφN) (2.57)
The position of the single atom in the unit cell is represented by the phase shift φN ,
which depends upon the X-ray energy and scattering angle. The structure factor Fhkl
gives information about
• Crystal structure
• The atomic distribution in the unit cell
• Crystal symmetries
Specifically, Fhkl is the Fourier transform of the positions of the atoms in one unit cell.
Each atom is weighted by its form factor, which is equal to its atomic number Z for small
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2θ, but which decreases as 2θ increases. Thus, XRD is more sensitive to high-Z materials,
and for low-Z materials, neutron or electron diffraction may be more suitable.
The peak broadening and peak shifts
Until now, we have assumed that the coherence length of the X-ray was smaller then the
typical crystal size. However, in case of small grains the X-rays interfere only partially
destructive and/or constructive. This gives rise to peak broadening and the full width at
half maximum (FWHM) for a peak at angle θ is given using the Scherrer equation:
FWHM =
0.89λ
Lhkl cos θ
(2.58)
where Lhkl is the grain size. In case of single crystal thin films, Lhkl is the film thickness.
In case of textured growth, the grain size is usually equal to or smaller than the film
thickness. An effect, which leads to peak shift is the presence of stress in the film. Due
to different properties like structure, thermal expansion coefficients of substrate and film,
these stresses may appear. The presence of stress will strain the lattice. The component
of the strain tensor in the direction of the diffraction vector (hkl) is thus given by
ε =
dhkl − d0
d0
(2.59)
where d0 is the inter-planar spacing of the unstrained lattice. A change in the inter-
planar spacing leads to a change in the Bragg angle according to the Bragg equation
(2.55). Hence, taking into account the Bragg equation, (2.59) can be written as
ε =
δd
d0
= − cot θdθ (2.60)
which can be interpreted as a global shift of peaks. The corresponding in-plane stress
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component σ11 is given by
σ11 =
Eε11
1− ν or σ11 =
Eε33
2ν
(2.61)
where ε11, ε33, ν, E are the in-plane strain, out-of-plane strain, Poisson’s ratio and elastic
modulus, respectively.
2.3.2 Laboratory X-ray methods
In the laboratory, X-rays are produced when a beam of electrons strikes a metal target.
The X-rays are actually produced by two distinct mechanisms [66]. First, the electrons
are rapidly decelerated when they enter the metal, and an accelerating or decelerating
charge will automatically produce electromagnetic radiation. This mechanism, called
”Bremsstrahlung”, produces a broad distribution of X-ray energies commensurate with
the energies of the incident electrons. The spectrum of X-rays produced from a laboratory
X-ray source is presented in Fig. 2.14(a). The Bremsstrahlung radiation is the continuous
Figure 2.14: (a) Schematic plot of characteristic X-ray spectrum, (b) Schematic plot of
energy levels of an atom showing transitions that give characteristic X-ray
energies [66].
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distribution, which has a minimum wavelength that corresponds to the energy of the
incident electrons being lost immediately. The second mechanism of X-ray production is
shown by the peaks in Fig. 2.14(a). On hitting the atoms in the target, some electrons
knock out one of the inner electrons. X-rays are emitted when an electron in one of
the outer shells drops down into the empty electron level and loses its energy as an X-
ray photon of characteristic energy. The set of characteristic X-ray emissions is shown
schematically in Fig. 2.14(b). The important case for diffraction experiments is that of
radiative electronic transitions from the L to the K shells, i.e. from the second to the first
shell, and this transition is called Kα. There are in fact two transitions of this type, called
Kα1 and Kα2 with very similar energies (reflecting the fact that there is a splitting of
energy levels within each shell, due to the dependence of energy on angular momentum.)
The intensity of the Kα1 contribution is twice as large as the Kα2 contribution.
Wavelength A˚
Element Kα1 Kα2 Mean Kα Kβ1
Cr 2.28962 2.29351 2.29092 2.08480
Fe 1.93597 1.93991 1.93728 1.75653
Co 1.78892 1.79278 1.79021 1.62075
Cu 1.54051 1.54433 1.54178 1.39217
Mo 0.70926 0.71354 0.71069 0.63225
Ag 0.55936 0.56378 0.56083 0.49701
Table 2.1: Some characteristic X-ray wavelengths for selected materials [66].
Some characteristic X-ray wavelengths are given in Table 2.1 [66]. According to Bragg’s
law, diffraction will occur for specific combinations of diffraction angle and wavelength.
In an experiment, measurements of the angle can be performed with much greater preci-
sion than a direct measurement of the X-ray wavelength (unless a subsequent diffraction
process is used in the measurement of the wavelength). Therefore experiments are per-
formed using a fixed wavelength, treating the scattering angle as a variable quantity. The
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raw spectrum of X-rays is not suitable for this type of experiment because it contains
a continuous distribution of wavelengths, including several strong peaks. The common
practice is to use absorbing filters to remove most of the X-rays apart from the Kα peak.
The filters are not perfect, but if they can remove all the other characteristic peaks which
they can, the small amount of Bremsstrahlung radiation left in the beam will be weak
compared to the Kα component and will cause minor background intensity. Alternatively,
a specially mounted crystal in the form of a flat plate, called a monochromator, can be
used to diffract only the Kα peak. By using a slightly curved crystal as monochromator
it becomes possible to filter out the Kα2 component, leaving only the Kα1 wavelength.
Measurement of the intensity of scattered X-ray beams
The traditional method of recording and measuring X-ray diffraction patterns is to use
photographic film that has been optimized for X-rays. This is ideal for obtaining a diffrac-
tion pattern from a single crystal across a wide sweep of reciprocal space. The greyness of
each reflection can be measured by optical methods and converted into a relative intensity.
Several diffraction photographs may be required in order to record the range from very
strong to very weak, since the strong reflections can easily blacken the film. The distri-
bution of measurements of individual reflections on the X-ray film from a single-crystal
experiment depends on the type of camera being used. In a simple powder diffraction ex-
periment with film, a strip of film can be wrapped around the sample. This method, called
the Debye-Scherrer method [66], gives a quick measurement of the powder diffraction pat-
tern, but it is not particularly accurate with respect to the diffraction angle because there
is no focussing or collimation. The Debye-Scherrer camera and an example of a pow-
der diffraction photograph is shown in Fig. 2.15. It is possible to improve the accuracy of
measurements of powder diffraction by film methods using focusing cameras. The modern
way of measuring X-ray intensities is to use an electronic detector [66]. This has the ad-
vantage over films of giving the intensity directly and more accurately. In a single-crystal
experiment the X-ray source is in a fixed position, the crystal will be at a fixed position
and with a variable orientation, and the detector will be attached to mechanical arms
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Figure 2.15: Debye-Scherrer camera for the simple recording of an X-ray powder diffrac-
tion photograph, together with a diffractogram recorded for a powder sample
of Beryllium [66].
that allow it to be moved across a spherical surface. In a powder diffraction experiment
the detector will move in a plane around a semicircle. The disadvantage of using a single
detector is that it can only record a single point in reciprocal space at one time. This
problem can be overcome using area detectors, which contain a large number of pixels
each capable of recording its own signal. An example of a powder diffraction measurement
using a focusing arrangement is presented in Fig. 2.16
2.3.3 X-ray Reflection
From X-ray reflection the film density, film thickness and the surface roughness can be
obtained. In the case of multi-layer samples with smooth interfaces it is even possible to
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Figure 2.16: X-ray powder diffraction measurement of a tetragonal ferroelectric per-
ovskite, showing sharp Bragg peaks that are split because of the lowering
of symmetry from cubic [66].
determine the individual layer thickness of single layers. The concept of X-ray reflectiv-
ity is easily understood by considering the reflection of an electromagnetic wave at the
boundary of two media with refractive indices of n1 and n2, respectively. If the incident
wave enters the media at an incident angle of θi as shown in Fig. 2.17 then Snell’s law
governs the boundary condition at the interface according to the expression.
n1 cos(θi) = n2 cos(θr) (2.62)
For a beam which is incident from an optically less dense medium to a more dense medium,
the refractive angle θr will be real for all incident angles. Suppose that the directions are
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now reversed so that the electromagnetic wave propagates from the more dense media
into a less dense one then the angle of refraction is only real if cos(θi) ≤ n2/n1.
The condition of total external reflection appears when the angle of refraction is zero.
This condition can be expressed using Snell’s law as
n1 cos(θi) = n2 (2.63)
If we now assume the first medium to be air with refractive index n1= 1 and that of the
second medium to be n, Eq. 2.63 is expressed in the form
cos(θc) = n (2.64)
The refractive index of a medium for X-rays can be calculated from [68]
n = 1− ne
2pi
r0λ
2 (2.65)
where ne is the electron density, r0 = e
2/4piε0mc
2 = 2.818×10−15 m is the classical electron
Figure 2.17: Schematic diagram showing the reflection of x-rays at the interface of three
media with refractive indices, n1, n2 and n3.
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radius and λ is the wavelength of the electromagnetic wave. Equation 2.65 shows that
for a monochromatic beam, the refractive index n depends only on the electron density of
the medium. The electron density can be replaced by nAtom·f˜ where nAtom and f˜ are the
number of atoms per unit volume and the complex atom form factor, respectively. nAtom
can be computed from
nAtom = NAΣj
ρj
Aj
(2.66)
whereNA, ρj, and Aj are the Avogadro
′s constant, the partial mass density, and the atomic
mass of the jth element respectively. In the hard X-ray range, the index of refraction n,
is a complex quantity given by [69]
n = 1− δ − iβ (2.67)
where
δ =
NA
2pi
roλ
2
∑
j
ρj
f0,j + f
′
j
Aj
(2.68)
and
β =
NA
2pi
roλ
2
∑
j
ρj
f
′′
j
Aj
(2.69)
δ represent the dispersion of the x-ray, while β is associated with x-ray absorption in the
media. In almost all cases the magnitudes of δ and β are in the order of 10−5 and 10−7,
respectively. The quantity fj = f0,j + fj
′
+ ifj
′′
is the atomic form factor, which has
been determined for most elements as a function of wavelength [70, 71]. Using Eqn. 2.63
and 2.67 we can now relate the critical angle for total reflection to the density of the
material via the complex refractive index equation. If the critical angle for total external
reflection is assumed to be very small then cos(θc) can be approximated by
cos (θc) ≈ 1− 1
2
θc
2 (2.70)
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Using equation 2.64 and 2.67 and assuming negligible absorption, we obtain
1
2
θ2c =
NA
2pi
r0λ
2
∑
j
ρj
f0,j + f
′
j
Aj
(2.71)
which reduces to
θc = λ
√
NAr0
pi
ρ
A
(f0 + f
′) (2.72)
For X-rays the critical angle is about 0.5◦ in magnitude, and it provides a precise way to
determine the density of a material. Now that the density ρ of the material is known, the
next step is to determine the film thickness. The determination of film thickness using
x-ray is achieved by considering the reflectivity of X-rays at an interface. For the case of a
smooth interface the reflectivity Rf is deduced from the Fresnel expression, which relates
the angle of incidence and refraction according to the expression [72]
Rf = |r|2 =
∣∣∣∣θi − θrθi + θr
∣∣∣∣
2
. (2.73)
This expression holds for s-polarised as well as for p-polarised X-rays and for values of
theta near θc, so that sin(θ) ≈ tan(θ) ≈ θ. For θ > θc, the reflectivity reduces to simple
asymptotic form
R = r2 ≈
{
2θ
θc
}
−4
=
{
2K
Kc
}
−4
(2.74)
where K is the scattering vector and Kc the critical scattering vector. Hence, the reflec-
tivity for an ideal surface strongly depends on the scattering vector K above the critical
scattering vector. This leads to a strong decrease in reflectivity for all angles θ, which are
larger than the critical angle θc. So far, the reflection from only one interface between
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vacuum and a surface has been considered. We now consider reflection for a film on a
substrate as illustrated in Fig. 2.18. The reflected waves from the top and the bottom
interfaces give rise to interference fringes as observed in Fig. 2.18. The positions of the
extrema are given by
θ2m = 2δ + (m+ k)
2 λ
2
4t2
(2.75)
where m and k are integers. m represents a whole number denoting the order of oscilla-
tions. In the case that the density of the substrate, ρsubstrate is less than the density of the
film, ρfilm, k equals 0 for the minima and 1/2 for the maxima, respectively. However, for
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Figure 2.18: Typical XRR pattern obtained from a thin film deposited on a Si substrate.
The red circles represent the simulated spectra, whereas the solid line denotes
the experimental spectra. The density, thickness and roughness of the film
are obtained from the critical angle (θc), period of oscillations and intensity
decay, respectively.
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the case that the density of the substrate, ρsubstrate is larger the density of the film, ρfilm,
k equals 1/2 for the minima and 0 for the maxima respectively. Thus, the thickness of
the film can be deduced from the period of the oscillations ∆θ = 2pin/t (where n and t
are the index of refraction and thickness of the film). The range of thickness that can be
analysed depends on the range of scattering vectors measured and the angular resolution.
Typically films from 2−250 nm thickness can be readily measured. The amplitude of the
fringes is proportional to the density difference between the film and the substrate. The
intensity of the interference maxima will be reduced with increasing reflection angle for
rough samples. To describe the surface roughness several formalisms have been postu-
lated. The most profoundly used formalism is based on the Debye Waller correction factor
[73]. This formalism takes into account the mean deviation from the surface normal to
calculate the surface roughness according to the expression
D = exp (−16pi2 sin θ2< z
2 >
λ2
) (2.76)
where < z2 > is the mean squared deviation of the real surface from the smooth surface.
To account for the decrease in reflectivity for non ideal surfaces the expression for surface
roughness is multiplied with the reflectivity of an ideal surface. The above expressions are
only valid for a single interface between air and a surface of film. In the case of multi-layer
stacks, the XRR patterns can become very complex due to the superposition of several
total reflection edges and interference fringes due to the different materials used.
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3.1 Thermal Evaporation
3.1.1 Combinatorial material synthesis system
Thermal evaporation was performed using a locally assembled and computer controlled
MBE system. A pictorial view of the system is given in Fig. 3.1. This combinatorial
material sysnthesis system consists of mainly three parts as shown in Fig. 3.1(a):
• Control units for the sample preparation chamber (I)
• Main chamber (sample preparation chamber + composition analysis chamber) (II)
• Control units for the Secondary Neutral Mass Spectrometry (III)
The main chamber has been built as Ultra High Vacuum (UHV) system which provides a
low base pressure and consists of two load locks. The preparation chamber and an analysis
chamber are depicted in Fig. 3.1(b). In this figure, the area labeled ”1” shows the sample
loading chamber which is completely isolated from the MBE chamber by the load lock gate
valve. Each load lock is assigned to either the preparation or the analysis chamber and
has a magnetic linear drive to transport the sample to the chamber. Part ”2” is the ultra
high vacuum chamber for preparing samples. In total there are seven evaporation sources
already implemented in this chamber. The details of the sample preparation chamber are
discussed in the following section. Region ”3” constitutes the Secondary Neutral Mass
Spectrometry (SNMS) unit to verify the chemical composition of the sample.
62
3.1 Thermal Evaporation
II
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Figure 3.1: (a) Photo of the combinatorial material synthesis system. I and III are control
units while II is main chamber. (b) 1. sample loading chamber. 2. preparation
chamber which has seven evaporation sources. 3. SNMS unit to verify the
chemical composition of the stoichiometric libraries.
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3.1.2 The sample preparation chamber
A technical drawing of the preparation chamber is depicted in figure 3.2. Motorised
rotary feedthroughs are used to rotate the sample stage (1.). A gear-wheel is connected
to the shaft and couples the rotation to the gear-wheel, which is attached to the sample
stage (8.). Besides the shutter for each evaporation source gun there is a master shutter
(6.) which is used to control the total evaporation time. The master shutter can be
controlled by the motorised rotary feedthrough (2.). In order to measure the actual rate
of evaporation, a quartz crystal balance (3.) can be used by moving to the sample position
Figure 3.2: Scheme of the UHV-chamber used for the preparation of the samples: 1.
stepper motor for sample rotation, 2. stepper motor for the master shutter,
3. quartz crystal oscillator, 4. viewport, 5. wobblestick, 6. mastershutter, 7.
evaporation sources, 8. rotating sample holder [45].
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with a stepper motor in combination with a linear drive. At the bottom of the chamber,
there are nine possible positions for evaporation sources (7.). During the time of this work
evaporation sources for Sn, Sb, Se, Ge, Te, Ag, and GeTe were used. At the remaining
positions, view-ports or a mass-spectrometer were attached. A wobble stick (5.) is used to
transport the samples from the transport stage to the preparation stage. The wobble stick
is furthermore used to move the transport stage coming from the load lock to the backup
stage. The system consists of seven Knudsen sources each inclined at 45◦ with respect to
the sample normal and with a base pressure of 2 × 10−9 mbar before evaporation. For
each Knudsen cell, a single element source was heated by joule heating methods to attain
the appropriate evaporation rates required for the multi-component alloy. In figure 3.3
a sketch of the crucible used for the evaporation sources is shown. Al2O3 crucibles were
used for evaporating high vapor pressure elements such as Te, Sb, In, Sn, and Ag, however
for the evaporation of Au a graphite crucible was applied. The Al2O3 crucibles consist
of the core part and the shell part. Ta and Mo were used as heating filaments and were
wound up inside the trenches in the crucibles. A thermocouple was mounted on the
notch in the crucible to monitor the evaporation temperature. Additionally, by using
Molybdenum foil to insulate the crucible, the temperature is maintained constant. Before
Figure 3.3: Sketch of the crucible used for the evaporation sources. It consists of a core
part and a shell part. Trenches are millcut to wind the filament around the
core. The shell is used to fix the filament [45].
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commencing evaporation the water supply to the Knudsen cells has to be turned on to act
as a heat sink. To determine the evaporation rates of materials, a quartz crystal oscillator
is used as shown in Fig. 3.2. The crystal oscillator monitor utilizes the piezo-electric
properties of quartz. Miller and Bolef were the first to treat the quartz crystal oscillator
as a one-dimensional compound acoustic resonator. Their results indicate that the elastic
properties of the deposited film should be related to the frequency shift resulting in a
thickness frequency equation in the form of
df =
Nqρq
pifcρfZ
arctan
(
Z tan
(
pi
fq − fc
fq
))
(3.1)
where df , Nq, ρq, ρf , fq, and fc are film thickness, frequency constant for quartz crystal,
density of quartz, density of film, resonance frequency of un-plated crystal and resonance
frequency of loaded crytal, respectively. Z =
√
ρqµq
ρf µf
is the acoustic resonance ratio with
µf and µq the shear module of the deposited film and the quartz crytal, respectively. The
density and the Z-value of each element were manually inputted into the quartz controller
box to determine the appropriate evaporation rates. In table 3.1 the bulk densities and
Z-values are given for the materials mainly used in this work and common materials used
for phase change memory. During the start of evaporation processes, all evaporators to
be used are warmed up to 200◦C and held there for thirty minutes. The sequence of
the evaporation procedure was mainly determined by the vapor pressure of the element
to be evaporated to prevent material loss before evaporation. Elements with low vapor
pressure, which require more time to reach the evaporation rates and temperature were
evaporated first and then accompanied successively by those with higher vapor pressures.
In total six samples can be prepared, depending on the objectives of the experiment.
3.1.3 Secondary Neutral Mass Spectrometry
Secondary ion mass spectrometry (SIMS) and secondary neutral mass spectrometry
(SNMS) are widely applied for surface and interface analysis of bulk materials and lay-
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material bulk density [g/cm3] Z-value
Sn 7.30 0.724
Sb 6.62 0.768
Se 4.82 0.864
Ge 5.35 0.516
Te 6.25 0.900
In 7.30 0.841
Ag 10.5 0.529
Table 3.1: Bulk densities and Z-values for common used materials.
ered structures. These analytical methods are surface sensitive because the sputtered
particles are emitted from the topmost layers of the material [74]. Secondary Neutral
Mass Spectrometry (SNMS) has been developed as method to quantitatively measure the
chemical composition of the atomic flux sputtered from a solid surface under energetic
ion bombardment. The basic principles of SNMS are illustrated in Fig. 3.4.
• The surface of the solid sample is bombarded with rare gas (Argon or Xenon) ions
with an energy in the range of 0.5 to 5.0 keV. In this work, the verification and deter-
mination of the chemical composition of the prepared thin film alloys is performed
using a SNMS VGSIMSLAB 300 designed by Vacuum Generators and mounted in
an UHV chamber developed by Detemple [75]. For our experiments Ar ions have
been used due to their high ionization efficiency and reduced ion mixing at the
surface. These ions were accelerated and focussed to bombard the samples with a
kinetic energy of 3.5 keV. (1.)
• The ions hit the sample surface at an angle of 60◦. The interaction of the incident
Ar+ ions with the sample surface takes the form of cascade collisions within a 10
nm surface depth. As shown in Fig 3.4, these cascade collisions lead to the emission
of neutral particles, secondary ions and electrons from the sample’s surface. The
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(1)
(2)
(3)
(4)
Figure 3.4: Schematic representation of SNMS analysis. Neutral atoms and molecules
sputtered from the sample surface by energetic ion bombardment are subse-
quently ionized for mass spectrometric analysis [74].
energy distribution of the sputtered particles is given by the expression
dN
dE
=
E
(E + U)3−2a
(3.2)
where E is the kinetic energy, U the bond strength of the atom, and a is an element
specific correction factor. A very small fraction of the particles are sputtered as ions,
the so-called secondary ions measured by Secondary ion mass spectrometry (SIMS).
By far the largest fraction of sputtered particles are neutral atoms and molecules,
with atoms dominating. (2.)
• The neutral atoms are detected by post sputter ionizing the atoms that are ejected
from the surface. This post sputter ionization can be accomplished by using lasers
or electron bombardment, (as used in our system) of the atoms entering the mass
68
3.1 Thermal Evaporation
analyzer. (3.)
• To determine the composition either the neutrals (SNMS) or the ions (SIMS) of
the sputtered material are analysed by the mass spectrometer. However, the ionic
part will be strongly influenced due to electrostatic interactions with the chemical
environment of the sample surface. This so-called matrix effect can change the
amount of ionic particles in the range from 10−8% to 10%. (4.)
Hence, this SIMS is suitable to determine for example the concentration of dopants in
semiconductors. The advantage of determining the stoichiometry by evaluating the neu-
tral particles is, that the matrix effect plays a minor role. The probability to sputter
ionized atoms from a surface can vary between 10−5 to 10−1 and depends strongly on
the surface composition (matrix effect). The majority of sputtered particles are neutral
and thus only vary between 90% and 99.9999%. This smaller sensitivity to the surface
composition reduces matrix effect and allows a much better quantitative estimate of the
stoichiometry.
Until now, the hardware which is used to prepare and analyze the samples has been pre-
sented. However, since several evaporation sources are used simultaneously, a software
has been used to control the hardware and to automate the deposition process, which is
presented in the next section.
3.1.4 Control units and software
The preparation process is controlled by a software, which was developed using LabWin-
dows (National Instruments, 1998). Figures 3.5(a) and (b) show the control unit and a
screenshot of the software used to control the system, respectively. A control unit con-
sists of four power supplies (1.), stepper motors for shutters (2.), temperature controller
(3.), maxigauge (4.), and quartz crystal oscilltor controller (5.), respectively. Each unit is
connected to the computer and controlled by the corresponding program menu as shown
in Fig. 3.5(b). In this figure, each unit and the correlated window is denoted by equal
color and number. In the next sections the functionality of each unit will be discussed.
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Figure 3.5: The control units (a) and screenshot of the software (b) used to control and
monitor the process of evaporation.
Omron temperature controllers
The temperarure controllers are used to control the temperature of crucibles. The acom-
panying ”Omron controller” windows are depicted as a red box with number ”1” in fig-
ure 3.5(b). The controller senses the crucible temperature by a thermocouple and controles
the power supplies. It is important to maintain a constant temperature before, during
and after evaporation. The regulation of temperature is achieved by means of a feedback
to the temperature controller for which the measured value and the set point values of
temperature are compared and regulated by the power supply to increase or decrease the
output power. In case of a temperature overshoot, the power supply was automatically
reset in order to decrease the temperature to the set point value. The proportional band,
integral time and differential time parameters (PID-parameters) characterize the control
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target and can either be manually edited by clicking the PID button or by choosing an
autotune procedure from a drop down box. The window ”Omron programming” depicted
as a blue box with number ”3” offers the opportunity to program the controllers to run
temperature patterns. By defining slopes and ramps each controller can be programmed.
This can then be used to measure the rate of evaporation as a function of temperature.
This window furthermore provides the functionality to send or retrieve the actual pattern
from or to the temperature controller.
Shutter controller
In figure 3.5(b) the yellow box with number ”2” depicts the windows to control the
shutters. Stepper motors are used to open and close the master shutter and the shutters for
the evaporation sources. Since these shutters play a major role in the preparation process,
the stepper motors can be controlled by the computer. In this ”Shutter” windows, several
shutters for the evaporation sources can be quickly opened and closed simultaneously.
After the desired evaporation rate is attained, the temperature is held constant during
the evaporation process and the stability of the temperature values depends to a great
extent on the selected values of the PID parameters. The shutter is then closed. This
sequence is repeated for the remaining evaporators. So once the rates have been exactly
determined then all the shutters of sources are opened to obtain the superposition of
the elemental vapors. It is necessary that the equilibrium conditions are attained before
proceeding with evaporation. In this context a waiting time of about 20 seconds before
opening the master shutter was considered appropriate. After setting the deposition time,
the master shutter can be opened by clicking the button ”go”. After the evaporation time
has elapsed, the master shutter is automatically closed again.
Maxigauge and Quartz crystal oscillator controller
The green (4.) and orange (5.) colored units are a Pfeifer maxigauge and Quartz crystal
oscillator controller, respectively. Maxigauge is used to read the pressures from sev-
eral gauges in the chamber. The actual pressures are read from the window called
71
3 Experimental Methods
”maxigauge”. This window can be utilized to monitor the pressure as a function of time
during sample preparation or bake out. With the quartz crystal oscillator controller, the
value of bulk density and Z-ratio for each evaporation source materials can be manually
inputted. In addition, the actual evaporation rate of each source can be monitored on
the controller. Until now we have described the experimental setups and methods for
preparing and determining the stoichiometry of the libraries. From the following sections,
several methods for analyzing the prepared samples will be presented. The electrical and
structural properties and kinetics of materials can be investigated by several experimen-
tal methods. With the four-point probe measurement the transition temperature and the
combined activation barrier for crystallization can be obtained. X-ray analysis is used to
determine changes in structure and density upon phase transition. In addition, the micro-
structure of sample surface (topology and roughness) can be obtained by Atomic Force
Microscopy (AFM). In the last section of the experimental methods part the static tester
is introduced, which is employed to study the kinetics of laser-induced crystallization,
amorphization, and re-crystallization, respectively.
3.2 Four-point probe method
Phase transformation is usually accompanied by a huge change in electrical resistivity.
The electrical resistivity is determined from the sheet resistance which is measured by
employing a four-point probe setup proposed by van der Pauw [76]. The four-point probe is
a method to show temperature dependent phase transformations due to its high sensitivity
to resistance changes [77, 78]. Besides the measurement of sheet resistance behaviour, the
transition temperature of the sample is important not only for describing the combined
activation barrier for crystallization but also for determining systematic trends in the
value Tg/Tm for various alloys. The four-point probe setup and van der Pauw’s method are
schematically shown in Fig.3.6. As shown in Fig.3.6(a), to measure the sheet resistance at
various temperatures the four-point probe was placed in a quartz glass tube and heated in
an argon ambient using a computer controlled oven to heat the sample. The temperature
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(a)
(b)
Figure 3.6: Schematic representation of a four-point probe setup. (a) The four-point probe
is placed in a quartz glass tube and heated in an argon ambient using a com-
puter controlled oven. (b) For this experimental setup a current is applied to
the two contacts and the voltage determined between two other contacts.
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on the backside of the sample was determined using a NiCr-Ni thermocouple. As the
name suggests, the four-point probe constitutes four electrical contacts. When a current
I is applied through contacts 1 and 2, the voltage drop, U34 across the contacts 3 and 4
will be measured. The same procedure is repeated for contacts 1 and 4, then the voltage
drop U23, along 2 and 3 can be measured. The sheet resistance Rs is then determined by
the expression
Rs =
pi
ln(2)
· F (Q) · U43 + U23
2I
(3.3)
where F and Q are symmetry and correction factors. Q is defined as
Q =


U43
U23
for U23 ≤ U43,
U23
U43
for U43 ≤ U23.
F is given as a function of Q by the expression
F = 1− 0.3466( Q− 1
Q+ 1
)2
− 0.0924( Q− 1
Q+ 1
)4
. (3.4)
The resistivity, ρ is calculated from
ρ = Rs · t, (3.5)
where t is the film thickness. In the following section, the method of analyzing activation
barriers for crystallization by measuring transition temperatures is discussed.
3.2.1 Activation energy for crystallization
The knowledge of the activation energy can help to obtain a deep insight in the phase
transformation process. Although the kinetics of crystallization depend on a variety of
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parameters, the crystallization temperature, Tc and the activation energy Ea of phase
change alloy can be used to characterize the stability of the amorphous phase against
spontaneous recrystallization. In addition, activation energies are quite significant in the
decoupling of activation barriers for nucleation and growth. To determine the activation
energy Ea, temperature dependent sheet resistance measurements were performed in an
Argon gas ambient to determine the variation of the transition temperatures (Tc) for
various heating rates (β = dT/dt), by employing Kissinger analysis [62]. The critical
transition temperature was then derived from the minimum of the derivative of sheet
resistance against temperature. The analysis assumes that the transformation rate (dx/dt)
is a product of two functions, one depending purely on the temperature T , and the other
on the transformed volume fraction x.
dx
dt
= k(T ) · f(x) (3.6)
For a thermally activated process
k(T ) = k0 · exp
(
Ea
kBT
)
(3.7)
where k0, Ea, and kB are a pre-exponential factor, the activation energy, and Boltzmann’s
constant, respectively. Equation 3.6 is solved by separating the variables and integrating,
which gives
∫ xc
0
dx
f(x)
=
k0
β
∫ Tc
0
exp (−Ea/kBT )dT = k0Ea
βkB
∫
∞
yc
exp(−y)
y2
dy (3.8)
where the following substitutions have been made:
• y = Ea/kBT and yc = Ea/kBTc. Tc is the temperature at which a fixed fraction, xc
has been transformed.
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• yc  1, otherwise the amorphous phase will not be stable, the term
∫
∞
yc
exp(−y)
y2
dy in
Eqn. 3.8 is assumed to be exp(−yc)
yc2
.
Using the above assumption and by taking the logarithm of equation 3.8 the following
equation can be obtained.
ln
∫ xc
0
dx
f(x)
= ln
k0Ea
kB
+ ln
1
βy2c
− yc (3.9)
In case of a constant transformed fraction x, this leads to
ln
β
T 2c
= − Ea
kBTc
+ C (3.10)
where C depends on the transformation and the kinetic model. A plot of ln(β/T 2c ) against
1/Tc yields a straight line of slope (−Ea/kB). The crystallization temperature increases
with increasing heating rate so that by using the Kissinger analysis [62] an activation
energy, Ea for crystallization is determined from the slope of the straight line (−Ea/kB).
3.3 X-ray analysis system
In this work, a Philips X’pert MRD diffractometer with a Cu Kα x-ray generator was
used for XRD and XRR measurements. The MRD system is fully computer controlled
and can be used in different configurations depending on the required analysis. In
addition, this system can be operated in either line or point focus mode. Phase analysis
and x-ray reflectivity measurements are performed in the line focus due to the reduced
beam divergence and the increased sample exposure area. The point focus is employed
in texture and stress determinations. Figure 3.7 shows an overview of the Philips X’pert
MRD system. The MRD system consists of an incident beam optics (I), a sample stage
(II) and diffracted beam optics part (III) as denoted in this figure. The diffracted beam
optics has two divergent beam optic units.
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Figure 3.7: Overview of the Philips X’pert MRD system. The sample can be rotated in any
of the three eulerian directions. PRS, PAS and PDS stand for Programmable
Receiving Slit, Programmable Anti-scatter Slit and Programmable Divergence
Slit, respectively.
The details of each unit are explained from the right hand side to the left as below:
• X-ray tube (source): Fixed on the incident beam optics side at a take off angle
of 6◦.
• Soller slits: Have a vertical divergence of 2.30◦ and are used for narrowing the
axial and vertical divergence of the x-ray beam as it leaves the shutter.
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• Programmable Divergence Slit (PDS): Used to limit the divergence of the
x-ray beam in the x-z plane. For the XRR experiments, the PDS was set to (1/32)◦.
• Fixed mask: Used for deciding the width of the resultant beam on the sample. It
is important to note here that the choice of the mask used is largely dependent on
the size of the sample.
• Divergence slit: Introduced into the beam path directly after the mask to ensure
that the outgoing radiation is focussed on the center of the sample.
• Eulerian cradle: Situated at the center of the MRD constitutes a vertical stage
assembled for sample holding during measurement.
• Sample holder: Can be detached and attached by magnets and samples can be
fixed by small pieces of magnetic plate.
• Programmable Receiving Slit (PRS): Focusses the reflected x-ray beam from
the sample to the detector. A slit width of 0.1 mm is ideal for the measurements.
• Programmable Anti-Scatter Slit (PASS): Set to 0.1 mm and mounted before
the PRS to prevent scattered radiation from entering the detector.
• Xenon proportional detector: Can operate in the linear range up to
106counts/sec, however it saturates at higher count rates making it unstable during
measurements.
• Attenuator: Located in the incident beam optics and it is automatically activated
for higher count rates to reduce the intensity by a factor of 147.77. At count rates
lower than 400,000 counts/sec the nickel attenuator is deactivated again.
3.3.1 X-ray diffraction
Because the diffracting power of thin films is small, the instrumentation and techniques
for thin-film XRD are designed to maximize diffracted intensities and to minimize the
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Figure 3.8: Schematic representation of the focus and detector circle of the x-ray diffrac-
tometer system. The flat sample is assumed to ensure that it is tangential to
the focus circle and hence maintaining the focus condition.
background. There are basically two classes of measurement techniques. The first, and
oldest, uses photographic film; these methods provide fast, preliminary information and
yield two-dimensional data. However, progress in computers and high-power x-ray gen-
erators has lead to the widespread use of diffractometers, where the diffracted x-rays are
detected with photon counters. Compared to photographic methods, counters provide
more accurate, quantitative data and have superior signal-to-noise ratios. Furthermore,
diffractometers are easily automated and provide better angular resolution. Recently,
there has been increasing use of position-sensitive detectors, which use parallel detec-
tion to scan a range in 2θ. X-ray technique based on monochromatic radiation uses the
observed diffraction angles to determine the lattice constants of the sample. All XRD sys-
tems detect the diffracted radiation by detectors which move through the angular range
of reflections.
An important feature of diffractometers is their ability to focus into a sharp diffraction line
the radiation that is Bragg reflected from the sample area. This considerably improves the
sensitivity and the signal to noise ratio [79]. Focusing is achieved when the sample forms
part of the circumference of the focusing circle as shown in Fig. 3.8. For x-rays emerging
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divergently from a point on the focussing circle and impinging on the sample, all diffracted
reflections in different areas of the sample will converge again and will be detected on this
circle. The x-ray source is placed directly on the circle and the monochromator or the
diffracted beam optics is used as the point from which x-rays emerge. A flat sample is
approximated in the focussing condition by placing it tangential to the circle. The de-
tector finally faces the sample while it moves along the focussing circle. Two different
geometries can be achieved with the diffractometer used in this work. The details of these
geometries are discussed in the following subsections.
Bragg-Brentano geometry
The first one is the Bragg-Brentano (θ - 2θ) geometry which is used widely for prefer-
entially and randomly oriented polycrystalline films as shown in Fig. 3.9. In this type
of geometry, slits collimate the incident x-rays, which impinge on the specimen mounted
at the center of the diffractometer and rotated by an angle θ around an axis in the film
plane. The detector is attached to an arm rotating around the same axis at an angle 2θ
twice as large as that of the specimen (θ). The specimen is rotated at one-half the angular
velocity of the detector. Since the incident and diffracted x-rays make the same angle to
the specimen surface, structural information is obtained only about (hkl) planes parallel
to this surface. When the receiving slits, the specimen, and the focal point F lie on a
circle, the diffracted x-rays are approximately focused on the receiving slits (parafocus-
ing), which considerably improves the sensitivity. The divergence angle of the primary
beam from the line focus of the x-ray tube is defined by the divergence slit (DS) in the
focusing plane and the soller slits in the axial plane, normal to the focussing plane. The
collimation effect of the soller slits is defined by the axial divergence δ = s/l, where s is
the distance between the parallel plates in the soller slit and l is the length of the plate.
The convergence of the diffracted beam in front of the receiving slit is ensured by turning
the specimen in the radius of the focusing circle, passing through the focal point, the
receiving slit and the center point of the specimen. The radius of the focussing specimen
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Figure 3.9: Schematic illustration of the Bragg-Brentano geometry for which the detector
moves twice as fast as the specimen to maintain the θ - 2θ condition.
is not constant but depends on the incident angle in the form
rf =
R
sin θ
(3.11)
where R is the diffractometer radius. Figure 3.8 shows that the diameter of the focus circle
diminishes continuously as the diffraction angle increases. Only (hkl) planes parallel to
the specimen surface will contribute to the diffracted intensity. The effective penetration
depth teff of the film exposed to the incident beam decreases with increasing diffraction
angle according to the expression.
teff =
t
sin θ
(3.12)
Therefore specimens of thickness above 400 nm are preferred with Bragg-Brentano geom-
etry [80, 81].
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Seemann-Bohlin geometry
In contrast to the Bragg-Brentano method, the Seemann-Bohlin geometry [82, 83] is
widely used for thin film samples due to the reduced penetration depth. The schematic
representation of the Seemann-Bohlin geometry is shown in Fig. 3.10. For this geometry,
also known as grazing incidence (GI), the sample and the focusing circle remain stationary,
while the detector moves along the circumference of the focusing circle. The incident x-
rays impinge on a fixed specimen at a small angle γ∼5-10◦ and the diffracted x-rays are
recorded by a detector that moves along the focusing circle. This method provides good
sensitivity for thin films, due to parafocusing and the large diffracting volume, which
results from γ being small and the x-ray path length in the film being large (proportional
to 1/sinγ). Because γ is fixed, the angle between the incident x-rays and the diffracting
planes changes as the detector moves through 2θ. Because only planes with the correct
Figure 3.10: Schematic representation of Seemann-Bohlin geometry. For this geometry,
also known as grazing incidence (GI), the sample and the focusing circle
remain stationary, while the detector moves along the circumference of the
focusing circle.
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orientation diffract x-rays, this method is most useful for polycrystalline films having
random or nearly random crystalline orientations. In addition, the small constant angle
of incidence which is kept as small as ensures higher diffracted intensities for this geometry
as compared to the Bragg-Brettano geometry. In the next section we provide a detailed
description of the experimental procedure used in performing an XRR measurement.
3.3.2 X-ray reflectivity
X-ray reflectivity (XRR) can provide information on the thickness, roughness and density
of thin films. The method involves measuring the intensity of the x-ray beam reflected by a
sample at glancing angles. During subsequent analysis, the measured data are reproduced
by simulated curves, allowing film thickness, roughness and density to be determined with
a high degree of accuracy. The film density is given by the position of the total reflection
edge (i.e. the critical angle) since the critical angle depends on the density of the material.
For angles larger than the critical angle, interference fringes appear from which the period
measured allows a determination of the layer thickness. The amplitude of the fringes will
give an estimate of the surface roughness. However, like in all other experimental tools,
the quality of the measurement is largely user dependent. To determine thickness, density
and roughness to a high accuracy, it is essential to precisely align the sample position with
respect to the x-ray beam. Schematic representation of a XRR spectra for thin film is
illustrated in Fig. 2.18 of the previous chapter for theoretical background.
Typical sample alignment procedure
The typical sample alignment procedure after the sample is mounted on the vertical
sample stage is explained below:
• 2θ-scan: The 2θ scan of a direct beam is performed to determine the zero position
of the detector. This alignment procedure involves moving the detector about 0◦
along the detector circle to determine the offset of the maximum intensity. Once the
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offset is corrected the sample is then introduced into the beam to reduce intensity
of the direct beam by 50% (I0/2).
• ω-scan: The parallelism of the sample surface with the direct beam is ensured by
rotating the sample about its axis (ω-scan). During the ω-scan the sample edges cut
the remaining half of the beam and the intensity received by the detector steadily
decreases during sample rotation. If the intensity increases during the rotation of
the sample, the sample surface is too far from the beam and it must be moved
closer until the intensity decreases to half the total initial intensity. The omega
value giving the half counts of the maximum intensity is now the appropriate zero
value for ω-scan.
• ψ-scan: For reflectivity measurements the sample’s surface should be parallel to
the beam in the x-y plane. This is ensured by performing a ψ-scan on the sample.
The sample is moved slightly further into the beam (e.g 30µm) before a ψ-scan is
performed. At this position, the detector should collect minimum intensity since the
sample is preventing most of the photons from reaching the detector. Thus, during
the ψ-scan a minimum value is expected when the sample surface and the beam are
parallel. Once the precise minimum position for the ψ-scan is determined then the
sample is moved to its initial z position and the ω-scan is repeated until the half
counts of the maximum intensity is obtained.
• Rocking curve: A rocking curve measurement was performed to check for sample
misalignments. The detector is rocked at an angle of 2θ, i.e., 2θ = 0.4◦ and an
ω-scan is performed. A single peak is expected at ω = 0.2◦ and deviation from this
indicates misalignment of the sample, which should be corrected.
Frequently a single Gaussian peak is anticipated in a measurement, however depending
on the substrate’s curvature, peaks of different FWHM and maximum intensity can be
obtained. It has been shown by Njoroge [1] in his PhD thesis that three possible rocking
curves are attained for samples with different curvatures. The profile with the highest
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Figure 3.11: A schematic diagram illustrating the shape of the rocking curves for a con-
cave, convex and flat sample [1].
intensity and the sharpest peak is observed for concave substrates. This is attributed
to beam convergence onto the detector (see Fig. 3.11). However for the case of convex
shaped substrates, the divergence of the beam leads to a decreased number of counts.
Prior to film deposition, the curvature of the substrates are determined using the wafer
curvature method. The thin films are deposited on the surface with the uniform concave
curvature because the resulting XRR spectrum is easier to fit.
Knife edge method
However, for the substrates with non-uniform or mixed curvature, an irregularly shaped
rocking curve is observed. The introduction of the knife edge to shield some parts of
the sample reduced the contributions from areas with other curvatures on the substrate.
Figure 3.12 illustrates the effect of the knife edge on the rocking of a sample with irregular
curvature. Shielding the sample surface by using the knife edge reduces the total beam
intensity.
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Figure 3.12: Schematic illustration of the effect of using the knife edge to improve the
profile of the rocking curve [2].
Analysis of the XRR data
The analysis of the experimental data is simulated by a WINGIXA program [84]. In
this program the estimated thickness, sample composition, nature of layer stack, film
roughness and density are defined as input parameters. The program utilizes the atomic
form factors in its database to determine the dependence of refractive index on film density.
The density of the film is determined by the manual fitting of the total reflection edge.
However the initial value of the film thickness and surface roughness plays a key role in
determining the time span of the fit procedure.
3.4 Static tester
In this section, an experimental setup is described, which allows us to analyze the re-
versible phase transition on short-time scale (ns∼ms). This setup is similar to an optical
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CD-drive used to measure the reflectivity change of the prepared thin films with different
intensities and durations of laser pulse. This is usually called ”static tester” to distinguish
it against a ”dynamic tester”, which consists of a rotating sample stage for a thin film
disc. The schematic drawing of our static tester is depicted in Fig. 3.13. All components
are mounted and fixed on an air cushioned optical table to reduce effects of ambient vibra-
tions. The GaAlAs-laser diode (1.) controlled by pulse generator emits linearly polarized
beam with wavelength of 834 nm to locally heat parts of the sample. The laser beam
is reflected by a mirror (2.) towards a polarization dependent beam splitter (PBS) (3.).
The polarization of the laser beam is chosen in a way that the main part of laser beam
will be transmitted. The transmitted laser beam is then incident onto a λ/4 plate to
generate circularly polarized light which is directed towards the deflection unit (5.) onto
the microscope (6.). The objective of the microscope is then used to focus the laser beam
onto the sample surface. The irradiated spot size is typically less than a micrometer in
diameter. In order to write or erase bits using laser pulses, a pulse generator is used to
produce current pulses of defined widths required for the generation of light pulses. Two
possible effects may transpire when the laser interacts with the sample. On one other
hand the laser light is absorbed by the sample and this leads to phase transformations
or no change at all. On the other hand light is reflected by the sample surface back to
the objective and the deflection unit. Thereafter this reflected circularly polarized light
is incident to the λ/4 plate and then reconverted to linearly polarized light once again.
The main part of the beam reflected by the sample is further reflected by the PBS (3.)
and this part of beam is directed to the measuring unit. The light is incident to another
beam splitter (7.), which directs one half of the beam to the detector (8.) and the other
half to auto-focus unit (10.). The detector measures the reflectivity of the sample while
the auto-focus unit determines the focal plane of the sample. The auto-focus unit is nec-
essary to adjust the focal point and to keep the incident intensity constant upon lateral
movement of the sample. The inhomogeneity of film surface can be compensated by the
auto-focus system. To ensure the focal point remains constant, a control loop adjusts the
position of a 3D piezo board, i.e. control of z-direction to keep the sample in focus. This
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Figure 3.13: Schematic diagram of the static tester setup. See text for details. Repro-
duced from [85]
is determined by measuring the divergence of the reflected laser beam by applying the so
called knife edge (9.) method as is explained in Fig. 3.14. The sample is in focus, if and
only if the photo current on both segments is equal. Therefore, the two segment diode
needs to be slightly displaced against the central line of the incoming beam. A converging
or diverging beam is also cut symmetrically by the knife edge, but the resulting spot will
be shifted downwards or upwards, which make differences in intensities between upper
and lower segment. The static tester is completly computer (12.) controlled [87]. The
computer programs a pulse generator, which produces a signal with which the laser diode
produces the desired laser pulse. The computer furthermore controles piezo crystals with
which the sample can be moved in three directions. The lateral directions are used to
microscopically move from region to mark, whereas the z-direction is used to keep the
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Over focus Optimal focus Under focus
Objective
Sample
Parallel beam:
Equal photo current on
both segments of diode
Diverging beam:
Higher photo current
on upper segment
Converging beam:
Lower photo current
on upper segment
Figure 3.14: Visualization of the autofocus system with the knife edge method. The
sample is in focus, if and only if the photo currents on both diode segments
are equal. Therefore, the two segment diode needs to be slightly displaced
against the central line of the incoming beam. A converging or diverging
beam is also cut symmetrically by the knife edge, but the resulting spot will
be shifted downwards or upwards, respectively [86].
sample in focus. A complete description of the autofocus unit is given by the thesis of
Heinrici [88] and Detemple [75]. The sample positioning along the x-y-z directions is
achieved using a combination of stepper motors and piezoelectric crystals. The presented
setup allows to create so called PTE (Power Time Effect) diagrams, where the effect,
i.e. the reflectivity change, is shown in color coding as a function of laser power on the
y-axis and pulse duration on the x-axis. These diagrams allow to compare crystallization
parameters for various phase change materials, if the different absorptions are taken into
account.
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3.5 Atomic Force Microscope
Atomic Force Microscopy (AFM) is a powerful surface analytical technique used in air,
liquid or vacuum to generate very high-resolution images of a surface and can provide
some topographic, chemical, mechanical, electrical information. AFM is a relative new-
comer to the analytical field, but it has been eagerly adopted by materials scientists and
biochemists alike for its ability to create three-dimensional images of surfaces and ma-
nipulate and modify those surfaces. The original AFM instrument was invented in 1986
by IBM physicists Gerd Binnig and Christoph Gerber working with Stanford University
electrical engineer Calvin Quate. Their prototype used a small diamond chip attached to
a cantilever made from gold foil. As the diamond tip scanned the surface of a sample, the
cantilever moved up and down, producing changes in a tunneling current passing between
the cantilever and a second tip overhead. Today, AFM tips are commonly made from
Laser
Mirror
Anchor
Piezo
driver
Cantilever Tip
Sample
Scanner
Position-
sensitive
photodiode
detector
Data
processor
Feedback
signal
Image
Figure 3.15: The basic AFM setup relies on a scanning tip and a detector. The tip,
attached to the end of a cantilever, scans across the sample surface. A laser
beam reflects from the top surface of the cantilever and is detected by a
position-sensitive photodiode detector.
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silicon or silicon nitride, although gold tips are used for some special applications and the
first reports of carbon nanotube tips appeared in the literature in 1998 [89]. The principle
of the AFM is based on the interaction of a fine tip with the sample surface. In Fig. 3.15,
the basic scheme of AFM is presented1. A very fine tip, attached to the underneath of a
cantilever, scans across the sample surface. Optical detectors have replaced the tunneling
current device, typically using a laser beam reflected off the top surface of the cantilever
and recorded by a position-sensitive photodiode detector. The instrument can be operated
in one of three modes: contact, noncontact, and tapping [90].
• Contact-mode AFM: is typically performed in ambient air or with the sample
and tip submerged in a liquid. In contact mode, a piezoelectric positioning element
keeps the tip in contact with the sample as the tip is scanned over the surface.
As the surface pushes and pulls the cantilever, a DC feedback amplifier compares
these deflections to a reference standard. The amplifier applies a voltage to the
positioning element, which keeps the AFM tip in contact with the sample surface.
The resulting image is a map of the variation in voltage with the position of the tip.
• Noncontact-mode AFM: is less damaging to fragile or loosely bonded samples. A
tip hovers above the sample surface and measures the van der Waals forces between
the tip and the sample. The tip oscillates, and an AC detector measures changes
in the amplitude, phase, and frequency of the oscillations. Because van der Waals
forces are strongest within the first nanometer from the surface, adsorbed fluids can
mask these forces and make variations hard to detect.
• Tapping-mode AFM: is the newest technique, and it solves several of the problems
presented by the other modes. A piezoelectric crystal causes the tip to oscillate at
50∼500 kHz, with an amplitude of 20∼200 nm. The tip is scanned across the
surface, but it taps the surface rather than dragging across it. When the tip comes
into contact with the surface, its amplitude of oscillation changes, and a feedback
loop brings the oscillation back to the reference amplitude. The forces that are
1AFM Basics from http://pubs.acs.org/subscribe/journals/tcaw/11/i06/html/06inst.html
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measured this way reflect the vertical component rather than the shear components,
since the tip does not drag across the surface. Tapping-mode AFM has a large linear
operating range, and force measurements are very reproducible. The sample can be
under vacuum, in ambient air, or in a liquid. Tapping-mode AFM requires a slower
scan speed and more complex instrumentation, but the advantages in resolution and
sample preservation outweigh the disadvantages and this technique is catching on
quickly.
For our measurements the Dimension 3100 from Digital Instruments was used and the
surface topography was examined in the tapping mode. During measurement the can-
tilever oscillates at its resonance frequency as it moves across the surface. Creating a
picture of the surface is based on the evaluation of the forces between cantilever tip and
the material by measuring the deflection of the cantilever using a laser beam. By inte-
grating this instrument with a CCD camera mounted in close proximity to the sample’s
surface, the topography of the sample was recorded. The resolution of measured pictures
can reach down to the nanometer region.
Now that the methods that were used to characterize the properties of interest have been
described in this chapter, the results will now be presented and discussed in the next
chapter.
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4.1 Introduction
The last 2 decades have witnessed a surging interest in the application of Te based chalco-
genide alloys in optical data storage. The most prominent and widespread use of such
materials is in rewritable (RW) versions of optical data storage systems like the compact
disk (CD) or the digital versatile disk (DVD)[91]. The phase change recording technology
is based on a laser-induced reversible amorphous-to-crystalline transition of a thin phase
change film. Writing of amorphous marks is realized by applying a focused laser pulse to
heat the crystalline layer above the melting point and rapidly quenching it to the amor-
phous state. The difference in the optical properties of the crystalline and amorphous
states enable information to be read out as a change in reflectance. The recorded infor-
mation is erased by heating the material with the same focused laser beam sufficiently long
above its crystallization temperature but below the melting temperature [92]. The dra-
matic resistivity contrast between the two states has extended the phase change storage
concept to non-volatile semiconductor memories. A number of recent developments have
made it possible to use phase change random access memory (PCRAM) devices as prac-
tical high-performance nonvolatile memory elements [24, 93]. Electrical memory devices
based on chalcogenide materials also utilize reversible phase changes between amorphous
and (poly) crystalline states. To write data (Reset: Bit 0), current pulses of high magni-
tude and short duration are applied to the material to induce local melting through Joule
heating. Erasing (Set: Bit 1) is attained by heating the stored bit above its glass tran-
sition temperature. Due to the rapid switching between the amorphous and crystalline
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states, PCRAM is considerably faster than Flash memory by more than 10 times and
could even be less expensive in production because of its simple fabrication technology
and structure [94]. In the last decade, several chalcogenides have been studied to fulfill
the requirements for a suitable phase change material. Among these, Ge-Te based binary
and ternary systems were investigated extensively as candidates for optical data storage
[19, 95, 96, 97]. Ge2Sb2Te5 (GST) has shown both a fast phase transformation and high
cyclability [98]. However for PCRAM applications the reset current is high. To extend
the search for new phase change alloys with superior performance in both optical and elec-
tronic storage applications design rules should be established. With this consideration in
mind, the properties of the Sn-Se compound system have been investigated to establish
trends from the periodic table of elements to predict new phase change alloys. In this
work, the effect of replacing Ge by Sn and Te by Se is investigated. GeTe and SnSe have
the same average number of valence electrons per atom (<5e>) and similar band gaps
Figure 4.1: Phase diagram of the binary Sn-Se system. SnSe2 is a stable composition close
to the eutectic.
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(GeTe: 0.73 ∼ 0.95 eV and SnSe: 0.95 eV) [99]. Despite the similarity in the type of
coordination, the structure of GeTe and SnSe are different. GeTe has a rhombohedral
structure resulting from a distortion of the cubic lattice along [111] direction while SnSe
has an orthorhombic structure [100]. To fully understand the material properties of the
Sn-Se system, several binary compounds in the Sn-Se phase diagram were studied [101].
The phase diagram of the Sn-Se based binary system is presented in Fig. 4.1. In this
system two chemical compounds exist: SnSe and SnSe2. However thermal analysis indi-
cates the existance of Sn2Se3, formed by a peritectic reaction at 650
◦C. X-ray diffraction
investigation of bulk Sn2Se3 alloy revealed phase segregation to SnSe and SnSe2. This
shows that a single phased Sn2Se3 compound is not thermodynamically favourable in the
bulk state. However, a metastable phase could be formed in thin films. The temperature
dependence of electrical and structural properties of thermally evaporated SnSe, SnSe2
and Sn2Se3 films were examined and reported. The kinetics of structural transformations
were further investigated from temperature dependent sheet resistance measurements to
determine the activation barrier against crystallization. This technique is sensitive to
structural changes because of the associated high resistivity change. The temperature
dependence of the film structure was determined by x-ray diffraction (XRD). In order to
confirm the microstructure of these films, Atomic Force Microscopy (AFM) measurements
were employed. X-ray reflectometry (XRR) was used to determine the temperature de-
pendence of the density and thickness change of the films [102]. To screen the minimum
time of amorphization or the mechanism of recrystallisztion, a static tester was employed.
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4.2 The SnSe alloy
4.2.1 Temperature dependent electrical properties
Previous work by several authors has demonstrated that the temperature dependence of
the electrical resistivity offers a fast and precise method to investigate structural trans-
formations of phase change materials. This method employs the huge change in electrical
resistivity associated with structural transformations to determine precisely the phase
transition temperature, the activation energy for electrical conduction as well as the re-
sistivity contrast between the two states. This technique was employed to obtain the
electrical properties to correlate them subsequently with structural transformations of
Sn-Se based binary alloys. Fig. 4.2 displays the temperature dependence of the sheet
resistance Rs upon annealing 90 nm thin films obtained using a heating rate of 5K/min.
The sheet resistance of the as-deposited SnSe film was determined to 1.6 × 106 Ω/
which corresponds to a resistivity ρ of 14.4 Ωcm. The low resistivity value of the SnSe
alloy at room temperature was attributed to the partial crystallinity of the film in the
as-deposited state as will be shown by structural investigations in the next section. The
sheet resistance decreases continuously below the transition temperature T c where a grad-
ual drop occurs at around 215 ◦C. The decrease in resistivity with increasing temperature
just before the onset of the transition demonstrates a semiconductor like behavior. To
further understand this behaviour, the temperature dependence of resistivity expression
for typical semiconductors was used for the SnSe alloy.
ρ = ρ0 exp (−Eac/kT ) (4.1)
ρ0 is a pre-exponential factor and Eac is the activation energy for electrical conduction
determined from the slope (−Eac/k) of Eqn. 4.1. Using the above expression, the activa-
tion energy for electrical conduction Eac of SnSe film was determined to 0.13 ± 0.01 eV.
The pinning of the Fermi level in the middle of the band gap ensures that the activation
96
4.2 The SnSe alloy
S
h
e
e
t 
re
s
is
ta
n
c
e
 (
/s
q
u
a
re
 )
W
50 100 150 200 250 300
10
2
10
3
10
4
10
5
10
6
10
7
10
8
10
9
10
10
Measured data
Linear fit
E
ac
= 0.13 ± 0.01 eV
Temperature ( C)°
Figure 4.2: Temperature dependence of the sheet resistance Rs for an 90 nm thin SnSe
film obtained for a heating rate (dT/dt) of 5 K/min. From the linear fit, the
resistance of the amorphous phase at room temperature is extrapolated while
the activation energy for electronic transport is determined from the slope.
energy for electron transport is given as:
Eac = Eg/2 + ∆E (4.2)
Where Eg/2 is the distance from the Fermi level to the conduction band and ∆E is
the depth of the trap states. For intrinsic conduction in which the number of electrons
and holes are equal, the Fermi level is situated at the middle of the band gap and the
activation energy for electron transport is given simply as half the band gap energy. Since
the reported band gap energy of amorphous SnSe is about 0.9 eV, the activation energy
for electron transport should be over 0.4 eV. However, the measured activation energy
(Eac = 0.13 ± 0.01 eV) for electron transport is much smaller than the expected value.
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Such a disparity in these values could be attributed to the partial crystallinity in as-
deposited film. Therefore the measured activation energy for electron transport is not for
the amorphous but for the crystalline state. Upon subsequent cooling to room temperature
a monotonic increase characteristic of a semiconducting film is observed. In addition, the
total reduction in sheet resistance is about one order of magnitude. The gradual change
in sheet resistance which is accompanied by a change in electronic properties could be
attributed to crystal growth. To confirm this, XRD and AFM investigations have been
performed for both phases and the results are presented in the next section.
4.2.2 Investigation of structural properties
Fig. 4.3 displays the XRD spectra for SnSe alloy in the as-deposited state and after
isothermal annealing at 270 ◦C for 20 minutes. In Fig. 4.3 the as-deposited SnSe film is
already crystalline upon deposition. The observed and calculated peak positions and the
corresponding d spacings of the as-deposited SnSe film are tabulated in table 4.1. The
XRD spectrum of the as-deposited SnSe sample displayed in fig. 4.3 shows crystalline
peaks which have been identified to correspond to an orthorhombic structure with the
lattice parameters a = 4.392 ± 0.014 A˚, b = 4.187 ± 0.011 A˚, and c = 11.539 ± 0.048
A˚. From the XRD spectrum of the same sample annealed at 270 ◦C, the observed and
calculated peak positions and the corresponding d spacings are determined. In table
4.2 these values are presented and identified as an orthorhombic structure with lattice
parameters a = 4.366 ± 0.022 A˚, b = 4.183 ± 0.019 A˚, and c = 11.574 ± 0.049 A˚. This
explains the low resistivity contrast of the SnSe alloy, which arises from grain growth
during annealing.
The lattice parameters are in good agreement with values reported by G. Lucovsky et
al. of a = 4.46 A˚, b = 4.19 A˚, and c = 11.57 A˚ [103]. Studies by I. Lefebvre et al
have further described the atomic arrangement of the Sn and Se atoms in the SnSe alloy
[104]. The atomic distribution of SnSe alloy is illustrated in Fig. 4.4. From this figure
it can be seen that Sn and Se atoms form double layers constituting of two planes of
zigzag Sn-Se chains perpendicular to the longest axis. The comparison between the as-
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2θ [°]
Figure 4.3: X-ray diffraction scans of 90 nm thin films in the as-deposited state and af-
ter isothermally annealing at 270 ◦C for 20 minutes. All measurements were
performed under a grazing angle θ of 0.75◦. The as-deposited film is already
polycrystalline upon deposition.
h k l d(obs) d(cal) ∆d 2θ(obs) 2θ(cal) ∆2θ
0 0 2 5.9054 5.7698 0.1357 14.990 15.345 -0.355
1 0 2 3.4570 3.4948 -0.0378 25.750 25.466 0.284
1 1 0 3.0105 3.0309 -0.0204 29.650 29.446 0.204
1 1 1 2.9304 2.9315 -0.0010 30.480 30.469 0.011
1 1 3 2.3811 2.3806 0.0005 37.750 37.758 -0.008
0 2 0 2.0861 2.0939 -0.0078 43.340 43.170 0.170
2 0 3 1.9028 1.9072 -0.0044 47.760 47.644 0.116
1 1 5 1.8375 1.8362 0.0013 49.570 49.608 -0.038
2 2 1 1.5059 1.5025 0.0034 61.530 61.683 -0.153
Table 4.1: The observed and calculated peak positions and the corresponding d spacing
for an XRD measurement performed on an as-deposited SnSe sample.
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h k l d(obs) d(cal) ∆d 2θ(obs) 2θ(cal) ∆2θ
0 0 2 6.1333 5.7871 0.3462 14.430 15.298 -0.868
1 0 2 3.4530 3.4855 -0.0325 25.780 25.536 0.244
1 1 1 2.9173 2.9230 -0.0056 30.620 30.560 0.060
1 1 3 2.3660 2.3785 -0.0125 38.000 37.793 0.207
0 2 0 2.0976 2.0920 0.0056 43.090 43.211 -0.121
2 0 3 1.8972 1.9000 -0.0028 47.910 47.834 0.076
1 1 5 1.8295 1.8374 -0.0079 49.800 49.572 0.228
2 0 5 1.5914 1.5882 0.0031 57.900 58.026 -0.126
2 0 7 1.3191 1.3181 0.0010 71.460 71.522 -0.062
Table 4.2: The observed and calculated peak positions and the corresponding d spacing
of an XRD measurement performed on a SnSe sample annealed at 270 ◦C.
deposited and annealed SnSe film shows a decrease in the intensity of the (111) peak
and an increase in the intensity of the (002) peak. This could possibly be explained as a
tendency to reduce the surface free energy. The surface free energy of (002) plane should
be smaller than the one for the (111) plane, since the packing density is higher for the
(002) plane. In addition, the decrease in the width of the (111) peak indicates grain
growth upon annealing. This point requires the investigation of the film microstructure,
which has been performed using Atomic Force Microscopy (AFM). The microstructure of
alloys has been investigated by AFM to monitor the surface topography upon the phase
transformation. The data showing the AFM images of SnSe sample in the as-deposited
and annealed state are presented in Figure 4.5. The two figures have the same scale
for ease of comparison. The grain size increases upon annealing, while the density of
the grains decreases. These observations could account for the gradual change in sheet
resistance upon annealing, which is attributed to grain growth [105].
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Sn
SeSe
Figure 4.4: The atomic distribution of SnSe system. Sn and Se atoms form double layers
made up of two planes of zigzag Sn-Se chains perpendicular to the longest
axis.
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As deposited After annealing
Figure 4.5: Atomic Force Microscopy measurements of 90 nm SnSe alloy on a glass sub-
strate before and after annealing at 270 ◦C for 20 minutes.
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Figure 4.6: Temperature dependence of the sheet resistance Rs with different heating rates
(dT/dt) and Kissinger plot from which the activation energy Ea of the amor-
phous to crystalline transition at Tc is determined to 2.01 ± 0.11 eV.
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4.2.3 Kinetics of the structural transformations
Now that XRD has established that the transition in sheet resistance is attributed to a
structural change at around 215 ◦C, the kinetics of the structural transformation were
investigated. To determine the activation barrier for crystallization, temperature depen-
dent sheet resistance measurements were performed at various heating rates (dT/dt). The
resulting plots are shown in Fig. 4.6. The heating rates for each curve are indicated in
the insert. A shift in the position of the phase transition to higher temperatures with in-
creasing heating rate is clearly observed. We apply Kissinger’s analysis which relates the
transition temperature T c, the rate of heating (dT/dt), and the activation energy Eaby
the formula
ln
[
(dT/dt) /Tc
2
]
= C − (Ea/kBTc) (4.3)
Where C is a constant and kB is the Boltzmann constant. A plot of ln[(dT/dt)/Tc
2]
against 1/Tc yields a straight line with slope (-Ea/kB). The activation energy determined
from the corresponding Kissinger plot [62], shown in Fig. 4.6 is 2.01 ± 0.11 eV. To our
knowledge this is the first determination of the activation energy of crystallization for Sn-
Se based binary system. The activation energy for crystallization has been decomposed
into an activation energy for nucleation and growth respectively by the below equation
derived using the Johnson-Mehl-Avrami model.
∆E =
3
n
·∆En + 1
n
·∆Eg (4.4)
where En and Eg are the activation barriers for nucleation and crystal growth, respec-
tively, and n is the Avrami exponent which reflects the nucleation rate and the growth
morphology. The Avrami exponent n depends on the dimension and the nucleation mode
(e.g., site saturated versus continuous nucleation). For d -dimensional growth the model
predicts n = d for site saturated nucleation and n = d + 1 for continuous nucleation. The
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total activation energy for crystallization of GeTe has been previously reported to 2.18 ±
0.39 eV [78], which is the same order of magnitude as that of SnSe. While the activation
barrier for crystallization of GeTe resembles the value for SnSe, the crystallization be-
havior of these two alloys differs considerably. Since SnSe is already partially crystalline
at room temperature, the measured activation energy is governed by the activation en-
ergy for grain growth while the activation barrier for GeTe includes both nucleation and
growth. Therefore, it can be expected that the activation barrier for nucleation of SnSe
is considerably smaller than that of GeTe. That means SnSe is a highly nucleation dom-
inated phase change material which can be crystallized even during deposition by MBE.
This assumption could be supported by indication of Tg/Tm value which were described
by our group. We have recently been able to measure the glass transition temperature for
several phase change materials using differential scanning calorimetry [106, 107]. These
measurements reveal that T g is usually very close to the crystallization temperature T c.
It was additionally shown that the mechanism of recrystallization, i.e. the distinction
between nucleation or growth dominated phase change alloys is consistently related to
the T g/Tm value [108]. This ratio is typically around 0.5 for suitable phase change al-
loys. In comparision with typical value of 0.5, alloys with smaller values of T g/Tm show
nucleation-dominated crystallization while slightly higher values of T g/Tm are character-
ized by growth-dominated crystallization. From the phase diagram, it is seen that the
melting temperature (Tm) and transition temperature (T g) of SnSe is 1153K and 488K,
respectively. Therefore, the T g/Tm value of SnSe is determined to 0.42 which is below
0.5. From this value, it can be concluded that SnSe is a nucleation dominated material.
Besides the activation energy, density change during reversible transformation is another
quantity important for the application of chalcogenide films in optical and electrical data
storage. Crystallization usually leads to an increase in film density and a corresponding
reduction in film thickness. The information about the density change upon crystalliza-
tion is crucial in phase change media technology since it is related to the stresses induced
in the layer stack system during write/erase cycles. Large density changes could lead
to pronounced mechanical stresses in the film and could cause severe limitations for the
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cyclability of the material. In order to investigate the density and thickness change upon
crystallization XRR measurements on samples were performed at different temperatures.
4.2.4 Density and thickness change upon crystallization
To determine the density and thickness change upon crystallization, X-ray reflectometry
(XRR) was used. XRR is a highly precise technique which determine the density and film
thickness to ± 0.05 g/cm3 and ±1A˚, respectively. Figure 4.7 presents XRR spectra of
the as-deposited SnSe film and the same film after annealing at 270 ◦C for 20 min. The
alloys were annealed at various temperatures in an Ar ambient and then cooled to room
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Figure 4.7: X-ray reflectometry measurements of an as-deposited SnSe film (open circles)
and for the same film annealed at 270 ◦C for 20 minutes (solid circles). The
position of the total reflection edge is shown in the inset to illustrate the
density change upon annealing. The decrease in film thickness is also evident
from the shift in the position of the intensity maxima.
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temperature. All the XRR measurements were performed at room temperature. A clear
shift towards higher angles upon annealing (see inset) indicates an increase in density,
since the critical angle for total external reflection is proportional to the square root of
the film density [109]. Hence it can be concluded that the as-deposited sample has a lower
density than the annealed sample. Comparing the as-deposited reflectivity spectrum with
the spectra of the annealed sample, a thickness change is evident from the period of the
interference fringes. In some regions, the interference fringes of the two spectra are in
phase and out of phase in other regions. Counting the interference fringes between two
points reveals that the period of the interference fringes for the annealed sample is larger
than that of the as-deposited spectrum. Hence, a reduction in film thickness is observed
upon annealing. Figure 4.8 shows the development of the density and thickness of SnSe
film for different annealing temperatures. The temperature dependence of the density and
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Figure 4.8: Temperature dependence of the normalized density and thickness for SnSe film
obtained from XRR measurements. The maximum density and thickness is
normalized to 1.
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film thickness was determined from x-ray reflectometry measurements of an as-deposited
sample and for the same sample isothermally annealed at different temperatures for 20
min. All XRR measurements were performed at room temperature. Density values of
5.31 ± 0.05 g/cm3 and 5.65 ± 0.05 g/cm3 are obtained for the sample in the as-deposited
state and after annealing at 270 ◦C, respectively. This corresponds to a density increase
of 5.0%. The film density measured by XRR for films annealed above Tc are still lower
than the crystalline XRD density (ρ = 6.07 g/cm3)(JCPDS-ICSD PDF no.72-1460). This
implies the existence of pores in the film. In comparison, for GeTe the density of the as-
deposited state and the crystalline state has been reported to 5.60 g/cm3 and 6.06 g/cm3,
respectively, corresponding to a density change of 8.7% [110]. Thus SnSe has a smaller
value of density change upon annealing than GeTe. This could be due to the partial
crystallinity of the as-deposited state of the SnSe alloy. The thickness reduction of the
SnSe film is determined to 5.0% and compares well with the density increase indicating
no material loss during annealing.
4.2.5 Static tester experiments
To analyze and understand the amorphization and crystallization experiments with the
static tester, reflectance measurements on both phases are required. The optical contrast
of SnSe was investigated by optical spectroscopy and the results are presented in Fig. 4.9.
The change in optical properties is largely due to a change in the matrix elements of the
as-deposited and crystalline state. However, the reflectivity of the as-deposited state is
influenced by the partial crystallinity. This leads to a low reflectivity contrast because the
atomic rearrangements upon annealing are not sufficient to change the optical properties.
The reflectivity contrast between two states are determined to 5.0% at the wavelength of
the laser source used in the static tester (λ = 830 nm). However, this 5.0% reflectivity
contrast is not for the phase change from the amorphous to the crystalline state, but for
the change from a partially crystalline to the fully crystalline state. Amorphization is a
process which occurs in the order of nanoseconds. It involves the local melting of the
alloy and subsequent rapid cooling to room temperature to freeze the atoms in the glassy
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Figure 4.9: Reflectance measurements of SnSe alloy on as-deposited (blue line) and an-
nealed state (red line). The reflectivity contrast between two states are deter-
mined at the wavelength of the laser source used in the static tester (λ = 830
nm).
state. 80 nm thin films of SnSe were deposited on a glass substrate and crystallized in the
oven for the amorphization experiment. The amorphization process was performed using
a static tester in which a laser source of varying power and time duration was applied
to the crystalline SnSe thin film. The reflectivity change was simultaneously monitored
for each laser pulse. The change in reflectivity corresponding to each power and time
pulse was then plotted in a Power Time Effect diagram (PTE) of Fig 4.10. The PTE
diagram shows the effect of reflectivity change due to the laser power P (2.53 - 32.9 mW)
as a function of pulse duration t (5 - 1000 ns). The PTE diagram shows the reflectivity
change upon the application of a laser pulse of varying power and time duration. The
color code represents the reflectance change as the effect of the amorphization pulse on the
isothermally annealed sample at 270 ◦C. From the PTE diagram, the region I represents no
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change in reflectivity, this also holds for regions of high laser power and low pulse durations
for which no effect on the reflectivity has been observed. At lower powers and long pulse
durations the reflectivity does also not change at all. A reflectivity change of zero means
that the sample remains in the crystalline state regardless of the power and time duration
of the applied laser. The explanation for this observation is that there is little or no
optical contrast for this alloy. However, in region II, with high powers and short pulse
durations the reflectivity decreases considerably and this corresponds to amorphization of
the film. Amorphization is symbolized by a decrease in the reflectivity and therefore has
as a negative value measured with respect to the reflectivity of the amorphous phase. The
reflectivity change due to amorphization was determined to be about -8.0%. The minimum
pulse duration for starting amorpization is about 20 ns at 20 mW power. In region III,
with high powers and long pulse durations the reflectivity increases even higher than that
of the crystalline state which was already annealed at 270 ◦C for 20 min. This clearly shows
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Figure 4.10: PTE diagram to depict the amorphization of a SnSe sample previously an-
nealed at 270 ◦C.
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that the laser produced crystalline phase has different optical properties compared to the
annealed crystalline phase in the oven. Fig. 4.11 shows the recrystallization behavior of
the SnSe alloy. The recrystallization process has been performed by applying moderate
laser powers to heat the amorphous bits for a sufficiently long period above its glass
transition temperature to induce complete crystallization. The crystalline sample was
first amorphized by a fixed write pulse, which was later accompanied by a variable erasure
pulse to remove the written amorphous bit. Among the two pulses there is one with a
variable time duration and power and this is the post crystallizing pulse while the pre-
pulse has a fixed power and time duration for making amorphous bits. With the fixed
pre-pulse of 20 mW in power and 30ns in pulse duration, amorphous bits can be produced
with the reflectivity of -8.0%. The region I in this figure denotes that the erasure has
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Figure 4.11: PTE diagram illustrating the recrystallization event on crystalline SnSe sam-
ple. The condition of the fixed pre-pulse for amorphization is 20 mW in
power and 30 ns in pulse duration. The minimum recrystallization time is
determined to 40 ns
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not occurred. In region II, the recrystallization takes place and the reflectivity change
becomes positive. From the PTE diagram in Fig. 4.11, the recrystallization could be
started at 40 ns in pulse duration and 20 mW in power.
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4.3 The SnSe2 alloy
4.3.1 Temperature dependent electrical properties
Figure 4.12 displays the temperature dependence of sheet resistance Rs upon annealing a
90 nm thin SnSe2 film obtained using a heating rate of 5K/min. The sheet resistance of the
as-deposited SnSe2 film is determined to 8.4 × 108 Ω/ and this corresponds to a resistiv-
ity ρ of 7,560 Ωcm. This resistivity value is higher than that of GeTe (750 Ωcm) which was
also deposited by MBE. Using the Eqn. 4.1, the activation energy for electrical conduction
Eac of SnSe2 film is determined to 0.76 ± 0.02 eV. The pinning of the Fermi level in the
middle of the band gap ensures that the activation energy for electron transport is given
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Figure 4.12: Temperature dependence of the sheet resistance Rs for SnSe2 film obtained
for a heating rate (dT/dt) of 5 K/min. The activation energy for electronic
transport is determined by the linear fit for the resistance of the amorphous
phase before the transition.
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in Eqn. 4.2 which was already mentioned in the previous section. From the activation
energy for electrical conduction, the optical gap of amorphous SnSe2 is determined to 1.52
± 0.04 eV. This value is a little bit larger than that of the amorphous state of SnSe2 (Eg
= 1.33 eV) measured by optical spectroscopy. The crystallization temperature of SnSe2
was determined to 220 ◦C which is higher than that of GeTe (Tc = 170
◦C). This high
transition temperature ensures that a high data retention is expected as the recorded bits
are more stable against spontaneous crystallization. Electrical contrast is a mandatory
requirement in electronic memory applications. A contrast of three orders of magnitude or
more is preferred. The electrical contrast of SnSe2 between the amorphous and crystalline
state was determined to 8.3 × 105. Hence SnSe2 is a promising candidate for PRAM
applications from the point of view of resistance contrast and crystallization temperature.
The thickness of the crystalline SnSe2 film is determined by X-ray reflectometry to 75.5
nm. From this value and the corresponding sheet resistance for the crystalline state of
SnSe2 (2.89 × 103 Ω/) film, a resistivity ρ of 22 mΩcm is obtained. The resistivity
of SnSe2 in the crystalline state is higher than that of GeTe (ρ = 2 mΩcm) [111]. The
difference of resistivity in the crystalline state could be attributed to the fact that GeTe
has a higher carrier density than SnSe2. Studies on single crystals have shown that the
carrier concentration of GeTe (N = 1.0 × 1020 cm−3) is 2 orders of magnitude higher than
that of SnSe2 (N = 1.57 × 1018 cm−3) [112, 113]. Furthermore the resistivity of SnSe2 in
the crystalline state is over 10 times higher than that of Ge1Sb2Te4 (ρ = 1.6 mΩcm), an
alloy which has been tested for PCRAM applications [114]. This is an important result
since a high crystalline resistivity is required to ensure a low reset current for low power
consumption in PCRAM devices for CMOS integration. This implies that SnSe2 alloy
could possibly minimize the RESET current of PCRAM applications. However it remains
to be seen whether this alloy shows threshold switching [115]. As we already observed in
the section on the SnSe alloy, the increase in sheet resistance upon cooling for the SnSe
alloy is indicative of a semiconductor like behavior in the crystalline state. However upon
cooling of SnSe2 alloy, a semi metallic behavior is observed. The sudden drop in sheet
resistance which is accompanied by a pronounced change in electronic properties could be
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attributed to a phase transformation. In the next section, XRD and AFM investigations
have been performed for both phases and the results are presented.
4.3.2 Investigation of structural properties
SnSe2 belongs to the MX2 compounds, where M represents a group IV element and X
represents a group VI element (Te, Se, S). These compounds have a crystal structure
of CdI2 type, where layers of M atoms are sandwiched between two layers of X atoms.
Figure 4.13 shows the XRD spectra for the SnSe2 alloy in the as-deposited state and after
isothermally annealing at 270 ◦C for 20 minutes. In the as-deposited state, the presence
of the weak and very broad peaks is indicative for an amorphous phase. After annealing,
diffraction peaks emerge, indicating a hexagonal phase with lattice parameters of a = 3.799
± 0.002 A˚ and c = 6.127 ± 0.002 A˚. The structure has been obtained from indexing the
angular positions of the Bragg reflexes from which the comparison between the theoretical
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Figure 4.13: X-ray diffraction scans of SnSe2 thin film in the as-deposited state and after
isothermally annealing at 270 ◦C for 20 minutes. All measurements were
performed under a grazing angle θ of 0.75◦.
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h k l d(obs) d(cal) ∆d 2θ(obs) 2θ(cal) ∆2θ
0 0 1 6.1291 6.1267 0.0024 14.440 14.446 -0.006
0 0 2 3.0651 3.0633 0.0018 29.110 29.128 -0.018
1 0 1 2.9016 2.8986 0.0031 30.790 30.823 -0.033
1 0 2 2.2420 2.2420 0.0000 40.190 40.190 -0.000
0 0 3 2.0426 2.0422 0.0004 44.310 44.319 -0.009
1 0 3 1.7367 1.7351 0.0016 52.660 52.712 -0.052
0 0 4 1.5318 1.5317 0.0001 60.380 60.386 -0.006
1 0 4 1.3880 1.3886 -0.0006 67.420 67.386 0.034
2 0 3 1.2810 1.2811 -0.0001 73.930 73.923 0.007
Table 4.3: The observed and calculated peak positions and the corresponding d spacing
of an XRD measurement performed on a SnSe2 sample annealed at 270
◦C.
and the corresponding experimental angles are presented in table 4.3. The observed and
calculated peak positions and the corresponding d spacings of the crystalline state of the
SnSe2 film is also tabulated. The lattice parameters are in good agreement with values
reported by K. Bindu et al. of a = 3.81 A˚ and c = 6.14 A˚ [116]. The atomic distribution
of SnSe2 is illustrated by Fig. 4.14. Hexagonal SnSe2 has a layer-structure in which Sn
layers are sandwiched between two Se layers facing each other. Each Sn atom has six
nearest neighbours of Se atoms in an octahedral coordination [117]. The microstructure
of the SnSe2 alloy has been investigated by AFM to monitor the surface topography upon
the phase transformation. The AFM image of the SnSe2 film before and after annealing is
presented in Fig. 4.15. The film roughness in the as-deposited state is extremely low, but
upon crystallization the size of the grains and the film roughness increase considerably.
4.3.3 Kinetics of the structural transformations
The transformation from the amorphous to the metastable crystalline state is a thermally
activated process against an activation barrier. Although the kinetics of crystallization
depends on a variety of parameters, the crystallization temperature and activation en-
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Sn
Se
Figure 4.14: The atomic distribution of SnSe2 system. Hexagonal SnSe2 has a layer-
structure in which Sn layers are sandwiched between two Se layers facing
each other. Reproduced from [85].
ergy can be used to ensure the stability of a glass forming system against spontaneous
crystallization. Generally the crystallization temperature Tc and the activation energy
Ea of a phase change material are used as a first indication of its archival life stabil-
ity. In Fig. 4.16 the temperature dependence of sheet resistance is presented for different
heating rates (dT/dt). The heating rates are denoted in the inset for each curve. The
transition temperature was determined from the minimum value of the derivative of the
sheet resistance (dRs/dT ). The shift in the transition temperature to higher temperatures
with increasing heating rate is clearly observed. The Kissinger’s method was employed
to determine the activation energy for crystallization. From the Kissinger plots, shown
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As deposited After annealing
Figure 4.15: Atomic Force Microscopy measurements of 90 nm SnSe2 alloy on a glass
substrate before and after annealing at 270 ◦C for 20 minutes.
in Fig. 4.16 the activation energy for crystallization of the SnSe2 alloy is determined to
1.93 ± 0.07 eV. The most attractive alloy from the point of view of applications is clearly
SnSe2. This material is amorphous in the as deposited state (in contrast to SnSe) and
crystallizes into a single phase (in contrast to Sn2Se3). The transformation temperature
is higher than 200 ◦C and the activation energy of 1.93 eV is also indicative of stable
amorphous marks. As we already mentioned in the section on the SnSe alloy, the value
of T g/Tm can be a simple parameter to describe crystallization kinetics. For SnSe2, with
a melting temperature Tm of 948 K [118] and crystallization temperature of 493 K, a
value (T g/Tm) of 0.52 was determined. This makes it qualify as a phase change alloy that
undergoes a growth-dominated crystallization. Dedicated experiments would be required
to confirm this mechanism of recrystallization.
4.3.4 Density and thickness change upon crystallization
Figure 4.17 presents XRR spectra of the as-deposited SnSe2 film and the same film af-
ter annealing at 270 ◦C for 20 min. Figure 4.18 shows the development of the density
and thickness of the SnSe2 film for different annealing temperatures. The temperature
dependence of the density and film thickness was determined from x-ray reflection mea-
surements of an as-deposited sample and for the same sample isothermally annealed at
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Figure 4.16: Temperature dependence of the sheet resistance Rs with different heating
rates (dT/dt) and Kissinger plot from which the activation energy Ea of the
amorphous to crystalline transition at Tc is determined.
different temperatures for 20 min. All measurements were performed at room tempera-
ture. The density of the as-deposited SnSe2 film is determined to be 4.77 g/cm
3. After
annealing, the density of the SnSe2 film increases to 5.75 g/cm
3. This corresponds to a
density increase of 17.0%. In comparison, for GeTe the density of the as-deposited state
and the crystalline state has been reported to 5.60 g/cm3 and 6.06 g/cm3, respectively,
corresponding to a density change of 8.7%. The value for the density change of SnSe2 is
considerably larger than that of the GeTe alloy. The reason of the remarkable density
change of SnSe2 film could be explained with the EXAFS analysis on SnSe2 done by Pe-
ter Zalden et al [85]. They have evaluated the large density contrast and account it to
the large difference in the number of nearest neighbors between the amorphous and the
crystalline state. The density of the crystalline state of SnSe2 film which was measured by
XRR is lower than the reference crystalline XRD density (ρ = 5.95 g/cm3)(JCPDS-ICSD
PDF no.23-0602). Such a disparity in these values could be attributed to defects in the
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Figure 4.17: X-ray reflectometry measurements of an as-deposited SnSe2 film (open cir-
cles) and for the same film annealed at 270 ◦C for 20 minutes (solid circles).
The position of the total reflection edge is shown in the inset to illustrate the
density change upon annealing.
crystalline film.
4.3.5 Static tester experiments
Although the Kissinger plot is frequently used to investigate the crystallization behavior of
the amorphous film, the activation energy is temperature dependent at elevated temper-
atures. Thus we have employed a static tester to investigate the crystallization behavior
on the nanosecond time scale. The power-time-effect (PTE) diagram shows the reflectiv-
ity change of the alloys as a function of laser power and pulse duration. Before starting
the PTE measurement, the reflectivity contrast for the SnSe2 alloy was determined by
Lamda-25 measurements for both films in the as-deposited and crystalline state. The
results of the measured reflectivity contrast are presented in Fig. 4.19. It is seen that the
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Figure 4.18: Temperature dependence of the normalized density and thickness for SnSe2
film obtained from XRR measurements. The maximum density and thickness
is normalized to 1.
reflectivity contrast of the SnSe2 alloy at 1.5 eV (λlaser = 830 nm) is about 20%. This
indicates that SnSe2 has a sufficient optical contrast which makes it also suitable for phase
change recording. The PTE diagram in Fig. 4.20 shows the reflectivity change upon the
application of a laser pulse of varying power and time duration on the crystalline SnSe2
film. Amorphization proceeds by irradiating the sample with a short but intense laser
pulse to locally melt the material. Since the pulse duration is short and the cooling rates
are high, the atoms of the material are quenched by rapid cooling. The color code repre-
sents the reflectance change as the effect of the amorphization pulse on the isothermally
annealed sample at 270 ◦C. From the PTE diagram, the region I represents the absence of
amorphization. However, in the region II, with high powers and short pulse durations the
reflectivity decreases considerably and this corresponds to amorphization of the film. The
120
4.3 The SnSe2 alloy
200 400 600 800 1000 1200
0,0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1,0
R
e
fle
ct
a
n
ce
Wave length (nm)
SnSe
2
80nm, as deposited
SnSe
2
80nm, annealed
Figure 4.19: Reflectance measurements of SnSe2 alloy on as-deposited (blue line) and an-
nealed state (red line).
minimum pulse duration for starting amorphization is about 200 ns at 30 mW power. In
the region III, with high powers and long pulse durations the reflectivity increases even
higher than that of the crystalline state which was already annealed at 270 ◦C for 20 min.
Until now we have discussed amorphization experiments. However, to test a material
for its usability for re-writable optical data storage as well as phase change memory
applications, we also need to study the recrystallization process. Fig. 4.21 shows the re-
crystallization behavior of SnSe2. This figure shows the change in reflectivity due to the
recrystallization pulse. The amorphous bits were written with a constant pulse duration
of 200 ns and a power of 30 mW leading to a -7% reflectivity change. In this figure three
regions can be clearly distinguished. In region I with green color, a value of reflectance
of -7% means that no crystallization has taken place. The black region III corresponds to
the complete ablation of the film and no recrystallization is expected in this region. In
121
4 Results I : Sn-Se binary system
10
1
10
2
10
3
10
4
1
10
Time (ns)
P
o
w
e
r
(m
W
)
-30,00%
-27,20%
-24,40%
-21,60%
-18,80%
-16,00%
-13,20%
-10,40%
-7,600%
-4,800%
-2,000%
0,8000%
3,600%
6,400%
9,200%
12,00%
I
II III
Figure 4.20: PTE diagram to depict the amorphization of annealed SnSe2 sample at
270 ◦C.
the yellow region II the recrystallization has taken place, and a 0% reflectivity value is
obtained. For the crystalline sample, the minimal time of the recrystallization is about
50 µs in region II. This is the time needed to ensure that a written amorphous region is
completely erased. Therefore it can be concluded that the SnSe2 alloy has a very slow
speed for crystallization. Since the film properties are sensitively dependent on the film
stoichiometry controlled by deposition rates of each elements, another series of SnSe2 films
was prepared by DC magnetron sputtering with a single target and compared with MBE
samples. The results for the sputtered SnSe2 alloy are presented in the subsequent section.
4.3.6 Comparison with sputtered SnSe2 alloy
A temperature dependent sheet resistance measurement was performed on 80nm thin film
of sputtered SnSe2 and the result is plotted in Fig. 4.22 The minimum in the derivative
of the sheet resistance versus temperature curve yields the transition temperature. The
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Figure 4.21: PTE diagram illustrating the recrystallization of a crystalline SnSe2 sample
after applying a fixed pre-pulse of 30 mW in power and 200 ns in pulse
duration.
transition in sheet resistance is observed for this alloy at 254 ◦C. It is seen that the
transition temperature of sputtered SnSe2 is considerably higher than MBE deposited
SnSe2 (T c = 220
◦C). In addition, using the Eqn. 4.1, the calculated activation energy for
electrical conduction Eac of sputtered SnSe2 film is determined to 0.66 ± 0.03 eV. From
this value an optical gap of amorphous SnSe2 was determined to 1.32 ± 0.06 eV. This
value is in more reasonable agreement with the experimentally determined band gap value
for the amorphous state of SnSe2 (Eg = 1.33 eV). (Eg of MBE deposited SnSe2 is 1.52
eV). The increase in sheet resistance upon cooling for SnSe2 follows a profile indicating
a semiconductor like behavior in the crystalline state. The resistivity of sputtered SnSe2
film after crystallization (ρ = 77 mΩcm) is also significantly higher than that of the MBE
sample (ρ = 26 mΩcm). Such high values of the resistivity are required to obtain a low
RESET current. Figure 4.23 shows a θ - 2θ scans of sputtered SnSe2 sample which
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Figure 4.22: Temperature dependence of the sheet resistance Rs for sputtered SnSe2 film
obtained for a heating rate (dT/dt) of 5 K/min. The activation energy for
electronic transport is determined by the linear fit for the resistance of the
amorphous phase before the transition.
was produced by DC magnetron sputtering. The X-ray diffraction measurement shows
that this sputtered SnSe2 alloy is highly textured and presents a crystalline structure,
with the characteristic peaks (001),(002),(003) and (004). The crystals of the SnSe2 are
oriented with the ab-plane being parallel to the substrate. For comparison with the X-ray
diffraction data of SnSe2 alloy prepared by MBE, the grazing incidence X-ray diffraction
investigation on the sputtered SnSe2 sample was performed after isothermally annealing
at 270 ◦C for 20 minutes. The result for the structure of the sputtered SnSe2 sample
is presented in Fig. 4.24. According to the XRD patterns, it is seen that XRD peaks
of sputtered SnSe2 film are matched well with the SnSe2 sample which was produced
by MBE. However, the additional two peaks (at 2θ = 38.9 and 81.0) in the spectra are
identified to the silver paste which was used for 4 point probe measurement. The lattice
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Figure 4.23: θ - 2θ scans of sputtered SnSe2 thin film after isothermally annealing at
270 ◦C for 20 minutes.
constants of the sputtered sample are nearly the same than for the MBE sample (a = 3.801
± 0.003 A˚ and c = 6.132 ± 0.002 A˚). Typical XRR spectra showing also the simulated
fits of a sputtered SnSe2 film are presented in Fig. 4.25 for the as-deposited and upon
annealing at 270 ◦C for 20 minutes. The density of the as-deposited film was determined
to 4.92 ± 0.03 g/cm3 and it increased upon crystallization to 5.60 ± 0.04 g/cm3. This
constitutes an density increase of 12% upon crystallization. It is seen that SnSe2 films
prepared by DC magnetron sputtering yield a lower density change value of 12% than
that of MBE deposited SnSe2 films (17%). This relatively small density change value of
sputtered SnSe2 films makes them more suitable for phase change applications compared
to those prepared by MBE. Hence sputtered SnSe2 alloys show even more attractive results
for PCRAM applications.
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Figure 4.24: Grazing incidence X-ray diffraction scans of sputtered SnSe2 thin film after
isothermally annealing at 270 ◦C for 20 minutes.
4.4 The Sn2Se3 alloy
4.4.1 Temperature dependent electrical properties
Figure 4.26 displays the temperature dependence of the sheet resistance Rs upon annealing
90 nm thin Sn2Se3 film obtained using a heating rate of 5K/min. The sheet resistance
of the as-deposited Sn2Se3 film is determined to 8.5 × 108 Ω/ which corresponds to a
resistivity ρ of 7,650 Ωcm. The resistivity value of the Sn2Se3 alloy is higher than that
of GeTe (750 Ωcm) which was deposited by MBE. Using the Eqn. 4.1, the activation
energy for electrical conduction Eac of Sn2Se3 is determined to 0.57 ± 0.09 eV. The
pinning of the Fermi level in the middle of the band gap ensures that the activation
energy for electron transport is given as Eqn. 4.2 From the value of the activation energy
for electrical conduction, the optical gap of amorphous Sn2Se3 was determined to 1.14 ±
0.18 eV. This value is in reasonable agreement with the experimental determined band
126
4.4 The Sn2Se3 alloy
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
In
te
n
si
ty
(c
p
s)
Sputtered SnSe
2
XRR as-deposited
Density : 4.92 g/cm
3
Thickness : 65.4 nm
0,0 0,5 1,0 1,5 2,0
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
In
te
n
si
ty
(c
p
s)
q [°]
Sputtered SnSe
2
XRR annealed
Density : 5.6 g/cm
3
Thickness : 54.6 nm
Figure 4.25: X-ray reflectometry measurements (open circles) and simulated spectra (solid
line) for thin film of sputtered SnSe2 for the case of an as-deposited and for
the same sample annealed at 270 ◦C for 20 minutes.
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Figure 4.26: Temperature dependence of the sheet resistance Rs for Sn2Se3 film obtained
for a heating rate (dT/dt) of 5 K/min. The activation energy for electronic
transport is determined from the slope of the linear fit for the resistance of
the amorphous phase before the transition.
gap value for the amorphous state of Sn2Se3 (1.04 eV) measured by optical spectroscopy.
The crystallization temperature of Sn2Se3 was determined to 163
◦C which is lower than
that of GeTe (Tc = 170
◦C). The electrical contrast of Sn2Se3 between the amorphous and
crystalline state has been determined to 8.4 × 105 and this makes it a promising material
for phase change memory applications from the point of view of resistance contrast and
crystallization temperature. The thickness of the crystalline Sn2Se3 film is determined by
X-ray reflectometry to 80.1 nm. From this value and the corresponding sheet resistance
for the crystalline state of Sn2Se3 (2.56 × 103 Ω/) film, a resistivity ρ of 21 mΩcm is
obtained. The resistivity of Sn2Se3 in the crystalline state is higher than that of GeTe
(ρ = 2 mΩcm). Furthermore this resistivity is 10 times higher than that of Ge1Sb2Te4
(ρ = 1.6 mΩcm), an alloy which has been tested for PCRAM applications. This implies
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that Sn2Se3 alloy could possibly minimize the RESET current of PCRAM applications. In
addtion, upon subsequent cooling of the Sn2Se3 alloy, a semi metallic behavior is observed.
To correlate the transition in sheet resistance with the structural change, X-ray diffraction
measurements and Atomic Force Microscopy investigations were performed to identify the
structure of both phases. The results of the structural investigation are presented in the
next section.
4.4.2 Investigation of structural properties
To understand and interpret the changes in sheet resistance, X-ray diffraction investiga-
tions were performed for the as-deposited state and after isothermally annealing at 270 ◦C
for 20 minutes. The results for the structure of the Sn2Se3 are presented in Fig. 4.27. Ac-
cording to the XRD pattern in Figure (a), the as-deposited Sn2Se3 film shows weak peaks
related to the SnSe phase superimposed on an amorphous background. After annealing
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Figure 4.27: Grazing incidence X-ray diffraction scans of Sn2Se3 thin film in the as-
deposited state and after isothermally annealing at 270 ◦C for 20 minutes.
All measurements were performed under a grazing angle θ of 0.75◦.
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at 270 ◦C for 20 min, the Sn2Se3 alloy shows phase separation into SnSe and SnSe2 in
Figure (b). The phase separation of Sn2Se3 into SnSe and SnSe2 could be explained from
the heat of formation arguments. Namely if we consider the possible configuration (stoi-
chiometry) formed from Sn2Se3 and their heat of formation we observe the following. The
heat of formation value of SnSe and SnSe2 is -8.86 × 104 J/mol and -12.0 × 104 J/mol,
respectively.
2Sn+ 3Se→ 2SnSe+ Se : 2× (−8.86× 104) = −17.72× 104J/mol
2Sn+ 3Se→ SnSe+ SnSe2 : (−8.86× 104) + (−12.0× 104) = −20.86× 104J/mol
From the above equation, the formation of SnSe + Se phases from the reaction is highly
unlikely due to the higher heat of formation for the SnSe + SnSe2 reaction. This result
is also supported by M. R. Aguiar et al, who have observed a lamellar structure for the
Sn-Se eutectic composition consisting of SnSe and SnSe2 phases which grow side by side,
having the SnSe plane (001) parallel to the SnSe2 plane (001) [119]. The microstructure of
the Sn2Se3 alloy has been investigated by AFM to monitor the surface topography upon
the phase transformation. The AFM image of the Sn2Se3 film before and after annealing
is presented in Fig. 4.28. From the figure, it is seen that the Sn2Se3 alloy shows numerous
As deposited After annealing
Figure 4.28: Atomic Force Microscopy measurements of 90 nm Sn2Se3 alloy on a glass
substrate before and after annealing at 270 ◦C for 20 minutes.
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ring shaped islands in the as-deposited state. This could possibly be correlated with
the SnSe crystalline grains in the amorphous matrix of SnSe2 alloy as shown by X-ray
diffraction measurement. Nevertheless, we can also not exclude that this film morphology
is influenced by residue from the standard substrate cleaning process. After annealing
the morphology of the film surface is considerably changed as shown in the same figure
for the crystalline phase. This could be attributed to grain growth which increases with
annealing.
4.4.3 Kinetics of the structural transformations
The activation energy for the Sn2Se3 alloy was determined from temperature dependent
sheet resistance measurements at various heating rates (dT/dt). The resulting plots are
shown in Fig. 4.29. From the Kissinger plots, shown in Fig. 4.29 an activation energy for
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rates (dT/dt) and Kissinger plot from which the activation energy Ea of the
amorphous to crystalline transition at T c.
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crystallization of Sn2Se3 was determined to 0.58 ± 0.04 eV. This small activation barrier
against crystallization indicates poor stability of material for data retention in PRAM
applications.
4.4.4 Density and thickness change upon crystallization
Figure 4.30 presents XRR spectra of the as-deposited Sn2Se3 film and the same film
after annealing at 270 ◦C for 20 min. Typical XRR spectra of Sn2Se3 are presented in
Fig. 4.30 for the as-deposited and for the same sample annealed at 270 ◦C for 20 minutes.
Figure 4.31 shows the development of the density and thickness of Sn2Se3 film for different
annealing temperatures. The density of the as-deposited Sn2Se3 film is determined to be
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Figure 4.30: X-ray reflectometry measurements of an as-deposited Sn2Se3 film (open cir-
cles) and for the same film annealed at 270 ◦C for 20 minutes (solid circles).
The position of the total reflection edge is shown in the inset to illustrate the
density change upon annealing.
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4.5 Conclusion
Three different alloys of SnXSe100−X have been studied in a search for novel phase change
alloys. By the indication of Tg/Tm values, it can be determined that the SnSe alloy
is nucleation-dominated material while SnSe2 alloy is growth-dominated phase change
material. The most interesting candidate is SnSe2 since it is amorphous as deposited,
crystallizes into a single crystalline phase above 200 ◦C, and has a reasonably high acti-
vation energy for crystallization of 1.93 ± 0.07 eV. All of these attributes indicate that
SnSe2 is a good candidate for phase change memory applications. Furthermore, the alloy
has a higher resistivity (26 mΩcm) in the crystalline state compared with the reference
material Ge2Sb2Te5 (1 mΩcm). This indicates that SnSe2 could possibly minimize the
reset current of PCRAM devices. Another remarkable finding is the drastic change of den-
sity upon crystallization of SnSe2. The density changes of 17% for MBE samples and 12%
for sputtered samples, respectively, are considerably larger than the corresponding change
for GeTe. Whether this property will lead to cyclability problems in storage applications
needs to be checked carefully. Finally it is tempting to speculate how other new phase
change alloys can be identified. We have recently suggested that suitable phase change
alloys are characterized by an octahedral atomic arrangement rather than a tetrahedral
arrangement. For IV-VI alloys with approximately equal concentration of group VI and
non-group VI elements the transition from tetrahedral to octahedral order occurred at
an average electron number Nsp of slightly more than 4.0. SnSe2 has an average valence
electron number of 5.33. More importantly the alloy is characterized by an octahedral
atomic arrangement, apparently characteristic for phase change materials. This implies
that the search for suitable phase change alloys is clearly related to the search for oc-
tahedrally bonded semiconductor. The reason for this link to atomic structure could be
the fact that p-bonded systems with octahedral atomic arrangement are characterized by
electronic instabilities.
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5.1 Introduction
Contrary to optical data storage, the concept of PCRAM utilizes the pronounced electrical
resistivity contrast between an amorphous and a crystalline state to establish the storage
state of the memory. The rapid reversible phase transformation in PCRAM is induced
by a current pulse to heat the active layer usually by Joule heating. The high resistance
(RESET) state is achieved with a large current pulse but short enough to ensure fast
quenching. Recrystallization of the stored bit is attained by an intermediate current with
longer pulse width. This recrystallized spot is usually marked by low resistance and it
is referred to as the SET state. The electrical contrast is read out using a much lower
current to avoid joule heating which may change the status of the bit. Most research
in phase change materials for PCRAM applications have focused on alloys based on the
GeTe-Sb2Te3 pseudobinary tie line as well as doped Sb2Te. The choice of these alloys
for applications in PCRAM was determined by their successful application in rewritable
optical storage. In this respect, the Ge2Sb2Te5 alloy received considerable attention due
to its excellent properties such as high archival lifetime, large electrical contrast, high
number of overwrite cycles, and fast crystallization speed. However, the large reset cur-
rent (∼1mA) of Ge2Sb2Te5 still poses a major challenge for its integration in the CMOS
transistor. The reduction of the cell size as well as the material approach constitutes the
strategies adopted to reduce the reset current. Studies by Kim et al have shown a system-
atic decrease of RESET current with decreasing cell size [120]. However the smallest cell
size attainable is limited by both technological considerations as well as archivability. The
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constraints induced by cell size limits on the reset current could be overcome by adapt-
ing the material approach. The major considerations for this approach involve elemental
doping with nitrogen or Si or other elements to increase crystalline resistivity [121, 122].
In this regard, a significant reset current reduction has been realized for Nitrogen doped
Ge2Sb2Te5 [34]. In addition to this a correlation between reset current and crystalline
resistivity has also been established. To determine the potential candidates for PCRAM
applications it is imperative that the search be extended beyond the GeTe-Sb2Te3 tie line
and thereby include also non GeSbTe based alloys. This search of new phase change ma-
terials is nevertheless ineffective in the absence of selection rules to efficiently determine
suitable alloys for PCRAM applications. Recently theoretical ab-initio calculations were
used to predict suitable phase change materials for optical data storage. Wuttig et al
work on the role of vacancies which have provided blueprints for the prediction of new
alloys [123]. In particular, the Sb-Se chalcogenide system is very attractive due to its
continuous variation of band gap energy and lattice constant, as well as electrical prop-
erties, with composition [124, 125]. The addition of a third elemental impurity such as
Ge, Sn, In, Pb, etc to the Sb-Se system has also produced a pronounced effect on the
structural, physical, optical, electronic and thermal properties [126, 127, 128, 129]. The
continued scientific interest in the Sb-Se binary chalcogenide system is due to its poten-
tial use in photoconductive elements [130] and as well as a data storage material [131],
etc. The addition of a heavy element such as Sn to Sb-Se binary system increases the
glass-forming region and improves its physical properties. This has been shown in the
work of Adam et al [132]. Their work has also shown that the glass formation region of
Sn-Sb-Se systems is smallest next to those of the Ge-Sb-Se and Ge-Sn-Se systems. In
the last section we have discussed the physical properties of the Sn-Se based binary al-
loys. These binary alloys constitute the building blocks of the Sn-Sb-Se ternary system.
Therefore we present in this chapter the data obtained from the stoichiometry libraries
of the Sn-Sb-Se system [133, 134]. This work was an extension of the search for new
phase change materials with superior alloys based on the SnSe-Sb2Se3 and SnSe2-Sb2Se3
pseudobinary system to develop a systematic understanding and enable fast and efficient
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prediction of new materials besides the GeTe-Sb2Te3 system [135]. There are some rea-
sons for the selection. At first, Sn-Se based alloys were investigated recently and the
SnSe2 alloy has shown a remarkable behavior as a suitable candidate for phase change
memory applications [41]. Secondly, the Sn2Sb2Se7 alloy has been previously investigated
for write-once optical recording and therefore its potential for PCRAM applications needs
to be exploited [136]. Finally, the investigation of SnSe-Sb2Se3 and SnSe2-Sb2Se3 pseu-
dobinary systems for PCRAM applications aims at establishing a comparison with the
properties of GeTe-Sb2Se3 pseudobinary system. Figure 5.1 shows a ternary diagram rep-
resenting some constituents of the Ge-Sb-Te system. These nucleation-dominated phase
change materials (Ge2Sb2Te5, Ge1Sb2Te4, and Ge1Sb4Te7) plotted along the pseudobi-
nary GeTe-Sb2Te3 tie-line, have shown a single phased metastable NaCl like structure.
Noboru Yamada et al determined the transition temperatures to 143, 135, and 117 ◦C for
Ge2Sb2Te5, Ge1Sb2Te4, and Ge1Sb4Te7, respectively [19]. From these results it is seen
Te
GeTe
Sb2Te3
0 10 20 30 40 50 60
0
10
20
30
40
50
60
Sb (at %)
G
e
(a
t
%
)
Ge2Sb2Te 5
Ge1Sb2Te 4
Ge1Sb4Te 7
Figure 5.1: The Ge-Sb-Te ternary system. Ge2Sb2Te5, Ge1Sb2Te4, and Ge1Sb4Te7 com-
positions are plotted and labeled along the GeTe-Sb2Te3 pseudobinary tie-line.
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that the transition temperature monotonically increases with increasing GeTe content
along the pseudobinary line, from Sb2Te3 to GeTe. Among these alloys, the Ge2Sb2Te5
has been used in commercial rewritable digital versatile disks (DVD’s) as it fulfills all the
requirements for optical storage. For the comparison, figure 5.2 shows the Sn-Sb-Se based
ternary system indicating the alloys investigated along the SnSe-Sb2Se3 and SnSe2-Sb2Se3
pseudobinary line. The tie-line of SnSe-Sb2Se3 contains the Sn1Sb4Se7 (SnSe-2Sb2Se3),
Sn1Sb2Se4 (SnSe-Sb2Se3), and Sn2Sb2Se5 (2SnSe-Sb2Se3). On the other hand, the alloys
of the Sn1Sb4Se8 (SnSe2-2Sb2Se3), Sn1Sb2Se5 (SnSe2-Sb2Se3), and Sn2Sb2Se7 (2SnSe2-
Sb2Se3) can be founded on the SnSe2-Sb2Se3 tie-line. Figure 5.3 displays the temperature
dependence of sheet resistance Rs upon annealing 80nm Sn-Sb-Se amorphous thin films
at a heating rate of 5 K/min. The results for the compositions on the SnSe-Sb2Se3 pseu-
dobinary line of Sn1Sb4Se7, Sn1Sb2Se4, and Sn2Sb2Se5 are presented in Fig. 5.3(a) while
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Figure 5.2: The Sn-Sb-Se ternary system. Ternary phase diagram depicting different al-
loys along the Ge1Sb4Te7, Ge1Sb2Te4, and Ge2Sb2Te5 compositions are plotted
and labeled along the SnSe-Sb2Se3 and SnSe2-Sb2Se3 pseudobinary tie-line.
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Figure 5.3: Temperature dependent sheet resistance measurements on different alloys of
(a) SnSe-Sb2Se3 pseudobinary line and (b) SnSe2-Sb2Se3 pseudobinary line.
those of the Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 compositions on the SnSe2-Sb2Se3 line
appear in Fig. 5.3(b). The sheet resistance of the films on the SnSe-Sb2Se3 pseudobinary
line decreases gradually with a small resistivity contrast for all compositions. The typi-
cal drastic change in resistance due a phase transition cannot be observed. In addition
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all these compositions show a semiconductor like behavior upon cooling and the sheet
resistance vlaues are increased again up to 109 Ω/ at room temperature. Therefore,
the transition behavior (slight drop) of SnSe-Sb2Se3 pseudobinary alloys is possibly be
correlated to increasing mobility as a result of defect annihilation. It will be explained
with the XRR measurements on Sn1Sb2Se4 alloy in the next section. On the contrary a
drastic decrease in the sheet resistance of the compositions on the SnSe2-Sb2Se3 line upon
annealing beyond 300 ◦C is observed. This sharp decrease in sheet resistance could be at-
tributed to a structural transformation. We will focus on the SnSe2-Sb2Se3 pseudobinary
alloys because of their suitable electrical properties for phase change memory applications.
However, the Sn1Sb2Se4 alloy on the tie-line of SnSe-Sb2Se3 was selected for investigation
to compare with the selected alloys on the SnSe2-Sb2Se3 pseudobinary tie-line.
5.2 The MBE deposited and sputtered Sn1Sb2Se4 alloy
5.2.1 Temperature dependent electrical properties
The compound Sn1Sb2Se4 as shown previously in Fig. 5.3 lies along the SnSe-Sb2Se3
pseudobinary line. Figure 5.4(a) and (b) display the temperature dependence of the
sheet resistance Rs for a 80 nm Sn1Sb2Se4 thin films prepared by thermal evaporation
and sputtering, respectively. Since the sheet resistance at room temperature is very
high beyond the measurement limit (109) of the device, the plot was made just from
150 ◦C which has the stable sheet resistance behavior for both cases. The sheet resistance
decreases gradually upon annealing up to 208 ◦C where a gradual resistance change is
observed. After this transition the sheet resistance decreases by 1 order of magnitude.
The minimum in the derivative of the sheet resistance versus temperature curve yields the
transition temperature. The transition temperature for the Sn1Sb2Se4 alloy made by MBE
is determined to 208.88 ◦C. To determine whether the film properties were dependent on
the deposition rate, Sn1Sb2Se4 films were prepared by DC magnetron sputtering from a
single sputter target and investigated for comparision. In Fig. 5.4(b), the sheet resistance
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Figure 5.4: The temperature dependency of sheet resistance Rs for 80 nm Sn1Sb2Se4 thin
films deposited (a) by thermal evaporation and (b) by DC magnetron sput-
tering. The heating rate (dT/dt) for both cases was 5 K/min. The transition
temperature is almost 10 K smaller for the sample prepared by thermal evap-
oration.
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of sputtered Sn1Sb2Se4 film decreases continuously below the transition temperature T c
where a gradual drop occurs at around 215.77 ◦C. The critical transition temperature of
sputtered film is ≈ 10 K higher than that of the sample prepared by thermal evaporation.
In the as-deposited state, the resistivity of sputtered Sn1Sb2Se4 film is similar that of
MBE deposited Sn1Sb2Se4 alloy. The trends of the sheet resistance upon annealing and
cooling is similiar to that of MBE sample. In case of both kinds of samples, the sheet
resistance increases again to 4.0 × 108 Ω/ upon cooling to room temperature. The
sheet resistance in the as-deposited state can be determined by extrapolating the slope
to over 1010 Ω/. Therefore, the electrical resistivity contrast at the room temperatue
between the as-deposited state and the state after annealing and cooling is 2 order of
magnitude. To understand and interpret the changes in sheet resistance upon annealing
and upon cooling, X-ray diffraction investigations were performed and presented in the
next section.
5.2.2 Investigation of structural properties
Figure 5.5 displays the XRD spectra for Sn1Sb2Se4 alloy obtained from an as-deposited
film and subsequent annealing at 270 ◦C. Two broad peaks are observed for the as-
deposited film, confirming an amorphous phase. From the XRD spectrum of the same
after annealing at 270 ◦C, the observed and calculated peak positions and the correspond-
ing d spacings are determined. In table 5.1 these values are presented and identified
as an orthorhombic structure based on the space group Pnnm (]58). Corresponding to
the orthorhombic phase, the lattice parameters have been calculated as a = 26.61 A˚, b
= 21.06 A˚, and c = 4.042 A˚, respectively. The lattice parameter for Sn1Sb2Se4 alloy
was determined by indexing the corresponding 2θ positions using the Latcoref program.
After investigating the electrical and structural properties of Sn1Sb2Se4, the kinetics of
the amorphous-orthorhombic transition were studied. The activation energy for crystal-
lization was determined by Kissinger analysis and the results appear in the subsequent
section.
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h k l d(obs) d(cal) ∆d 2θ(obs) 2θ(cal) ∆2θ
2 0 0 13.1983 13.3050 -0.1067 6.6916 6.643 0.0486
3 1 0 8.1306 8.1748 -0.0442 10.8726 10.822 0.0506
4 0 0 6.7237 6.6525 0.0712 13.1568 13.309 -0.1522
4 2 0 5.5966 5.6246 -0.0280 15.8218 15.756 0.0658
0 4 0 5.2341 5.2665 -0.0324 16.9254 16.835 0.0904
4 3 0 4.7971 4.8293 -0.0322 18.4804 18.371 0.1094
6 1 0 4.3031 4.3398 -0.0367 20.6239 20.464 0.1599
4 4 0 4.1342 4.1292 0.0050 21.4763 21.520 -0.0437
2 5 0 3.9922 4.0166 -0.0244 22.2497 22.131 0.1187
7 1 0 3.7272 3.7434 -0.0162 23.8539 23.769 0.0849
1 6 0 3.4838 3.4808 0.0030 25.5472 25.591 -0.0438
2 3 1 3.3722 3.3923 -0.0201 26.4082 26.271 0.1372
8 0 0 3.3082 3.3262 -0.0180 26.9287 26.802 0.1267
3 3 1 3.2524 3.2583 -0.0059 27.3999 27.372 0.0279
5 2 1 3.0668 3.0823 -0.0155 29.0931 28.968 0.1251
1 7 0 2.9737 2.9903 -0.0166 30.0253 29.879 0.1463
5 3 1 2.9255 2.9262 -0.0007 30.5317 30.550 -0.0183
6 2 1 2.8603 2.8741 -0.0138 31.2453 31.117 0.1283
8 4 0 2.8039 2.8123 -0.0084 31.8901 31.820 0.0701
7 1 1 2.7338 2.7491 -0.0153 32.7309 32.572 0.1589
8 5 0 2.6047 2.6107 -0.0060 34.4018 34.350 0.0518
7 3 1 2.5646 2.5761 -0.0115 34.9569 34.825 0.1319
10 3 0 2.4779 2.4902 -0.0123 36.2219 36.067 0.1549
11 1 0 2.4014 2.4041 -0.0027 37.4176 37.408 0.0096
11 2 0 2.3575 2.3595 -0.0020 38.1408 38.140 0.0008
10 5 0 2.2538 2.2498 0.0040 39.9696 40.078 -0.1084
12 1 0 2.2027 2.2053 -0.0026 40.9372 40.922 0.0152
7 8 0 2.1586 2.1646 -0.0060 41.8123 41.727 0.0853
4 8 1 2.0948 2.0942 0.0006 43.1482 43.199 -0.0508
0 0 2 2.0276 2.0211 0.0065 44.6552 44.844 -0.1888
Table 5.1: The observed and calculated peak positions and the corresponding d spacing
of an XRD measurement performed on a Sn1Sb2Se4 sample annealed at 270
◦C.
The crystal structure has been identified to orthorhombic with lattice constants
a = 26.61 A˚, b = 21.06 A˚, and c = 4.042 A˚, respectively
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Figure 5.5: The XRD patterns for thermally prepared 90 nm Sn1Sb2Se4 sample in the
as-deposited state and after isothermally annealed at 270 ◦C for 20 minutes.
All measurements were performed under a grazing angle θ of 0.75◦.
5.2.3 Kinetics of the structural transformations
Several temperature dependent sheet resistance measurements according to the Kissinger
analysis have been performed to determine the combined activation barrier for nucleation
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Figure 5.6: Determination of the combined activation barrier using the Kissinger analysis
applied to temperature dependent electrical measurements with heating rates
of 1.0 K/min, 3.0 K/min and 5.0 K/min, respectively. The activation energy
of Sn1Sb2Se4 alloy is determined to 3.88 ± 0.18 eV.
and growth. For the Sn1Sb2Se4 films heating rates of 1.0 K/min, 3.0 K/min and 5.0
K/min were used to determine the activation energy. This value is an indication for the
long time stability of the amorphous phase. The corresponding Kissinger plot is shown in
figure 5.6. The heating rates for each curve are indicated in the insert. A shift in the posi-
tion of the phase transition to higher temperatures with increasing heating rate is clearly
observed. According to the Kissinger’s analysis the activation barrier for Sn1Sb2Se4 film
is determined to 3.88 ± 0.18 eV. This value of the activation energy for crystallization
is larger than that of GeSbTe system alloys. Hence, it is clearly seen that the amor-
phous phase of Sn1Sb2Se4 alloy is more stable than that of Ge-Sb-Te based ternary alloys
(Ge1Sb4Te7 (1.52 eV), Ge1Sb2Te4 (1.82 eV), Ge2Sb2Te5 (2.24 eV)). Besides the activation
energy another quantity which is important for the application of chalcogenide films in
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optical and electrical data storage is density. The information of the density change upon
crystallization is most important in phase change media technology since it can be related
to the stresses induced in the system during write/erase cycles. Large density changes
could lead to pronounced mechanical stresses in the film as well as void formation and
could cause severe limitations for the cyclability of the material. To determine the density
and thickness change upon crystallization, X-Ray Reflectometry (XRR) was used and the
corresponding experimental results are presented in the next section.
5.2.4 Density and thickness change upon crystallization
Figure 5.7 presents the XRR spectra obtained from an as-deposited film and subsequent
annealing at a temperature of 270 ◦C for 20 min. From the shift of the total reflection
edge of the annealed film towards higher angles, it can be concluded that the as-deposited
sample has a lower density than the annealed sample since the density (ρ) is directly
proportional to the square of the critical angle (θc). A thickness change is evident from
the change in the period of the interference fringes. Density values of 5.26 ± 0.04 g/cm3
and 5.97 ± 0.05 g/cm3 were obtained for the as-deposited and the same sample annealed
at 270 ◦C, respectively. This corresponds to a density increase of 11.0%. The XRD
density can be determined to ρ = 5.96 g/cm3 by reference. (JCPDS-ICSD PDF no.77-
1672). The film density measured by XRR for films annealed above T c is the same as
the crystalline XRD density. In the pattern for the sample annealed at 270 ◦C a weak
oscillation at around 0.8 degrees followed by stronger oscillations can be noticed, which
introduces some beats in the reflectivity pattern. This is an indication of a very thin
layer on top of the phase-change layer, which can only be attributed to oxidation of
the phase-change film. Quantitative information on the density, thickness and surface
morphology of the films is obtained by a fitting procedure, which assumes a three layer
system (substrate/phase-change/phase-change oxide). The thickness of the as-deposited
film was determined to 63.47 nm and it decreased upon crystallization to 56.67 nm. This
indicates that the corresponding thickness change is approximately 10.7%. The thickness
reduction compares well with the density increase indicating no material is lost through
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Figure 5.7: XRR spectra constituting the simulated (solid line) and the experimental data
(open circles) for the case of the as-deposited sample and for the same sample
after annealing at 270 ◦C for 20 minutes. All the measurements have been
performed at room temperature.
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annealing. In addition, the thickness values of oxide layer for the as-deposited sample and
the same sample annealed at 270 ◦C are determined to 0.94 nm and 2.23 nm, respectively.
The thickness increase of the oxide layer corresponds to a thickness increment of 57.8%.
5.2.5 Static tester experiments
The previous sections have dealt with the kinetics of transformation at longer time scales.
In these time scales the crystallization was realized by annealing in an oven. Nevertheless
in this section the time scales of the experiment are changed to perform crystallization
and amorphization with the static tester. The power time effect (PTE) diagram gives
insight on the crystallization at microscopic time scales. To study amorphization, 80 nm
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Figure 5.8: Power time effect diagram to depict the amorphization of Sn1Sb2Se4 sample
which was annealed at 270 ◦C.
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thin films of Sn1Sb2Se4 were annealed in the oven at 270
◦C for 30 minutes under Argon
atmosphere. The amorphization process was done using a static tester in which a laser
source of varying power and time duration was applied to the crystalline Sn1Sb2Se4 thin
film. The reflectivity change was simultaneously monitored for each laser pulse. Figure 5.8
shows the change in reflectance upon irradiation after using a laser pulse of 5.0 ns ∼ 1000
ns duration and 0.95 mW ∼ 32.9 mW power. The change in reflectivity corresponding
to each power and time pulse was then plotted in a PTE diagram of Fig 5.8. The color
code represents the reflectance change as the effect of the amorphization pulse on the
isothermally annealed sample. In the PTE diagram, region I represents no change in
reflectivity, this also holds for regions of high laser power and low pulse durations for
which no effect on the reflectivity has been observed. At lower powers and long pulse
durations no reflectivity change is seen. A reflectivity change of zero means that the
sample remains in the crystalline state regardless of the power and time duration of
the applied laser. This clearly points to the significance of a structural transformation
as the condition for sufficient optical contrast. However, in region II, with high power
and short pulse durations the reflectivity decreases considerably and this corresponds to
amorphization of the film. The minimum pulse duration for amorphization is about 80
ns at a power of 30 mW. Amorphization marks with reflectivity change of -7.0% were
observed for a 450 ns and 30 mW pulse. This pulse charateristic was used for the pre-
pulse to produce amorphous marks for recrystallization. In addition, between 700 ns and
1000 ns the large change in reflectance was attributed to ablation of material.
Until now the amorphization experiments have been discussed. However, the suitability
of a material for re-writable optical and electrical data storage applications, requires
recrystallization process. Hence, recrystallization experiments have been performed to
determine the minimum recrystallization time. The resulting PTE diagram is depicted
in figure 5.9. This figure shows the change in reflectivity due to the recrystallization
pulse. The amorphous marks were written with the reflectivity of -7.0% by a fixed pulse
duration of 450 ns and a power of 30 mW. Recrystallization experiments utilize two pulses
to consecutively irradiate the sample and subsequently change its phase. Among the two
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Figure 5.9: PTE diagram illustrating the recrystallization event on crystalline Sn1Sb2Se4
sample. The condition of the fixed pre-pulse for amorphization is 30 mW in
power and 450 ns in pulse duration. The minimum recrystallization time is
determined to 50 µs
pulses there is one with a variable time duration and power and this is the post crystallizing
pulse while the pre-pulse has a fixed power and time duration for making amorphous bits.
The region I which has still negative reflectivity shows that no recrystallization has taken
place. However, in region II, the recrystallization has taken place and the reflectivity
change became positive. From the PTE diagram in Fig. 5.9, the minimal recrystallization
time is determined to 50 µs. Sn1Sb2Se4 alloy can be recrystallized with very slow speed
for crystallization. A negative change in reflectivity in region III is attributed to ablation
of marks.
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5.3 The SnSe2-Sb2Se3 pseudobinary alloys
5.3.1 Temperature dependent electrical properties
Figure 5.10 displays the temperature dependence of sheet resistance Rs upon annealing
80nm amorphous thin films based on the SnSe2-Sb2Se3 system using a heating rate (dT/dt)
of 5 K/min. As we already mentioned before in the previous section, the sheet resistance of
the films on the SnSe-Sb2Se3 pseudobinary line decreases gradually with a small resistivity
contrast for all compositions. On the contrary a drastic decrease in the sheet resistance of
the compositions on the SnSe2-Sb2Se3 pseudobinary line upon annealing beyond 270
◦C
is observed in this figure. This sharp decrease in sheet resistance could be attributed to
a structural transformation. The transition temperature has been determined to 220 ◦C,
223 ◦C, and 230 ◦C for Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7, respectively. In the pseu-
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Figure 5.10: Temperature dependence of the sheet resistance Rs for SnSe2-Sb2Se3 pseu-
dobinary alloys obtained for a heating rate (dT/dt) of 5 K/min.
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dobinary line of SnSe2-Sb2Se3, the transition temperature monotonically increases with
increasing SnSe2 content along the pseudobinary line, from Sb2Se3 (Tc = 192
◦C) to SnSe2
(Tc = 254
◦C). This is attributed to the change in the local bonding configuration with
stoichiometry. The melting temperature of SnSe2 (Tm = 650
◦C) is higher than that of
Sb2Se3 (Tm = 611
◦C). Activation energy for crystallization is generally considered to
be proportional to the average bonding energy. The types of bonds expected to exist in
Sn-Sb-Se based ternary system are Sn-Sn (187.1 kJ/mol), Sb-Sb (299.2 kJ/mol), Se-Se
(206.1 kJ/mol), Sn-Se (401.2 kJ/mol), and Sb-Se (183.9 kJ/mol) [137]. Therefore, the
increasing amount of SnSe2 content can increase the number of Sn-Se and Se-Se bonds
in the film which leads to an increase of the average bonding energy. An increase of the
average bonding energy should therefore result in a higher crystallization temperature for
the transformation as is experimentally observed. In addition, the transition tempera-
tures of the compositions based on the SnSe2-Sb2Se3 pseudobinary line are much higher
than those of the GeTe-Sb2Te3 pseudobinary alloys such as Ge1Sb2Te4 (Tc = 150
◦C) and
Ge2Sb2Te5 (Tc = 160
◦C). In regard to these high values of transition temperatures high
data retention is expected thereby ensuring stability of the recorded bits. The increase in
sheet resistance upon cooling for these three stoichiometric compositions on the SnSe2-
Sb2Se3 line is indicative of a semiconductor like behavior in the crystalline state. After
cooling, the sheet resistance of crystalline Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 films are
4.1 × 106 Ω/, 1.9 × 105 Ω/, and 4.0 × 104 Ω/ corresponding to a resistivity ρ of
32.8 Ωcm, 1.52 Ωcm, and 0.32 Ωcm, respectively. The resistivity in the crystalline state
of Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 films is much higher than that of GeTe (ρ = 2
mΩcm) and Ge1Sb2Te4 (ρ = 1.6 mΩcm) alloys which have been tested for PCRAM appli-
cations. This is an important result since a high crystalline resistivity is required to ensure
a low reset current for low power consumption in PCRAM devices for CMOS integration.
These results indicate that the compositions based on the SnSe2-Sb2Se3 pseudobinary
alloys should be suitable candidates for RESET current minimization. Furthermore, the
electrical contrast of Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 were determined to 10
2, 103,
and 104, respectively. The sufficient electrical contrasts for the Sn1Sb2Se5 and Sn2Sb2Se7
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stoichiometry make them promising candidates for phase change memory applications.
The sudden drop in sheet resistance accompanied by the pronounced change in electronic
properties could be attributed to a structural transformation. In this respect XRD has
been performed and the results are presented in the next section.
5.3.2 Investigation of structural properties
h k l d(obs) d(cal) ∆d 2θ(obs) 2θ(cal) ∆2θ
◦ 1 1 0 8.2572 8.2691 -0.0119 10.705 10.699 0.006
• 0 0 1 6.0332 6.1400 -0.1068 14.670 14.426 0.244
◦ 1 2 0 5.2482 5.2500 -0.0018 16.879 16.888 -0.009
◦ 2 2 0 4.1304 4.1345 -0.0041 21.496 21.492 0.004
◦ 1 3 0 3.7023 3.7171 -0.0148 24.017 23.939 0.078
◦ 2 3 0 3.2419 3.2514 -0.0095 27.489 27.431 0.058
◦ 2 2 1 2.8496 2.8606 -0.0110 31.365 31.268 0.097
◦ 2 4 0 2.6188 2.6250 -0.0062 34.211 34.157 0.054
◦ 0 4 1 2.3645 2.3622 0.0023 38.025 38.094 -0.069
◦ 2 5 0 2.1712 2.1817 -0.0105 41.558 41.385 0.173
◦ 3 5 0 1.9998 2.0114 -0.0116 45.309 45.073 0.236
• 1 1 0 1.9029 1.9100 -0.0071 47.756 47.610 0.146
◦ 2 1 2 1.8488 1.8534 -0.0046 49.244 49.157 0.087
◦ 0 6 1 1.7522 1.7579 -0.0057 52.159 52.019 0.140
◦ 7 2 0 1.5926 1.5976 -0.0050 57.849 57.702 0.147
◦ 5 3 2 1.4039 1.4072 -0.0033 66.550 66.434 0.116
◦ 7 4 1 1.3575 1.3581 -0.0006 69.144 69.167 -0.023
Table 5.2: The observed and calculated peak positions and the corresponding d spacing of
an XRD measurement performed on a Sn1Sb4Se8 sample annealed at 270
◦C.
Heat treatment of Sn1Sb4Se8 leads to a phase separation into SnSe2(•) and
Sb2Se3(◦)
To understand and interpret the changes in sheet resistance upon annealing, X-ray
diffraction investigations were performed for SnSe2-Sb2Se3 pseudobinary alloys in the as-
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Figure 5.11: X-ray diffraction scans of SnSe2-Sb2Se3 pseudobinary thin films in the as-
deposited state and after isothermally annealing at 270 ◦C for 20 minutes.
All measurements were performed under a grazing angle θ of 0.75◦.
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h k l d(obs) d(cal) ∆d 2θ(obs) 2θ(cal) ∆2θ
◦ 1 1 0 8.3460 8.2691 0.0769 10.591 10.699 -0.108
• 0 0 1 6.0955 6.1400 -0.0445 14.519 14.426 0.093
◦ 0 2 0 5.8754 5.8850 -0.0096 15.066 15.054 0.012
◦ 1 2 0 5.2491 5.2500 -0.0009 16.874 16.888 -0.014
◦ 2 2 0 4.0505 4.1345 -0.0840 21.925 21.492 0.433
◦ 1 3 0 3.7156 3.7171 -0.0015 23.929 23.939 -0.010
◦ 2 3 0 3.2434 3.2514 -0.0080 27.476 27.431 0.045
◦ 2 1 1 3.1655 3.1536 0.0119 28.167 28.299 -0.132
• 1 0 1 3.0435 2.9100 0.1335 30.120 30.725 -0.605
◦ 2 2 1 2.8612 2.8606 0.0006 31.235 31.268 -0.033
◦ 3 0 1 2.7812 2.7696 0.0116 32.157 32.323 -0.166
◦ 3 1 1 2.6998 2.6960 0.0038 33.154 33.231 -0.077
◦ 2 4 0 2.6220 2.6250 -0.0030 34.167 34.157 0.010
◦ 2 3 1 2.5169 2.5134 0.0035 35.641 35.724 -0.083
◦ 0 4 1 2.3631 2.3622 0.0009 38.047 38.094 -0.047
◦ 1 4 1 2.3119 2.3149 -0.0030 38.923 38.905 0.018
◦ 2 5 0 2.1792 2.1817 -0.0025 41.398 41.385 0.013
• 0 0 3 2.0425 2.0500 -0.0075 44.312 44.180 0.132
◦ 3 5 0 2.0118 2.0114 0.0004 45.024 45.073 -0.049
◦ 0 0 2 1.9872 1.9810 0.0062 45.611 45.804 -0.193
◦ 2 5 1 1.9115 1.9109 0.0006 47.529 47.584 -0.055
◦ 2 2 2 1.7839 1.7850 -0.0011 51.161 51.172 -0.011
◦ 0 6 1 1.7568 1.7579 -0.0011 52.010 52.019 -0.009
◦ 7 2 0 1.5953 1.5976 -0.0023 57.741 57.702 0.039
◦ 2 4 2 1.5837 1.5812 0.0025 58.207 58.357 -0.150
• 0 0 4 1.5384 1.5400 -0.0016 60.091 60.079 0.012
◦ 8 0 0 1.4479 1.4525 -0.0046 64.282 64.113 0.169
◦ 5 3 2 1.4069 1.4072 -0.0003 66.387 66.434 -0.047
◦ 7 4 1 1.3583 1.3581 0.0002 69.095 69.167 -0.072
◦ 3 0 3 1.2473 1.2500 -0.0027 76.275 76.156 0.119
◦ 9 0 1 1.2302 1.2275 0.0027 77.527 77.805 -0.278
Table 5.3: The observed and calculated peak positions and the corresponding d spacing of
an XRD measurement performed on a Sn1Sb2Se5 sample annealed at 270
◦C.
Heat treatment of Sn1Sb2Se5 leads to a phase separation into SnSe2(•) and
Sb2Se3(◦)
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h k l d(obs) d(cal) ∆d 2θ(obs) 2θ(cal) ∆2θ
• 0 0 1 5.9446 6.1400 -0.1945 14.890 14.426 0.464
◦ 1 2 0 5.2390 5.2500 -0.0110 16.909 16.888 0.021
◦ 1 3 0 3.6791 3.7171 -0.0380 24.170 23.939 0.231
◦ 2 3 0 3.2353 3.2514 -0.0161 27.547 27.431 0.116
• 1 0 1 2.9670 2.9100 0.0570 30.090 30.725 -0.635
◦ 2 4 0 2.6185 2.6250 -0.0065 34.215 34.157 0.058
◦ 0 4 1 2.3665 2.3622 0.0043 37.992 38.094 -0.102
• 0 0 3 2.0460 2.0500 -0.0040 44.232 44.180 0.052
◦ 3 5 0 2.0058 2.0114 -0.0056 45.167 45.073 0.094
• 1 1 0 1.9151 1.9109 0.0042 47.433 47.610 -0.177
• 1 1 1 1.8265 1.9109 -0.0844 49.887 50.122 -0.235
◦ 0 6 1 1.7577 1.7579 -0.0002 51.984 52.019 -0.035
◦ 5 4 1 1.6544 1.5976 0.0568 55.497 55.465 0.032
Table 5.4: The observed and calculated peak positions and the corresponding d spacing of
an XRD measurement performed on a Sn2Sb2Se7 sample annealed at 270
◦C.
Heat treatment of Sn2Sb2Se7 leads to a phase separation into SnSe2(•) and
Sb2Se3(◦)
deposited state and after isothermally annealing at 270 ◦C for 20 minutes. Figure 5.11
depicts the XRD patterns of the samples on the SnSe2-Sb2Se3 pseudobinary line. The two
broad peaks seen in the XRD pattern for the as-deposited Sn1Sb4Se8 sample indicate an
amorphous phase after deposition. Similar observations have been seen for as-deposited
Sn1Sb2Se5 and Sn2Sb2Se7 films (not shown here). In the XRD patterns after annealing
at 270 ◦C for 20 minutes, the diffraction peaks emerge and indicate the crystalline phase
for all three compositions. This confirms that the resistivity drop at the first transition
temperature is caused by an amorphous - crystalline transition. These XRD patterns
have been identified as a mixture of SnSe2 and Sb2Se3 phases. It is evident that heat
treatment of SnSe2-Sb2Se3 pseudobinary alloys leads to phase separation into SnSe2 (red
square) and Sb2Se3 (blue circle) at 270
◦C. The observed and calculated peak positions
and the corresponding d spacings of the crystalline state of SnSe2-Sb2Se3 pseudobinary
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alloys are tabulated in tables 5.2, 5.3, and 5.4, respectively. These crystalline peaks are
related to SnSe2 and Sb2Se3 phases. This finding is in agreement with the investigations
of M M Wakkad et al.
5.3.3 Kinetics of the structural transformations
The transformation from the amorphous to the crystalline state is a thermally activated
process across a potential barrier. Although the kinetics of crystallization depends on
a variety of parameters, the crystallization temperature and activation energy can be
used to ensure the stability of a glass forming system against spontaneous crystallization.
Generally the crystallization temperature Tc and the activation energy Ea of a phase
change material are used as a first indication of its archival life stability. To determine
the activation energy, temperature dependent sheet resistance measurements have been
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Figure 5.12: Temperature dependent electrical measurements with various heating rates
(dT/dt) and the associated Kissinger analysis. From the latter an activation
barrier of 2.41 ± 0.38 eV is extracted.
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Figure 5.13: Temperature dependent electrical measurements with various heating rates
(dT/dt) and the associated Kissinger analysis. From the latter an activation
barrier of 2.97 ± 0.37 eV is extracted.
performed at various heating rates. The resulting plot for the Sn1Sb4Se8, Sn1Sb2Se5,
and Sn2Sb2Se7 films are presented in Fig. 5.12, Fig. 5.13, and Fig. 5.14, respectively.
From these figures it is clearly observed that the transition temperature shifts to higher
temperatures with increasing heating rate. The Kissinger’s method was employed to
determine the activation energy for the different compositions. Figure 5.15 depicts the
Kissinger plot for different SnSe2-Sb2Se3 pseudobinary alloys. The activation energy for
each alloy was calculated from the slope of the linear fit in the corresponding Kissinger
plots. The activation energy for the transformation between the amorphous and crystalline
phase for Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 films was determined to 2.41 ± 0.38, 2.97
± 0.37, and 3.24± 0.47 eV, respectively. It can be seen that the activation energy increases
with the SnSe2 composition. This result shows that the activation energy of the Sn-Sb-Se
system can be tailored by selecting appropriate composition of SnSe2 without trading off
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Figure 5.14: Temperature dependent electrical measurements with various heating rates
(dT/dt) and the associated Kissinger analysis. From the latter an activation
barrier of 3.24 ± 0.47 eV is extracted.
the switching speed. That the activation energy of SnSe2-Sb2Se3 pseudobinary system
is much larger than that of GeTe-Sb2Te3 pseudobinary system (Ge1Sb4Te7: 1.52 eV,
Ge1Sb2Te4: 1.82 eV, and Ge2Sb2Te5: 2.24 eV) is linked to the overall increase in the Sn-Se
and Se-Se bonds compared to Ge-Te, Te-Te. This observation therefore demonstrates that
the amorphous stability of SnSe2-Sb2Se3 pseudobinary system alloys might be sufficient for
PRAM applications with higher transition temperature than GeTe-Sb2Te3 pseudobinary
system alloys. However, the phase separation of SnSe2-Sb2Se3 pseudobinary system alloys
may have serious consequences to device performance such as reliability requirements for
at least 1011 life time cycles. Therefore, further research about the effect of the phase
separation on the endurance of a memory device using the SnSe2-Sb2Se3 pseudobinary
system alloys should be checked.
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Figure 5.15: Kissinger plots for the determination of the activation energy for crystalliza-
tion. The slope of linear plot determines the activation energy to 2.41 ± 0.38,
2.97 ± 0.37, and 3.24 ± 0.47 eV for Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7
films, respectively.
5.3.4 Density and thickness change upon crystallization
The phase transformation upon annealing is accompanied by a thickness and density
change which leads to mechanical stresses in the film during crystallization. The precise
density and thickness of the films were determined by XRR measurements. Fig. 5.16
presents the XRR patterns of as-deposited SnSe2-Sb2Se3 pseudobinary alloys and the
same films annealed at 270 ◦C for 20 min. The density of the as-deposited Sn1Sb4Se8,
Sn1Sb2Se5, and Sn2Sb2Se7 films are determined to 5.06 g/cm
3, 5.27 g/cm3, and 5.05
g/cm3, respectively. After annealing, the density of Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7
films increase to 5.53 g/cm3, 5.65 g/cm3, and 5.20 g/cm3 corresponding to a density
increase of 8.5%, 6.7%, and 2.9%, respectively. In addition, the film thickness of the
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Figure 5.16: X-ray reflectometry measurements of an as-deposited SnSe2-Sb2Se3 pseudobi-
nary alloys (blue open circles) and for the same films annealed at 270 ◦C for
20 minutes (red open squares).
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as-deposited Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 films are determined to 88.1 ± 0.8
nm, 100.3 ± 0.6 nm, and 115.6 ± 0.9 nm, respectively. After annealing, the thickness of
Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 films decrease to 77.6 ± 0.8 nm, 93.2 ± 0.8 nm,
and 112.7 ± 0.7 nm corresponding to a thickness decrease of 11.9%, 7.0%, and 2.5%,
respectively. The lower volume change for Sn2Sb2Se7 alloy than that of Ge2Sb2Te5 (6.8%)
alloy could indicate a lower mechanical stress upon phase transformation. For compari-
son, the electrical and structural data for different SnSe2-Sb2Se3 pseudobinary alloys are
listed in Table 5.5. It can be seen from this table that the transition temperature Tc, the
activation energy for crystallization Ea, and resistance contrast ∆ρ monotonically rises
with increasing the SnSe2 content. However, the value of density and thickness change
was decreased by increasing the portion of SnSe2. It could possibly be explained by an in-
crease the number of Sn-Se bonds which have a high bonding energy (401.2 kJ/mol). The
results show that the Sn1Sb2Se5 and Sn2Sb2Se7 alloys have high transition temperatures
and large activation energies for crystallization. Furthermore, Sn1Sb2Se5 and Sn2Sb2Se7
alloys have low values of density and thickness change upon phase transformation. There-
fore Sn1Sb2Se5 and Sn2Sb2Se7 alloys can be potential candidates for strong stable and low
power consuming phase change materials for PRAM applications. Despite these positive
attributes some drawbacks exist. The phase separation of Sn1Sb2Se5 and Sn2Sb2Se7 alloys
could lead to irreproducible behaviours during switching. However it should be noted that
these experiments were performed at longer time scale where the prospects of diffusion
are feasible. By performing shorter time scale experiments phase seperation can be cir-
cumvented. In this respect laser induced experiments were used to investigate the kinetics
of fast transformation. The results of the crystallization behavior on the nanosecond time
scale is presented in the following section.
5.3.5 Static tester experiments
Up to now we have seen that Sn1Sb2Se5 and Sn2Sb2Se7 alloys possess significant electri-
cal contrast and small density change as potential candidates for phase change memory
applications. However these experiments were performed at long time scales. Hence we
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% of SnSe2 Tc Ea Density change Thickness change
Sn1Sb4Se8 33% 220
◦C 2.41 ± 0.38 eV 8.5% 11.9%
Sn1Sb2Se5 50% 223
◦C 2.97 ± 0.37 eV 6.7% 7.0%
Sn2Sb2Se7 67% 230
◦C 3.24 ± 0.47 eV 2.9% 2.5%
Table 5.5: The transition temperature, activation energy for transformation, resistance
contrast, density and thickness change are compared for different SnSe2-Sb2Se3
pseudobinary alloys.
have determined the crystallization PTE diagrams to examine the switching speeds only
for Sn1Sb2Se5 and Sn2Sb2Se7 alloys in this section. The power-time-effect (PTE) diagram
showing the reflectivity change of the Sn1Sb2Se5 and Sn2Sb2Se7 films as a function of
laser power (2.5-33 mW) and pulse duration (10 ns-1 ms) are presented. where Ri and
Rf are the initial and the final reflectivity, respectively. Figure 5.17 shows the PTE di-
agram and corresponding optical microscopy picture of the amorphization marks on the
crystalline Sn1Sb2Se5 film. The influence of laser irradiation on an 80 nm thin film on a
glass substrate was tested. In the PTE diagram, four kind of zones can be distinguished
by different colors. In region I, the laser power and/or the pulse duration is insufficient to
produce a reflectivity change. Employing higher power and short pulses, a negative ∆R
in region II is acquired and it is attributed to amorphization. A further increase of laser
pulse duration leads to laser crystallization with a more positive reflectivity value than
that of the annealed crystalline film in region III. In region IV, the high-power and long
pulse duration of the laser results in an ablation of the film, characterized by a large nega-
tive value of reflectivity change. The incubation time, i.e., the time required to trigger the
amorphization of the annealed crystalline film, can be determined by the corresponding
pulse duration of the boundary between regions I and II. Therefore the minimum time for
amorphization of the Sn1Sb2Se5 film is about 15 ns.
However, to test a material for its usability for re-writable optical data storage as well as
phase change memory applications, the recrystallization process should be studied. The
PTE diagram in Fig. 5.18 shows the relative reflectivity change of the recrystallization
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Figure 5.17: PTE diagram for the amorphization of Sn1Sb2Se5 film which was annealed
at 270 ◦C for 20 minutes in the oven.
process on the initialized crystalline Sn1Sb2Se5 film. From the PTE diagram in Fig. 5.17,
the pre-pulse with a power of 25 mW and duration of 15 ns was used for writing amorphous
bits. The film was first locally amorphized with a fixed amorphization pulse and then
partially recrystallized with variable crystallization pulses. The effect of the second laser
pulse as seen in region I indicates that the laser pulse conditions are insufficient to erase the
amorphous bits. The reflectivity after the erase pulse is still negative. Recrystallization
commences in region II, where the reflectivity is zero. The minimum pulse length for
recrystallization achieved, as shown in Fig. 5.18, is determined to 40ns. In region III,
pulses with high powers and long durations lead to an increase of the reflectivity even
beyond that of the initial crystalline state which was prepared by annealing at 270 ◦C
for 20min in a furnace. This could be explained by the formation of another crystalline
phase with different optical properties. Another possible explanation is phase separation
of this alloy upon annealing. In the previous section, the XRD patterns of Sn1Sb2Se5
after annealing at 270 ◦C for 20 minutes have been identified to from a mixture of SnSe2
and Sb2Se3 phases. For the PTE experiments of amorphization and recrystallization, the
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sample was previously crystallized in an oven. Therefore, the initial state of this sample is
already microscopically separated into SnSe2 and Sb2Se3 phases by annealing. However,
long and high power laser pulses rising the sample temperature to higher values might
lead to a stronger demixing of the two phases. If the average reflectivity of the crystalline
phase of SnSe2 and Sb2Se3 is higher than that of the microscopic mixture of Sn1Sb2Se5,
the reflectivity in region III is expected to be higher than in region I. A further increase
of laser power and pulse duration leads to ablation in region IV, characterized by the
decrease of reflectivity. From the PTE diagram, it is clear that the recrystallization can
be started from the irradiation of pulses as short as 40 ns.
Fig. 5.19 depicts the PTE diagram for amorphization of the Sn2Sb2Se7 film. Amorphiza-
tion proceeds by irradiating the sample with a short but intense laser pulse to locally
melt the material. Since the pulse duration is short and the cooling rates are high, the
atoms of the material will be frozen. The PTE diagram in Fig. 5.19 shows the reflec-
tivity change upon the application of a laser pulse of varying power and time duration
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Figure 5.18: PTE diagram for the recrystallization of Sn1Sb2Se5 film with the pre-pulse
condition of 25 mW in power and 15 ns in duration.
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on the crystalline Sn2Sb2Se7 film. The color code represents the reflectivity change as
the effect of the amorphization pulse on the isothermally annealed sample at 270 ◦C for
20 minutes. From the PTE diagram, it can be seen that in region I no amorphization
has taken place. However, in region II, with high powers and short pulse durations the
reflectivity decreases considerably and this corresponds to amorphization of the film. The
minimum pulse duration for starting amorphization is about 20 ns for a pulse of 25 mW.
In region III, with high powers and long pulse durations the reflectivity increases and this
is correlated to laser crystallization of the film.
Fig. 5.20 shows the recrystallization behavior of Sn2Sb2Se7 film. This figure shows that
the zero reflectivity is due to the recrystallization pulse. The amorphous bits were written
with a constant pulse duration of 20 ns and a power of 25 mW for -10% reflectivity. In
this figure three regions can be clearly distinguished. In region I with green color, a
value of reflectance of -10% means that no crystallization has taken place. While region
III corresponds to the complete ablation of the film. In region II, recrystallization takes
place, to yield a 0% reflectivity value. For the crystalline sample, the minimal time
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Figure 5.19: PTE diagram for the amorphization of Sn2Sb2Se7 film which was annealed
at 270 ◦C for 20 minutes in the oven.
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Figure 5.20: PTE diagram for the recrystallization of Sn2Sb2Se7 film with the pre-pulse
condition of 25 mW in power and 20 ns in duration.
of the recrystallization is about 80 ns. Despite the phase separation of Sn1Sb2Se5 and
Sn2Sb2Se7 alloys in long time scale, the fast recrystallization of these alloys by laser
induced experiments is observed. It could possibly that the experimental time scales
preclude phase separation upon phase transformation. Therefore, it is necessary to confirm
whether the laser induced crystallization marks have single phased crystal structure or not.
For this, the Transmission Electron Microscopy (TEM) measurements on laser crystalline
marks are under investigation by GFE (Gemeinschaftslabor fu¨r Elektronenmikroskopie)
institute.
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5.4 Conclusion
The temperature dependence of sheet resistance, structural transformation, and crystal-
lization kinetics of SnSe-Sb2Se3 and SnSe2-Sb2Se3 system alloys have been investigated
for comparison with the GeTe-Sb2Te3 system. The Sn1Sb2Se4 alloy was investigated to
represent the properties of the SnSe-Sb2Se3 system alloys. The Sn1Sb2Se4 alloy has un-
suitable properties such as small electrical contrast between two states and slow switching
speed for crystallization. In contrast, the SnSe2-Sb2Se3 system alloys have remarkable
properties and qualify as potential candidates for PCRAM applications. The transition
temperature and activation energy for the transformation are monotonically increasing
with the SnSe2 content for Sn1Sb4Se8, Sn1Sb2Se5, and Sn2Sb2Se7 films. It could possibly
be explained by an increase in the number of Sn-Se bonds which have a high bonding
energy. This result also shows that the properties of the Sn-Sb-Se system can be tailored
by selecting appropriate fractions of SnSe2. The electrical resistivity contrast between
the amorphous and crystalline states of Sn1Sb2Se5 and Sn2Sb2Se7 has been determined
to 103 and 104, respectively. The Sn1Sb2Se5 and Sn2Sb2Se7 alloys have a smaller density
change upon phase transition than the GeTe-Sb2Te3 system. A small density change is
needed for reliable high cyclability for data write/erase. Hence Sn1Sb2Se5 and Sn2Sb2Se7
could be promising materials for phase change memory applications. In addition, the
SnSe2-Sb2Se3 pseudobinary alloy system also might be sufficient for data retention due to
their higher transition temperature and activation energy for crystallization in comparison
to GeTe-Sb2Te3 system. Furthermore, SnSe2-Sb2Se3 pseudobinary alloys have a higher
crystalline resistivity which could possibly minimize the RESET current of PCRAM de-
vices. The desired rapid crystallization speed can be obtained for Sn1Sb2Se5 (40 ns)
and Sn2Sb2Se7 (80 ns) alloys. The results suggest that SnSe2-Sb2Se3 pseudobinary alloys
provide a promising alternative for PCRAM applications to overcome some problems of
conventional GeTe-Sb2Te3 based PCRAM devices such as high stability for data reten-
tion, reduced reset current, and fast crystallization speed. However, the phase seperation
of these alloys upon annealing is a negative factor for reversible phase change memory
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applications. Therefore, further work should carefully check the phase of the laser induced
crystalline state by TEM. In addition the device characteristics such as threshold voltage,
set/reset current, cyclability, etc., should be investigated to confirm that SnSe2-Sb2Se3
pseudobinary alloys are attractive candidates for PCRAM applications.
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