Abstract: In this paper a new approach of bilinear predictive control is presented. The approach is based in the Bilinear Generalized Predictive Control (BGPC), strategy that uses a time-step quasi-linearised NARIMAX model. In that approach, due to the used model, a prediction error exist, which increases with the prediction horizon, degrading the performance of that controller. Thus, in the present approach, a compensated model is used, whose compensation term depends of the prediction horizon. The algorithm and the results obtained in a example simulation are shown, evidencing that a new approach presents a better performance than the controller based on the quasi-linear model.
INTRODUCTION
An exact model's representation, which is fundamental to implement and develop a more practical and efficient control strategies applicable to nonlinear systems, yields a competitive gain in terms of process quality and economic benefits that are consequences of a reduction in operational costs. The linear model for representation of process has an important deficiency, because such simple model are often inadequate, when a more realistic approximation of the usually complex, nonlinear process became necessary (Doyle III, et al., 1995) . Furthermore, most of the industrial process are nonlinear in nature, in special a bilinear model is a naturally form to representation of this (Mohler, 1973) . Although, the linear controller design techniques are widely employed in the chemical and petrochemical industries and, in particular, the model predictive control based on the linear models, the nonlinear predictive controller, that employ more realistic, often more complex, nonlinear process model, typically sacrifice the simplicity associated in linear techniques in order to achieve improved performance (Eaton and Rawlings, 1990; Beigler and Rawlings, 1991) .
In this sense, the present work presents a new bilinear generalized predictive control approach. The approach is based on the Bilinear Generalized Predictive Control (BGPC), strategy that makes use of the time-step quasi-linearised NARIMAX model (Goodhart, et al., 1994) . In that approach, due to the used model, a prediction error exist, which increases with the prediction horizon, degrading the performance of that controller. Thus, in present approach, a compensated model is used, whose compensation term depends of the prediction horizon. The algorithm and the results are shown, evidencing that the controller based on the compensated model presents a better performance than the controller based on the time-step quasi-linear model.
It is important observe that, in spite of the bilinearity in the model's dynamic representation, the bilinear model is linear in the parameters, which allows the use of a Recursive Least Squares (RLS) algorithm in the estimation of them. Another advantage of bilinear models is that this representation is more exact than the linear one, even though it is simpler than the non-linear representation. Besides this, bilinear models mathematically are more tractable than general nonlinear models. It is also important observe that, the approach here present has its interest degree, because there isn't an analytical solution, that represents the optimal solution,. Thus, the effort to find the better solution is justified.
THE COMPESATED BILINEAR MODEL
Consider the following model bilinear: 
where the polynomials A(q -1 ), B(q -1 ) and C(q -1 ) are defined by the general polynomial:
with: a 0 = c 0 =1 and b 0 ≠1; u(t) , y(t) e e(t) ∈ ℜ are, respectively, the sequences of the input, measured output and the white noise; q -1 is the backward operator defined as q -i y(t) = y(t-i); k≥1 is the time delay expressed as a integer multiple of the simple time; the zeros of the C(q -1 ) are assumed to lie inside the unit circle.
The Time-step Quasilinear Model.
The time-step quasilinear approach (Goodhart, et al., 1994; Burnham, et al., 1987) consists of rewrite the bilinear model in the form:
it is obtained the following model:
u y t i q B q u t C q e t q
or still:
where:
Observe that, in each instant t the last values of u(t) are known, allowing so that the ã i (u) are determinates and considered constant until the following instant. This model can be rewrite in the form:
with:
or still: Thus, finally we have the following model:
The model like this obtained it is denominated "timestep quasilinear NARIMAX model" .
The Compensated Time-step Quasilinear Model.
With the time-step quasilinear NARIMAX model, valid for the instant t, Goodhart (1994) in his work obtains the prediction of the output i-steps-ahead, necessary procedure and characteristic of the predictive controller. Due the used approach, a prediction error exist, which increases with the prediction horizon, degrading the performance of the controller.
Using the bilinear model that represents the dynamics of a systems, obtained, for example, through the identification process, and the timestep quasilinear model, the prediction error is generated. For this, any input is applied in both models. This error, in the instant t, for a prediction i-steps-ahead is a function of u(.) and also of the prediction horizon. Thus, it can be affirmed that a dynamic model, non-linear, exists, for each prediction horizon, that relates the prediction error with the input u(.). In this sense, the compensation of the quasilinear model consists of finding a linear, moving average model, whose order and parameters depend on the prediction error and of the prediction horizon. The order and the parameters of this model are those that minimize the variance of the prediction error. In a systematic way consider the following diagram: Where: u(.) represents a sequence of the input applied in the bilinear model and utilised by the j-steps ahead predictor, based in the quasilinear approximation; ε ε ε ε i (.) represents a sequence of the prediction error referring to the j horizon;
L j (q -1 ) represents the compensation term referring to the j horizon.
The compensation term L j (q -1 ) is a polynomial in the form:
whose order and parameter depend on the prediction error and the prediction horizon and they are determined in the such way that the variance of the prediction error is minimized. So, we have the linear moving averaging model:
Note that the order and the parameters of the L j (q -1 ) can be determined using, for example, the Akaike criterion and the recursive least squares algorithm, respectively.
The prediction error, in the t instant, referring to the j horizon is given by:( ) ( ) ( ) j t y t j y t j ε = + − +
Where: ( ) y t j + represents the bilinear system output; ( ) y t j + represents the prediction j-steps ahead obtained using the quasilinear model, with information until the t instant.
Thus, consider the model presented in (12). The dynamic representation, j-step-ahead, valid for j≥1, based on the compensated quasilinear model is as follow:
where L j (q -1 ) represents the additional term that compensates the prediction error.
THE BILINEAR COMPENSATED GENERALIZED PREDICTIVE CONTROLLER
The objective of the Generalized Predictive Control (GPC), (Clarke, et al., 1994) is to minimize future deviations of the process output from the desired set-point, over a user defined prediction subject to constraints on the variance of future incremental control actions. Essentially, the GPC approach attempts to minimize the cost function:
where: ˆ( ) y t i + is the i-step-ahead prediction of the system output based on available information until the instant t; N 1 represents the minimum horizon of prediction; N y represents the maximum horizon of prediction; Nu represents the control horizon; λ(i) are weighting factors sequence of the control signal; r(t+i) is the trajectory of future reference.
To minimize the function objective above mentioned, it should be obtained the sub-optimal prediction of the output i-step-ahead, in the interval N 1 ≤ i ≤ Ny. The solution of the algorithm GPC supplies a sequence of the control signals u(t), u(t+1),. .. ,u(t+N) , that minimizes the function objective (17). Considering that the system has a dead time of k sampling periods, then the output of the system will be influenced by input u(k) after (k+1) Although the model is nonlinear, the used approach, that is, the adopted quasi-linear compensated model allows that the same procedure used by GPC can also be used in this case. Thus, considering the model above mentioned and using the following equation of Diophantine: 
C(q ) A(q u) E (q u) q F (q u) A(q u)
After some algebraic manipulations, it is obtained the equation of the predictor in the form:
Using the following Diophantine equation now:
it is obtained the final expression of the predictor:
being:
and
Therefore, considering the equation of the predictor, the sub-optimal set of predictions, in the interval above wanted, it is as follow:
that can be written in the form:
where:ˆˆ(
;
Being l y denominated free response , given by:
It should be observed that the coefficients of the polynomials of the bilinear model, when unknown, can be obtained through parameters estimation methods, because there is linearity in these. This evidences then, that this method can be applied in open loop unstable plants.
In this case, the control law is obtained in the similar way to the GPC, assuming that there aren't restrictions in the control signal. However, note that this control law is a sub-optimum solution, due to the fact that the predictor is also sub-optimum. So, the control law is given by:
Reminding that, based on the strategy of the predictive controllers, the control signal that is sent, in fact, to the system it is the first element of vector u, that is given by: 
The quasilinear model is:
where ( )
In this example, we are considering the following tuning parameters for the controllers predictive: N 1 =1 and N = Nu =4. Thus, for these chosen parameters, we have that the additional terms L j (q -1 ), for j=1 to 4, obtained in such way that minimize the variance of the prediction error, are: 
Observe that for the first order bilinear system, the compensation terms have the following general form: 
Using these results, the bilinear compensated generalized predictive controller was developed and applied in the first order bilinear system.
The results, for a change in the set-point and the same tuning parameters, including in this case, the same weighting factor λ, are shown in the figures 1 and 2, to follow. In this, it is observed that the predictive controller based on the bilinear compensated model presents a better performance, so much of the point of view of the process response as of the control effort, when compared with the quasilinear model.
. Fig. 2 . Output response of the system to changed of the set-point, using GPC based on quasilinear compensated model and quasilinear model for the same tuning parameters. Fig. 3 . Control signal applied in the system to changed of the set-point, using GPC based on quasilinear compensated model and quasilinear model for the same tuning parameters.
CONCLUSIONS
In this work a new bilinear predictive controller approach is present and applied in a first order bilinear system. The results evidenced that the bilinear predictive controller based on the compensated quasilinear model presents a better performance, so much of the point of view of the system response as of the control effort, when compared with the quasilinear model.
The results presented evidence that the compensated quasilinear approach offer great potential advantages, producing better performance.
It is interesting note that the bilinear approach may be applicable to a wider range of nonlinear systems for which local bilinearity may be assumed
