Abstract-Asynchronous packet-switched interconnection networks with decentralized control are very appropriate for multiprocessing and data flow architectures. This paper presents performance models of single and multiple ring networks based on token ring, slotted ring, and register insertion ring protocols. The multiple ring networks have the advantages of being reliable, expandable, and cost effective. An approximate and uniform analysis, based on the gated M/G/l queueing model, has been developed to evaluate the performance of both existing single ring networks and the proposed multiple ring networks. Our approximations are good for low and medium load. The analyses are based on symmetric ring structure with nonexhaustive service policy and infinite queue length at each station. They essentially involve modeling of queues with single and multiple walking servers. The results obtained from the analytical models are compared to those obtained from simulation.
I. INTRODUCTION
NE of the important factors which limits the scalability of 0 parallel processing architectures is the interconnection network. As a result of this, a lot of research has been carried out on interconnection structures and, of late, interest has been focused on asynchronous packet-switched networks with decentralized control. The advantages of asynchronous packet-switched networks arise from two main reasons. First, synchronizing different devices in a large system has inherent difficulties, such as clock distribution and metastability problems. The asynchronous control overcomes these problems and provides good system modularity and expandability .
Second, the packet switching mechanism results in more efficient utilization of the interconnection network bandwidth.
The notion of decentralized control of the interconnection network is one of the objectives of distributed processing because it provides graceful degradation in the event of failure. If all the requests are processed by a single network controller, the system speed is affected by the performance of the centralized controller. The centralized controller is also a major bottleneck from reliability considerations [5] . Thus, Manuscript received February 2, 1987; revised October 10, 1987 . This work was supported by NSF Grant DMC-8513041 and by a grant from the Louisiana Board of Regents. L. N. Bhuyan packet-switched interconnection networks with decentralized control are more appropriate for multiprocessing and data flow architectures [ 11, [9] , [ 131, [201. Performance analysis of packet-switched multistage interconnection networks (MIN's) based on queueing models and through simulations have been reported in the literature [6] , [13] . The major disadvantages of packet-switched MIN's are that they are not modularly expandable and are complex to design. The multiple bus networks provide more expandability, modularity, and availability [ 11. Packet-switched multiple bus networks based on CSMA/CD type of decentralized bus access schemes have been studied [4] , [18] , [26] . However, due to the inherent nondeterministic nature of the CSMA/CD, the time to deliver a packet can become unbounded due to a large number of collisions and retransmissions.
Ring networks are based on three well-known channel access schemes, namely, token ring, slotted ring, and register insertion ring. These have been widely used as local area networks both in commercial systems and research prototypes [ 161, [ 171. Ring networks offer several attractive features such as higher channel utilization and bounded delay with nonexhaustive service policy. However, the transmission delays faced by a message packet is high under moderate and high traffic loads. It is due to this high communication latency time that single ring networks are not well suited for distributed processing that requires high interprocessor communication. Providing high bandwidth through multiple rings is an attractive alternative because of cost and reliability considerations. Design issues of multiple rings for distributed processing have been reported in [8] and [27] and their protocols are briefly described in subsequent sections in this paper. Tagged token data flow architectures based on the multiple slotted ring network have been reported in the literature [9] . In this paper, we present performance models of both single and multiple symmetric ring networks for all the three channel access schemes. Our approach here has been to provide a simple, closed form, and unified analysis for these networks based on similar assumptions and protocols.
The token ring local area network was first thoroughly analyzed by Konheim and Meister [ 121. In their analysis, they had assumed an exhaustive policy [16] whereby a station receiving a token uses the opportunity to transmit all messages waiting at the station before passing the token to the next station on the ring. Bux [2] and Tobagi and Kleinrock [23] adopted the basic model developed by Konheim and . Our intent in this paper has been to provide a uniform analytical technique to evaluate the three ring protocols. In view of this, our approach is to provide a simple and approximate analysis rather than following rigorous mathematical derivations. Moreover, the exact token ring analysis cannot be applied to other ring protocols. We also doubt if exact analysis for the multiple token ring networks exist.
Slotted ring networks were examined by Bux [2] for long messages and an analysis was given under the assumption that there is only one slot circulating on the ring. The long messages have to be broken into small packets in order that they can fit into the slots. Loucks et al. have studied slotted ring networks in their recent paper [ 171 in which a probabilistic model was given with the assumption that each station can have at most one packet waiting for transmission or in transit on the ring. Their analysis is based on short and fixed packets so that no fragmentation of a message is necessary. Our analysis for the single and multiple slotted ring is based on the same environment, but allows more than one packet in the buffer.
The performance of the register insertion ring has been analyzed by Bux 131. In his analysis, he has considered the dynamic register insertion ring protocol, in which the size of the inserted buffer can vary from zero to a maximum size. Loucks et a1. [17] have studied the register insertion ring in which the size of the inserted buffer is fixed. This scheme is called the static register insertion ring. In their analysis, only one message packet is allowed in a station at a time. We present a simple approximate analysis for the single and multiple static buffer insertion rings, which allows a message queue at each station.
The results obtained from the analytical model of the three ring protocols both for the single and multiple ring cases have been compared to those obtained from simulation. The results are shown to be in good agreement at low to medium loads. The various assumptions in our models which cause large errors at high loads have been identified. The next section of the paper deals with a uniform analysis for single ring networks. The analysis is based on a gated M/G/l queueing model. Approximate mathematical models for the three multiple ring networks are presented in the subsequent sections. Finally, Section VI concludes the paper.
A UNIFORM ANALYSIS OF SINGLE R~N G NETWORKS
In this section, the analysis of a single token ring network proposed by Sethi and Saydam [21] is briefly discussed to highlight the gated M/G/1 queueing model. Then the analyses of the single slotted ring and single register insertion ring networks based on this queueing model are presented. AI1 the analyses in this section are meant for symmetric ring networks with nonexhaustive policy, fixed size packets, source removal of packets, and an infinite buffer at each station [16].
A . Analysis of Single Token Ring Network
The basic structure of the local area ring network assumed by Sethi and Saydam [21] consists of a ring with M stations located on it. The arrival stream of packets at each station is assumed to have a Poisson distribution with an average rate of X packets per bit time. A nonexhaustive service policy is assumed in each station. That is, each station sends only one packet per revolution of the token. The completion of the packet transmission from a station is immediately followed by the transmission of the token to the next station on the ring. The token passing time between two stations is assumed to be a constant denoted by r (in bit time). The token rotation time T has been defined as the elapsed time from the instant a station receives a token until the next instant the station again receives the token. A station is considered active if it has a packet to send when the token arrives. The number of active stations, denoted by N , encountered by the token during one token rotation is a random variable. This implies that Tis a random variable with the mean of T denoted by T.
The traffic intensity at each station is given by p = AT. For stable operation of the network ( p < l), each station has a probability p of being active during one token rotation. By assuming that all M stations are independent, the number of active stations N can be approximated to have a binomial distribution. The exact analysis of the token ring [22] avoids this independence assumption and we will defer the discussion on the effect of such an assumption until Section 111. The token rotation time can be expressed by
where x is the packet transmission time (in bit time) on the ring which is assumed to be fixed.
The delay faced by an incoming packet is shown in Fig. 1 .
The mean packet transfer time T, consists of the mean waiting time W in the queue, the transmission time x , and the propagation delay from source station to destination station. The propagation delay, on the average, is half of the total ring delay R . Thus, T,= W + x + R / 2 .
As shown in Fig. 1 , the mean waiting time consists of two components and is given by
w = T R + Q T
where TR is the mean residual life of the token rotation time and Q is the mean queue length. T R represents the time required for the free token to arrive at the station, measured from the instant a packet arrives at the station. T R is obtained from the following relation [ 111:
where Ci is the coefficient of variation of the token rotation time. Using Little's result, the following expression is derived.
The mean queueing time can be further subdivided into two phases, as shown in Fig. 2 . A packet arrives when a slot is passing by the station, so there is first an elapsed time for that slot to pass through. Since the arrival process is assumed to be Poisson, this remaining slot length CY can be considered to be
cg and T can be easily obtained from (I) , noting that N h a s a binomial distribution.
B. Analysis of Single Slotted Ring Network
In a slotted ring network, the entire ring is formated into a constant number of fixed-length slots that continuously circulate around the ring. A flag within the slot header is used to indicate whether the slot is empty or full. Any station on the ring that has a packet ready to transmit waits until it observes an empty slot, sets the flag to full, and then places its data into the slot. A packet transmitted on the ring is removed by the source station upon its return and the slot is marked as empty and is always passed on to the next station. A station is not allowed to reuse the slot to prevent "hogging" [16] . Since the total number of slots on the ring is known during the initialization operation, the source station can recognize its transmitted packet by simply counting the number of slots passing by. As soon as it sees its transmitted packet, the flag of the slot containing the packet is changed from full to empty.
Let M be the total number of stations connected to the ring. We assume that all M stations are independent of each other, and all stations contribute equally to the total traffic on the ring. In each station, the arrivals of message packets are assumed to follow a Poisson process with mean arrival rate h packetdbit time. We also assume that at each station there are enough buffers to store the arriving packets. The ring utilization U is defined [17] to be U = lim ( C / t ) I-m where C is the total number of ring-formated packet bits transmitted on to the ring from all stations during a t bit time period. If each packet has a length of x (in bit time), then the ring utilization can be expressed as
Similar to the token ring case mentioned in the previous subsection, each station can be considered to be a gated M/G/1 queue. The mean latency time faced by an arriving packet D uniformly distributed between 0 and x. Therefore, the mean remaining slot length is simply
This is equivalent to TR in the token ring analysis.
Next, the arriving packet has to wait for the transmission of other packets ahead of it in the queue. The average number of packets in the queue seen by an arriving packet is identical to the average queue length Q which by Little's Law is given by Q -X W .
Our analyses are based on applications in which message packets are short and equal to one slot length on the ring. Therefore, it is not unreasonable to assume that the successive slots behave independently. Analysis by Loucks et al. [17] , based on this independence assumption, and our results, shown later, indicate that the error is small. The only other way is to consider a heuristic function that determines the dependency between the slots from experimental results [ 101. For simplicity, however, we will base our analysis on the independence assumption. With this assumption, the probability of a slot on the ring being full is U , and the time needed for a packet at the head of a queue to find an empty slot, starting from slot boundary, can be approximated to have a geometric distribution. The probability that a packet has to wait i more slots before it can be transmitted is U'(1 -U). The mean of waiting time d to find an empty slot can be expressed as
Each packet in the queue requires time d + x to finish transmission and an arriving packet has to face a residual life of a slot length. Due to the memoryless property of geometric distribution we have the following formula for the mean 
-h ( d + x )
Notice that the delay blows up at hx(M + 1) = 1 which corresponds to U < 1. This is because a station cannot reuse a slot after removing a packet. This is an inherent drawback with a slotted ring protocol if "hogging" has to be avoided.
The mean packet transfer time Tt consists of the mean packet delay D and the propagation delay from source station to destination station. The propagation delay is on the average half of the total ring delay R . Thus, Ti is given by
The numerical results computed by using (5) have been
compared to our simulation results in Fig. 3 . For utilization up to about 0.5, the analytical and simulation results are in good agreement. At very high load, the analytical model underestimates the transfer time. For the ring with R = 300 bits, the error is about 10 percent at U = 0.7. The error is mainly attributed to the effect of independence assumption between successive slots on the ring.
C. Analysis of Single Register Insertion Ring
In the static register insertion ring protocol, each station consists of a transmit shift register (TSR), a receive shift register (RSR), and a switch which can connect the outgoing line to 1) an incoming line, or 2) the RSR, or 3 ) the TSR. When a station has no packet to transmit, the incoming line is connected to the outgoing line. The data from the incoming line are also shifted into the RSR. When a packet destined for the station is wholly contained in the RSR it is removed and sent to the host. When a station wishes to transmit a packet, the interface monitors the ring. If the ring data passing the station are not part of a message packet, that is, if "idle" bits are passing by, a register of x bits can be inserted in-line immediately. If a message packet is passing, the register is inserted as soon as the last bit of the packet has passed the station. The insertion of the packet into the ring is achieved by connecting the TSR to the outgoing line and buffering the data in the incoming line in the RSR during the transmission. The insertion register contains the complete ring-formated packet. When a station that has transmitted a packet recognizes that the packet has returned and is completely contained in the insertion register, the register is removed from the ring, thus removing the transmitted packet. In our analysis, a nonexhaustive policy is assumed. That is, if a station already has a packet in the ring, it can transmit the next packet only after the outstanding packet has been removed from the ring. This feature puts a bound on the maximum ring delay and also reduces the complexity of ring interface.
In the following analysis, we consider M stations each having an infinite buffer. The arrival process of the packets in each station is assumed to be Poisson with an average rate h packets per bit time. The propagation delay around the ring and the delay in each station (distinct from the delay introduced by the insertion of the register) is accounted for by assuming a fixed delay of r bits per station. We define packet rotation time TI as the elapsed time from the instant a station inserts a packet into the ring until the instant the station removes the packet from the ring. Clearly TI is a random variable and depends on the number of active stations encountered by the packet. The active stations are those stations which have their registers inserted into the ring. Each active station encountered by the packet results in a delay of x bits. The number of active stations is denoted by N and is a random variable. It is easily seen that the packet rotation time TI is given by to the total number of bits on the ring. In the steady state, this is given by
The mean waiting time of a packet arriving at the queue to find the register not inserted is given by
@ I = Q T + T R l
where Q is the average queue length seen by the arriving packet and TR, is the mean residual life of the packet in transmission. Since we have considered fixed packet length,
(9)
In the case when the arriving packet finds the register inserted, it implies that the station has a packet outstanding on the ring.
The mean waiting time w2 is given by In this case, T R 2 is the mean residual life of the packet rotation time. As before (Section 11-A), T R 2 is given by where CZ, is the coefficient of variation of the packet rotation time.
Now, the probability that the arriving packet finds the buffer inserted is given by p . Thus, the mean waiting time W is given by Using the above equation, the mean transfer time Tl can be computed from (7). The analytical and simulation results are plotted in Fig. 4 for two different values of R . At low and medium load, the analytical and simulation results are in good agreement for both cases. At high load, slightly larger errors are observed. For R = 300 bits, for example, the difference between the two results is about 10 percent at the load of h = 8 x packetslsecond.
The mean transfer delay TI of the three different single ring protocols are compared in Fig. 5 . For all the three protocols the total ring delay R is assumed to be 300 bits and the packet length is 100 bits. From the figure it is observed that at low load, the static register insertion ring performs the best. This is because at low load the dominant factor is the channel access time which is the smallest in case of the static register insertion ring protocol. At high loads, the slotted ring protocol performs the best. The behavior of the static register insertion ring at high loads is similar to the token ring protocol. As a result, the performance of the static register insertion ring is similar to the token ring case.
The mean transfer time TI experienced by a packet consists of the waiting time in the queue, the transmission time, and the propagation delay from the source station to the destination station which on the average will be half the mean packet rotation time. Thus, TI is given by
Tt= w + -+ x .
(7)
We next compute W , the mean waiting time in the queue.
A packet arriving at a station can either find the receive register inserted or not inserted. We first consider the mean waiting time wl in case the register is not inserted. We define utilization U of the ring as the ratio of the number of busy bits 
ANALYSIS OF MULTIPLE TOKEN RING
The multiple ring network we have in mind is shown in Fig.  6 . The channel access control mechanism exercised in each ring interface can be described as follows [8], [27] . The B tokens in the B rings are independent and operate asynchronously in each ring. If a station has no packet to transmit, the ring interface simply passes the arriving tokens to the next station. When the station has a packet to transmit, the ring interface simultaneously monitors all the rings and captures the first token arriving on any one of the B rings. The ring interface then converts the token into a connector and then immediately follows this with the message packet. The connector, like the token, is a unique short signal sequence, distinct from any possible packet field sequence. The token is then transmitted immediately after the message packet. The station is required to remove its transmitted packet when it returns around the ring. Each station can transmit only one packet at a time. This implies that while a station transmits a packet on a particular ring it cannot transmit another packet on any other ring until the ongoing transmission is completed. The tokens arriving at the station on the other rings during this interval are passed on to the next station on the ring. The token passing time between the stations on any ring has been assumed to be a constant denoted by r. Furthermore, the analysis has been carried out for fixed packet length denoted by x and an infinite buffer at each station. It should be noted that in our protocol each station can receive more than one packet simultaneously in order to avoid any loss of packet.
We define token interarrival time T as the elapsed time from the instant a station receives a free token on a particular ring until the next instant the same station receives another free token on any of the B rings. Clearly T is a random variable, and Tdenotes the mean token interarrival time. Fig. 7 shows a sequence of arrival epochs of the tokens at a particular station. TR represents the residual life of the token interarrival time. It is a random variable and TR denotes the mean residual life.
Consider the mean waiting time experienced by a packet arriving at a station. If the packet sees an average queue length Q, the mean waiting time is given by In the above expression, TR is the mean residual life of the token interarrival time and represents the time until the station receives the token to transmit the packet at the head of the queue. Here PTcx is the probability that the packet transmission time is greater than the token interarrival time and PT 2 x is the probability that the packet transmission time is less than or equal to the token interarrival time. . . Again, as in Section 11-A, N is a random variable and is assumed to have a binomial distribution given by
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where Q! = M p x + Mr. Simple algebraic manipulation of the above integration yields
where p is the traffic intensity in each ring.
PT,,E[ TI T~X ] = P T~, (-T + -B , , . x ) .
Clearly, p is given by Finally, we derive the expression for PT<, and P T~, of (12). The distribution function of Tis given by (15). It can be easily shown that
p=X(Pr<x(x+ T R ) + P T , , E [ TI T I X I ) .
Also, E[NI = Mp and Var[N = Mp(1 -p ) . Thus, T,, the average walk time around any ring is given by
To find the distribution function of T we assume that each TRj = 1 , 2, . . . , B -1 , is an independent and identically distributed random variable. We further assume that the B -1 tokens are uniformly distributed among the M -1 stations. In terms of time units, we note that the mean value of the largest T, approaches T,. Hence, we assume that TR; has a uniform distribution between 0 and Tw. This is not true in reality. It was observed in the simulation and also reported in [19] that the tokens coalesce instead of being uniformly distributed in the rings. However, the above assumption simplifies the otherwise intractable analysis without significantly affecting its accuracy. Thus, we get f o r 0 I t I Mpx + Mr.
From (13), (14) , and the above assumption we can derive the following distribution function of T, the token interarrival and P T r x = 1 -PT<x.
Substituting B = 1 in the above equation we find that PT<, is 0 and PT I x is 1. This is consistent with what we expect. However, setting B = 1 in (16), it is observed that the expression is not same as that obtained from the single token ring analysis in Section 11. The difference is in the factor Ci. This arises as a result of the uniform assumption made in the derivation of distribution function of the token interarrival time. As a consequence of this, the result obtained from the single ring analysis in Section 11-A is better than the result obtained here by setting B = 1. 
IV. ANALYSIS OF MULTIPLE SLOTTED RING
In multiple slotted ring networks, there are B rings and each ring is formated to a constant number of fixed length slots that continuously circulate around the ring. The slots circulate asynchronously with respect to each other. A station with a packet to transmit waits until it observes an arrival of an empty slot of any ring, marks it full, and begins to transmit. As already pointed out in Section 111, we have adopted a transmit protocol which allows only one transmission to be active at any time. However, a destination station can receive up to B packets on the B rings simultaneously. Similar to the single slotted ring, a source station is not allowed to reuse the slot from which it has just removed a packet. In the following analysis, we assume a nonexhaustive service policy with infinite buffer at each station.
In order to analyze the multiple slotted ring networks, it is assumed that the traffic load is equally distributed among B rings. To simplify the analysis, we further assume that the circulation of slots on B rings is synchronized. That is, a station can observe B flags of the B slots on different rings at the same time. In reality, slots on different rings are asynchronous and their headers are uniformly distributed over a slot length. However, in terms of the waiting time of a packet at a station, the difference between the two situations is small, as will be evident from our results.
Since the traffic load is uniformly distributed among the B rings, the utilization of each ring, U,, can be expressed as
The probability that the packet at the head of a queue cannot get an empty slot among the currently passing B slots in ( Therefore, the probability that the packet has to wait i slot times before it can be sent out is fixed at 150 bits. The ring, with 50 stations located on it, is assumed to have a total propagation delay of 300 bits. The analytical values are consistently smaller than the simulation results at high load. This is because of the independence assumption, as mentioned in the previous section. Finally, it is observed that setting B = 1 in (17) and (18), we obtain the same expression for the mean transfer time as those obtained for the single slotted ring analysis derived in Section II.
V. ANALYSIS OF MULTIPLE REGISTER INSERTION RING
In the multiple register insertion ring, we assume that a station has one receive shift register (RSR) for each of the B rings. However, each station has only one transmit shift register (TSR) which is used to transmit a packet on to B rings. This implies that the station cannot transmit more than one packet at a time and is consistent with the other ring protocols. A station might have more than one register inserted on different rings provided that they were inserted at different times. The transmit and the receive protocols in the multiple register insertion ring are similar to the single ring case. As before, we assume a nonexhaustive service policy and an infinite buffer at each station.
Consider a packet arriving at a station. There could be two situations: 1) the packet arrives to find all the B registers inserted; or 2) the packet arrives to find one or more rings idle (those rings which do not have their register inserted). We consider these two cases separately. In case 1, the station has B outstanding packets on the rings that are to be removed upon their returns. We can derive the distribution of the packet interreturn time by assuming that the B packets are uniformly distributed in the network. Further, following the same method as adopted in the multiple token ring analysis, the mean packet interreturn time TI and the mean residual life of the packet interreturn time T R 2 can be shown to be In the above equations, p is the traffic intensity in each ring, i.e., the probability that a register is inserted in a particular ring at a station and is given by p = (h/B)(Mpx + Mr).
Mpx
Following the approach adopted in the multiple token ring analysis, it is easily seen that the mean waiting time r l for case 1 can be approximated by
The approximation in (20) is that we have neglected the effect of more than one ring becoming free within a packet transmission time. This assumption is justified because case 1 considers the high load situation.
Next we consider the case when the packet arrives to find one or more of the registers not inserted. To simplify the analysis, we assume that there is no queue. Consider the case when the packet arrives to find i, 1 I i 5 B, rings idle. In this case, the interface monitors all the i rings simultaneously and simply chooses the ring on which an idle bit or a packet boundary comes first and inserts its register. The mean waiting time W2; before the packet can be transmitted is given by
W2;=E[min ( T k l , T i , , -* e , T k I ) ] U '
where T i , is a random variable representing the remaining time for the currently passing packet the onjth ring to pass the station. Following the same approach as in the previous case and assuming the distribution of T i , to be uniformly distributed between 0 and the packet length x bits, it can be shown that W2; is given by where U is the utilization of each ring and is defined as
MPX
Mpx + Mr
U =
Now the probability that a packet arrives to find a register inserted is given by p . This is assuming that the load is uniformly distributed among the B rings. Assuming the rings to be independent, the number of idle rings seen by an arriving packet can be approximated to have a binomial distribution. The mean waiting time W2 in case 2 can be shown to be In the above equation, p B is the probability that the packet arrives to find all the B registers inserted. Simple algebra leads to The mean transfer time Tt can be evaluated from R 2 T t = w + x + -where R = Mpx + Mr is the average ring delay.
The agreement between the analytical and simulation results is reasonably good (see Fig. 10 ). As expected, the analytical models consistently underestimate the transfer delay. The error arises due to 1) the independence assumption of stations, 2) the assumption that at high load the effect of more than one ring becoming free during a packet transmission time is negligible, and 3) the assumption that an arriving packet does not face queueing delay at low load. In reality, assumptions 2 and 3 are not true though the probability of their occurring is very small. Similar to the case of the multiple token ring, it is observed that by setting B = 1 , in the above analysis we do not obtain the same expression derived in Section 11-C and consequently the results are worse. Fig. 11 compares the analytical results of the three multiple ring protocols for fixed packet length of 100 bits and number of rings equal to 2. The ring delay in each ring is assumed to be 300 bits. It is observed from the figure that at low loads, i.e., for small values of X, the multiple static insertion ring performs the best while at high loads the slotted ring protocol performs the best. The above result is consistent with the results obtained for the single ring case shown in Fig. 5 . Table I gives all the closed form solutions for the packet queueing time obtained in this paper for various ring protocols. All these expressions have been derived by means of the gated M/G/1 queueing model though the residual lives are different from each other depending on the access protocols. In the token ring case, for instance, the residual life is simply the residual life of the token interarrival time which is given by (16). Similarly in the register insertion ring, the residual life is the residual life of the packet interarrival time assuming high load. At low load where an arriving packet can find at least one register not inserted, the mean residual life is reduced to ring utilization times half of the packet length. A slotted ring network, on the other hand, has half of a slot length as the mean residual life. It is very difficult to make a general comparison of the three ring protocols from the performance point of view because it is highly dependent on the system parameters. However, for any given set of system parameters, performance comparison can be made easily as it was done in Fig. 11 .
VI. CONCLUSIONS
The contributions of this paper have been the following. First, there were no analyses of single slotted or static register insertion ring networks that considered nonexhaustive policy with infinite buffers. Moreover, the analyses of individual rings reported in the literature are so varied in their protocols, assumptions, and evaluation techniques that a comparison among the various results was almost impossible. We, therefore, felt the need for a unified technique for analyzing the three types of rings based on similar protocols and assumptions. Multiple ring architectures that can provide high bandwidth, reliability, modularity, and availability were analyzed. The multiple rings have been viewed as multiple walking servers to a station and the solutions were obtained through the same "gated M/G/l approach" as applied to the single ring networks.
We considered a sequence of very difficult problems for which it is doubtful if exact solutions exist. We, therefore, presented simple approximate closed form solutions which can be readily used to predict the performance of these systems. The analyses are based on the assumption that a number of dependent random variables are independent. The results indicate that these approximations work well only for light to medium loads. It is easy to recognize that this analytical approach can also be applied to job scheduling problems in a distributed environment where the individual processors scan the job queues asynchronously on a round-robbin policy [19] , [24]. Further work in this area involves removing the assumptions made in our analyses to obtain more accurate performance estimates.
