Abstract. Quasi-Newton methods are reliable and e cient on a wide range of problems, but they can require many iterations if no good estimate of the Hessian is available or the problem is ill-conditioned. Methods that are less susceptible to ill-conditioning can be formulated by exploiting the fact that quasi-Newton methods accumulate second-derivative information in a sequence of expanding manifolds. These modi ed methods represent the approximate second derivatives by a smaller reduced approximate Hessian. The availability of a reduced Hessian allows conventional quasi-Newton methods to be improved in two ways. First, it is possible to reduce the objective while the iterates are forced to linger on a manifold whose dimension can be signi cantly smaller than the manifold on which curvature is being accumulated. Second, approximate curvature in directions o the manifold can be reinitialized as the iterations proceed, thereby reducing the in uence of a poor initial estimate of the Hessian.
In the quasi-Newton context, the availability of an explicit basis for the gradient manifold makes it possible to represent the approximate curvature in terms of a reduced approximate Hessian matrix with order at most k+1. Quasi-Newton algorithms that explicitly calculate a reduced Hessian have been proposed by Fenelon 4] , and Nazareth 20] , who also considered modi ed Newton methods in the same context. A feature of this approach is that iterates can be forced to linger on a manifold while the objective is minimized to greater accuracy. In practical terms, lingering allows the search directions to be calculated more cheaply by solving with a matrix that is generally smaller than the reduced Hessian. In many cases convergence occurs before before the dimension of the manifold reaches n.
More recently, Siegel 26] proposed the conjugate-direction scaling algorithm, which is a quasi-Newton method based on a factorization of the inverse approximate Hessian. Although no explicit reduced Hessian is updated, the method maintains a basis for the expanding manifolds and allows iterates to linger on a manifold. The method also has the bene t of nite termination on a quadratic. More importantly, Siegel's method includes an feature that can considerably enhance the bene ts of lingering. Siegel notes that the search direction is the sum of two directions: one with the scale of the estimated derivatives, and the other with the scale of the initial approximate Hessian. Siegel suggests rescaling the second direction using the approximate curvature calculated so far. This combination of lingering and rescaling has the potential for giving signi cant improvements over conventional quasi-Newton methods. Lingering forces the iterates to remain on a manifold until the curvature has been su ciently established; rescaling ensures that the initial curvature in the unexplored manifold is commensurate with the curvature that has already been determined.
In this paper we propose several algorithms based on maintaining the factors of an explicit reduced Hessian. We demonstrate how these factors can be used to force the iterates to linger while curvature information continues to be accumulated along directions lying o the manifold. It is shown that the e ects of lingering are restricted to an upper-trapezoidal portion of the factor of the reduced Hessian. Moreover, with the BFGS update, the unaltered portion retains the diagonal structure of the initial approximate Hessian, with the in uence of the initial estimate of the Hessian being con ned to a diagonal block of the reduced Hessian factor. It follows that conjugate-direction rescaling is equivalent to simply reinitializing the diagonal part of the reduced Hessian with newly acquired curvature information.
Despite the similarities between the reduced Hessian and conjugate-direction scaling approaches, it should be noted that these methods are not the same, in the sense that they involve very di erent storage and computational overheads. Moreover, the reduced Hessian factorization has both practical and theoretical advantages over the conjugate-direction factorization of Siegel's method. On the practical side, the early search directions can be calculated with signi cantly less work. This can result in a signi cantly faster minimization when the dimension of the manifold grows relatively slowly, as it does on many practical problems (see Section 6) . On the theoretical side, the simple structure exhibited by the reduced Hessian factor allows the bene ts of reinitialization to be extended to the large-scale case (see Gill and Leonard 8] ).
The paper is organized as follows. Section 2 reviews various theoretical aspects of reduced Hessian quasi-Newton methods. This section includes the de nition of Algorithm RH, which is a reduced Hessian formulation of a conventional quasi-Newton method. This algorithm is the basis for the improved algorithms presented in Sections 3{4. Section 3 discusses the e ects of lingering on the de nition of the factorization of the reduced Hessian. In Section 4, Siegel's conjugate-direction scaling algorithm is reformulated as an explicit reduced-Hessian method. In Section 4.1 we present a reduced Hessian method that combines lingering with reinitialization. The convergence properties of this algorithm are discussed in Sections 4.2 and 4.3. Finally, Section 6 presents some numerical results when various reduced-Hessian algorithms are applied to test problems taken from the CUTE test collection (see Bongartz et al. 1] ). Our experiments provide strong evidence that reduced quasi-Newton methods are more robust and more e cient than conventional quasi-Newton methods on dense problems of small-to-moderate dimension.
2. Background. Given a twice-continuously di erentiable function f : IR n ! IR with gradient vector rf and Hessian matrix r 2 f, the kth iteration of a quasi-Newton method is given by H k p k = ?rf(x k ); x k+1 = x k + k p k ; (2.1) where H k is a symmetric, positive-de nite matrix, p k is the search direction, and k is a scalar step length. If H k is interpreted as an approximation to r 2 f(x k ), then x k + p k can be viewed as minimizing a quadratic model of f with Hessian H k . The matrix H k+1 is obtained from H k by adding a low-rank matrix de ned in terms of s k = x k+1 ? x k and y k = g k+1 ? g k , where g k = rf(x k ). Updates from the Broyden class satisfy
For brevity, the term \Broyden's method" refers to a method based on iteration (2.1) when used with an update from the Broyden class. Similarly, the term \BFGS method" refers to iteration (2.1) with the BFGS update. It follows that a positive value for the approximate curvature is a necessary condition for H k+1 to be positive de nite.
We follow common practice and restrict our attention to Broyden updates with the property that if H k is positive de nite, then H k+1 is positive de nite if and only if s T k y k > 0. This restriction allows H k+1 to be kept positive de nite by using a step length algorithm that ensures a positive value of the approximate curvature. For algorithms with this property see, e.g., Gill, Murray and Wright 10] and Fletcher 5] .
If n is su ciently small that an n n dense matrix can be stored explicitly, two alternative methods have emerged for implementing quasi-Newton methods. The rst is based on using the upper-triangular Cholesky factor R k of H k (see Gill et al. 9] ). The second uses a matrix V k satisfying V T k H k V k = I, where I denotes the n n identity matrix (see Powell 24] , Siegel 26] ). Neither of these methods store H k (or its inverse) as an explicit matrix. Instead, R k or V k is updated directly by exploiting the fact that every update from the Broyden class de nes a rank-one update to R k and V k (see Goldfarb 11] The gradient g k+1 is said to be accepted or rejected depending on whether or not the dimension of Z k increases during the orthogonalization. The (ordered) accepted gradients form the columns of an n r k matrix G k that de nes a non-orthogonal basis for G k . The matrix Z k is the orthogonal factor of G k , i.e., there is a nonsingular upper-triangular matrix T k such that G k = Z k T k . Hence, the Gram-Schmidt orthogonalization may be considered as an algorithm for updating the QR decomposition of G k without explicitly computing T k .
In later sections, we use the properties of another basis for G k formed from the search directions p 0 , p 1 , . . . , p k . De nition (2.5) of each search direction implies that p j 2 G k for all 0 j k. The next lemma shows that G k = P k , where P k = spanfp 0 , p 1 , . . . , p k g. 
Replacing the last column of T k by Z T k p k and using the relation G k?1 = Z k?1 T k?1 A simple computation using the conjugacy condition (i) above gives the reduced 
Part (a) of this result allows us to interpret each new iterate x k+1 as \stepping onto" a larger manifold M(G k ; x 0 ) such that M(G k?1 ; x 0 ) M(G k ; x 0 ). This interpretation also applies when minimizing a general nonlinear function as long as g k is accepted for the de nition of G k .
3. Lingering on a manifold. Up to this point we have considered methods that generate the same iterates as conventional quasi-Newton methods. Next we exploit structure revealed by the reduced-Hessian formulation to derive improved methods.
When f is a general nonlinear function, x k+1 is unlikely to minimize f on the manifold M(G k ; x 0 ) = fx 0 + z j z 2 G k g. However, during a sequence of iterations in which the gradient is rejected, Z k remains constant, and the algorithm proceeds to minimize f on the manifold M(G k ; x 0 ). In this section, we propose an algorithm in which iterates can remain, or \linger", on a manifold even though new gradients are being accepted for Z k . The idea is to linger as long as a good reduction in f is being achieved. Lingering has the advantage that the dimension of the underlying unconstrained problem grows more slowly than with the conventional method.
An algorithm that can linger uses one of two alternative search directions: an RH direction and a lingering direction. An RH direction is de ned as in Algorithm RH, i.e., RH directions are computed using the reduced Hessian associated with the matrix Z k . As discussed above, an RH direction p k de nes an x k+1 on the manifold M(G k ; x 0 ). By contrast, the lingering direction forces x k+1 to remain on a manifold M(U k ; x 0 ), where U k is a subspace (de ned below) such that M(U k ; x 0 ) M(G k ; x 0 ). A point x k+1 in M(U k ; x 0 ) is de ned for any p k in U k ; accordingly, an algorithm is said to linger on M(U k ; x 0 ) if the search direction is of the form p k = U k p U , where the columns of U k form a basis for U k . As long as U k is constant and p k has this form, the iterates will remain on M(U k ; x 0 ).
The subspace U k and an appropriate basis U k are de ned as follows. At the start of iteration k, an orthogonal basis for G k is known such that
where U k is an n l k matrix with columns that span the subspace U k of all RH directions computed so far, and Y k contains orthogonalized gradients accepted after a lingering step. The integer l k (0 l k r k ) is known as the partition parameter for Z k . In many practical situations l k is much smaller than r k (see Section 7, Table 7 .1).
It must be emphasized that the partition (3.1) is de ned for every iteration, regardless of whether or not lingering occurs. This is because quantities computed from U k and Y k are used to decide on the choice of search direction. The matrix Z k is the orthogonal factor of a particular non-orthogonal basis for G k . Let P k denote the n l k matrix of RH search directions computed so far, and let G k denote the n (r k ? l k ) matrix of gradients accepted after a lingering step. The matrix Z k is de ned as the orthogonal factor of the basis matrix B k = ( P k G k ), i.e., ( P k G k ) = Z k T k for some nonsingular upper-triangular matrix T k . If T k is partitioned appropriately, we have
where T U an l k l k upper-triangular matrix. Note that range(P k ) = range(U k T U ) = range(U k ), as required.
As in Algorithm RH, at the start of the rst iteration, r 0 = 1 and Z 0 comprises the normalized gradient g 0 =kg 0 k. The initial partition parameter is l 0 = 0, which implies that U 0 is void and Y 0 (= Z 0 ) is g 0 =kg 0 k. As U 0 is empty, an RH step is always taken on the rst iteration. At the start of the second iteration, Z = ( z 1 z 2 ), where z 1 = g 0 =kg 0 k and z 2 is the component of g 1 orthogonal to z 1 . At this point, r 1 = 2 and l 1 = 1, which implies that U 1 = z 1 
where R U is an l l upper-triangular matrix. In terms of this partition, the intermediate system R On the other hand, when minimizing a general nonlinear function with an inexact line search, it is possible that kd U k kd Z k, and nearly all of the reduction in the quadratic model is obtained on M(U; x 0 ). In this event, little is lost by forcing the iterates to remain on M(U; x 0 ). Moreover, lingering can be used to ensure that g U is \su ciently small" before an iterate is allowed to leave M(U; x 0 ). In this sense, lingering is a way of forcing Broyden's method to perform on a general nonlinear function as it does on a quadratic.
As noted by Fenelon 4, p. 72], it can be ine cient to remain on M(U; x 0 ) until g U is zero. Instead, iterates are allowed to linger until the predicted reduction corresponding to a step moving o M(U; x 0 ) is signi cantly better than the predicted reduction for a step that lingers. In particular, a step o of M(U; x 0 ) is taken if kd U k 2 kd Z k 2 , where is a preassigned constant such that 1 2 < < Z can be modi ed by implicitly replacing the last column of G with the RH search direction p. The e ect on Z may be calculated as follows. First, p is inserted on both sides of the decomposition ZT = ( P G ), giving
The left-hand side can be re-partitioned as ( P G g ), where P = ( P p ) and g is the gradient accepted in the previous iteration. Let 3.5. The BFGS update. Next we show that if the BFGS update is used, the block structure (3.3) of R simpli es to the extent that the matrix R Y remains in the form 1=2 I, a multiple of the identity matrix.
The next result describes the e ect of the BFGS update on R when a lingering step is taken, and s 2 range(U). This matrix can be restored to upper-triangular form at no cost by applying S to the last r ? l rows, giving 1=2 I r?l in the (2; 2) block. The re-partition implied by the incremental change to l does not alter this block diagonal structure, and it follows that R has the requisite form prior to the line search.
To study the e ect of the orthogonalization procedure and the BFGS update, we revert to using (3.5) to denote R, which may or may not have been modi ed by the swap procedure. Note that R Y is void if either R Y was void before the swap or l was increased to r. Depending on the nal column dimension of Y , the orthogonalization procedure will either leave R unaltered or cause a diagonal row and column to be appended to R. In either case, the Cholesky factor immediately before the BFGS update satis es (3.5) Here we modify the approximate Hessian by rede ning certain diagonal elements of the Cholesky factor of the reduced-Hessian. It will be shown that this has the e ect of reinitializing approximate curvature along certain directions. In Section 4.1 an algorithm of this type is introduced as an extension of Algorithm RHL.
4.1. Reinitialization combined with lingering. In this section we extend the BFGS version of Algorithm RHL so that approximate curvature is modi ed in a subspace of dimension n ? l k . Our aim is to avoid ine ciencies resulting from poor choices of H 0 . We modify the BFGS RHL method because the diagonal structure of the (2; 2) ). The third alternative is related to the scaling parameters used in Algorithm CDS (see Siegel 26] ). It is de ned in terms of a scalar i and satis es The fourth alternative is the inverse of the value suggested by Liu and Nocedal 17] for use in the limited-memory BFGS method (see Nocedal 22] ). For this option, we de ne Other than the addition of the reinitialize procedure, Algorithm RHRL di ers from RHL only in the use of the BFGS update rather than a general Broyden update.
Reinitialization can be applied directly to Algorithm RH, and does not require the implementation of a lingering scheme. In this case, can be rede ned before the augment procedure in order to improve performance. If R expands, the trailing diagonal of R is unaltered by the BFGS update and the remainder of R is independent of its value (see Section 3.5). In this case, the trailing diagonal can be rede ned either before or after the update. This choice is also available for RHRL, but we update before expanding R in order to simplify the proof of Theorem 4. We emphasize that, despite this equivalence, Algorithms RHRL and CDS are not the same method. In Section 6.5 we provide a detailed comparison between their work per iteration, and their overall cpu times on a large number of problems.
The last result of this section gives convergence properties of Algorithm RHRL when applied to strictly convex functions. Proof. Since the conjugate-direction scaling algorithm has these convergence properties (see Siegel 26] ), the proof is immediate from Theorem 4.3.
5. Implementation details. In this section, we describe in detail our implementation of Algorithm RHRL. Numerical results are given in Section 6. 5.1. Reorthogonalization. In exact arithmetic, a gradient is accepted into the basis matrix ( P k G k ) if k+1 > 0, where k+1 is the norm of (I ? Z k Z T k )g k+1 . This ensures that the basis vectors are linearly independent, and that the implicitly de ned matrix T k (3.2) is nonsingular. When k+1 is computed in nite-precision, gradients with small (but nonzero) k+1 are rejected to prevent T from becoming too ill-conditioned. In practice, an accepted gradient must satisfy k+1 kg k+1 k, where is a preassigned positive constant. In the numerical results presented in Section 6, was set at 10 ?4 .
Even when is large relative to the machine precision, Gram-Schmidt orthogonalization is unstable (see Golub The test set was constructed using the CUTE interactive select tool, which allows identi cation of groups of problems with certain features. Of the 74 problems selected with this speci cation, indef was omitted from the trials because the iterates became unbounded for all the methods. For the remaining problems, we chose the smallest allowable value of n satisfying n 300, with the following exceptions: we used smaller values of n for penalty3 , mancino and sensors because they otherwise took too much memory to \decode" using the SIF decoder (compiled with the option \tobig"); we used a smaller n for penalty2 because the initial steepest-descent direction for n = 300 was unusable by the optimizers; we used n = 50 for chnrosnb and errinros since this was the largest value admitted; and we used the value n = 31 for watson for the same reason.
Three more problems were identi ed using the select tool with input:
Number of variables : in 50, 300 ]
This resulted in problems tointgor, tointpsp, tointqor and hydc20ls being added to the test set. All of these problems have 50 variables except hydc20ls, which has 99 variables. We begin our discussion by identifying the \best" implementation of the various reduced-Hessian methods presented earlier. There follows a numerical comparison between this method and several leading optimization codes, including NPSOL 9], the conjugate-direction scaling (CDS) method 26], and the automatic column scaling (ACS) method 15].
6.1. The bene ts of reinitializing curvature. First, we compare an implementation of RHRL with the four alternative values of (4.1){(4.3)), labeled R0{R3. Table 6 .1 gives the total number function evaluations, and total cpu time (in minutes and seconds) required for a subset of 64 of the 76 problems. The subset contains the 64 problems for which RHRL succeeded with every choice of k+1 . The results clearly indicate that some form of approximate curvature reinitialization is bene cial in terms of the overall number of function evaluations. This point is reinforced when RHRL is compared with NPSOL, which has no provision for altering the initial approximate curvature. However, the decrease in function evaluations does not translate into a large advantage in terms of cpu time. The reason for this is that on the problems where a large di erence in function evaluations occurs, the required cpu time is small. For example, on the problem extrosnb, the function evaluations/cpu seconds required using R0{R3 are respectively 5398/39.6, 4914/20.6, 6764/27.1 and 3418/14.6. Although R3 (i.e., RHRL implemented with reinitialization option R3) o ers a large advantage in terms of function evaluations, it gains little advantage in cpu time relative to the overall cpu time required for all 64 problems. This is partly because the CUTE problems tend to have objective functions that are cheap to evaluate. (On problem extrosnb, RHRL with R0 takes longer than R2 because the nal value of r k roughly twice the R2 value. With R0, the values of r k reaches 67 at iteration 81 and remains at that value until convergence at iteration 3862. With R2, however, r k reaches only 17 by iteration 81 and is never greater than 35, converging after 4976 iterations.)
None of R0{R3 succeed on problems arglinb, arglinc, freuroth, hydc20ls, mancino, nonmsqrt and penalty3 . The problems for which at least one of R0{R3 fail are bdqrtic, cragglvy, engval1 , etcbv3 and vardim. Table 6 .2 shows which of R0{R3 failed on these ve problems by giving the corresponding values for kg k k at the nal iterate. It should be noted that R2 does not gain an advantage over R3 here because R3 nearly meets the termination criteria on bdqrtic (the nal objective value is 1:20 10 ?3 for both methods) and because only 74 function evaluations are required using R2 (R3 uses 53 before terminating). The cpu seconds used by R2 and R3 on bdqrtic are 0.38 and 0.28. Table 6 .3 gives the total number of iterations, function evaluations and cpu time required. All ve algorithms failed on problems arglinb, arglinc, freuroth, hydc20ls, mancino, nonmsqrt and penalty3 . This leaves seven other problems on which at least one of the ve methods failed. The two-norm of the nal non-optimal gradients are given in Table 6 .4. being required for the BFGS update to the Cholesky factor. In our comparison, both methods met the termination criteria on 64 out of 76 problems. Table 6 .5 gives the total number of iterations, function evaluations and cpu time for RHRL with R3 and for NPSOL. Both methods failed on problems arglinb, arglinc, hydc20ls, mancino, nonmsqrt and penalty3 . This leaves six other problems on which at least one of the methods failed. p k is saved while computing p k ), which yields a lower-Hessenberg matrix for the next iteration. Note that the work is essentially the same as that needed for NPSOL since two sweeps of rotations are used to maintain a triangular factor of the approximate Hessian. We have neglected any computations required for scaling since the version of ACS we tested scales very conservatively. In particular, the ACS code has seven built-in rescaling strategies numbered 21{26. The last two only scale during the rst iteration. Option 23 appears to be the one preferred by Lalee and Nocedal since it performs the best on the problems of Mor e, Garbow and Hillstrom 18] (see Lalee and Nocedal 15, p. 20] ). This is the option used in the tests below.
In our comparison, both RHRL and ACS met the termination criteria in 57 out of the 76 problems. In Table 6 .7, we show the total numbers of iterations, function evaluations and cpu time for RHRL with R3 and for ACS with scaling option 23. Both methods fail on problems arglinb, arglinc, bdqrtic, freuroth, hydc20ls, mancino, nonmsqrt and penalty3 . This leaves nine other problems on which at least one of the methods fails (see Table 6 .8). In order to isolate the 3n 2 ops, the op count for the simpler CDS method was divided into four parts. The rst part is the calculation of V T k g k , which requires n 2 ops for both the full and partial step. The second part is the beginning of the Goldfarb-Powell BFGS update to V k and the calculation of the search direction. This part of the BFGS update involves post-multiplying V k by an orthogonal, lowerHessenberg matrix, k say, and requires 3n 2 ops for the full step. (Powell 24, p . 42] suggests a way to reduce this cost.) Alternatively, 3nl c ops are required for the partial step. In point of fact, these counts are su cient to also provide the search direction (see Powell 24, pp . 41{42]), but Siegel prefers to show this calculation separately.
Hence, the search direction takes n 2 and nl c additional ops for the full and partial step. The third part of CDS is the completion of the BFGS update, which requires an additional 2n 2 ops for both steps (see Powell 24, p. 33] ). The fourth part of CDS scales trailing columns of V k and requires n(n ? l c ) ops (multiplications). Hence, in order to count only 3n 2 ops per iteration for both types of steps, we omit the cpu time for calculating V k k , computing the search direction and scaling V k .
The CDS code was implemented with the same line search used for RHR and RHRL. This allows a fair comparison of CDS with RHRL (R2), which is the reduced Hessian variant satisfying the conditions of Theorem 4.3. Table 6 .9 illustrates the connection between RHRL and CDS (see Theorem 4.3) as well as the advantage of using the reduced-Hessian method. A direct comparison can be made because both methods meet the termination criteria on the same 68 problems. The problems on which both methods fail are arglinb, arglinc, freuroth, hydc20ls, mancino and vardim. Note that despite the similarity in the number of iterations and function evaluations, RHRL is roughly 21% faster than CDS. The improvement in cpu time is gained primarily because the reduced-Hessian approach allows the search direction to be computed more cheaply during early iterations when r is much less than n. To further illustrate the connection between RHRL (R2) and CDS, Table 6 .10 compares data obtained for the two methods at particular iterations. This comparison is only for illustration and no statistical argument is being made. The three problems were chosen because the iterates match quite closely. Table 6 .9. illustrates that the iterates sometimes do not match exactly. When RHRL is used with R3, a further improvement in cpu time is gained relative to CDS. In this case, RHRL fails on one additional problem, bdqrtic, with nal gradient norm 1:3 10 ?5 . Table 6 .11 compares the iterations, function evaluations and cpu time for the two methods on the set of 67/76 mutually successful test problems. Here, RHRL has a 28% advantage in terms of cpu time. 7 . Conclusions. The results of Section 6 indicate that on medium-size problems, reduced-Hessian methods can perform much better than conventional BFGS methods (NPSOL) and modi ed BFGS methods (CDS and ACS) despite requiring 50% more storage and sometimes more work per iteration. The reductions in solution Tables 6 .5, 6.7, 6.9 and 6.11) and because it often does not require more work per iteration. In the remainder of this section, we discuss this second point further.
There are certain values of l and r for which RHRL iterations are more expensive than CDS iterations. For example, for n = 300, if an RH direction is used every iteration, the op count of RHRL is greater than that of CDS when r is approximately 170. However, on the problems tested, the average value of r and often even the maximum value stays well below this value. In Table 7 .1, we show these values on all of the problems tested with n = 300. The nal value value of r exceeds 170 on only 20 of the 54 problems listed, while the average value of r exceeds 170 on only 9 of them. Equally important, we see that the nal value of r often stays quite small relative to n. This gives RHRL a signi cant advantage over the other algorithms tested in terms of the cost of the linear algebra per iteration.
