Abstract
The same issues may lurk even in future systems, such as 4G mobile system since network environments are more complicated and the communication load is increasing. We should remember the primary objective of the system has been on best-effort performance rather than robust connectivity. We have to study communication system to maintain connectivity in disaster circumstances.
Some studies for collecting damage assessment information have been carried out. Reference [9] demonstrated a system to gather persons' safety information in emergencies via the Internet. The Internet may be useful to collect information from a citywide range. It may have, however, a potential issue to face an obstacle for accessing the network due to communication congestion. On the contrary, a hierarchical wireless monitoring system proposed in [10] showed that it was feasible to collect damage data from hundreds of thousands terminals efficiently without communication congestion. However, since each link of the hierarchical network is connected with a single path, some links may suffer damage, and may connect in disaster circumstances.
To overcome those issues for collecting damage information, this paper discusses a hybrid wireless network, combining a cellular network with ad-hoc networks, and proposes an ad-hoc routing protocol for the network. The rest of this paper is organized as follows: In Section 2, we briefly discuss some related works for multihopping communication systems. Section 3 and 4 show a network scheme and a routing protocol, respectively. Section 5 demonstrates some simulation results. Section 6 concludes this paper.
Related Works
As argued in many papers and articles, ad-hoc networking is a prospective technique for disaster relief operations, in conditions where infrastructure facilities do not work sufficiently. We should argue traffic condition in ad-hoc networks for disaster communications as well. Reference [8] described an integrated disaster communication system and data management in distributed unreliable environments for disaster response and recovery operations. Though the framework of the research is informative for disaster communications, it should show a practical networking protocol as well.
Categorizing ad-hoc routing protocols as on-demand and table-driven, most of the former protocols dynamically build a route by broadcasting a route request (RREQ) packet, and the latter maintain consistent, up-todate routing information by exchanging routing tables [2] . Considering restriction of the bandwidth, the on-demand manner is preferable to the table-driven, since rapid topology change would happen immediately after a large disaster. One concern is, however, that RREQ packets generated from massive nodes cause heavy traffic congestion and communication failure in disaster circumstances. Those conventional routing protocols may be insufficient for disaster communications. Reliability in ad-hoc networks is also concerned due to vulnerable links.
Numerous papers have addressed power consumption, for mobile ad-hoc networks or sensor networks [3, 4] . However, some traffic may require to transmit data quickly and frequently due to critical information in disaster circumstances even if it consumes power. Especially, sensing information of survivals beneath the rubble should be transmitted stably with a short delay due to rescue activities. Energy issue should be considered, including the requirements of applicability.
A hybrid network architecture combining ad-hoc networking in a cellular is remarkable in novel wireless technologies. Various schemes have been proposed, aiming to achieve high data rate, high capacity, wide area coverage and QoS control due to the 4G mobile systems.
Multihop Radio Access Cellular System, MRAC, and Opportunity Driven Multiple Access Protocol, ODMA, proposed in [5] and [6] respectively, focus on high speed, high capacity and wide area coverage by way of multihopping in a cellular system. If a mobile station detects high propagation loss on the "single-hop" path in MRAC, the station selects an available hop-station to relay data at low transmission power. The paper shows that MRAC reduces interference in a cellular system and enhances the area coverage. MRAC, however, allows only single or double hops via a hop-station. It has not shown the routing mechanism in detail. ODMA, on the other hand, changes the mode to multihopping according to data transmission rate. Mobile stations located in a low bit-ratearea transmit data to a high bit-rate-area node via multihopping. ODMA updates a neighboring list by probing mechanism for routing protocol.
Integrated Cellular and Ad-hoc Relaying System, iCAR, has pointed out in [7] to lapse into blocking and dropping communications due to localized congestion. It introduced ad-hoc relay stations, which are placed at strategic locations within a cell to divert traffic in one (possibly congested) cell to another (non-congested) cell. It focuses on traffic load balancing. The scheme may allow nodes to maintain communication in a distressed cell even if a base station would get damage. However, in case of large natural disaster, most cells lapse into congestion state. The scenario of the system may not work well.
Those works are primarily focusing on improving performance. However, accessibility and connectivity in disaster circumstances are not considered enough. We address a network scheme to maintain those features for disaster and emergency communications.
Network Scheme

Network Model
We argue a network model comprising a base station (BS) and numerous nodes in a cell, premising BS can work even in the aftermath of disaster due to quakeproof measure. BS is robust sufficiently against a natural disaster, we assume. On the contrary, nodes are vulnerable for damage on wireless units or interruptions in wireless channels, resulting in deterioration of connectivity. This paper, therefore, focuses on communication of nodes.
Regarding network architecture for disaster communications, primary roles are to collect damage assessment information and several kinds of emergency signals quickly and stably. The network has to maintain connections between nodes and BS in order to achieve the requirements. We assume that contents of the network traffic are mainly sensing data, emergency signals, and/or lifeline information indicating the state of damage. The size of data from each node is several tens of bytes. The data does not include an image of several kilobytes or more. In addition, since nodes are fixed at a specified location, change of the network topology is moderate in normal conditions. However, in the event that a disaster happens, the network condition may change rapidly and extensively, as a result, rebuilding of routes may be repeated in a wide area.
A centralized network operating in polling mode is capable of acquiring data efficiently without communication congestion as shown in [10] , in conditions where links between BS and nodes are maintained, and the approximate number of nodes in a cell is estimated in advance. Ad-hoc networking, on the other hand, allows a node to rebuild a route by alternative links if a link may not maintain connection. However, a link of ad-hoc network is vulnerable due to not only mobility or limited power but also interferences or deteriorated propagation condition. Furthermore, when the number of hops increases, route connectivity may deteriorate, and end-toend delay increases in proportion to the hop count. Consequently, excessive multihopping may degrade reliability of the network. We employ a hybrid wireless network scheme, exploiting advantages of ad-hoc network and centralized network for disaster communications.
A hybrid network scheme, ECCA (Enhanced Communication Scheme Combining Centralized and Adhoc Networks) combines ad-hoc networks (AD-Net) with a centralized network (CH-Net), as shown in Fig.1 . The CH-Net connects BS and nodes directly, and the AD-Net connects nodes each other. ECCA allows to build an alternative route dynamically between a node and BS. When a node access BS in CH-Net, it operates in a cellular mode, where the node synchronizes with BS. When a node cannot receive signals from BS, the node communicates with a neighbor, synchronizing each other, where the mode is called an ad-hoc mode. Since a node operating in the cellular mode is able to receive a packet from neighbors, it can relay the packet to BS. Hence, the node is referred to as a gateway.
In normal circumstances, most of nodes can access BS in cellular mode. In the event that a disaster happens, several links between BS and nodes may disconnect due to damage or obstacles. They switch to the ad-hoc mode, and attempt to build a route to BS by way of multihopping. Provided that a node discovers a gateway, or other nodes which already have a route to BS, the node requests one of those neighboring nodes to forward a packet to BS.
Channel Structure and Access Control
ECCA network implements two kinds of wireless channels, a data channel and a control channel. The data channel is to transmit data in CH-Net, the control channel, on the other hand, is to send control data from BS to nodes, and status or reply data from nodes to BS in both CH-Net and AD-Net. That is, the control channel is a common channel for all nodes to share the channel, referred to as CCCH (Common communication channel), hereafter. The frame of CCCH is divided into multiple small timeslots to allocate all nodes, as depicted in Fig.2 . Every node is assigned to a timeslot by fixed allocation scheme. Whereby, CCCH is capable of maintaining accessibility, though message length of the packet is limited to a small size due to the restriction of the timeslot length.
This channel design requires all nodes to synchronize with the timing of BS. Gateway nodes can synchronize with BS, and it may be feasible to propagate the timing to every node with autonomous frame synchronization, we assume based on other studies, e.g., [11] .
Routing Protocol
Operating in either cellular mode or ad-hoc mode, every node, which can access BS, periodically transmits a control packet to BS on CCCH. The packet header includes the number of hops (Hop-CNT) to reach BS, in addition to addresses of source, destination, sender and receiver nodes, as shown in Fig.2 . We propose a routing protocol based on unicast communication to be adequate for the purpose of disaster communications.
Route Discovery
For route discovery process, a node (node-s) which cannot access BS monitors communication of neighboring nodes instead of broadcasting a route request packet. Overhearing a packet, the node checks Hop-CNT of the received packet, and knows how many hops are required to reach BS. It selects a node (node-i) as the next hop node based on the detected Hop-CNT. The node-s records the address and the Hop-CNT of node-i in its entry table. Receiving a packet from node-s, the node-i can forward the packet since it has already known a route to reach the destination (BS). The packet finally reaches BS via multihopping. When a certain node transmits a packet, its Hop-CNT is set up at the value incrementing the value of the next hop node. Thereby, the further neighboring nodes can overhear the communication and discover an available next hop node. Fig.3 shows the scenario of the route discovery. node-i is transmitting a packet to node-f at Hop-CNT=k. node-j is also transmitting at k+1. node-s overhears from node-i and -j at Hop-CNT=k and k+1, respectively. Then, node-s selects node-i, and transmits a packet to the node at Hop-CNT=k+1. Likewise, node-u discovers a route via node-s. Thus, a node is able to discover a route by monitoring the neighboring communications, and establishes a route via the neighboring node by unicast communication. Hence, the proposed protocol is a unicastbased routing protocol.
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Forwarding and Backwarding
When an intermediate node (node-f) is required to relay a packet by a node (node-i), it forwards the packet to the next hop node according to the entry table. Concurrently, node-f records in its route table the addresses of node-i and the source node (node-s) for the backward path. When a reply packet arrives at node-f to deliver to node-s, node-f recognizes to relay the packet to node-i according to the route table. Likewise, node-i relays the packet to node-s.
Route Error and Route Maintenance
In the event that an intermediate node (node-i) detects failure in forwarding a packet to the next hop node (nodef ), node-i replies a error message to a backward node (node-s) according to the route table, then deletes the entry of node-f from the entry table of node-i. In conditions where node-i does not have another next hop entry in the table, it returns expiration as the error message to node-s. If node-i has an alternative path in the entry table, as depicted in Fig.3 , it returns route-error instead of expiration to its backward node. When the route-error arrives at the source node, the node can retransmit the packet to the same next hop node, since the intermediate nodes have an alternative path. Then, node-i forwards the packet to the alternative entry, node-g. When the source node receives expiration, it must select another next hop node. If there is no entry in the table of the source node, the source node has to hold on until it detects a new entry node by monitoring.
Access Scheduling
A multihopping medium access scheduling protocol based on TDMA is employed to ensure channel access in disaster circumstances. Every node is assigned at one of the timeslots on CCCH by fixed allocation manner. When sending a packet to an adjacent node, a source node transmits it in designated own timeslot. On the other hand, when an intermediate node relays a packet, it transmits a packet in the timeslot of the source node. This allows an intermediate node to forward a packet without extra queueing. In compensation for the advantage, source nodes have to wait for sending the next packet while any intermediate node occupies the timeslot. BS sends back a reply packet to inform the acknowledgement, and indicates the timeslot is not occupied.
Experiments and Results
Simulation Conditions
Experiments have been carried out by computer simulation. The simulation model is assumed as follows:
• A cell of ECCA is formed at a round shape, where the cell radius is denoted by r. BS is placed at the middle of the cell, and nodes are arranged in grid in a cell, where the grid interval is denoted by d.
• Nodes for CH-Net are selected randomly according to DCNR, which is defined later. They work as gateway nodes to relay packets from AD-Net. The rest of nodes operate in ad-hoc mode.
• In AD-Net, communication range (l) of a node is assumed equal to the grid interval (d). That is, a node can access four adjacent nodes.
• This assumption is based on installing nodes in a residential area, which are arranged in grid, and each node can access neighboring nodes. Assuming the distance between houses is 20m, the grid interval is 20m. The communication range is also 20m.
• Four types of cell sizes are assumed; 250m, 340m, 500m and 1000m, containing nodes of 489, 901, 1961 and 7845, respectively. • Computer simulation assumes that the communication error rate is negligible.
Metrics
(1) DCNR Direct Connection Node Ratio (DCNR), which is the ratio of nodes in a cell to be able to access BS directly, is given by: where m 1 is the number of nodes which are able to reach BS at one hop, and N is the number of all nodes in a cell.
(2) Reachability Reachability (γ) is defined as the ratio of the nodes that are able to reach BS directly or by multihopping. The maximum hopping range (MR) is given, which is the upper limit of multihopping count (n). Reachability within n hops (γ (n)) is given by:
where m i is the number of nodes reachable to BS at i hops, and γ 1 , γ 2 , ---, γ n is the reachability in each hop count. ) is defined as the ratio of the number of transmitted packets during T (seconds) to the amount of packets that all nodes can transmit in the network, and is given by:
where q i (T) is the number of packets arriving at BS by i hops during T seconds.
Results
(1) Reachability
Reachability was examined, in conditions where the radius of the cell is 340m, and the number of nodes is 901. Fig.4 shows the results of reachability in each hop count, as a function of DCNR. The proportion of two hops is dominant, in case that DCNR is between 20% and 50%. Even in case of DCNR=20%, reachability at two hops is 45%. In the range of 10% or less in DCNR, most of nodes can reach BS in three hops or less. That is, three-hop transmission is dominant in DCNR of 10% or less. 6 shows the impact of cell size for reachability as a function of DCNR. Experiments were carried out for four cell sizes, as listed in simulation conditions. The result shows that reachability depends on the extent of multihopping regardless of cell size. Most nodes can find a reachable node to BS within a few hops, since gateway nodes may remain randomly within a cell in disaster.
Impact of node density for reachability is shown in Fig.7 , in conditions where DCNR is 20%, and the radius of the cell is 340m, as a function of relative node density (RND). RND is defined as a ratio of node density for the reference density, where nodes are arranged in each grid. Even if node density decreases at 50%, reachability is maintained at 60% within three hops. The graph of the solid line indicates isolated node ratio, which is the ratio of nodes that are isolated from surrounding nodes. It shows that isolated node ratio is about 20%, in conditions where RND is 50%. From these results, even in low node density, 60% of nodes are possible to access BS within three hops, and the isolated node ratio is about 20%.
From these results, we expect ECCA allows nodes to reach BS within three hops even in disaster circumstances. 
CONCLUSIONS
This paper has proposed a routing protocol for a hybrid wireless network scheme, ECCA, to work for disaster communications. The network aims to collect damage assessment information. The routing protocol is based on unicast communications to maintain reachability and accessibility. Experiments showed that approximately 90% of nodes are capable of reaching BS within three hops by way of multihopping even if only 20% of nodes are directly accessible to BS. We expect that the proposed network scheme and the routing protocol can provide a sufficient operation for disaster communications without congestion even in the aftermath of a large natural disaster or emergency. Further study is under way to investigate total performance of the protocol by way of modeling with probability process. 
