properties.
The ultimate goal of our research is to develop detailed, quantitative models of neuronal function in visual cortex. We consider a model to be successful if it captures the behavior of the target neurons with a tractable number of measurable parameters. With such a model, we can hope to understand the neural basis of perceptual experience and perceptually-driven behavior, as far as these depend on the activity of the neurons being modelled.
Simple cells in V1 of cats and monkeys respond in a selective way to variations in stimulus position, orientation, size, and direction of motion (1, 2) . Based on the early success of linear-systems analysis in retina (3, 4) , there is an established tradition of modeling simple cells as linear neurons (5, 6, 7, 8, 9) . The response of a linear visual neuron is a weighted sum, over local space and recently past time, of the distribution of light intensity values in the stimulus. According to the linear model, orientation and other spatial selectivities arise from variations in the degree to which particular stimuli match the PNAS A model V1 neuron sums image intensities over a local spatial region and recently past time. The linear weighting of these neurons is designed so that they respond selectively to intensity patterns of a particular orientation and direction of motion. A model MT neuron combines the outputs of several V1 neurons, each of which is tuned for a different orientation and direction. The linear weighting function of each MT neuron is designed so that it responds selectively to a particular image velocity (i.e. speed and direction).
In this paper we do not attempt to make the models of V1 and MT responses biologically realistic; they are presented as mathematical abstractions, whose goal is to describe informational transformations rather than the details of the neuronal mechanisms that perform those transformations. The models can, however, be implemented with biologically reasonable mechanisms (15) . Complete mathematical details are provided elsewhere (12, 13, 14, 15, 20) . PNAS A second fault with the linear model is revealed by testing linear superposition. A typical simple cell responds vigorously to stimuli at the preferred orientation and direction of motion (e.g., a vertical grating moving rightward), but not at all to the perpendicular orientation/direction (e.g., a horizontal grating moving upward). Superposition is tested by displaying both stimuli at once, the upward moving grating superimposed on the rightward moving grating. According to the linear model, the response to the superimposed pair of stimuli (preferred plus perpendicular) should equal the response to the preferred stimulus presented alone (since there is no response to the upward grating alone). Surprisingly, this prediction is wrong; the response to the superimposed pair of gratings is typically about half the response to the rightward grating alone. This phenomenon is known as crossorientation inhibition, and is an example of a variety of phenomena that can collectively be described as "non-specific suppression". Fig. 2C shows that adding a "masking" grating of a different orientation reduces the response elicited by an optimal grating presented alone (horizontal line) (23) . The reduction in response is maximal for near-orthogonal stimuli, but is evident for stimuli of other orientations.
It is the normalization stage of the normalization model that allows it to account for these data. Each neuron's linear response to the stimulus is divided by a quantity proportional to the pooled activity of a number of other neurons from the nearby cortical "neighborhood". Activity in this large pool of neurons partially suppresses the response of each individual neuron. Normalization is a nonlinear operation: one input (a neuron's underlying linear response) is divided by another input (the pooled activity of a large number of neurons). The effect of this divisive suppression is that the response of each neuron is normalized (rescaled) with respect to stimulus contrast. The normalization model exhibits amplitude saturation (Fig. 2B) because the divisive suppression increases PNAS with stimulus contrast. The model exhibits nonspecific suppression (Fig. 2D) (Fig. 3C and 3D) .
A recombination of motion signals is required to compute and represent stimulus velocity independently of the stimulus' spatial pattern. This second stage appears to exist in area MT. For some MT neurons, the direction tuning curves are unimodal for both grating and plaid stimuli (17, 18) . An example is shown in Fig. 3E and 3F . This MT neuron responded to the motion of the entire plaid pattern, not to the motions of the component gratings. For the data shown in Fig. 4A , the stimuli were stochastic dot patterns consisting of a coherently moving field of dots superimposed upon a background of randomly moving dots (37) . The percentage of randomly versus coherently moving dots was systematically varied to alter the strength of the unidirectional motion signal, in close analogy to varying contrast while recording from V1 neurons (see Fig. 2A ). For MT neurons, response rises nearly linearly with stimulus coherence for motion in the preferred direction, and response falls nearly linearly with stimulus coherence for motion in the opposite direction. This behavior is well captured by the normalization model of MT (Fig. 4B ).
The decrease in response for motion stimuli in the "null" direction represents a suppression of MT responses by "inappropriate" motions. Fig. 4C shows this suppression in another way, analogous to the V1 cross-orientation results shown in Fig. 2C . The dashed horizontal line is the response to a single dot field moving in the preferred direction. A second dot field was superimposed upon the first and the direction of motion of the added dots was varied. The solid curves show that responses were suppressed by the presence of the added field of dots, especially for non-optimal directions (38) . Fig. 4D shows that the model also accounts for this kind of suppression, which results from the normalization stages in both the V1 and MT components of the model. 
THE ROLE OF MODELS IN VISUAL NEUROSCIENCE
Models of the kind described in this paper are of great value for uncovering the organizational principles that determine the responses of visual cortical neurons. By incorporating our knowledge of these neurons' response properties into a formal computational structure, we greatly enhance our ability to test our understanding of the fundamental operations performed by cortical circuits. In this our approach differs sharply from those who seek to understand cortical computation by attempting to simulate the biology of the neurons (e.g. 39, 40, 41, 42) . Rather than trying to sort out a coherent neuronal model from the wealth of anatomical, physiological, and biophysical data available, we attempt to deduce the function of cortical circuits by analysis and simulation of the signals carried, and transformed, by cortical neurons. There is value, of course, in both approaches. Those whose models are founded on accurate models of neurons and circuits are inherently more likely to come close to biological accuracy. On the other hand, we know so little about the detailed function of most elements of the circuitry of neocortex that biologically-based models must inevitably be built upon many uncertainties.
To model neocortex on the basis of signal transformations is also difficult, since it is presumptuous to assume that all the data necessary to create a sound model are available and sufficiently accurate. Nonetheless, the richness of our understanding of visual processing is considerable, and provides a strong foundation for models of the kind we have described. The usefulness of these models does not depend crucially on the accuracy of a particular proposal (e.g. 15) for how they might be implemented biologically. Rather, the identification of several well-defined functional elements in the models encourages physiological experimentation designed to uncover the neuronal mechanisms involved.
An attractive feature of these two models is their commonality of structure. It is often noted that the computational architecture of the cerebral cortex is very much the same from one neocortical area to another: the types, arrangements, and connections of PNAS cortical neurons are highly stereotyped. Yet in recent years it has become clear that there is great heterogeneity in the functional properties of neurons in different cortical areas. A natural explanation is that each cortical area conducts calculations of the same form, but that the inputs to each area are different and distinctive. Certainly there is ample evidence that the neurons carrying output signals from one cortical area to another are quite inhomogeneous in their properties and distribution, and it is unusual to find individual cortical neurons projecting to more than one cortical target area (43) . Our models suggest a particular computational architecture that can be applied successfully to at least two cortical areas, based only on differences in their inputs. We hope in the future to show that this architecture can be applied to other cortical areas, differing in each case only in the nature of the input signals that each area receives. 
