Dependency parsing has gained more and more interest in natural language processing in recent years due to its simplicity and general applicability for diverse languages. The international conference of computational natural language learning (CoNLL) has organized shared tasks on multilingual dependency parsing successively from 2006 to 2009, which leads to extensive progress on dependency parsing in both theoretical and practical perspectives. Meanwhile, dependency parsing has been successfully applied to machine translation, question answering, text mining, etc.
In the fifth part, we will conclude our talk by discussing some new directions for future work. , he worked as an expert researcher in NICT, Japan. His current research interests include parsing, machine translation, and machine learning. He is currently working on a syntactic parsing project where he applies semi-supervised learning techniques to explore the information from large-scale data to improve Dependency parsing. Based on the semi-supervised techniques, he developed a dependency parser, named DuDuPlus (http://code.google.com/p/duduplus/), for the research and industry communities.
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