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Abstract
In this paper, we study conditions under which the solutions of a back-
ward stochastic differential equation with jump remains in a given set of
constrains. This property is the so-called ”viability property”. As an ap-
plication, we study the comparison theorem for multidimensional BSDEs
with jumps.
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1 Introduction
Viability properties for stochastic differential equations (SDEs) and inclu-
sions had been introduced and studied by Aubin-Da Prato in [2], [3] and [4].
The key point of their work was a ”stochastic tangent cone” which general-
ized the well-known Bouligand’s contingent cone used for deterministic systems.
Buckdahn-Peng-Quincampoix-Rainer [6] used a new method to get the necessary
and sufficient condition for the viability property of SDEs with control. They re-
lated viability with a kind of optimal control problem and applied the comparison
theorem for viscosity solutions to some H-J-B equation. In 2000, renewed inter-
ests arouse in the study of viability for backward stochastic differential equations
(BSDEs) in the paper of Buckdahn-Quincampoix- Raˇs¸canu [7]. Their approach
differed from the above mentioned methods and based on the convexity of the
distance function of K (when K is a closed convex set). This enabled them to
deduce some condition in differential form on the distance function of K which
is necessary as well as sufficient.
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In the present paper, we shall adopt the approach of Buckdahn et al. [7] to
study the backward stochastic viability property (BSVP) with jumps.
As we know, the comparison theorem and the converse comparison theorem
for real-valued BSDEs with or without jumps had been studied by many math-
ematicians. We refer to Peng [13], Pardoux-Peng [12], El Karoui-Peng-Quenez
[9], Coquet-Hu-Memin-Peng [8], Barles-Buckdahn-Pardoux [5], Wu [15], Royer
[14] and their references. In 2006, Hu-Peng [10] first use the BSVP to study the
comparison theorem for multidimensional BSDEs and get necessary and sufficient
condition.
So We can apply our results of the BSVP with jumps to study the comparison
theorem for multidimensional BSDEs with jumps combining the approach used
in Hu-Peng [10].
This paper is organized as follows: In the next section, we state some basic
assumptions and basic estimates for BSDEs with jumps. And then we state the
main result of the paper on the BSVP. In Section 3, we apply our main result to
the comparison theorem for BSDEs with jumps. Finally, in Appendix, we give
the proof of our main result.
2 The BSVP with jumps in closed sets
Let (Ω,F , P, (Ft)t≥0) be a complete stochastic basis such that F0 contains
all P -null elements of F , and Ft+ := ∩ε>0Ft+ε = Ft, t ≥ 0, and F = FT , and
suppose that the filtration is generated by the following two mutually independent
processes:
(i) a d-dimensional standard Brownian motion (Wt)0≤t≤T , and
(ii) a stationary Poisson random measure N on (0, T ]×E, where E ⊂ Rl\{0}, E is
equipped with its Borel field BE , with compensator Nˆ(dtde) = dtn(de), such that
n(E) <∞, and {N˜((0, t]× A) = (N − Nˆ)((0, t]× A)}0<t≤T is an Ft-martingale,
for each A ∈ BE .
By T > 0 we denote the finite real time horizon. We define some spaces of
processes. Let S2[0,T ] denote the set of Ft-adapted ca`dla`g m-dimensional processes
{Yt, 0 ≤ t ≤ T} which are such that
‖Y ‖S2
[0,T ]
:= (E[ sup
0≤t≤T
|Yt|2]) 12 <∞.
Let L2[0,T ](W ) be the set of F -progressively measurable m × d dimensional pro-
cesses {Zt, 0 ≤ t ≤ T} which are such that
‖Z‖L2
[0,T ]
(W ) := (E
∫ T
0
|Zt|2dt) 12 <∞.
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By L2[0,T ](N˜) we denote the set of mapping U : Ω × [0, T ] × E → Rm which are
P × BE measurable and such that
‖U‖L2
[0,T ]
(N˜) := (E
∫ T
0
∫
E
|Ut(e)|2n(de)dt) 12 <∞,
where P denotes the σ-algebra of Ft-predictable subsets of Ω× [0, T ]. Finally we
define
B2[0,T ] = S2[0,T ] × L2[0,T ](W )× L2[0,T ](N˜).
Consider the following BSDE with jump:
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
E
Us(e)N˜(dsde), 0 ≤ t ≤ T,
(2.1)
where ξ ∈ L2(Ω,FT , P, Rm) is a given random variable and f : Ω× [0, T ]×Rm×
Rm×d × L2(E,BE , n;Rm)→ Rm a measurable function.
We suppose that there exists L > 0 such that
(H1) f(·, ·, y, z, u) is progressively measurable, f(ω, ·, y, z, u) is continuous,
(H2) |f(t, y, z, u)− f(t, y′, z′, u′)| ≤ L(|y − y′|+ |z − z′|+ ‖u− u′‖),
(H3) sup0≤t≤T |f(t, 0, 0, 0)| ∈ L2(Ω,FT , P, Rm),
for all 0 ≤ t ≤ T , y, y′ ∈ Rm, z, z′ ∈ Rm×d, u, u′ ∈ L2(E,BE , n;Rm), P − a.s..
Let’s recall the existence and uniqueness result for BSDEs with jumps (see
[5]):
Proposition 2.1. Let (H1)-(H3) holds true. Then for any given
ξ ∈ L2(Ω,FT , P, Rm), there exists an unique triple (Y, Z, U) ∈ B2[0,T ] which solves
BSDE (2.1).
Note that the notion of BSDE with jump generalizes the well-known martin-
gale representation property. Indeed, in the particular case of f = 0 we have the
following Lemma (see [11]):
Lemma 2.2. For any ξ ∈ L2(Ω,FT , P, Rm), there exist a unique R(ξ) be-
longing to L2[0,T ](W ) and a V ∈ L2[0,T ](N˜) such that
ξ = E(ξ) +
∫ T
0
RsdWs +
∫ T
0
∫
E
Vs(e)N˜(dsde). (2.2)
For completeness, we give the following definition of stochastic viability:
Definition 2.3. Let K be a nonempty closed subset of Rm.
(a) A stochastic process {Yt, t ∈ [0, T ]} is viable in K if and only if for P -almost
ω ∈ Ω,
Yt(ω) ∈ K, ∀t ∈ [0, T ].
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(b) The closed subset K enjoys the BSVP for the equation (2.1) if and only if:
∀t ∈ [0, T ], ∀ξ ∈ L2(Ω,Ft, P,K), there exists a solution (Y, Z, U) ∈ B2[0,t] to
BSDE (2.1) over the time interval [0, t],
Ys = ξ +
∫ t
s
f(r, Yr, Zr, Ur)dr −
∫ T
t
ZrdWr −
∫ T
t
∫
E
Ur(e)N˜(drde), s ∈ [0, t],
such that {Ys, s ∈ [0, t]} is viable in K.
The question we are interested in is that when K enjoys the BSVP for BSDE
(2.1).
Let us define for any closed set K ⊂ Rm the multivalued projection of a point
a onto K:
ΠK(a) := {b ∈ K| |a− b| = min
c∈K
|a− c| = dK(a)}.
Recall that ΠK(a) is a singleton whenever dK is differentiable at the point a.
According to Motzkin’s Theorem ΠK is single-valued if and only if K is convex.
Notice that d2K(·) is convex when K is convex, and thus, due to Alexandrov’s
Theorem [1], d2K(·) is almost everywhere twice differentiable. By twice differen-
tiable, we mean that the function admits a second order Taylor expansion. And
this may hold true even if the first derivative is not continuous.
We need an auxiliary result on BSDEs with jumps. Give any ξ ∈ L2(Ω,FT , P, Rm),
we denote by (Y, Z, U) the unique solution to BSDE (2.1) and by R, V the pro-
cesses associated to ξ by Lemma 2.2. With these notations we can state
Proposition 2.4. Suppose that (H1)-(H3) hold true. Then there exist real
positive constants C0,M such that for all ξ ∈ L2(Ω,FT , P, Rm),
E[sups∈[t,T ] |Ys|2|Ft] + E[
∫ T
t
|Zs|2ds|Ft] + E[
∫ T
t
∫
E
|Us(e)|2n(de)ds|Ft]
≤ C0{E[|ξ|2|Ft] + E[(
∫ T
t
|f(s, 0, 0, 0)|ds)2|Ft]}, t ∈ [0, T ],
(2.3)
and for all ε ∈ [0, T ],
E[sups∈[T−ε,T ] |Ys − E(ξ|Fs)|2|FT−ε] + E[
∫ T
T−ε
|Zs −Rs|2ds|FT−ε]
+E[
∫ T
T−ε
∫
E
|Us(e)− Vs(e)|2n(de)ds|FT−ε]
≤ C0εE[
∫ T
T−ε
|f(s, E(ξ|Fs), Rs, Vs)|2ds|FT−ε],
(2.4)
4
in particular, there exists a positive constant M such that
E[|Yt − E(ξ|Ft)|2] + E[
∫ T
t
|Zs − Rs|2ds] + E[
∫ T
t
∫
E
|Us(e)− Vs(e)|2n(de)ds]
≤ (T − t)M, t ∈ [0, T ].
(2.5)
Now we can get the following theorem.
Theorem 2.5. Suppose that f : Ω× [0, T ]×Rm×Rm×d×L2(E,BE, n;Rm)→
Rm is a measurable function which satisfies (H1)-(H3). Let K be a nonempty
closed set. If K enjoys the BSVP for BSDE (2.1), then the set K is convex.
Proof: The method is totally the same as that in Theorem 2.4 in [7] thanks
to (2.5) in Proposition 2.4. So we omit it.
Since the previous theorem means that only convex sets could have the BSVP
even with jumps, we restrict our attention to closed convex sets.
Theorem 2.6. Suppose that f : Ω× [0, T ]×Rm×Rm×d×L2(E,BE, n;Rm)→
Rm is a measurable function which satisfies (H1)-(H3). Let K be a nonempty
closed set. The set K enjoys the BSVP for BSDE (2.1) if and only if:
∀(t, z, u) ∈ [0, T ] × Rm×d × L2(E,BE , n;Rm) and for all y ∈ Rm such that
d2K(·) is twice differentiable at y,
4〈y −ΠK(y), f(t, y, z, u)〉
≤ 〈D2d2K(y)z, z〉+ C∗d2K(y)
+2
∫
E
[d2K(y + u(e))− d2K(y)− 2〈y − ΠK(y), u(e)〉]n(de), P − a.s.,
(2.6)
where C∗ > 0 is a constant which does not depend on (t, y, z, u).
Let us notice that, under assumption (H2), condition (2.6) takes form:
4〈y − ΠK(y), f(t,ΠK(y), z, u)〉
≤ 〈D2d2K(y)z, z〉+ (C∗ + 4L)d2K(y)
+2
∫
E
[d2K(y + u(e))− d2K(y)− 2〈y −ΠK(y), u(e)〉]n(de), P − a.s..
On the other hand, for some C ′ > 0, the condition
4〈y − ΠK(y), f(t,ΠK(y), z, u)〉
≤ 〈D2d2K(y)z, z〉+ C ′d2K(y)+
2
∫
E
[d2K(y + u(e))− d2K(y)− 2〈y − ΠK(y), u(e)〉]n(de), P − a.s.
(2.7)
implies (2.6) with constant C ′ + 4L instead of C∗.
5
This shows that (2.6) is a condition only on the values of f(t, ·, z, u) on ∂K.
Recall also that the behavior of dK on R
m is completely determined by that of
∂K.
Remark 2.7. Because D2[d2K ] is almost everywhere positive semidefinite, and
d2K(y + u(e))− d2K(y)− 2〈y − ΠK(y), u(e)〉
= (y + u(e)−ΠK(y) + ΠK(y)−ΠK(y + u(e)))2 − (y − ΠK(y))2 − 2〈y − ΠK(y), u(e)〉
= |u(e) + ΠK(y)−ΠK(y + u(e))|2 + 2〈y −ΠK(y),ΠK(y)− ΠK(y + u(e))〉
≥ 0.
The last inequality is from the convexity of K. So a sufficient condition for the
BSVP of K with jumps is that there exists some constant C∗ > 0, such that, for
all (t, y, z, u),
4〈y − ΠK(y), f(t, y, z, u)〉 ≤ C∗d2K(y), P − a.s.. (2.7′)
Example 2.8. If we set K = {(x1, x2)|x21 + x22 ≤ 1}. In this case,
d2K(x) =
{
0, when x ∈ K,
(|x| − 1)2, when x ∈ R2\K.
Moreover, d2K(·) ∈ C1(R2) and twice differentiable when x ∈ R2\∂K. To satisfy
(2.7′), we can choose
f(t, y, z, u) = y −ΠK(y).
So obviously, (2.7′) holds true with C∗ ≥ 4. In fact the following BSDE with jump
does enjoy BSVP for K:
Yt = ξ +
∫ T
t
(Ys −ΠK(Ys))ds−
∫ T
t
ZsdWs −
∫ T
t
∫
E
Us(e)N˜(dsde), 0 ≤ t ≤ T.
In deed, the following BSDE with jump has the same solution with above when
ξ ∈ K:
Yt = ξ −
∫ T
t
ZsdWs −
∫ T
t
∫
E
Us(e)N˜(dsde), 0 ≤ t ≤ T.
So
|Yt|2 = |E[ξ|Ft]|2 ≤ E[|ξ|2|Ft] ≤ 1.
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3 The comparison theorem of multidimensional
BSDEs with jumps
In this section, with the BSVP theory with jumps we have got in the previous
section, we can use the same method as in [10] to study the comparison theorem
for multidimensional BSDEs with jumps.
Consider the following BSDEs: i = 1, 2,
Y it = ξ
i +
∫ T
t
f i(s, Y is , Z
i
s, U
i
s)ds−
∫ T
t
Z isdWs −
∫ T
t
∫
E
U isN˜(dsde), (3.1)
where f 1, f 2 satisfy (H1)-(H3), and ξ1, ξ2 ∈ L2(Ω,F , P ). In this subsection, we
study the following problem: under which condition the comparison theorem
holds? Interestingly, this problem is transformed to a viability problem in Rm+ ×
Rm of (Y 1 − Y 2, Y 2).
Theorem 3.1. Suppose that f 1 and f 2 satisfy (H1)-(H3). Then the following
are equivalent:
(i) For any s ∈ [0, T ], ∀ξ1, ξ2 ∈ L2(Ω,Fs, P ;Rm) such that ξ1 ≥ ξ2, the unique
solutions (Y 1, Z1, U1) and (Y 2, Z2, U2) in B2[0,s] to the BSDE (3.1) over interval
[0, s] satisfy:
Y 1t ≥ Y 2t , t ∈ [0, s];
(ii)∀t ∈ [0, T ], ∀(y, y′), ∀(z, z′), ∀(u, u′),
−4〈y−, f 1(t, y+ + y′, z, u)− f 2(t, y′, z′, u′)〉
≤ 2
m∑
k=1
I{yk<0}|zk − z′k|2 + C|y−|2 + 2
m∑
k=1
I{yk≥0}
∫
E
|(yk + uk(e)− u′k(e))−|2n(de)
+2
m∑
k=1
I{yk<0}
∫
E
[|(yk + uk(e)− u′k(e))−|2 − |y−k |2 − 2yk(uk(e)− u′k(e))]n(de), P − a.s.,
(3.2)
where C is a constant which dose not depend on t, (y, y′), (z, z′), (u, u′).
Proof: Set
Y¯t = (Y
1
t − Y 2t , Y 2t ), Z¯t = (Z1t − Z2t , Z2t ), U¯t = (U1t − U2t , U2t ).
Then (i) is equivalent to the following:
(iii) For any s ∈ [0, T ],∀ξ¯ = (ξ¯1, ξ¯2) such that ξ¯1 ≥ 0, the unique solution
(Y¯ , Z¯, U¯) to the following BSDE over time interval [0, s]:
Y¯t = ξ¯ +
∫ s
t
f¯(s, Y¯s, Z¯s, U¯s)ds−
∫ s
t
Z¯sdWs −
∫ s
t
∫
E
U¯sN˜(dsde), (3.3)
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satisfies Y¯ 1 ≥ 0, where for y¯ = (y¯1, y¯2), z¯ = (z¯1, z¯2), u¯ = (u¯1, u¯2),
f¯(t, y¯, z¯, u¯) = (f 1(t, , y¯1 + y¯2, z¯1 + z¯2, u¯1 + u¯2)− f 2(t, y¯2, z¯2, u¯2), f 2(t, y¯2, z¯2, u¯2)).
So we can apply Theorem 2.6 to BSDE (3.3) and the convex closed set K :=
Rm+ ×Rm. Obviously, when yˆ = (y, y′) ∈ K, (2.7) and (3.2) holds true naturally.
When yˆ = (y, y′) ∈ R2mK, since ∀x = (x1, x2) ∈ R2m,
ΠK(x) =

 (x
1)+
x2

 , x− ΠK(x) =

 −(x
1)−
0

 .
So
d2K(x) = |(x1)−|2 =
m∑
k=1
I{x1
k
<0}|x1k|2.
And
(D2d2K)(x)


= 02m×2m, when x ∈ K◦,
does not exist, when x ∈ ∂K,
= (aij)2m×2m, when x ∈ R2m\K,
where
aij = 0, when i 6= j, aii =


0, m < i ≤ 2m,
0, 1 ≤ i ≤ m, x1i ≥ 0,
2, 1 ≤ i ≤ m, x1i < 0.
We can get that (2.7) is equivalent to
−4〈y−, f 1(t, y+ + y′, z, u)− f 2(t, y′, z′, u′)〉
≤ 2
m∑
k=1
I{yk<0}|zk − z′k|2 + C|y−|2 + 2
m∑
k=1
Iyk≥0
∫
E
|(yk + uk(e)− u′k(e))−|2n(de)
+2
m∑
k=1
I{yk<0}
∫
E
[|(yk + uk(e)− u′k(e))−|2 − |yk|2 − 2yk(uk(e)− u′k(e))]n(de).
✷
Theorem 3.2. Let m = 1. Suppose that f 1 and f 2 satisfy (H1)-(H3). Then
the following are equivalent:
(i) For any s ∈ [0, T ], ∀ξ1, ξ2 ∈ L2(Ω,Fs, P ;R) such that ξ1 ≥ ξ2, the unique
solutions (Y 1, Z1, U1) and (Y 2, Z2, U2) in B2[0,s] to the BSDE (3.1) over interval
[0, s] satisfy:
Y 1t ≥ Y 2t , t ∈ [0, s];
(ii) ∀(t, y′, z) ∈ [0, T ]× R× R1×d,
∀u, u′ ∈ L2(E,BE , n;R) such that u ≥ u′, n(de)− a.s.,
f 1(t, y′, z, u)− f 2(t, y′, z, u′) ≥ −
∫
E
(u(e)− u′(e))n(de). (3.4)
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Proof: (i)⇒ (ii). Since m = 1, choose y < 0, z = z′, u ≥ u′, from (3.2), we have
4y(f 1(t, y′, z′, u)− f 2(t, y′, z′, u′))
≤ Cy2 + 2
∫
E
[|(y + u(e)− u′(e))−|2 − y2 − 2y(u(e)− u′(e))]n(de)
≤ Cy2 + 2
∫
E
−2y(u(e)− u′(e))n(de).
Dividing by 4y and letting y tend to 0, we get (3.4).
(ii)⇒ (i). When y ≥ 0, (3.2) holds true naturally. When y < 0, from (3.4) we
have: ∀t ∈ [0, T ], y′, z, z′, u, u′,
4y[f 1(t, y′, z, u)− f 2(t, y′, z′, u′)]
= 4y[f 1(t, y′, z, u)− f 1(t, y′, z′, u)] + 4y[f 1(t, y′, z′, u)− f 2(t, y′, z′, I{u>u′}u′ + I{u≤u′}u)]
+4y[f 2(t, y′, z′, I{u>u′}u
′ + I{u≤u′}u)− f 2(t, y′, z′, u′)]
≤ 2L2y2 + 2
L2
|f 1(t, y′, z, u)− f 1(t, y′, z′, u)|2 +
∫
{u>u′}
−4y(u(e)− u′(e))n(de)
+2L2y2 + 2
L2
|f 2(t, y′, z′, I{u>u′}u′ + I{u≤u′}u)− f 2(t, y′, z′, u′)|2
≤ (4L2 + 2n(E))y2 + 2|z − z′|2 + 2
∫
{u≤u′}
|u(e)− u′(e)|2n(de)
+
∫
{u>u′}
(−2y2)n(de) +
∫
{u>u′}
−4y(u(e)− u′(e))n(de)
≤ (4L2 + 2n(E))y2 + 2|z − z′|2 + 2
∫
{u≤u′}
|u(e)− u′(e)|2n(de)
+2
∫
{u>u′}
[|(y + u(e)− u′(e))−|2 − y2 − 2y(u(e)− u′(e))]n(de)
= (4L2 + n(E))y2 + 2|z − z′|2 + 2
∫
E
[|(y + u(e)− u′(e))−|2 − y2 − 2y(u(e)− u′(e))]n(de)
✷
Remark 3.3. When m = 1, (3.4) constrains the form of the dependence of
the generators in the jump components of the BSDEs. We refer the reader to Wu
[15], Royer [14] for the analogue of (3.4) which can be somewhat contained by
(3.4). But the most important of all, (3.4) is a necessary and sufficient condition
for the comparison theorem to hold. While in almost any other references on the
comparison theorem for 1-dimensional BSDEs with jumps, the results are just
sufficient.
Remark 3.4. The following example and counter-example show that (3.4) is
really a necessary and sufficient condition for comparison theorem.
Let E = R \ {0}, n(de) = δ1(de). Then
Nt =
∫ t
0
∫
E
N(dsde), 0 ≤ t ≤ T,
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is a standard Poisson process.
(a) If we choose
f 1(t, y, z, u) = f 2(t, y, z, u) = −1
2
u(1),
then ∀(t, y, z) ∈ [0, T ]×R× R1×d and ∀u, u′ ∈ L2(E,BE , n;R) such that
u ≥ u′, n(de)− a.s.,
we have
f(t, y, z, u)−f(t, y, z, u′) = −1
2
(u(1)−u′(1)) ≥ −(u(1)−u′(1)) = −
∫
E
(u(e)−u′(e))n(de).
This means that (3.4) holds true. So We know that comparison theorem holds.
For example, for any s ∈ [0, T ], if we choose
ξ1 = Ns ≥ ξ2 = 0,
then for all t ∈ [0, s],
(Y 1t , Z
1
t , U
1
t ) = (Nt +
1
2
(s− t), 0, I{e=1}),
(Y 2t , Z
2
t , U
2
t ) = (0, 0, 0).
It’s clear that P{Y 1t ≥ Y 2t } = 1, for all 0 ≤ t ≤ s.
(b)On the other hand, if we choose
f 1(t, y, z, u) = f 2(t, y, z, u) = −2u(1)
and
ξ1 = Ns, ξ
2 = 0, ∀s ∈ [0, T ],
then for all t ∈ [0, s],
(Y 1t , Z
1
t , U
1
t ) = (Nt − (s− t), 0, I{e=1}),
(Y 2t , Z
2
t , U
2
t ) = (0, 0, 0).
Obviously, Ns ≥ 0, P − a.s., but P{Y 1t < Y 2t } > 0, for all 0 ≤ t ≤ s. This is
because, in this case,
f(t, y, z, u)−f(t, y, z, u′) = −2(u(1)−u′(1)) < −(u(1)−u′(1)) = −
∫
E
(u(e)−u′(e))n(de).
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Corollary 3.5. Let m = 1 and suppose furthermore that f 1 and f 2 are
independent of u and satisfy (H1)-(H3). Then the following are equivalent:
(i) For any s ∈ [0, T ], ∀ξ1, ξ2 ∈ L2(Ω,Fs, P ;R) such that ξ1 ≥ ξ2, the unique
solutions (Y 1, Z1, U1) and (Y 2, Z2, U2) in B2[0,s] to the BSDE (3.1) over interval
[0, s] satisfy:
Y 1t ≥ Y 2t , t ∈ [0, s];
(ii)f 1(t, y, z) ≥ f 2(t, y, z), ∀t ∈ [0, T ], ∀(y, z) ∈ R× R1×d.
This generalizes the result in [10].
Now consider the special case when f 1 = f 2 = f . Then we have:
Theorem 3.6. Suppose that f satisfies (H1)-(H3). Then the following are
equivalent:
(i) For any s ∈ [0, T ], ∀ξ1, ξ2 ∈ L2(Ω,Fs, P ;Rm) such that ξ1 ≥ ξ2, the unique
solutions (Y 1, Z1, U1) and (Y 2, Z2, U2) in B2[0,s] to the BSDE (3.1) over interval
[0, s] satisfy:
Y 1t ≥ Y 2t , t ∈ [0, s];
(ii) For any k = 1, 2, ..., m,


(a) fk depends only on zk;
(b) fk(t, δ
ky + y′, zk, u)− fk(t, y′, zk, u′) ≥ −
∫
E
(uk(e)− u′k(e))n(de),
∀u ≥ u′, n(de)− a.s., for any δky ∈ Rm such that δky ≥ 0, (δky)k = 0;
(c) There exists a positive constant C0, s.t.,
∀y, y′, z, u, u′ satisfy u ≤ u′, n(de)− a.s.,
m∑
k=1
I{yk<0}4yk(fk(t, y
+ + y′, zk, u)− fk(t, y′, zk, u′))
≤ C0|y−|2 + 2
m∑
k=1
I{yk<0}
∫
E
|uk(e)− u′k(e)|2n(de)
+ 2
m∑
k=1
I{yk≥0}
∫
E
|(yk + uk(e)− u′k(e))−|2n(de).
(3.5)
Proof: From Theorem 3.1, (i) is equivalent to (3.2) with f 1 = f 2. What we
have to do is to prove that, when f 1 = f 2, (3.2) ⇔ (ii).
Let us pick yk < 0, and y = ykek, zk = z
′
k, u = u
′, from (3.2), we have
4yk(fk(t, y
′, z, u)− fk(t, y′, z′, u)) ≤ Cy2k.
We deduce easily that
|fk(t, y′, z, u)− fk(t, y′, z′, u)| = 0, when zk = z′k.
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So obviously, fk depends only on zk.
Moreover, for δky ∈ Rm such that δky ≥ 0, (δky)k = 0, putting in (3.2) with
y = δky − εek, ε > 0, z = z′, u(e) ≥ u′(e), n(de)− a.s., we have
−4ε(fk(t, δky + y′, zk, u)− fk(t, y′, zk, u′))
≤ Cε2 + 2
∫
E
[|(−ε+ uk(e)− u′k(e))−|2 − ε2 + 2ε(uk(e)− u′k(e))]n(de).
Dividing by −4ε and letting ε→ 0, we hence get (b) in (3.5).
For (c), it’s straightforward by (3.2) with u ≤ u′, n(de)− a.s..
(ii)⇒(3.2). When y ≥ 0, (3.2) holds true naturally. When there exist 1 ≤
k ≤ n, such that, yk < 0. ∀t ∈ [0, T ], y′, z, z′, u, u′, we set uˆ = (uˆk)mk=1, where
uˆk = I{uk>u′k}u
′
k + I{uk≤u′k}uk.
So we have u ≥ uˆ, uˆ ≤ u′. Then from (ii) we have:
m∑
k=1
I{yk<0}4yk[fk(t, y
+ + y′, zk, u)− fk(t, y′, z′k, u′)]
=
m∑
k=1
I{yk<0}4yk[fk(t, y
+ + y′, zk, u)− fk(t, y+ + y′, z′k, u)
+ fk(t, y
+ + y′, z′k, u)− fk(t, y+ + y′, z′k, uˆ)
+ fk(t, y
+ + y′, z′k, uˆ)− fk(t, y′, z′k, u′)]
≤
m∑
k=1
I{yk<0}[(2L
2 + 2n(E) + C0)y
2
k + 2|zk − z′k|2 + 2
∫
{uk≤u
′
k
}
|uk(e)− u′k(e)|2n(de)]
+
m∑
k=1
I{yk<0}
∫
{uk>u
′
k
}
2[|(yk + uk(e)− u′k(e))−|2 − y2k − 2yk(uk(e)− u′k(e))n(de)
+2
m∑
k=1
I{yk≥0}
∫
E
|(yk + uk(e)− u′k(e))−|2n(de).
Remark 3.7. When fk depends only on uk, with (b) in (3.5) and the Lipschitz
condition of f w.r.t. u we have
m∑
k=1
I{yk<0}4yk(fk(t, y
+ + y′, zk, uk)− fk(t, y′, zk, u′k))
=
m∑
k=1
I{yk<0}4yk(fk(t, y
+ + y′, zk, uk)− fk(t, y′, zk, uk) + fk(t, y′, zk, uk)− fk(t, y′, zk, u′k))
≤
m∑
k=1
I{yk<0}4yk(fk(t, y
′, zk, uk)− fk(t, y′, zk, u′k))
≤ 2L2|y−|2 + 2
m∑
k=1
I{yk<0}
∫
E
|uk(e)− u′k(e)|2n(de).
So the condition (c) in (3.5) can be cancelled:
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Theorem 3.8. Suppose that f satisfies (H1)-(H3) and fk depends only on
uk. Then the following are equivalent:
(i) For any s ∈ [0, T ], ∀ξ1, ξ2 ∈ L2(Ω,Fs, P ;Rm) such that ξ1 ≥ ξ2, the unique
solutions (Y 1, Z1, U1) and (Y 2, Z2, U2) in B2[0,s] to the BSDE (3.1) over interval
[0, s] satisfy:
Y 1t ≥ Y 2t , t ∈ [0, s];
(ii) For any k = 1, 2, ..., m,


(a) fk depends only on zk;
(b) ∀u ≥ u′, n(de)− a.s., for any δky ∈ Rm such that δky ≥ 0, (δky)k = 0,
fk(t, δ
ky + y′, zk, uk)− fk(t, y′, zk, u′k) ≥ −
∫
E
(uk(e)− u′k(e))n(de).
Corollary 3.9. If we suppose that f is independent of u, then the following
are equivalent:
(i) For any s ∈ [0, T ], ∀ξ1, ξ2 ∈ L2(Ω,Fs, P ;Rm) such that ξ1 ≥ ξ2, the unique
solutions (Y 1, Z1, U1) and (Y 2, Z2, U2) in B2[0,s] to the BSDE (3.1) over interval
[0, s] satisfy:
Y 1t ≥ Y 2t , t ∈ [0, s];
(ii) For any k = 1, 2, ..., n,
fk depends only on zk and
fk(t, δ
ky+y′, zk) ≥ fk(t, y′, zk), for any δky ∈ Rm such that δky ≥ 0, (δky)k = 0.
This generalizes the result in [10].
At the end of this section, we study the comparison theorem for multidimen-
sional BSDEs with jumps.
We define Sm as the space of symmetric real m×m matrices, and denote by
Sm+ the subspace of S
m containing the nonnegative elements in Sm. Without loss
of generality, we set d = 1.
Let us again consider a function F , which will be in the sequel the generator
of the BSDE, defined on Ω × [0, T ] × Sm × Sm × Sm, with values in Sm, such
that the process (F (t, y, z, u))t∈[0,T ] is a progressively measurable process for each
(y, z, u) ∈ Sm × Sm × Sm.
We consider the following matrix-valued BSDE with jump:
Yt = ξ +
∫ T
t
F (s, Ys, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
E
Us(e)N˜(dsde), (3.6)
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where ξ ∈ L2(Ω,F , P ; Sm).
We want to study when the comparison theorem holds for two BSDE of type
(3.6).
Consider the following two BSDEs: i = 1, 2,
Y it = ξ
i +
∫ T
t
F i(s, Y is , Z
i
s, U
i
s)ds−
∫ T
t
Z isdWs −
∫ T
t
∫
E
U is(e)N˜(dsde), (3.7)
where F 1, F 2 satisfy (H1)-(H3), and ξ1, ξ2 ∈ L2(Ω,F , P ; Sm). We study the same
problem as that in the preceding content: under which condition the comparison
theorem holds for matrix-valued BSDEs? Interestingly, this problem is trans-
formed again to a viability problem in Sm+ × Sm.
Theorem 3.10. Suppose that F 1 and F 2 satisfy (H1)-(H3). Then the fol-
lowing are equivalent:
(i) For any s ∈ [0, T ], ∀ξ1, ξ2 ∈ L2(Ω,Fs, P ; Sm) such that ξ1 ≥ ξ2, the unique
solutions (Y 1, Z1, U1) and (Y 2, Z2, U2) in B2[0,s] valued in Sm × Sm × Sm to the
BSDE (3.7) over time interval [0, s] satisfy:
Y 1t ≥ Y 2t , t ∈ [0, s];
(ii) ∀t ∈ [0, T ], ∀(y, y′), ∀(z, z′), ∀(u, u′),
−4〈y−, F 1(t, y+ + y′, z, u)− F 2(t, y′, z′, u′)〉
≤ 〈D2d2Sm+ (y)(z − z′), z − z′〉+ C‖y−‖2
+2
∫
E
[‖(y + u(e)− u′(e))−‖2 − ‖y−‖2 + 2〈y−, u(e)− u′(e)〉]n(de), P − a.s.,
where C is a constant which dose not depend on t, (y, y′), (z, z′), (u, u′).
Proof: We can see from the appendix in [10] that, for any y ∈ Sm, y has an
expression:
y(λ,A) = eA
m∑
i=1
λieie
T
i e
−A,
where A is an antisymmetric realm×mmatrix (AT = −A), λi ∈ R, {e1, e2, ..., em}
is the standard basis of Rm.
If we set
y+(λ,A) = eA
m∑
i=1
λ+i eie
T
i e
−A, y−(λ,A) = eA
m∑
i=1
λ−i eie
T
i e
−A.
Then from [10], we have
d2Sm+ (y) = ‖y
−‖2,ΠSm+ (y) = y+, and ∇d2Sm+ (y) = −2y
−,
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where ‖y‖ = (tr(y2)) 12 . So we can use the same method with that in Theorem
3.1 to finish the proof of this theorem.
✷
Corollary 3.11. Let us suppose furthermore that F 1 and F 2 are independent
of z and u. Then (ii) is equivalent to:
(ii’)− 4〈y−, F 1(t, y+ + y′)− F 2(t, y′)〉 ≤ C‖y−‖2.
This generalizes the result in [10].
4 Appendix: Proofs of main theorem
Proof of Proposition 2.4. Applying Itoˆ’s formula to eβt|Yt|2, we have for
s ∈ [t, T ],
eβs|Ys|2 +
∫ T
s
eβr(β|Yr|2 + |Zr|2)dr +
∫ T
s
∫
E
eβr|Ur(e)|2n(de)dr
= eβT |ξ|2 + 2
∫ T
s
eβr〈f(r, Yr, Zr, Ur), Yr〉dr − 2
∫ T
s
eβr〈Yr, ZrdWr〉
−
∫ T
s
∫
E
eβr(|Yr− + Ur(e)|2 − |Yr−|2)N˜(drde).
Since
2〈f(r, y, z, u), y〉 = 2〈f(r, y, z, u)− f(r, 0, 0, 0), y〉+ 2〈f(r, 0, 0, 0), y〉
≤ 1
2
|z|2 + 1
2
‖u‖2 + 2(L+ 2L2)|y|2 + 2〈f(r, 0, 0, 0), y〉,
and then, for s ∈ [t, T ],
eβs|Ys|2 +
∫ T
s
eβr[(β − 2L− 4L2)|Yr|2 + 1
2
|Zr|2]dr +
∫ T
s
∫
E
1
2
eβr|Ur(e)|2n(de)dr
≤ eβT |ξ|2 + 2
∫ T
s
eβr〈f(r, 0, 0, 0), Yr〉dr − 2
∫ T
s
eβr〈Yr, ZrdWr〉
−
∫ T
s
∫
E
eβr(|Yr− + Ur(e)|2 − |Yr−|2)N˜(drde).
(4.1)
By replacing β = 2L+ 4L2, inequality (4.1) yields∫ T
s
eβr|Zr|2dr +
∫ T
s
∫
E
eβr|Ur(e)|2n(de)dr
≤ 2eβT |ξ|2 + 4
∫ T
s
eβr〈f(r, 0, 0, 0), Yr〉dr − 4
∫ T
s
eβr〈Yr, ZrdWr〉
−2
∫ T
s
∫
E
eβr(|Yr− + Ur(e)|2 − |Yr−|2)N˜(drde).
(4.2)
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By the Burkholder-Davis-Gundy inequality, we have
E[sups∈[t,T ] |
∫ T
s
eβr〈Yr, ZrdWr〉||Ft]
≤ 2E[sups∈[t,T ] |
∫ s
t
eβr〈Yr, ZrdWr〉||Ft]
≤ CE[(
∫ T
t
e2βr|Yr|2|Zr|2dr) 12 |Ft]
≤ CE{[sups∈[t,T ](e
1
2
βs|Ys|)(
∫ T
t
eβr|Zr|2dr) 12 ]|Ft}
≤ 1
8
E[sups∈[t,T ] e
βs|Ys|2|Ft] + CE[
∫ T
t
eβr|Zr|2dr|Ft],
(4.3)
here and in the sequel, C denote some positive constant depending only on L and
T , and to which we allow to change from one formula to the other. And
E[sups∈[t,T ]
∫ T
s
∫
E
eβr(|Yr− + Ur(e)|2 − |Yr−|2)N˜(drde)|Ft]
≤ E[
∫ T
t
∫
E
eβr|Ur(e)|2N(drde) +
∫ T
t
∫
E
eβr|Ur(e)|2n(de)dr|Ft]
+2E{sups∈[t,T ][
∫ s
t
∫
E
eβr2〈Yr−, Ur(e)〉N˜(drde)|Ft]}
≤ 2E[
∫ T
t
∫
E
eβr|Ur(e)|2n(de)dr|Ft] + CE[(
∫ T
t
∫
E
e2βr|Yr|2|Ur(e)|2n(de)dr) 12 |Ft]
≤ 2E[
∫ T
t
∫
E
eβr|Ur(e)|2n(de)dr|Ft] + CE[( sup
s∈[t,T ]
e
1
2
βs|Ys|)(
∫ T
t
∫
E
eβr|Ur(e)|2n(de)dr) 12 |Ft]
≤ 1
4
E[sups∈[t,T ] e
βs|Ys|2|Ft] + CE[
∫ T
t
∫
E
eβr|Ur|2n(de)dr|Ft]
This with (4.1), (4.2) and (4.3), we obtain
1
2
E[sups∈[t,T ] e
βs|Ys|2|Ft]
≤ CeβTE[|ξ|2|Ft] + CE[
∫ T
t
eβr|Yr||f(r, 0, 0, 0)|dr|Ft]
≤ CeβTE[|ξ|2|Ft] + CE[(sups∈[t,T ] e
1
2
βs|Ys|)
∫ T
t
e
1
2
βr|f(r, 0, 0, 0)|dr|Ft].
Hence,
E[ sup
s∈[t,T ]
eβs|Ys|2|Ft] ≤ CeβTE[|ξ|2|Ft] + CE[(
∫ T
t
e
1
2
βr|f(r, 0, 0, 0)|dr)2|Ft].
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This, together with (4.2), gives
E[
∫ T
t
eβs|Zs|2ds+
∫ T
t
∫
E
eβs|Us(e)|2n(de)ds|Ft]
≤ CeβTE[|ξ|2|Ft] + CE[(
∫ T
t
e
1
2
βr|f(r, 0, 0, 0)|dr)2|Ft].
So
E[sups∈[t,T ] e
βs|Ys|2|Ft] + E[
∫ T
t
eβs|Zs|2ds+
∫ T
t
∫
E
eβs|Us(e)|2n(de)ds|Ft]
≤ CeβTE[|ξ|2|Ft] + CE[(
∫ T
t
e
1
2
βr|f(r, 0, 0, 0)|dr)2|Ft].
Choose C0 = Ce
βT , one can obtain (2.3).
In order to prove (2.4), note that BSDE (2.1) is equivalent to
Y¯t =
∫ T
t
g(s, Y¯s, Z¯s, U¯s)ds−
∫ T
t
Z¯sdWs −
∫ T
t
∫
E
U¯s(e)N˜(dsde), t ∈ [0, T ],
where Y¯t := Yt −E(ξ|Ft), Z¯t := Zt − Rt, U¯t := Ut − Vt and
g(s, y¯, z¯, u¯) := f(s, y¯ + E(ξ|Fs), z¯ +Rs, u¯+ Vs).
Then inequality (2.3) applied to (Y¯t, Z¯t, U¯t) implies (2.4).
To prove (2.5), we set ε = T − t in (2.4) and take expectation. Then the left
thing to us is to prove, there exists a positive constant M0 such that
E[
∫ T
t
|f(s, E(ξ|Fs), Rs, Vs)|2ds] ≤M0. (4.4)
This is because
E[
∫ T
t
|f(s, E(ξ|Fs), Rs, Vs)|2ds]
≤ E[
∫ T
t
4(|f(s, 0, 0, 0)|2 + L2|E(ξ|Fs)|2 + L2|Rs|2 + L2|Vs|2)ds]
≤ 4TE[sups∈[t,T ] |f(s, 0, 0, 0)|2] + 4TL2E|ξ|2
+4L2E
∫ T
t
|Rs|2ds+ 4L2E
∫ T
t
∫
E
|Vs(e)|2n(de)ds.
By (H3) and Lemma 2.2, we can deduce that there exists M0 > 0, such that (4.4)
holds true. So we complete the proof of the proposition.
✷
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Proof of Theorem 2.6. This proof is splitted into several steps.
(a) Necessity. Let t ∈ (0, T ] and ε > 0 be such that, for some
t∗ ≥ 0, tε := t− ε > t∗ ≥ 0.
Fix y ∈ Rm, z ∈ Rm×d, u ∈ L2(E,BE, n;Rm) and
ξ := y + z(Wt −Wtε) +
∫ t
tε
∫
E
u(e)N(drde).
Denote by (Y, Z, U) the unique solution to BSDE with jump
Ys = ξ +
∫ t
s
f(r, Yr, Zr, Zr)dr −
∫ t
s
ZrdWr −
∫ t
s
∫
E
Ur(e)N˜(drde), s ∈ [tε, t].
Furthermore, we introduce the Process Yˆ := {Yˆs, s ∈ [tε, t]} as follows:
Yˆs = ξ + (t− s)f(tε, y, z, u)− z(Wt −Ws)−
∫ t
s
∫
E
u(e)N˜(drde)
= y + (t− s)f(tε, y, z, u) + z(Ws −Wtε) + (t− s)
∫
E
u(e)n(de) +
∫ s
tε
∫
E
u(e)N(drde).
Let’s compute that
E[|ξ|2|Ft∗ ]
= E|y + z(Wt −Wtε) +
∫ t
tε
∫
E
u(e)N˜(drde) +
∫ t
tε
∫
E
u(e)n(de)dr|2
≤ 4E[|y|2 + |z(Wt −Wtε)|2 + |
∫ t
tε
∫
E
u(e)N˜(drde)|2 + |
∫ t
tε
∫
E
u(e)n(de)dr|2]
= 4[|y|2 + εz2 +
∫ t
tε
∫
E
|u(e)|2n(de)dr + |
∫ t
tε
∫
E
u(e)n(de)dr|2]
≤ 4[|y|2 + εz2 + (ε+ n(E)ε2)
∫
E
|u(e)|2de],
and
E[(
∫ t
tε
|f(r, 0, 0, 0)|dr)2|Ft∗ ] ≤ E[ε2 sup
s∈[tε,t]
|f(s, 0, 0, 0)|2|Ft∗ ]
So according to (2.3) in Proposition 2.4, there exists a nonnegative random vari-
able ζ ∈ L1(Ω,Ft∗ , P ) whose norm depends only on y, z and u, such that
E[ sup
s∈[tε,t]
|Ys|2|Ft∗ ] +E[
∫ t
tε
|Zs|2ds|Ft∗] +E[
∫ t
tε
∫
E
|Us(e)|2n(de)ds|Ft∗] ≤ ζ. (4.5)
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(In the sequel, we will denote by ζ a nonnegative random variable which belongs
to L1(Ω,Ft∗ , P ) and whose norm depends only on y, z and u, and we allow it
to change from one formula to the other and assume that ζ ≥ 1, P − a.s. if we
need.) By (2.4) in Proposition 2.4,
E[sups∈[tε,t] |Ys −E(ξ|Fs)|2|Ft∗ ] + E[
∫ t
tε
|Zs − z|2ds|Ft∗]
+E[
∫ t
tε
∫
E
|Us(e)− u(e)|2n(de)ds|Ft∗]
≤ C0εE[
∫ t
tε
|f(s, E(ξ|Fs), z, u)|2ds|Ft∗]
≤ C0εE[
∫ t
tε
4(|f(s, 0, 0, 0)|2 + L2|E(ξ|Fs)|2 + L2|z|2 + L2‖u‖2)ds|Ft∗ ]
≤ ε24C0E[(sups∈[tε,t] |f(s, 0, 0, 0)|2) + L2|ξ|2 + L2|z|2 + L2‖u‖2|Ft∗ ]
≤ ζε2.
(4.6)
Then
E[sups∈[tε,t] |Ys − y|2|Ft∗ ]
≤ 4E[sups∈[tε,t] |Ys −E(ξ|Fs)|2|Ft∗ ] + 4E[sups∈[tε,t] |z(Ws −Wtε)|2|Ft∗]
+4E[(ε
∫
E
|u(e)|n(de))2|Ft∗ ] + 4E[ sup
s∈[tε,t]
|
∫ s
tε
∫
E
u(e)N˜(drde)|2|Ft∗ ]
≤ 4[ζε2 + ε|z|2 + (n(E)ε2 + Cε)‖u‖2]
≤ ζε, for ε ∈ (0, t− t∗).
(4.7)
Since for tε ≤ s ≤ t,
Ys − Yˆs
=
∫ t
s
(f(r, Yr, Zr, Ur)− f(tε, y, z, u))dr−
∫ t
s
(Zr − z)dWr −
∫ t
s
∫
E
(Ur(e)− u(e))N˜(drde),
we can apply Itoˆ’s formula to |Ys − Yˆs|2 over [tε, t] and with the same technique
as that in Proposition 2.4, noting (4.6) and (4.7), we have
E[sups∈[tε,t] |Ys − Yˆs|2|Ft∗ ] + E[
∫ t
tε
|Zr − z|2dr|Ft∗]
+E[
∫ t
tε
∫
E
|Ur(e)− u(e)|2n(de)dr|Ft∗]
≤ CεE[
∫ t
tε
|f(r, Yr, Zr, Ur)− f(tε, y, z, u)|2dr|Ft∗ ]
≤ 4Cε2{E[sups∈[tε,t] |f(s, y, z, u)− f(tε, y, z, u)|2|Ft∗ ] + L2E[sups∈[tε,t] |Ys − y|2|Ft∗ ]}
+4CL2ε{E[
∫ t
tε
|Zr − z|2dr|Ft∗] + E[
∫ t
tε
∫
E
|Ur(e)− u(e)|2n(de)dr|Ft∗]}
≤ ζε2β1ε ,
(4.8)
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where
β1ε = 8CL
2ε+ 4
C
ζ
E[ sup
s∈[tε,t]
|f(s, y, z, u)− f(tε, y, z, u)|2|Ft∗].
Observe that by (H1):
sup
s∈[tε,t]
|f(s, y, z, u)− f(tε, y, z, u)|2 → 0, when ε→ 0, P − a.s.,
and that
sups∈[tε,t] |f(s, y, z, u)− f(tε, y, z, u)|2
≤ 4 supt∈[0,T ] |f(t, y, z, u)|2
≤ 8 supt∈[0,T ] |f(t, 0, 0, 0)|2 + 8L2(|y|2 + |z|2 + ‖u‖2) ∈ L1(Ω,FT , P ).
Hence from Lebesgue’s dominated convergence theorem, β1ε → 0, P − a.s., as
ε→ 0.
Let us now establish two auxiliary results on the processes Y and Yˆ which
will enable us to finish the proof of the necessity.
Lemma 4.1. Under the assumptions made above, there is some nonnegative
random variable ζ ∈ L1(Ω,Ft∗ , P ) whose norm depends only on y, z and u such
that
E[|d2K(Ytε)− d2K(Yˆtε)||Ft∗] ≤ ζε
√
β1ε ,
for any ε > 0 with t− ε > t∗.
Proof of Lemma 4.1. Note that, since K 6= Ø, there exists some constant
C > 0 such that, ∀x, x′ ∈ Rm
|d2K(x)− d2K(x′)| = |dK(x)− dK(x′)|(dK(x) + dK(x′)) ≤ C(1 + |x|+ |x′|)|x− x′|.
So from (4.8)
E[|d2K(Ytε)− d2K(Yˆtε)||Ft∗ ]
≤ CE[(1 + |Ytε|+ |Yˆtε|)|Ytε − Yˆtε||Ft∗ ]
≤ C(E[(1 + |Ytε |+ |Yˆtε|)2|Ft∗ ])
1
2 (E[|Ytε − Yˆtε|2|Ft∗ ])
1
2
≤ Cε√ζβ1ε (E[(1 + |Ytε|+ |Yˆtε|)2|Ft∗ ]) 12 .
Observe that Yˆtε = y + εf(tε, y, z, u) + ε
∫
E
u(e)n(de), noting (H3) and (4.5), we
have
E[|d2K(Ytε)− d2K(Yˆtε)||Ft∗] ≤ ζε
√
β1ε ,
for some ζ ∈ L1(Ω,Ft∗ , P ). This completes the proof of Lemma 4.1.
✷
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Lemma 4.2. We can find some Ft∗-measurable random variable γε = γε(y, z, u)
with lim infε→0 γε ≥ 0 such that
E[d2K(Yˆtε)− d2K(ξ)|Ft∗]
≥ ε{E[〈∇d2K(y), f(t, y, z, u) +
∫
E
u(e)n(de)〉|Ft∗]
− 1
2
〈D2[d2K(y)]z, z〉 − 1εE[
∫ t
tε
∫
E
(d2K(ξs− + u(e))− d2K(ξs−))n(de)ds|Ft∗ ] + γε},
where ξs = y + z(Ws −Wtε) +
∫ s
tε
∫
E
u(e)N(drde), s ∈ [tε, t].
Proof: We know that the function d2K(·) is twice differentiable almost ev-
erywhere. Let us denote by ΛK the set of all points of R
m where d2K is twice
differentiable. This set is of full Lebesgue measure. Let us fix now y ∈ ΛK and
define the following function α : Rm → R:
α(x) := d2K(x+ y)− d2K(y)− 〈∇d2K(y), x〉 −
1
2
〈D2[d2K(y)]x, x〉.
There are two following properties of α(·) (see [7]):
lim
|x|→0
α(x)
|x|2 = 0,
∀x ∈ Rm, α(x) ≤ |x|2(1 + |D2d2K(y)|). (4.9)
First we substitute
x = Yˆtε − y = εf(tε, y, z, u) + ε
∫
E
u(e)n(de)
in the definition of α(·). This provides us
E[d2K(Yˆtε)|Ft∗ ] = d2K(y) + εE[〈∇d2K(y), f(tε, y, z, u) +
∫
E
u(e)n(de)〉|Ft∗] + εγ1ε ,
where
γ1ε :=
ε
2
E[〈D2d2K(y)(f(tε, y, z, u) +
∫
E
u(e)n(de)), f(tε, y, z, u) +
∫
E
u(e)n(de)〉
+ 2
ε2
α(εf(tε, y, z, u) + ε
∫
E
u(e)n(de))|Ft∗ ].
By (H3), f(tε, y, z, u) +
∫
E
u(e)n(de) can be dominated by some nonnegative
random variable which belongs to L2(Ω,Ft∗ , P ), so there exists some nonnegative
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random variable ζ ∈ L1(Ω,Ft∗ , P ) whose norm depends only on y, z and u such
that
|γ1ε | ≤ ζε+ E[
α(x)
|x|2 ε|f(tε, y, z, u) +
∫
E
u(e)n(de)|2|Ft∗].
Hence from Lebesgue’s dominated convergence theorem, γ1ε → 0, P − a.s., as ε
tends to 0.
We now substitute
x = ξ − y = z(Wt −Wtε) +
∫ t
tε
∫
E
u(e)N(drde)
in the definition of α(·). If we set
ξs = y + z(Ws −Wtε) +
∫ s
tε
∫
E
u(e)N(drde), s ∈ [tε, t],
we have
E[d2K(ξ)− d2K(y)|Ft∗]
= E{
∫ t
tε
∫
E
[d2K(ξs− + u(e))− d2K(ξs−)]N(dsde)
+ 1
2
〈D2d2K(y)z(Wt −Wtε), z(Wt −Wtε)〉+ α(z(Wt −Wtε))|Ft∗}
= εE{1
ε
∫ t
tε
∫
E
[d2K(ξs− + u(e))− d2K(ξs−)]n(de)ds+
1
2
〈D2d2K(y)z, z〉|Ft∗}+ εγ2ε ,
where
γ2ε =
1
ε
E[α(z(Wt −Wtε))|Ft∗ ] =
1
ε
E[α(
√
εzW1)]
is such that
lim sup
ε→0
γ2ε ≤ 0.
In fact, on one hand,
1
ε
α(
√
εzW1)→ 0, P − a.s., as ε→ 0.
And on the other hand, for ε > 0, with (4.9),
1
ε
α(
√
εzW1) ≤ (1 + |D2d2K(y)|)|z|2|W1|2 ∈ L1(P ).
Finally, we get from Fatou’s Lemma
lim sup
ε→0
γ2ε ≤ E[lim sup
ε→0
1
ε
α(
√
εzW1)|Ft∗ ] = 0, P − a.s..
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Therefore
E[d2K(Yˆtε)− d2K(ξ)|Ft∗]
= ε{E[〈∇d2K(y), f(t, y, z, u) +
∫
E
u(e)n(de)〉|Ft∗ ]
+ E[〈∇d2K(y), f(tε, y, z, u)− f(t, y, z, u)〉|Ft∗]− 12〈D2[d2K(y)]z, z〉
− 1
ε
E[
∫ t
tε
∫
E
(d2K(ξs− + u(e))− d2K(ξs−))n(de)ds|Ft∗] + γ1ε − γ2ε}
≥ ε{E[〈∇d2K(y), f(t, y, z, u) +
∫
E
u(e)n(de)〉|Ft∗ ]−
1
2
〈D2[d2K(y)]z, z〉
− 1
ε
E[
∫ t
tε
∫
E
(d2K(ξs− + u(e))− d2K(ξs−))n(de)ds|Ft∗] + γ1ε − γ2ε − γ3ε},
where γ3ε = E[|∇d2K(y)||f(tε, y, z, u) − f(t, y, z, u)||Ft∗]. By (H1) and (H3), we
have
lim
ε→0
γ3ε → 0, P − a.s..
So the proof of Lemma 4.2 is completed by setting γε = γ
1
ε − γ2ε − γ3ε .
✷
Note that due to the Lemma 4.1 and 4.2:
E[d2K(Ytε)− d2K(ξ)|Ft∗]
≥ ε{E[〈∇d2K(y), f(t, y, z, u) +
∫
E
u(e)n(de)〉|Ft∗]
− 1
2
〈D2[d2K(y)]z, z〉 − 1εE[
∫ t
tε
∫
E
(d2K(ξs− + u(e))− d2K(ξs−))n(de)ds|Ft∗ ] + γε},
for some γε = γε(y, z, u) such that lim infε→0 γε ≥ 0, P − a.s..
Let us return to the proof of the necessity. For this denote by (Y˜ , Z˜, U˜) the
unique solution to the following BSDE with jump:
Y˜s = η +
∫ t
s
f(r, Y˜r, Z˜r, U˜r)dr −
∫ t
s
Z˜rdWr −
∫ t
s
∫
E
U˜r(e)N˜(drde), s ∈ [tε, t],
where η ∈ L2(Ω,F , P ) is a measurable selection of the set
{(ω, x) ∈ Ω×Rm|x ∈ ΠK(ξ(ω))} ∈ Ft ⊗ B(Rm).
We assume that K enjoys the BSVP. Hence Y˜s ∈ K, for tε ≤ s ≤ t, P − a.s..
This implies
0 ≥ E[d2K(Ytε)−|Ytε−Y˜tε |2|Ft∗ ] = E[d2K(Ytε)−d2K(ξ)|Ft∗ ]−E[|Ytε−Y˜tε |2−|ξ−η|2|Ft∗ ].
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From Itoˆ’s formula,
E[|Ytε − Y˜tε|2 − |ξ − η|2|Ft∗ ]
= 2E[
∫ t
tε
〈Ys − Y˜s, f(s, Ys, Zs, Us)− f(s, Y˜s, Z˜s, U˜s)〉ds|Ft∗]
−E[
∫ t
te
|Zs − Z˜s|2ds+
∫ t
te
∫
E
|Us − U˜s|2n(de)ds|Ft∗ ]
≤ C
∫ t
te
E[|Ys − Y˜s|2|Ft∗]ds,
where C = 2L+ 2L2. Consequently
0 ≥ 1
ε
E[d2K(Ytε)− d2K(ξ)|Ft∗]− Cε
∫ t
tε
E[|Ys − Y˜s|2|Ft∗ ]ds
≥ E[〈∇d2K(y), f(t, y, z, u) +
∫
E
u(e)n(de)〉|Ft∗]−
1
2
〈D2[d2K(y)]z, z〉+ γε
− 1
ε
E[
∫ t
tε
∫
E
(d2K(ξs− + u(e))− d2K(ξs−))n(de)ds|Ft∗ ]−
C
ε
∫ t
tε
E[|Ys − Y˜s|2|Ft∗]ds.
In order to estimate the integral term in the last estimate, note that
E[|Ys − Y˜s|2|Ft∗ ]
= E[|(Ys − ξ)− (Y˜s − η) + (ξ − η)|2|Ft∗ ]
≤ E[d2K(ξ)|Ft∗ ] + 2E[|Ys − ξ|2 + |Y˜s − η|2|Ft∗ ]
+2(E[d2K(ξ)|Ft∗])
1
2{(E[|Ys − ξ|2|Ft∗ ])
1
2 + (E[|Y˜s − η|2|Ft∗ ])
1
2}.
(4.10)
While
|Ys − ξ|2 + |Y˜s − η|2
≤ 2(|Ys −E[ξ|Fs]|2 + |ξ −E[ξ|Fs]|2 + |Y˜s − E[η|Fs]|2 + |η −E[η|Fs]|2),
so from Proposition 2.4 we conclude
sup
s∈[tε,t]
E[|Ys − ξ|2 + |Y˜s − η|2|Ft∗ ]→ 0, P − a.s.,
as ε tends to 0. On the other hand,
E[d2K(ξ)− d2K(y)|Ft∗]
= E{
∫ t
tε
∫
E
[d2K(ξs− + u(e))− d2K(ξs−)]N(dsde) + d2K(y + z(Wt −Wtε))− d2K(y)|Ft∗}.
Recall that ξs = y + z(Ws −Wtε) +
∫ s
tε
∫
E
u(e)N(drde), s ∈ [tε, t], so
ξs− → y, P − a.s., as ε→ 0.
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By the Lebesgue theorem of dominated convergence, when ε tends to 0,
1
ε
E{
∫ t
tε
∫
E
[d2K(ξs− + u(e))− d2K(ξs−)]N(dsde)|Ft∗}
→
∫
E
[d2K(y + u(e))− d2K(y)]n(de), P − a.s..
(4.11)
Thus
E{
∫ t
tε
∫
E
[d2K(ξs− + u(e))− d2K(ξs−)]N(dsde)|Ft∗} → 0, P − a.s., as ε→ 0.
Obviously, the function d2K is continuous at y, using again Lebesgue’s dominated
convergence theorem, we have
E[d2K(y + z(Wt −Wtε))− d2K(y)|Ft∗]→ 0, P − a.s., as ε→ 0.
So we conclude that
E[d2K(ξ)− d2K(y)|Ft∗]→ 0, P − a.s., as ε→ 0.
Consequently, from (4.10) and above, we have
E[|Ys − Y˜s|2|Ft∗ ] ≤ d2K(y) + β2ε , s ∈ [tε, t],
where β2ε converges to 0, P − a.s., as ε tends to 0.
Therefore
C
ε
∫ t
tε
E[|Ys − Y˜s|2|Ft∗ ]ds ≤ C(d2K(y) + β2ε )
and
E[〈∇d2K(y), f(t, y, z, u) +
∫
E
u(e)n(de)〉|Ft∗]−
1
2
〈D2[d2K(y)]z, z〉
−1
ε
E[
∫ t
tε
∫
E
(d2K(ξs− + u(e))− d2K(ξs−))n(de)ds|Ft∗]− Cd2K(y) + γε − Cβ2ε ≤ 0, P − a.s..
Finally, since lim infε→0(γε − Cβ2ε ) ≥ 0, P − a.s.. This with (4.11), let ε tend to
0, we have
E[〈∇d2K(y), f(t, y, z, u) +
∫
E
u(e)n(de)〉|Ft∗]
−1
2
〈D2[d2K(y)]z, z〉 −
∫
E
[d2K(y + u(e))− d2K(y)]n(de)− Cd2K(y) ≤ 0,
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P -almost everywhere, for t∗ ∈ [0, T ). Passing to the limit t∗ → t, we obtain the
wished result if we choose C∗ = 2C and note that
∇d2K(y) = 2(y − ΠK(y)).
✷
(b)Sufficiency. Let K be a nonempty convex closed subset of Rm. Suppose that
(2.6) holds true. Let η ∈ C∞(Rm) be a nonnegative function with support in the
unit ball and such that ∫
Rm
η(x)dx = 1.
For δ > 0, we put
ηδ(x) :=
1
δm
η(x
δ
)
φδ(x) := d
2
K ⋆ ηδ(x) :=
∫
Rm
d2K(x− x′)ηδ(x′)dx′ =
∫
Rm
d2K(x
′)ηδ(x− x′)dx′, x ∈ Rm.
Obviously, φδ ∈ C∞(Rm). We can see from [7] that the function φδ satisfies the
following properties


(i) 0 ≤ φδ(x) ≤ (dK(x) + δ)2,
(ii) ∇φδ(x) =
∫
Rm
(∇d2K)(x′)ηδ(x− x′)dx′,
|∇φδ(x)| ≤ 2(dK(x) + δ),
(iii) D2φδ(x) =
∫
Rm
D2[d2K ](x
′)ηδ(x− x′)dx′,
0 ≤ D2φδ(x) ≤ 2I,
(4.12)
for all x ∈ Rm.
Consider ξ ∈ L2(Ω,FT , P,K) and let (Y, Z, U) be the unique solution to the
following BSDE with jump
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
E
Us(e)N˜(dsde), t ∈ [0, T ].
(4.12) enables us to apply Itoˆ’s formula to φδ(Yt) and to deduce that, for 0 ≤ t ≤
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T , δ > 0,
Eφδ(Yt)
= Eφδ(ξ) + E
∫ T
t
〈(∇φδ)(Ys), f(s, Ys, Zs, Us)〉ds− 1
2
E
∫ T
t
〈(D2φδ)(Ys)Zs, Zs〉ds
−E
∫ T
t
∫
E
[φδ(Ys + Us(e))− φδ(Ys)− 〈∇φδ(Ys), Us(e)〉]n(de)ds
≤ δ2 − E
∫ T
t
∫
Rm
{〈∇d2K(y), f(s, y, Zs, Us)− f(s, Ys, Zs, Us))〉ηδ(Ys − y)}dyds
+E
∫ T
t
∫
Rm
{〈∇d2K(y), f(s, y, Zs, Us)〉 −
1
2
〈D2(d2K(y))Zs, Zs〉
−
∫
E
[d2K(y + Us(e))− d2K(y)− 〈∇d2K(y), Us(e)〉]n(de)}ηδ(Ys − y)dyds.
Then from (2.6) and (4.12), for δ ∈ (0, 1),
Eφδ(Yt)
≤ δ2 + C∗
2
E
∫ T
t
∫
Rm
d2K(y)ηδ(Ys − y)dyds
+E
∫ T
t
∫
Rm
2dK(y) max
y:|y−Ys|≤δ
|f(s, y, Zs, Us)− f(s, Ys, Zs, Us))|ηδ(Ys − y)dyds
≤ δ2 + C∗
2
∫ T
t
E[φδ(Ys)]ds
+E
∫ T
t
(1 + φδ(Ys)) max
y:|y−Ys|≤δ
|f(s, y, Zs, Us)− f(s, Ys, Zs, Us))|ds.
Since
E
∫ T
t
φδ(Ys) max
y:|y−Ys|≤δ
|f(s, y, Zs, Us)− f(s, Ys, Zs, Us))|ds
≤ E
∫ T
t
φδ(Ys) max
y:|y−Ys|≤δ
L|Ys − y|ds
≤ E
∫ T
t
Lδφδ(Ys)ds,
We choose δ < 1
L
, then
Eφδ(Yt) ≤ δ2 + L(T − t)δ + (1 + C
∗
2
)
∫ T
t
Eφδ(Ys)ds. (4.13)
for 0 ≤ t ≤ T . On the other hand, from (4.12-i), we deduce
Eφδ(Yt) ≤ E[dK(Yt) + δ]2 ≤ 2E(d2K(Yt) + δ2) ≤ 2E(2|Yt|2 + 2d2K(0) + δ2) < +∞.
27
This allows to apply Gronwall’s inequality to (4.13), it yields
Eφδ(Yt) ≤ [δ2 + L(T − t)δ]e(1+C
∗
2
)T .
Note that
φδ(Yt) =
∫
Rm
d2K(Yt − y)ηδ(y)dy→ d2K(Yt), as δ → 0, P − a.s..
Thus, from Fatou’s Lemma, we conclude that
Ed2K(Yt) = E[lim
δ→0
φδ(Yt)] ≤ lim inf
δ→0
Eφδ(Yt) ≤ lim inf
δ→0
[δ2 + L(T − t)δ]e(1+C
∗
2
)T = 0,
for 0 ≤ t ≤ T . That is
P{ω : Yt(ω) ∈ K} = 1, ∀t ∈ [0, T ]
which is equivalent to
P{ω : Yt(ω) ∈ K, ∀t ∈ [0, T ]} = 1.
✷
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