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ABSTRACT
The advent of space-based observatories such as CoRoT and Kepler has enabled the testing
of our understanding of stellar evolution on thousands of stars. Evolutionary models typically
require five input parameters, the mass, initial Helium abundance, initial metallicity, mixing-
length (assumed to be constant over time), and the age to which the star must be evolved.
Some of these parameters are also very useful in characterizing the associated planets and in
studying galactic archaeology. How to obtain these parameters from observations rapidly and
accurately, specifically in the context of surveys of thousands of stars, is an outstanding ques-
tion, one that has eluded straightforward resolution. For a given star, we typically measure
the effective temperature and surface metallicity spectroscopically and low-degree oscillation
frequencies through space observatories. Here we demonstrate that statistical learning, using
artificial neural networks, is successful in determining the evolutionary parameters based on
spectroscopic and seismic measurements. Our trained networks show robustness over a broad
range of parameter space, and critically, are entirely computationally inexpensive and fully
automated. We analyze the observations of a few stars using this method and the results com-
pare well to inferences obtained using other techniques. This method is both computationally
cheap and inferentially accurate, paving the way for analyzing the vast quantities of stellar
observations from past, current, and future missions.
Key words: stars: fundamental parameters—stars: interiors—stars: low-mass—stars:
oscillations—stars: solar-type
1 INTRODUCTION
Tracing the narratives of stellar lives is a problem of fundamental
importance. The vast repositories of stellar observations allow for
precision testing of our understanding of stellar evolution. CoRoT
(Baglin et al. 2009) and Kepler (Borucki et al. 2009) have together
taken observations of oscillations of thousands of stars across the
Hertzsprung-Russell diagram. Upcoming space observatories, such
as TESS (Ricker et al. 2014) and PLATO 2.0 (Rauer et al. 2014),
will take measurements of light curves of possibly hundreds of
thousands of stars. However, analyzing such large observational
datasets and characterizing the stars is challenging.
Observations of stellar oscillations provide strong constraints
on the properties of stellar interior, enabling the determination of
fundamental stellar parameters, e.g. the mass, radius, and the age,
to unprecedented precision. For instance, Mathur et al. (2012) per-
formed an asteroseismic study on 22 of the brightest solar-type stars
⋆ E-mail: kuldeepv@tifr.res.in
observed by Kepler, and inferred the masses and the radii at a pre-
cision level of 1% and ages to within 2.5% (see also, Metcalfe et al.
2014, 2015). The extraordinary precision obtained by Mathur et al.
(2012) might be deceptive as they did not incorporate the uncertain-
ties in stellar physics in their error estimation. In a thorough study
of the impact of uncertainties in stellar physics, Lebreton & Goupil
(2014) performed a case study on a planet-host star, HD52265, ob-
served by CoRoT satellite. They optimized the stellar parameters
for various combinations of the oscillation frequencies, large and
small frequency separations, frequency ratios, and spectroscopic
observables with different input physics, and found the mass, ra-
dius, and age of HD52265 with uncertainties of 7%, 1.5%, and
10%, respectively. Silva Aguirre et al. (2015) applied a Bayesian
scheme to grids of evolutionary models and found the masses,
radii, and ages of 33 Kepler planet-host stars with median sta-
tistical uncertainties of 3.3%, 1.2%, and 14%, respectively (see
also, Chaplin et al. 2014). Recently, Reese et al. (2016) carried out
a hare-and-hounds exercise to evaluate the accuracy of seismic de-
terminations and the reliability of associated error bars (see also,
Valle et al. 2014). They used different approaches and evolution-
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ary codes to derive the stellar parameters using the simulated seis-
mic and spectroscopic data, and found that, on average, the masses,
radii, and ages can be derived to a precision of 3.9%, 1.5%, and
23%, respectively. The various algorithms satisfy the PLATO spec-
ifications for precision levels on the inference of mass and radius
and is close for the age.
It is important to accurately determine the fundamental param-
eters of host stars in order to accurately characterize the associated
planets. There are several individual planet-host stars studied using
asteroseismology (see, e.g., Gilliland et al. 2011; Nutzman et al.
2011; Escobar et al. 2012; Gilliland et al. 2013; Lebreton & Goupil
2014, etc.). Huber et al. (2013) obtained fundamental properties
of 66 Kepler planet-candidate host stars using asteroseismology,
which led to a better characterization of the associated planets.
Liu et al. (2014) were able to better constrain the properties of exo-
planets based on inferences of parameters of the corresponding host
stars for six stellar systems. Silva Aguirre et al. (2015) presented a
uniform study of 33 Kepler planet-candidate host stars and derived
the stellar properties with high precision. The fundamental stellar
parameters are also used to study stellar populations in the Milky
Way. For example, Chaplin et al. (2011) performed an ensemble
study on 500 solar-type stars observed by Kepler and found that
the distribution of observed masses differ from the predictions of
the models of synthetic stellar populations in the Milky Way. The
stellar properties are also used to study the history of our galaxy
(Miglio et al. 2013; Casagrande et al. 2014).
The connection between the stellar parameters (the mass M,
initial Helium abundance Yi, initial metallicity Zi, mixing-length
αMLT, and the age t) and the observables (the effective tempera-
ture Teff , surface metallicity [Fe/H]s, luminosity L, and the oscilla-
tion frequencies νnl, where the indices n and l are radial order and
spherical harmonic degree, respectively) is complicated. Although
all these quantities are intimately connected through the physics of
the problem, the problem of inference is hampered by the facts that
there is no known analytical, direct inverse relation between them
and the constellation of stellar parameters is likely connected to the
observables in a highly nonlinear manner. Because of the former,
attempts are made to sample the model space (using for instance
Monte-Carlo simulations) in order to identify the most relevant
swath of models. Further, because the inference consists of using
tens of inputs and generating several outputs, the problem lives in a
high-dimensional space. Retrieving the underlying non-linear rela-
tionships is a difficult problem, especially by conventional methods
such as regression. Among the many approaches in use (see, e.g.,
Metcalfe et al. 2009; Gruberbauer et al. 2012; Silva Aguirre et al.
2015; Appourchaux et al. 2015, etc), a majority involve comput-
ing several evolutionary tracks for individual stars and optimizing
the stellar parameters for a given set of observables. In addition
to being cumbersome and computationally expensive, the associ-
ated uncertainties on the stellar parameters are difficult to estimate,
particularly for methods that rely on local optimization algorithms
(Reese et al. 2016). Simpler methods that rely on searching fixed
grids are computationally efficient, but the accuracy of such tech-
niques is limited by the resolution of the grid and the systematics
associated with focusing on narrow search regions (most grids, e.g.,
the GARSTEC grid used in Silva Aguirre et al. (2015), use solar
calibrated mixing-length and a Helium-to-metal enrichment law to
estimate the Yi).
In this paper, we apply artificial neural networks to determine
the stellar properties based on classical spectroscopic and seismic
measurements accurately and rapidly.
...
...
...
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Figure 1. Sketch of neural network with inputs and outputs. The output of
a rectified linear unit (ReLU) is equal to the input if positive and otherwise
zero.
2 TECHNIQUE
Neural Networks (NNs) have proven very successful at deciphering
and isolating complicated and subtle correlations in large datasets.
The prototypical NN consists of a layer of ‘neurons’, each with
inputs and outputs. These neurons communicate with each other,
their actions defined by their weights and biases that are gradu-
ally tuned through the process of statistical training. By degrees,
the network maps out the probability density function of the high-
dimensional space of stellar models. For a sample of inputs (spec-
troscopic + seismic), the well-trained network is able to identify
the relevant region of the evolutionary parameter space based on its
understanding of the probability density function.
The structure of a neural network, as shown in Figure 1, con-
tains several layers of neurons (LeCun et al. 2015; Schmidhuber
2015). The choices of how many neurons per layer and the num-
ber of layers are part of a set of parameters that are termed
“hyper-parameters". These parameters depend on the complex-
ity of the problem and heuristics are used to determine them
(Bergstra & Bengio 2012). The network in Figure 1 for instance
has been obtained by optimizing the hyper-parameters on a fixed
grid.
The neural network must be trained before it can be used to
solve a physical problem. We implement a learning algorithm that
uses stellar models to train the network in such a way that it can
predict the fundamental stellar parameters for a given set of mea-
surements.
2.1 Learning algorithm
The neurons in the network have intrinsic biases and the con-
nections between neurons of consecutive layers have associated
weights. We denote the bias of the jth neuron in the lth layer by
blj and the weight associated between the kth neuron in the (l − 1)th
layer and jth neuron in the lth layer by W ljk . The output—also known
as the activation—of the lth layer can be computed in terms of the
output of the (l − 1)th layer using,
al = σ(W lal−1 + bl), (1)
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where σ is the activation function which depends on the type of
neuron (sigmoid neuron, hyperbolic tangent neuron, rectifying neu-
ron, etc.). In this paper, we have chosen the rectifying neurons, as
they have been recently shown to be a better model of the biological
neurons and yield equal or better performance than the sigmoid and
hyperbolic tangent neurons (Glorot et al. 2011). The output of the
network aL = y can be computed recursively in terms of its weights
and biases—which are to be determined—for a given input vector
a1 = x.
The weights and biases of the network are determined by
a process called training. The training needs a dataset—which
should ideally represent the whole space of the problem at hand—
containing both the input vectors x j and the corresponding output
vectors y j. An input vector together with the corresponding output
vector is called an example. We define a regularized cost function,
C = 1
mn
∑
jx j
|y j − aLj |
2 + λ
∑
jkl
|W ljk |
2, (2)
where m, n, and λ are the length of the output vector, number of
training examples, and the regularization parameter, respectively.
This function is minimized with respect to the weights and the
biases of the network. Typically, we need a large training dataset
for a practical problem, as a consequence, the conventional gradi-
ent descent methods to update the weights and biases are very ex-
pensive. Hence, stochastic gradient descent—which approximates
the true gradient of the cost function by the gradient obtained us-
ing a randomly selected subset, known as a mini-batch, of the full
dataset—is used (Bottou 2010). The gradient of the cost function
with respect to the weights and biases can be obtained using back-
propagation algorithm (Rumelhart et al. 1986; LeCun et al. 1998),
which is described below.
(i) Set the input vector as activation a1.
(ii) For each l = 2, 3, ..., L; compute the vectors zl = W lal−1 + bl
and activations al = σ(zl).
(iii) Compute the vector δL = ∇aC ⊙ σ′(zL), where ∇aC is the
vector ∂C/∂aLj , ⊙ denotes Hadamard product and σ′(zL) = ∂aLj /∂zLj .
(iv) For each l = L − 1, L − 2, ..., 2; compute vectors δl =
((W l+1)Tδl+1) ⊙ σ′(zl).
(v) Compute ∂C/∂wljk = al−1k δlj and ∂C/∂blj = δlj.
2.2 Training models
We compute the training models using the Modules for Experi-
ments on Stellar Astrophysics code (MESA; Paxton et al. 2011,
2013). We use the OPAL equation of state (Rogers & Nayfonov
2002), Opacity Project (OP) high-temperature opacities
(Badnell et al. 2005; Seaton 2005) supplemented with low-
temperature opacities from Ferguson et al. (2005). Metallicity
mixtures from Grevesse & Sauval (1998) are used. We use nuclear
reaction rates from NACRE (Angulo et al. 1999) for all reactions
except 14N(p, γ)15O and 12C(α, γ)16O, for which updated reaction
rates from Imbriani et al. (2005) and Kunz et al. (2002) are used.
Convection is modeled using the standard mixing-length theory
(Cox & Giuli 1968) without overshoot, and diffusion of Helium
and heavy elements is incorporated using the prescription of
Thoul et al. (1994).
We construct 20,000 evolutionary tracks with initial parame-
ters distributed randomly and uniformly in the following ranges:
M ∈ 0.70 − 1.10M⊙,Yi ∈ 0.20 − 0.40,Zi ∈ 0.003 − 0.040, and
αMLT ∈ 1.20 − 2.50. An equivalent Cartesian grid would on av-
erage have 12 equally spaced points (124 = 20, 736 ≈ 20, 000)
Figure 2. Hertzsprung-Russell diagram showing the parameter space of
the models used in training. Note that we focus here on solar-like main-
sequence stars; in principle, the network can be trained on a variety of other
types of stars as well.
for each parameter, which corresponds to the spacings of approxi-
mately 0.033M⊙, 0.0167, 0.003, and 0.11 for M, Yi, Zi, and αMLT,
respectively. The randomly and uniformly distributed grid points
are expected to sample the parameter space better. The stellar mod-
els are evolved and retrieved at regular intervals to cover a range
of ages (on average, 18 models per evolutionary track). The evolu-
tion is stopped when the central Hydrogen mass fraction falls be-
low 10−4 or the age exceeds 20 Gyr. We generate 360,000 models,
spanning a range of masses, initial compositions, mixing lengths,
and ages, and are shown in Figure 2. We do not consider the mass
range 1.10− 1.60M⊙ here (will be studied in the future) for the rea-
sons that these stars have convective cores and a sixth parameter,
the overshoot, has to be included. Furthermore, the current models
of atomic diffusion are more subtle in this mass range and a careful
treatment is required.
The adiabatic oscillation frequencies for all the models
are obtained using the Adiabatic Pulsation code (ADIPLS;
Christensen-Dalsgaard 2008). Stellar oscillation frequencies con-
strain fundamental stellar parameters (see, e.g., Brown & Gilliland
1994; Christensen-Dalsgaard 2004; Aerts et al. 2010). The global
properties of the power spectrum, namely the large frequency
separation, ∆νn,l = νn,l − νn−1,l, and the frequency at which the
power attains its maximum, νmax, may be used to directly infer
the mass and radius of the star using established scaling relations
(Kjeldsen & Bedding 1995) to a precision of 10% and 5%, re-
spectively (see, e.g., Huber et al. 2011, 2012; Silva Aguirre et al.
2012; Epstein et al. 2014). The small frequency separation, δνn,l =
νn,l − νn−1,l+2, depends on the sound-speed gradient in the core, and
therefore, traces the evolutionary stage of the star (see, e.g., Ulrich
1988; Christensen-Dalsgaard & Frandsen 1988). It has been shown
that plotting the small and large frequency separations against each
other (the “asteroseismic diagram”) enables the determination of
the masses and ages of stars with known compositions (see Figure 1
of Christensen-Dalsgaard 1993). Figure 1 of Lebreton & Goupil
(2014) shows a relatively modern version of the asteroseismic dia-
gram.
The theoretical model frequencies have systematic devia-
tion from the observed frequencies due to the poor modeling
of the near surface region (see, e.g., Christensen-Dalsgaard et al.
MNRAS 000, 1–?? (2016)
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1988; Dziembowski et al. 1988; Christensen-Dalsgaard et al. 1996;
Christensen-Dalsgaard & Thompson 1997). This offset, known as
the “surface effect”, renders direct comparisons of the model and
observed frequencies ambiguous. In the current problem, if we use
the raw model frequencies to train the network, the surface term
will introduce systematic errors leading to incorrect prediction of
stellar parameters for real stars. Therefore, we do not use the in-
dividual oscillation frequencies to train the network, and instead
use the so-called “frequencies ratios” which are shown to be inde-
pendent of the near surface layers (Roxburgh & Vorontsov 2003;
Roxburgh 2005; Otí Floranes et al. 2005). The two point and five
point ratios are defined as,
r02(n) = νn,0 − νn−1,2
νn,1 − νn−1,1
(3)
and
r01(n) = νn−1,0 − 4νn−1,1 + 6νn,0 − 4νn,1 + νn+1,08(νn,1 − νn−1,1) . (4)
We identify eleven observables from above models to be used as the
input of the network ([Fe/H]s, Teff , L, r02 at radial orders 16–19, r01
at orders 17–19, and the average large frequency separation 〈∆ν〉)
and five stellar parameters to be used as the output (M, Yi, Zi, αMLT,
and t). The network can be easily retrained for different numbers
and ranges of radial orders (∼ 50 cpu hours for retraining).
The whole set of 360,000 models are divided into three
groups: training examples - 240,000 models, validation examples
- 60,000 models, and test examples - 60,000 models. Training ex-
amples are used to define and tune the network parameters, i.e., the
weights and biases, validation examples are used to tune the net-
work hyper-parameters, i.e., the number of hidden layers, number
of neurons per layer, mini-batch size, learning rate, regularization
parameter etc., and the test examples are used to determine the ac-
curacy of the predictive algorithm. We normalize the inputs and
the outputs of the network by subtracting the corresponding mean
values—obtained from the training data—and dividing the resid-
ual by the standard deviations. The original inputs and outputs can
be recovered—when required—using the normalized values, mean
values, and the standard deviations. In principle, the normalization
is not necessary for this problem, however in practice, it makes
training faster and reduces the chances of getting stuck in local op-
tima.
3 RESULTS
The network training was performed using Theano (Bergstra et al.
2010; Bastien et al. 2012), publicly available Python-based
machine-learning software, which was run on the SEISMO cluster
at TIFR. We used a mini-batch size of 50 for the computation of the
gradient of the cost function to update the weights and biases us-
ing the stochastic gradient decent method. A too small mini-batch
size results in a large error in the gradient computation, while a
large mini-batch slows down the learning, and an optimal mini-
batch size has to be found and used. The weights and biases were
updated for every mini-batches of the training data (240,000/50 =
4,800 mini-batches ≡ an ‘epoch’), and the process is repeated for
several epochs until the convergence is achieved. The validation
data are used to check the sanity of the training. For example, Fig-
ure 3 shows the mean square errors (MSEs) between the inferred
and true parameters for the training and the validation data as a
function of the epoch for three different choices of the regulariza-
tion parameter, λ. For an underestimated choice, λ = 1.00 × 10−6,
0 500 1000 1500 2000
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0.0010
0.0015
0.0020
0.0025
0.0030
0.0035
0.0040
M
SE
λ=1. 00× 10−6
λ=1. 69× 10−6
λ=4. 00× 10−6
Figure 3. Mean square errors as a function of epoch for three different
choices of the regularization parameter; continuous and dashed lines cor-
respond to the MSEs for the training and the validation data, respectively.
the mean square error (MSE) for the validation data first decreases
until epoch ∼ 1200 and then starts increasing, even though the MSE
for the training data is still decreasing. This is a symptom of over-
fitting where the network overlearns the training data and fails to
generalize the prediction on the unseen validation data. For an op-
timal choice, λ = 1.69 × 10−6, the MSEs decrease for both the
training and the validation data as iteration progresses and saturate
at the same value. For an overestimated choice, λ = 4.00 × 10−6,
the MSEs decrease but saturate at larger values. The test data are
used to quantify the accuracy of the post-training prediction of the
network.
The weights and biases associated with the network converge
and do not over-fit the data, as shown in the upper-left panel of Fig-
ure 4. The five other panels of Figure 4 show the performance of
the network in inferring the various fundamental parameters for the
test data. Methodological errors are encountered when predicting
fundamental stellar parameters for the test data, depending for in-
stance on the grid resolution of the training models. This error is
known as internal error. Note from the figure that the internal er-
rors for the mass, radius, and age are far smaller than the PLATO
specifications (Rauer et al. (2014); masses better than 10%, radii
to 1–2%, and age to 10%). To test the effect of the chosen num-
bers and ranges of the radial orders, we train another network with
four additional inputs, two r02 at radial orders 14 and 15 and two
r01 at radial orders 15 and 16, to the current set. We find that the
predictive performance of this network is not significantly differ-
ent from the previous one as the MSE decreases only very slightly,
from 1.39 × 10−3 to 1.32 × 10−3. A significantly improved predic-
tive power would imply smaller scatter in Figure 5 in comparison to
Figure 4 (not the case here). This may be due to the fact that these
additional radial orders do not contain significantly new indepen-
dent information. The subsequent results correspond to the network
without additional radial orders.
3.1 Test of grid resolution
To test that the above grid is dense enough for the training, we ran-
domize the 360,000 models and take the first 120,000 for validation
and testing (60,000 for each). The remaining 240,000 models are
used to train four networks, with differing numbers of examples; the
MNRAS 000, 1–?? (2016)
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Figure 4. A well-trained network should not over-fit the data, a criterion we meet, as demonstrated by the upper-left panel which shows that the training and
validation data are fit to the same degree at the end of the training. The inset shows the mean square errors for the last 200 epochs. The remaining panels show
errors incurred in predicting the fundamental parameters post training. The median and 1-σ errors are plotted to illustrate the accuracy of the prediction.
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Figure 5. Same as Figure 4 except that the corresponding network has 4 additional inputs, two r02 at radial orders 14 and 15 and two r01 at radial orders 15
and 16, to the current set.
first with 20,000 examples, second with 40,000, third with 100,000,
and the fourth with 240,000 examples. The idea is to measure the
predictive power of each of these networks against the same test
dataset (the 60,000 models that we have kept aside). Randomiza-
tion ensures that roughly the same number of models is excluded
from each evolutionary track in all cases except the last case where
all the models are included.
In Figure 6, we show the MSEs for training and validation
data as a function of the epoch for all the four sets in the left panel,
while the right panel shows the MSE for the test data at the end
of the training as a function of the number of training examples.
MNRAS 000, 1–?? (2016)
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Figure 6. Left panel shows the mean square errors for training (continuous lines) and validation (dashed lines) data as a function of the epoch for all the four
training sets. Right panel shows the MSE for the test data at the end of the training as a function of the number of training examples.
The MSE for the test as well as the training and validation data
decreases as a function of the number of training examples and
saturates. To extrapolate this fall-off to infinity, we approximate it
by an exponential function as shown in the right panel. This gives
an estimate of the MSE at infinity (asymptotic value), which is
0.0014± 0.0002. The MSE for test data when trained with 240,000
examples is 0.0013 and is consistent with the asymptotic value.
This suggests that the network performance saturates as a func-
tion of training examples before 240,000 models, and is unlikely
to improve significantly if trained with denser grids. Note that the
asymptotic MSE does not go to zero because the neural network
only approximates the physics of this problem. However, the the-
oretical uncertainty introduced by the use of the network (internal
error) is much smaller than the errors associated with the measure-
ments, as described in the next section.
3.2 Test on various stars
We may now use the trained network to determine the five funda-
mental stellar parameters (M, Yi, Zi, αMLT, and t). The other param-
eters such as radius R may be determined independently. In fact, we
may obtain the evolutionary parameters independent of each other
by training the network to output only one parameter at a time. The
networks that output all five parameters are denoted by NN5 while
the one-output-parameter network is termed NN1.
We have used stellar models in the previous section to train
the network. The stellar models assume a set of input physics which
may differ from the physics of real stars. Moreover, the inputs of the
network have observational uncertainties in case of a real star. To
test the robustness of the determination of the fundamental stellar
parameters against the uncertainties in the standard stellar physics
and the observational uncertainties, we determine them using the
trained networks (NN5 and NN1) for three well-studied real stars
and one artificial star, and compare them with the known values.
3.2.1 The Sun
We use seismic data from Chaplin et al. (2007) and spectroscopic
measurements from Metcalfe et al. (2015) to compute the required
inputs for the network. We generate 40,000 realizations of the in-
put, using its covariance matrix and assuming that the errors on the
input follow a multivariate Gaussian distribution, to obtain the dis-
tribution of the output parameters. We compute the median for the
parameter values and 16th and 84th percentiles for negative and pos-
itive uncertainties on them. The internal error, which was quantified
in the previous section, contributes to the uncertainty. We note that
it is typically difficult in conventional methods to disentangle the
internal error and the error due to the uncertainties in the measure-
ments.
Table 1 lists the parameters for Sun obtained using NN5 and
NN1. We retrieve the solar parameters accurately, to within 5.5%,
2.2%, and 4.5% of the mass, radius, and the age of the Sun, re-
spectively. Although the precision is well within the PLATO spec-
ifications, it is poor given the precision of the solar data. This
may in part be attributed to the limited number of seismic inputs
used (we used small number of seismic inputs anticipating the fact
that a small set of modes is observed in distant stars). More im-
portantly, correlations among the stellar parameters, for instance
the anti-correlation between M and Yi (see, e.g., Metcalfe et al.
2009; Lebreton & Goupil 2014), degrade the quality of the infer-
ence given that the measurements have associated uncertainties.
The top-left panel of Figure 7 shows the correlation matrix of the
stellar parameters which is obtained from the distribution of the
output parameters. The other panels in the figure show the distri-
bution as a function of two stellar parameters. It is seen that M
and Yi are anti-correlated while M and αMLT show a positive cor-
relation. While fixing some stellar parameters, e.g. Yi, using the
Helium-to-metal enrichment law and αMLT using solar calibration,
would lead to higher precision in the determination of the other pa-
rameters, they also become prone to large systematic errors (e.g.,
Silva Aguirre et al. (2015) shows that the systematics associated
with the fixed Yi is comparable to the statistical uncertainties). The
analysis of the acoustic glitches provides constraint on Yi (see, e.g.,
Basu et al. 2004; Monteiro & Thompson 2005; Houdek & Gough
2007; Verma et al. 2014), and can be used to improve on the preci-
sion.
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Table 1. Predictions for various stars using different methods. NN5 refers to the simultaneous inference of the 5 parameters whereas NN1 infers each parameter
independently. The Metc15 and Rees16 values are from Metcalfe et al. (2015) and Reese et al. (2016), respectively.
Star Method M/M⊙ R/R⊙ Yi Zi t(Gyr) αMLT
Sun NN5 0.995+0.058
−0.055 ... 0.291
+0.032
−0.035 0.0216
+0.0043
−0.0036 4.46
+0.20
−0.22 1.77
+0.11
−0.10
Sun NN1 0.992+0.066
−0.059 1.001
+0.022
−0.022 0.292
+0.037
−0.036 0.0223
+0.0035
−0.0031 4.44
+0.18
−0.17 1.77
+0.12
−0.11
Sun ... 1.000 1.000 0.275 0.0200 4.60 ...
Sun Grid 0.981 ± 0.030 0.996 ± 0.015 ... ... 4.46 ± 0.20 ...
16 Cyg A NN5 1.085+0.059
−0.065 ... 0.271
+0.051
−0.045 0.0257
+0.0050
−0.0044 6.65
+0.58
−0.67 1.86
+0.12
−0.10
16 Cyg A NN1 1.083+0.059
−0.066 1.229
+0.025
−0.026 0.276
+0.037
−0.040 0.0283
+0.0042
−0.0040 7.17
+0.75
−0.79 1.87
+0.11
−0.10
16 Cyg A Metc15 1.08 ± 0.02 1.229 ± 0.008 0.25 ± 0.01 0.0210 ± 0.0020 7.07 ± 0.26 ...
16 Cyg A Grid 1.02 ± 0.04 1.182 ± 0.020 ... ... 5.29 ± 1.00 ...
16 Cyg B NN5 1.085+0.057
−0.058 ... 0.248
+0.041
−0.042 0.0252
+0.0044
−0.0037 6.69
+0.31
−0.32 1.89
+0.12
−0.10
16 Cyg B NN1 1.095+0.069
−0.069 1.140
+0.023
−0.024 0.239
+0.043
−0.041 0.0272
+0.0032
−0.0031 7.14
+0.62
−0.63 1.91
+0.12
−0.11
16 Cyg B Metc15 1.04 ± 0.02 1.116 ± 0.006 0.26 ± 0.01 0.0220 ± 0.0030 6.74 ± 0.24 ...
16 Cyg B Grid 1.08 ± 0.03 1.124 ± 0.015 ... ... 6.10 ± 0.50 ...
Elvis NN5 0.967+0.086
−0.073 ... 0.291
+0.055
−0.061 0.0189
+0.0041
−0.0031 6.23
+0.64
−0.64 1.84
+0.13
−0.11
Elvis NN1 0.986+0.094
−0.084 1.069
+0.033
−0.032 0.259
+0.068
−0.071 0.0238
+0.0043
−0.0040 7.14
+0.97
−1.01 1.89
+0.16
−0.13
Elvis Rees16 1.000 1.087 0.267 0.0176 6.84 1.67
Elvis Grid 1.037 ± 0.03 1.103 ± 0.015 ... ... 6.07 ± 0.40 ...
M Yi Zi t αMLT
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Figure 7. Tradeoffs between the inferred parameters from a Monte-Carlo simulation with 40,000 realizations of the solar data. The full correlation matrix is
shown on the upper-left panel, whereas the other panels show the tradeoffs between specific parameters. Indeed, Yi is strongly anti-correlated with M. More
interestingly, the network reveals that the pairs (αMLT , M) and (αMLT , Zi) are correlated. The ideal inference would correspond to a situation when all the
parameters are independent of each other (and not the case here).
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3.2.2 16 Cyg A & B and Elvis
16 Cyg A & B form a binary system and are among the brightest
stars observed by Kepler. This system has been central to astero-
seismic studies in the recent past (see, e.g., Metcalfe et al. 2012;
Gruberbauer et al. 2013; Verma et al. 2014; Metcalfe et al. 2015;
Buldgen et al. 2016). We use the same spectroscopic and seismic
data for the 16 Cyg A & B as used in Metcalfe et al. (2015) for
the input of the network. Elvis is an artificial star constructed for a
hare-and-hounds exercise (Reese et al. 2016) using the CLES stel-
lar evolution code (Scuflaire et al. 2008). We choose Elvis out of
the 10 artificial stars studied in Reese et al. (2016) because this is
the only star whose mass is in the range [0.7–1.1]M⊙ and has a
sufficient number of listed oscillation frequencies required as in-
puts to our network. In contrast to the input physics used in our
training models, Reese et al. (2016) used metallicity mixtures from
Grevesse & Noels (1993) and did not incorporate the diffusion of
Helium and heavy elements for Elvis.
The fundamental parameters obtained using NN5 and NN1
are listed in Table 1. The values from NN5, NN1, Metc15
(Metcalfe et al. 2015), and Rees16 (Reese et al. 2016) are in agree-
ment to within the error bars. The average precisions on mass, ra-
dius, and age are around 6.4%, 2.3%, and 8.1%, respectively. The
measurement precision of the PLATO targets is expected to be sim-
ilar to these stars, and therefore, it should be possible to infer the
stellar parameters to specified precisions using this method.
3.3 Comparison with a conventional method
To compare the performance of this method with a grid based
technique, we apply a method described in the section 5.1 of
Appourchaux et al. (2015) to the grid constructed for the training,
and estimate the masses, radii, and the ages of all the four stars.
The values are listed in the fourth row of Table 1 for every star.
The relatively inaccurate parameter values suggest that the grid is
too sparse for this conventional method. However, the neural net-
work appears to extract enough information from the same grid to
make accurate prediction. This shows the learning capability of the
neural networks.
4 SUMMARY
The lack of a formal inverse relationship between the evolutionary
parameters and stellar observations has led us to create an effective
empirical equivalent. In the current context, the neural network can
be thought of as a high-dimensional look-up table, or a concise
map of the space in which all the inputs and outputs lie. We note
the following about our network:
• it is optimally trained for the parameter regime that we have
studied, and is not expected to improve when trained on more data.
This is demonstrated by the fact that the mean square error nearly
falls to its asymptotic value when trained with 360,000 models.
• it is computationally cheap (∼ 50 cpu hours) to retrain the
network, useful when changing the inputs or outputs.
• the predictive power of the network does not change appre-
ciably upon increasing the number of radial orders of frequency
measurements used as inputs.
• preliminary indications are that the network is robust to
changes in the input physics, as suggested by its accurate infer-
ences of the parameters of an artificial star (Elvis), whose structure
was computed using a different prescription, and the parameters of
three real stars (the Sun, 16 Cyg A and B).
• it can be used to determine stellar parameters with precision
similar to detailed grid modeling methods, but takes orders of mag-
nitude less time.
The success of neural networks in the current application encour-
ages a more thorough examination of its capabilities.
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