Inter subject variability of the electrical conductivity of brain, skull and skin strongly limits the accuracy by which current sources underlying electro-encephalography (EEG) can be localized in the brain. This inter subject variability also constrains the possibility to use EEG amplitude parameters as a biomarker to compare the amount of neural activity between different patients. To overcome this problem, one may estimate conductivity parameters in vivo by analyzing the potentials generated by known electric currents, injected into different pairs of EEG electrodes. At present, routine application of this approach is hampered by the computational complexity of the conductivity estimation problem.
Introduction
The possibility of using multichannel EEG data to localize underlying generators is based on several assumptions translated into a mathematical model that enables the prediction of the observed EEG potentials for a given generator. The source localization problem can hence be formulated as a parameter estimation problem. The accuracy by which EEG source localization is possible depends critically on the realism of the modelling assumptions, like the shape and conductivities of brain, skull and skin, as well as on the geometry and number of sources. The sources are most often modelled as a combination of current dipoles with amplitudes, orientations and/or positions considered as unknowns. Shapes of brain, skull and skin can be extracted from an anatomical MRI scan using image processing techniques [1] [2] [3] , or they can be obtained by fitting a deformable model to a set of landmarks, like the electrode positions [4, 5] .
EEG combined with source localization techniques is by far the cheapest and simplest available brain imaging technique and, apart from expensive and immobile MEG, the only technique able to record neural brain activity directly. Clinical applications include pre-surgical mapping of patients with epilepsy, where source localization helps to determine the epileptic focus [6] . Since restoration of brain function after stroke is associated with augmented amplitudes of neuronal currents at the pyramidal cells, EEG has all the ingredients to become an instrument for patient monitoring [7] . In particular, EEG amplitudes measured in a condition where the patient's somatosensory cortex is stimulated by a peripheral external mechanical or electrical stimulus contain valuable information about the recovery of specific brain areas of the patient during rehabilitation. Neural activity at the cerebral cortex is transferred to the EEG sensor by electrical conductance of the tissues between current source and EEG sensor. Hence, applications, source localization and the use of EEG amplitudes as a biomarker for neural activity may be hampered by inaccurate knowledge of electrical conductivity of the tissues between source and sensor. The skull has a particularly strong effect on this signal transfer because its low conductivity dampens the amplitude and smoothens the spatial distribution of the recorded signal [8] . For source localization, this leads to systematic errors in the estimated generators [9] [10] [11] [12] . As neural activity biomarker, the observed EEG potentials are confounded by inter subject differences in skull conductivity rendering it virtually impossible to interpret EEG amplitudes as substitutes for neural activity.
Traditionally, the EEG research community has massively used conductivity parameters that were derived from in vitro determination of animal tissue [13] until it was realized that more specific and accurate knowledge on tissue conductivity was required to unlock the unique technological advantages of EEG. New in vitro estimates of skull conductivity became available from freshly excised human brain [14] or skull samples [15] . Some studies differentiate between compact and marrow bone [16] . However, because doubts remained on the relevance of in vitro determinations of tissue conductivity when applied to EEG based inverse modelling, several groups have explored the possibility of in vivo measurement of these parameters, using calibrated AC currents that are injected in epilepsy patients, through intracranial electrodes and recorded with scalp electrodes [17, 18] . Also, non-invasive measurement setups have been proposed, where AC currents are injected into scalp electrodes and where the resulting potential differences at the remaining EEG electrodes are analysed [19] [20] [21] [22] [23] . This approach, inspired by electrical impedance tomography (EIT), has as the great advantage that tissue conductivities are derived from the individual subject and that physiological changes in excised tissue sample during measurement can be avoided.
With the EIT approach, the head is modelled as a set of compartments of which the geometries are known from MR images and of which only the conductivities are treated as unknown parameters to be determined from the EIT data, i.e. from the potentials resulting from the injected currents. Apart from [23] , who implemented a multi compartment model, most often, a three-compartment model is adopted, consisting of brain, skull and skin, wherein the conductivities of skin and brain are assumed to be equal, resulting in a non-linear two parameter estimation problem. In a recent study, [24] showed that only a short epoch of EIT data is sufficient for in vivo skull determination on an 4 De Munck et al (2019).
Last update: 24-03-2019 individual subject (in total only several minutes of data suffice). This result implies the feasibility to apply the EIT approach on a routine basis, when the switching of injected currents over different electrode pairs is automated. In this way, it may become standard practice to setup calibrated head models for EEG that are tailored to the individual subject. However, since the conductivity estimation problem is a non-linear parameter estimation problem, iterative techniques are unavoidable whereby in each iteration the potential distribution due the injected current needs to be computed, which is computationally expensive for realistic models. Therefore, at present routine application of EIT remains hampered by the computational aspects of the EIT data analysis problem.
Analytical solutions of the EIT forward problem, i.e. to predict the potential distribution from known current injections, are only available for models wherein the head is described as a set of concentric spheres [25] . Such models, however, lack geometrical accuracy and likely lead to unsatisfactory results. Realistic geometries have been modelled in the context of EIT using the finite element method (FEM) [23] as well as the boundary element method (BEM) [20] [21] [22] . The computational challenge of conductivity fitting is that the forward problem needs to be solved for many different combinations of conductivities. For the simplest BEM variant, the double layer collocation approach, a computationally efficient update of the EIT forward problem has been proposed by [23] . Other approaches require complete new forward calculations, for each new set of conductivity parameters. Therefore, we expect that the BEM has most potential to serve as a computational tool in routine applications of EIT to generate calibrated head models and in this paper several BEM variants are explored in detail. A general approach to find fast approximate solutions of the EIT forward problem is presented in [26] .
We here present the single layer and double layer BEM in a common mathematical framework and compare these two approaches in the context of the estimation of conductivity parameters. Specifically, formulas are derived wherein substantial speed gain can be achieved when using Woodbury updates for both single layer and double layer BEM, using the Galerkin as opposed to the collocation method to discretize the boundary integral equations. The expressions derived in [27] for computation of BEM matrix elements are generalized to the single layer BEM. Finally, four different BEM variants (single and double layer, piece constant and piecewise linear interpolation) are compared in terms of speed and accuracy. Preliminary results of this work have been presented as conference proceedings [28, 29] . C++ source codes of the presented methods are available through https://github.com/jcdemunck5.
Methods

Definition of symbols and problem
With the BEM the conductor is described as an object consisting of compartments with different conductivities. For simplicity it is here assumed that the compartments are bounded by closed nested surfaces Γ 0 , Γ 1 , Γ 2 ,.., Γ −1 , although BEM is also applicable to cases where the surfaces are not closed or nested [30, 31] . The conductivity parameters are indicated by + and − , and represent the conductivities of the compartments just out-and inside surface Γ . In the context of this paper Γ 0 is the outer surface where the currents are injected. These currents are represented by a known function 0 ( ), with
In practice, 0 ( ) will be zero everywhere, except at two small finite regions where the current is injected and extracted. The resulting potential distribution ( ) is the solution of the following system of partial differential equations 
BEM integral equations
The BEM is based on the reformulation of (2) in terms of integral equations, where the unknown is confined to the compartment boundaries. These equations can be solved by discretizing the integrals on triangular mesh representations of these boundaries. Because the triangulated surfaces are piecewise linear, they will contain sharp corners and ridges. Contrary to other studies, here the presence of these corners is accounted for when setting up the BEM integral equations. There are different approaches to convert (2) to boundary integral equations. In a seminal study by [32] three of them are treated in detail for the dipole source case: the single and double layer formalism and the symmetric BEM. The latter gave most favorable results for dipole sources. However, here we focus on the first two approaches because it appears that these variants allow efficient conductivity updates when the BEM is used for conductivity estimation. For the symmetric BEM a similar update scheme does not seems to be possible.
To find boundary integral forms of (2) the following operators are used
with ∈ Γ (3)
with ∈ Γ (4)
with ∈ Γ
In (3) (4) (5) , is the fundamental solution of the Laplace equation, approaches . In the integration, a small sphere around of radius is excluded from Γ and replaced by a spherical cap, and then the limit → 0 is taken. In the sequel the combination of surface integral and taking the limit is indicated by ∯ *
. Equation (5), known as the adjoint double layer integral, can be obtained by taking the gradient of (3). Contrary to the double layer integral (4), the normal () refers to the local normal at and does depend on the integration variable. For non-smooth surfaces, this comes with the difficulty that when is on a sharp corner, the local normal is not uniquely defined. This difficulty can be overcome by taking the Galerkin approach to discretize the integral equations that are equivalent to (2) .
When the integrals in (3) to (5) are used to generate potential distributions outside the surfaces Γ , one has to take care that either this potential, or its normal derivative makes a jump when crosses Γ . In particular, when crosses a non-smooth part of the surface, this jump depends on the local solid angle of the surface, subtended at the crossing point. In Appendix A we sketch how these properties can serve to derive the following familiar boundary integral equations. More mathematical details are presented in textbooks, such as [33, 34] . One finds
for the double layer formalism, and
for the single layer formalism. There, Ω + ( ) and Ω − ( ) are the inner and outer solid angles by which surface Γ is viewed at and 0 is the Kronecker delta. Put differently, with the single layer formalism the potential is computed in two steps whereas the double layer formalism gives the potential directly.
Discretization
The potential ψ ( ) on Γ is discretized using a set of interpolation functions ℎ ( ) that are derived from a triangular mesh approximating Γ ( ) ≈ ∑ ℎ ( )
The nodes of the triangular mesh are represented by , where the lower indices represent surface number and the upper indices the triangles or node points on that surface. Similarly, we approximate ( ) and ( )
In the collocation approach of BEM, the values of are varied over the node points in order to discretize the continuous integral equations. As said, we focus on the Galerkin approach [35] , where discretization of the integral equations is accomplished by multiplication with ℎ ( ) and integrating over Γ . In the sequel, this operation is notated as
The lower index of the inner product 〈, 〉 is dropped when it is clear from the context over which surface the integration occurs. The main advantage of the Galerkin approach is that integral equations (7) and (8) are valid in the weak formulation, meaning that when the difference of left and right hand side is multiplied with a class of test functions and integrated, one obtains identically zero for all test functions from that class. 
Note that in this way the adjoint double layer operator ̂ * has been eliminated from the equations. By this, ambiguities with the normal at sharp corners are confined to integration regions of zero measure.
Next, we introduce the following block matrices where lower indices refer to surfaces
When piecewise constant interpolation is used, is a diagonal matrix with the triangle areas on the diagonal. For piecewise linear interpolation, the functions ℎ ( ) overlap for neighboring elements, which results in a sparse symmetric matrix (with stable inverse). We note that is symmetric while is not. Computational details on the analytical and numerical integration of these matrix elements are given in Appendix B.
From here on, vectors of variables on a certain surface are represented in bold face. We find for the double layer formalism
Similarly, for the single layer formalism one finds
In (18), is used to indicate the transpose of a matrix or vector. The Neumann problem (2) is singular (the solution is determined up to a constant) and this is reflected in the singularity of the integral equations (7) and (8) . In Appendix C, as well as in [36] it is shown that, due to some properties of the interpolation functions, the singularity of the integral equations is inherited by the discretized systems, i.e. it has a right eigenvector ≡ (1, … ,1) corresponding to eigenvalue zero. To remove this singularity, we define the blocked matrix as follows
Note that the zero eigenvalue has been removed by adding a matrix of ones, multiplied with an arbitrary scaling constant , usually 1/ N, where N is the total number of unknowns. The vector is a column vector with ones. By this addition the solution of the discretized system satisfies the constraint that the sum of the potentials is zero. Now, if all variables corresponding to one surface are combined in one vector (e.g. = ( 0 , 1 , … , −1 ) ) equations (17) and (18) and the order in which is applied is reversed. The matrix and its inverse explicitly occur in the single layer case, and not in the double layer case. We note that in practical situations we are only interested in the potential at the outer surface, so that in the single layer case one only has to consider a small subset of the rows of to get the potentials at the EEG electrodes.
Conductivity updates
In our specific application, the conductivity of the brain, skull and skin are estimated from potentials that are generated by known injected currents. Generally, a nonlinear fitting algorithm is used where the differences between observed and theoretical EIT potentials are minimized, which requires model predictions for many different combinations of brain, skull and skin conductivities. We demonstrate how these predictions can be computed efficiently making use of the special structure of the BEM system matrix For simplicity, we assume that there are three nested surfaces Γ 0 (outer), Γ 1 (middle) and Γ 2 (inner), with 0 ≡ 0 − = 1 + , 1 ≡ 1 − = 2 + and 2 ≡ 2 − . In our application 0 , 1 and 2 represent the conductivities of skin, skull and brain, respectively, and we have 0 + = 0. With the following notation 
we have to consider the following system matrix for the double layer formalism (i.e. = )
Note that the zeroes in (21) and (22) represent sub matrices (blocks) filled with zeroes. The only dependency on the conductivity parameters occurs in the diagonal matrix and in the matrix , which is sparse and has a large zero block in the upper left corner. The size of this zero-block corresponds to the number of unknowns at the outer surface. Because largest potential gradients occur near the injection electrodes, an efficient implementation of the BEM allocates relatively many unknowns at Γ 0 [20] and therefore the zero-block will be typically sized
. Let be the system matrix for some starting values of an iterative algorithm to fit the conductivities, e.g., 0 = 1, 1 = 2 and 0 = 3. Then, one way to update the matrix for new values of is to eliminate from (23),
and compute as
This will save the re-computation of but still requires a full × LU decomposition of for every new of . Hence, we express as 
The ranks of and are 1 + 2 + 1. In consequence, (30) implies that apart from the sparse matrices and , the difference between and is a rank deficient matrix. In this case, the Woodbury matrix identity [37] can be applied to find a solution of (29) provided the solution of (28) is given. According to the Woodbury approach for any set of matrices , and for which −1 and ( + ) −1 exist one has
Applied to our situation, equation (30), with = −1 and = , we find the inverse of in terms of
and the following update rule for
When introducing by means of
this can be expressed concisely as
Please note that depends exclusively on the "old" conductivities and therefore needs to be computed only once. For every new combination of = ( 0 , 1 , 2 ) , one can solve using
and compute via
The important advantage is that instead of an LU-decomposition of a full N×N matrix, only the LU decomposition of an Last update: 24-03-2019
and finds the single layer density by solving
With the single layer formalism matrix multiplications are performed in the opposite order as in the double layer formalism. Hence, we end up with the application of the inverse of and have to keep its LU decomposition in memory. Finally, the potentials at the electrodes can be computed using = −1 (42) We note that the standard choice for the scaling parameter = 1 does not suffice for the single layer formalism. We chose = 1 ( 0 + 2 ) ⁄ to avoid numerical instabilities and to get exact agreement between the Woodbury and the direct computations.
Optimized algorithm and complexity
The different steps of the algorithm to compute using the Woodbury approach are summarized in Table 1 for the double layer formalism. The last column in that table gives estimates of the computational complexity of each step. In the preparation phase, is chosen (which can be done arbitrarily, as long as neighbouring compartments have different conductivity) and current injections used to acquire the EIT data are stored in vectors . Typically, the number of injections is small (10 to 60). The complexity of the computation of the matrix elements of and is ℴ ( 2 ), but the precise factor strongly depends on the implementation of the numerical integration. Since the matrix is dimensioned × 1 2 , the computation of in step 4 of Table 1 requires   1  2 times the application of the LU decomposition of , assuming that half of the BEM nodes are located on the outer surface, which amounts to ℴ ( 1 2 3 ) operations. For every new value of , requested by the conductivity fit algorithm, step 6 has to be executed once, followed by steps 7 and 8 once for every current injection. Step 7 is dominated by the application of the LU decomposition determined in step 6. Finally, the matrix vector multiplications performed in step 8 are confined to the rows corresponding to the EEG electrodes and therefore the computations per injection are dominated by step 7.
For the single layer case a similar analysis can be done, with the same asymptotic behaviour. Results are presented in Table 2 . We find that the computational costs per current injection are higher than for the double layer formalism and that this phase is dominated by step 7. De Munck et al (2019).
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Computation and LU decomposition of ( + ) 
Simulations
The accuracy of four different BEM variants are compared: single layer versus double layer and piecewise constant versus piecewise linear interpolation. For the evaluation of each BEM variant the analytical solution of the concentric sphere model presented in [25] was used as ground truth. This model consists of three concentric spherical compartments with different radii and conductivities. On the electrically isolated outer sphere two circular electrodes of finite size are attached into which opposite currents are injected. The solution of this model was found by first considering the axially symmetric problem, where a current was injected through a spherical cap, and extracted through the remainder of the outer surface. Because of the axial symmetry, a solution can be derived in terms of Legendre polynomials of cos . By rotating this configuration and subtracting this rotated configuration with opposite injection, the injected current cancels, except at the two electrodes. By this, one finds a solution for arbitrarily placed electrodes. In the simulations performed in the present study an electrode size of 0.5 cm was taken in the analytical model.
The interpolation functions used in the BEM were derived from triangulated spheres covered with an even distribution of a given number of points. The points were derived by adopting a -axis, and taking approximately equal steps on the sphere in and directions. Because largest spatial variations of the potentials are expected on the outermost sphere, in all cases, 50% of the nodes were placed on the outer sphere, 30% on the middle sphere and 20 % on the innermost sphere.
Triangulations were obtained using a spherical Delaunay triangulation of these points. were taken and on each combination of rotated spheres the BEM procedure was executed. The averaged BEM solutions and their standard deviations are presented. For linear potential interpolation the number of nodes was set half as large as in the corresponding constant potential interpolation approach in order to keep matrix sizes comparable.
In the BEM models with piecewise constant interpolation the injected currents were constrained to the two triangles closest to the two electrode positions. In the case of linear potential interpolation, the closest vertex of the triangular grid to the injection electrodes were determined. The amplitudes of the corresponding interpolation functions were scaled such that the total injected current equalled that of the analytical model. The amplitudes of the other interpolation functions were set to zero. Although in this way the electrode size of the BEM scales with the grid size, we verified in computations with the analytical solution that the electrode size only has a very local effect on the potential and therefore it was not necessary to correct for electrode size.
In the simulated model the outer radii for the skin, skull and brain compartments were 10, 9 and 8.5 cm, and the conductivities were set to 0.0032, 0.000049 and 0.0032 (Ωcm)
. A realistic electrode grid was assumed consisting of 84 electrodes evenly distributed over the skin. Current was injected through the vertex electrode Cz and extracted in turn from each of the other electrodes, when separated more than 6 cm from Cz. To find out if the BEM accuracy systematically depends on the true skull conductivity we also compute the BEM error as function of skull conductivity.
Potential distributions generated by each pair were computed with respect to average reference and compared using the following error measures
Here , is the BEM potential at electrode , caused by a current injection applied to electrode pair . ADM is an absolute difference measure and RDM is a relative difference measure, where amplitude effects are divided out using ‖ ‖ ≡ √∑ ( , ) 2 . The number of injected currents is denoted by . The potentials at the injection and extraction electrodes themselves were ignored in these formulas.
We also determined the gain in speed when the Woodbury formula was used, compared to direct computations. This comparison was differentiated into the initialization phase and the update phase as defined in Table 1 and   Table 2 . In the direct approach the initialization phase includes the computation of the matrix elements of and its LU decomposition. In the update phase is updated according to (25) and the LU decomposition of the modified is computed. Computations were performed on a Windows PC with 8 Gb memory, and 4 cores at 3201 MHz.
Results
In Figure 2 a comparison of the accuracies of four different BEM variants is shown. Left panel shows the RDM as function of the number of discretization points whereas the right panel presents the ADM. Both panels yield the same conclusion that most accurate results are obtained when linear interpolation is combined with the double layer formalism. Remarkably, for piecewise constant interpolation results for single and double layer formulation are almost identical. Since the seeds used in the randomization of the meshes were different for the single and double layer simulations, the observed similarities of both approaches represents an averaging effect. The standard deviations, In Figure 3 the RDM in the BEM is computed for a large range of skull conductivity values. In the simulations, the skin and brain conductivity were taken equal and the skin to skull conductivity ratio was varied. The matrix size of was set equal to 5500. Again, one observes that the linear BEM combined with the double layer formalism gives the smallest errors. One also observes that for all BEM variants explored, there is some dependence on skull conductivity. For the linear BEM combined with double layer, there is a 50% increase in error when the conductivity ratio increases from 0.01 to 0.1.
De Munck et al (2019).
Last update: 24-03-2019 Finally, in Figure 5 we depict the gain in speed when the Woodbury approach is used for a new combination of , as opposed to the direct calculation based on equation (25) . It can be observed that for all BEM combinations the gain in speed ranges from a factor of 20 to 30, for matrix sizes of 3500 and larger. 
Discussion
Our main result is that the proposed update scheme is applicable for both single and double layer BEM with Galerkin discretization. This is an important extension of earlier results by Gonçalves et al [20] , who treated the collocation discretization, because the only convergence results of the BEM that have been presented in the literature are based on the Galerkin with the weak formulation. For the collocation approach it is not known whether the numerical solution of the BEM in 3D converges to the true solution when the triangles become infinitely small [38] . The gain in speed achieved with this update scheme is at least a factor of 20, whereas only 50 % extra time is required in the preparation phase of the algorithm. The complexity analysis presented in Table 1 and De Munck et al (2019).
Last update: 24-03-2019 Table 2 indicated that for → ∞ the gain in speed is reduced to a factor of 8 (equivalent to the LU decomposition of half the matrix size), which is still substantial. Application of this scheme becomes already relevant after just a few iterations of a non-linear conductivity fitting algorithm because the total gain in speed of our proposed algorithm is then dominated by the speed of the updates.
As shown in Figure 4 , in the initialization phase (computation of matrix elements and LU decomposition) the computation time is much larger for linear interpolation than for constant interpolation. This finding is somewhat unexpected because the computation of the matrix elements has a complexity of ℴ( 2 ) compared to LU that has ℴ( 3 ). Therefore, for large the costs of the initialization phase is dominated by LU decomposition. This implies that within the range of explored in this study, the computation time is still dominated by the computation of the matrix elements and a substantial reduction of computational costs can be achieved by making the computation of the matrix elements more efficient, e.g., by simplifying the numerical integration for triangles and viewpoints that are relatively far apart.
Our results presented in Figure 2 show that of all BEM variants that were studied in this paper, the combination of linear interpolation and double layer integral equations gives the most accurate results. Given that [32] have found that the single layer formalism applied to superficial dipoles was more accurate than the double layer formalism, this finding is unexpected because one would intuitively expect that currents injected at the outer surface act as similar source terms as current dipoles close to the brain surface.
One may also consider this comparison from a theoretical point of view. One of the four Calderon identities [33, 34] , which in our symbols implies that ̂̂ * =̂̂. This identity has been derived for the case of a single surface, but if it would be possible to extend its validity would be extended to multiple surfaces one might not expect very much difference between the single and double layer formalisms. After all, according to (20) , in the discretized system one either computes = −1 − or = −1 . For constant interpolation, is a diagonal matrix, with triangle sizes on the diagonal. If the differences in triangle sizes are neglected, one has ≈ − and the applicability of the Calderon identity would translate to the discretized system with multiple compartments, one would find ≈ . In our simulation, we found almost identical numerical errors when comparing the single and double layer formalisms.
Apart from the EIT approach, it has also been proposed to estimate conductivity simultaneously with dipole parameters on the basis of pure EEG data [39] [40] [41] or combined EEG/MEG data [42] [43] [44] . In the former case, either one of the conductivity parameters or the dipole strengths has to be kept at a fixed value to avoid unidentifiability of the fitted model. Such approaches also require the computation of potential distributions for many different combinations of and they could benefit from the here proposed Woodbury update formula. However, it is expected that the computational benefits are inferior compared to the EIT case, because for a given total number of nodes , a smaller portion of nodes has to be placed on the outer surface for maximum accuracy and therefore the difference in rank in equation (30) will be smaller than ½.
One point of concern that may hamper routine application of the proposed procedure for calibrated head models is that the numerical error of the explored BEM variants is mildly dependent on the true conductivity of the skull itself as illustrated in Figure 3 . This effect may cause an unwanted bias in the estimated conductivity. It remains to be seen in future studies whether this is really an issue. However, this is not a specific disadvantage of our proposed method. So far, this aspect has not been addressed in other studies either.
The conductivity update rule presented in this paper is quite specific for the single layer and double layer formalism. The numerically preferred symmetric BEM [32] , at least preferably for dipole sources, does not seem to have a structure that enables a similar algorithm because the way the conductivity parameters appear in the system matrix is much more involved than in the single and double layer BEM. Therefore, in the conductivity update phase, the single and double layer BEM De Munck et al (2019).
Last update: 24-03-2019 allow much finer discretization before the same time is spent as with the symmetric BEM, when implemented without efficient conductivity update mechanism. It remains this to be seen where the cut-off point is and which approach is most advantageous to achieve calibrated head models from EIT data. The same is true for more modern matrix free BEM variants, such as fast multipole [45] or panel clustering [46] . In this context we would like to point to the an alternative approach to the central topic of this paper, as very recently proposed by Maksymenko et al [26] , where fast conductivity updates are achieved for a wide range of methods to solve the forward problem, including BEM and FEM. De Munck et al (2019). Last update: 24-03-2019
Appendix A. Derivation of boundary integral equations
To derive the boundary integral equations we follow the derivation of [32] with some modifications to allow for a polyhedral shape of the conductor with sharp edges and corners. Also, in our case potentials are generated by externally applied currents, as opposed to internal dipole sources in [32] . For the single layer formalism, the unknown potential is generated by monolayers at the conductor interfaces. The amplitudes ( ) of these layers are adjusted to comply with the interface conditions between compartments and the Neumann condition at the outer surface, . Because ( ) is a potential generated by monolayers, ( ) is continuous when crosses a surface Γ , whereas its normal derivative = ( ) makes a jump [33, 34] .
When ∈ Γ one has ± = ∓ Since on all interfaces these differences vanish, except on Γ 0 where a current 0 ( ) is injected, one finds for the monopolar distribution Here ̂ is the boundary integral operator defined in (3).
In the double layer formalism, one starts with a (modified) dipolar representation The modifications imply that not rather than is represented and that a monopolar source term is added. Because of the dipole layer, will make jumps when crosses a boundary:
Note that the source term of (A.6), being a monopole potential does not contribute to the jump. Because of its construction, 
