Let Γ be a graph equipped with a Markov operator P . We introduce discrete fractional Littlewood-Paley square functionals and prove their L p -boundedness under various geometric assumptions on Γ.
Introduction
Throughout the paper, we use the following notations. If E is a nonempty set and A and B are some quantities depending on x ∈ E, the notation A
(x) B(x) means that there exists C such that A(x) ≤ C B(x) for all x ∈ E, while A(x) ≃ B(x) means that A(x) B(x) and B(x) A(x).
If E and F are Banach spaces and T : E → F is a bounded linear operator, T E→F stands for the operator norm of T . When E = L p and F = L q for 1 ≤ p, q ≤ +∞, T L p →L q will also be denoted by T p,q .
This paper is devoted to the L p -boundedness of Littlewood-Paley type square functionals on graphs. The prototype of these functionals is the g-function in the Euclidean space, defined in the following way. If f is, say, in D(R n ) and u(x, t) denotes "the" harmonic extension of f , that is u(x, t) = P t * f (x) for all t > 0 and all x ∈ R n , where P t stands for the Poisson kernel, define
It is a well-known fact ([20, Chapter 4, Theorem 1]) that, for all p ∈ (1, +∞),
This result was extended in various directions, and we only recall some of them. In the Euclidean framework, the harmonic extension can be replaced by e −tL , where L is a second order uniformly elliptic operator in divergence form. In this case, the range of p in (1) is related to the L p boundedness of e −tL or t∇e −tL (see [2, Chapter 7] ). If, in the functional g, one is only interested in the "horizontal" part, i.e. the derivative with respect to t, then the L p boundedness of the corresponding Littlewood-Paley functional holds in the much more general context of measured spaces endowed with appropriate Markov semigroups ([21, Corollaries 1 and 2]). Notice also that similar results can be proved when the derivative ∂ ∂t is replaced by a "fractional" derivative ( [7] ). Littlewood-Paley functionals were also considered in the context of complete Riemannian manifolds. Let M be a complete Riemannian manifold, ∇ be the Riemannian gradient and ∆ the Laplace-Beltrami operator. Consider the "vertical" functionals Littlewood-Paley functionals on graphs were also considered. In [15] , if ∆ is a Laplace operator on a graph Γ, a "vertical" Littlewood-Paley functional, involving the (continuous-time) semigroup generated by ∆, is proved to be L p (Γ)-bounded for all 1 < p ≤ 2 under very weak assumptions on Γ. In [5] , "discrete time" Littlewood-Paley functionals are proved to be L p (Γ)-bounded under geometric assumptions on Γ (about the volume growth of balls, or L 2 Poincaré inequalities), while similar results are obtained for weighted L p -norms in [4] . Note also that the L p -boundedness of discrete time Littlewood-Paley functionals in abstract settings was recently established in [1] . The present paper is devoted to the proof of the L p -boundedness on graphs of some discrete time fractional LittlewoodPaley horizontal or vertical functionals. Before stating our results, let us present the graphs under consideration.
Presentation of the discrete framework

General setting
Let Γ be an infinite set and µ xy = µ yx ≥ 0 a symmetric weight on Γ × Γ. The couple (Γ, µ) induces a (weighted unoriented) graph structure if we define the set of edges by
We call then x and y neighbours (or x ∼ y) if (x, y) ∈ E.
We will assume that the graph is connected and locally uniformly finite. A graph is connected if for all x, y ∈ Γ, there exists a path x = x 0 , x 1 , . . . , x N = y such that for all 1 ≤ i ≤ N , x i−1 ∼ x i (the length of such path is then N ). A graph is said to be locally uniformly finite if there exists M 0 ∈ N such that for all x ∈ Γ, #{y ∈ Γ, y ∼ x} ≤ M 0 (i.e. the number of neighbours of a vertex is uniformly bounded). The graph is endowed with its natural metric d, which is the shortest length of a path joining two points. For all x ∈ Γ and all r > 0, the ball of center x and radius r is defined as B(x, r) = {y ∈ Γ, d(x, y) < r}. In the opposite way, the radius of a ball B is the only integer r such that B = B(x B , r) (with x B the center of B). Therefore, for all balls B = B(x, r) and all λ > 0, we set λB := B(x, λr) and define C j (B) = 2 j+1 B\2 j B for all j ≥ 2 and C 1 (B) = 4B. We define the weight m(x) of a vertex x ∈ Γ by m(x) = x∼y µ xy . More generally, the volume of a subset E ⊂ Γ is defined as m(E) := x∈E m(x). We use the notation V (x, r) for the volume of the ball B(x, r), and in the same way, V (B) represents the volume of a ball B. We define now the L p (Γ) spaces. For all 1 ≤ p < +∞, we say that a function f on Γ belongs to
while L ∞ (Γ) is the set of functions satisfying
Let us define for all x, y ∈ Γ the discrete-time reversible Markov kernel p associated to the measure m by p(x, y) = µxy m(x)m(y) . The discrete kernel p l (x, y) is then defined recursively for all l ≥ 0 by
Remark 1.1. Note that this definition of p l differs from the one of p l in [18] , [5] or [13] , because of the m(y) factor. However, p l coincides with K l in [14] . Remark that in the case of the Cayley graphs of finitely generated discrete groups, where m(x) = 1 for all x, the definitions coincide.
Notice that for all l ≥ 1, we have
and that the kernel is symmetric:
For all functions f on Γ, we define P as the operator with kernel p, i.e.
It is easily checked that P l is the operator with kernel p l . [18] or [5] , P l is the same operator in both cases.
Remark 1.2. Even if the definition of p l is different from
Since p(x, y) ≥ 0 and (3) holds, one has, for all p ∈ [1, +∞] , [12] , p. 423).
We define a nonnegative Laplacian on Γ by ∆ = I − P . One has then
where we use (3) for the first equality and (4) for the second one. The last calculus proves that the following operator
, called "length of the gradient" (and the definition of which is taken from [10] ), satisfies
Geometric assumptions and estimates for the Markov operator
Under suitable geometric assumptions on Γ, the iterates of P satisfy various L p − L q estimates, which we now review. Our first assumption is:
Remark 1.5. Let us state a stronger assumption than (LB): there exists ǫ > 0 such that for all x ∈ Γ, x ∼ x and
Even if (LB 2 ) plays a crucial role in some parabolic regularity estimates on graphs ( [13] ), it will play no role in our results.
The second assumption is the following one: 
Recall that, under the assumption (DV ), there exists d > 0 such that
In the sequel, a local version of (DV ) will also be needed:
Let us also state the Poincaré inequalities needed in the sequel. 
where [17] ).
Let us now introduce some estimates on p l , which will be needed in the statement of our results.
Remark 1.12. Note that the assumption (GG ∞ ) holds when Γ is the Cayley graph of a finitely generated discrete group (as well as assumption (P 1 ), see [17] ). Indeed, in this case,
Main results
For all β > 0, all functions f on Γ and all x ∈ Γ, define
For all β > − 1 2 , all functions f on Γ and all x ∈ Γ, definẽ
Here is our main result: 
and of strong type (p, p) for all 1 < p < +∞, i.e. there exists a constant C > 0 such that 
and if (P 2 ) and (GG q ) are true for some q > 2, then for all q ′ < p < 2 (with 
Preliminary results
Estimates on the kernels
In this paragraph, we gather various estimates on p l which will be instrumental in our proofs. The conjunction of (LB), (DV ) and (DU E) provide us with further estimates on p l . First, one has ([11, Theorem 5.2, Theorem 6.1]):
weighted graph satisfying (DV ) and (LB). Then, assumption (DU E) is equivalent to the off-diagonal upper estimate:
p l (x, y) ≤ C 1 V (x, √ l)V (y, √ l) 1 2 exp −c d 2 (x, y) l ∀x, y ∈ Γ, ∀l ∈ N * . (U E) Remark 2.2. An immediate consequence of (DV ) is that, for all x, y ∈ Γ and l ∈ N * , p l−1 (x, y) ≤ C 1 V (x, √ l)V (y, √ l) 1 2 exp −c d 2 (x, y) l .
Remark 2.3. Assume that Γ is a graph satisfying (DV ). It is easily checked that assumption (U E) is equivalent to
We will now state some "time regularity" estimates for higher order differences of p l (first proved for first order differences by Christ ([6] ) but an easier proof was given by Dungey in [14] ).
Theorem 2.4. Let (Γ, µ) be a weighted graph. Assume that Γ satisfies (DV ), (LB) and (DU E). We define D(r) as the following operator which acts on sequences
Then, for all j ≥ 0 there exist two constants C j , c j > 0 such that, for all l ≥ 1 and all x, y ∈ Γ,
Theorem 2.4 (actually a slightly more general version) will be established in Section A.1 in the appendix. From the previous estimates, we derive the following result, the proof of which will be given in Section A.2 in the appendix. 
and all functions f supported in F , we have, for all j ∈ N,
and
Remark 2.6. The theorem above will be used for
Results on the Hardy-Littlewood maximal function Definition 2.7. Denote by M the Hardy-Littlewood maximal operator
where the supremum is taken over the balls B of Γ containing x. In the same way, for s ≥ 1, M s will denote
The following observation will turn to be useful: under the assumption (U E), for all k ≥ 1, all functions f on Γ and
Indeed,
where we use for the fifth line the doubling property and the fact that
We also recall the Fefferman-Stein inequality.
Theorem 2.9. Let (Γ, µ) be a weighted graph satisfying (DV ) and s
This result is proven in R d in [16] and the proof easily extends to spaces of homogeneous type.
L p boundedness for Calderón-Zygmund operators
We will make use of the following theorems about Calderón-Zygmund operators "without kernels", which can be found in [5] , Theorem 1.14 and Theorem 1.17. See also [2] , Theorem 1.1 and 1.2. Before stating these results, recall (see Theorem 1.13) that a sublinear operator T is of weak type (p, p)
Furthermore, T is said to be of strong type (p, p) if there exists
+∞]. Assume that Γ satisfies the doubling property (DV ) and let T be a sublinear operator of strong type (2, 2) defined on Γ. For all balls B, let A B be a linear operator acting on L 2 (Γ). Assume that there exists a constant
and 1
Then, for all p ∈ (2, p 0 ), T is of strong type (p, p). 
and for all j ≥ 1 1 
3 Littlewood-Paley functionals
In order to prove Theorem 1.13, let us introduce an extra functional.
Lemma 3.1. Let (Γ, µ) be a weighted graph. Let P be the operator defined by (5) .
is the Taylor series of the function
Proof: Since P 2 ≤ 1, by spectral theory, P can be written as
It follows that for all l ≥ 1, one has
so that, for all f ∈ L 2 (Γ) and l ≥ 1,
where the third line is a consequence of the definition of b l .
Lemma 3.2. Let (Γ, µ) be a weighted graph satisfying (LB).
Then
Proof: Since Γ satisfies (LB), −1 is not in the L 2 spectrum of P . Therefore there exists a > −1 such that
Proceeding as in the proof of the Lemma 3.1, we obtain
where, for the second line, we use Lemma B.1.
The proof of the L p -boundedness of g β for p > 2 is based on the following Lemma and Theorem 2.10. The idea of the proof comes from Theorem 1.16 in [5] .
Lemma 3.3. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DU E).
For all n ∈ N * , there exists a constant
Proof: First fix n ∈ N * . Denote by η the only integer such that η + 1 ≥ β > η ≥ 0. We use the fact that
where a k z k is the Taylor series of the function (1 − z) β−η−1 . Note that the equality holds on L 2 (Γ) by spectral theory and (6). Moreover, notice that if β is an integer, then a k = δ 0 (k).
By the generalized Minkowski inequality, we get
We divide the sequel of the proof in 3 steps.
1-Estimate of the inner term
We now estimate the terms (I − P )
. For 0 ≤ s ≤ nr 2 , since f is supported in C j (B) and by Remark 2.2, one has,
where the first line follows from (GT 2 ) and Cauchy-Schwarz and the third one from (DV ). Consequently, we obtain
2-Reverse Hölder estimates
According to Proposition C.2 below , the set of sequences {A k,r,j l , k ∈ N, r ∈ N * , j ≥ 2}, where
3-End of the calculus
Note, thanks to Lemma B.1, that, when β is not an integer,
The
Since a k = δ 0 (k) and β − 1 − η = 0 when β is an integer, the result above holds for all β > 0.
Using the expression of A k,r,j l , we have
But, for some c ′ ∈ (0, c),
The proof of Lemma 3.3 is now complete.
Proof:
The proof of the L p -boundedness of g β for p > 2 is analogous to the one found in [5] , Theorem 1.16, when 2 < p < +∞. Let us give the argument for the completeness. We are aiming to use Theorem 2.10. It is enough to verify the validity of the assumptions (14) and (15) . We choose
n , where r is the radius of B and n > Proof of (14) We need to check that, for all f ∈ L 2 , for all x 0 ∈ Γ and all balls B ∋ x 0 , one has
First, since g β and I − A B = (I − P r 2 ) n are L 2 (Γ)-bounded and by the doubling property,
For j ≥ 2, Lemma 3.3 provides:
Since n > d 4 , we can sum on j ≥ 1, which gives the result. Proof of (15) What we have to show is that, for all m
, all x 0 ∈ Γ and all balls B ∋ x 0 , one has,
First, since y∈G p(x, y)m(y) = 1, and by the use of Cauchy-Schwarz inequality, we obtain, for all x ∈ Γ and h ∈ L 2 (Γ),
Hence, it follows that for all l ≥ 1
so that, summing up on l,
where the last line is due to (13) . Here ends the proof of (15), and the one of the L p -boundedness of g β for p ∈ (2, +∞).
L
p -boundedness ofg β , 2 ≤ p < p 0
Lemma 3.4. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DU E).
For all n ∈ N *
, there exists a constant C n such that, for all balls
Proof: (Lemma 3.4) The proof is analogous to the one of Lemma 3.3, and we only indicates the main differences.
Define η as in the proof of Lemma 3.3. By the use of the generalized Minkowski inequality, we get
We now distinguish the cases β > 0 ( i.e. η ∈ N) and − First case: β > 0. In this case, the proof is analogous to the one in Lemma 3.3, using (GGT 2 ) instead of (GT 2 ).
f L 2 (Cj (B)) . 
Define now
3. Thanks to Lemma B.1, one has
Using (20) and (21), one obtains
However, one has,
It yields the desired result
We use Theorem 2.10 as well. The proof of (14) forg β is analogous to the corresponding one for g β , by use of Lemma 3.4. Let us now check (15) . We argue as in [3] pp 932-936, using (P 2 ) and (GG p0 ). We want to prove that, for all 2 < p < p 0 , there exists C n such that for all balls B ⊂ Γ of radius r, all m ∈ 0, n , all functions f on Γ and x ∈ B, 1
For i ≥ 2, Lemma 4.2 in [5] shows that
But for all l ≥ 1,
,
.
As a consequence, by the Minkowski inequality,
L
The proof of the L p -boundedness of g β for 1 < p < 2 relies on Theorem 2.11, via the following lemma:
Lemma 3.5. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DU E).
For all n ∈ N * , there exists a constant C n such that, for all balls
Proof: The proof of Lemma 3.5 is very similar to the one of Lemma 3.3, and we will therefore by sketchy. First, we still have
where a k is defined as in the proof of 3.3.
1-Estimate of the inner term
Let B = B(x 0 , r). As in Lemma 3.3 and using (GT 2 ),
where we use for the second line the following fact, consequence of (DV )
and 3-Conclusion
The proof is then the same (with obvious modifications) as the proof of Lemma 3.3, using the same sequence A k,r,j l as in the proof of Lemma 3.3.
We can now conclude for the L p -boundedness of g β andg β for 1 < p < 2.
Proof: ( L p -boundedness and weak (1, 1) type of g β for 1 < p < 2 )
We apply Theorem 2.11. It is enough to check (16) and (17) with g(j) = 2 −j . We take A B = P r 2 where r is the radius of B. The inequality (16) is then a consequence of Lemma 3.5 for n = 1. For the estimate (17) , it suffices to prove that, for all balls B of Γ, all j ≥ 1, and all f supported in B,
The case j ≥ 2 is a consequence of (GT 2 ) and (DV ), while the case j = 1 follows from (U E) and (42).
Proof: ( L p -boundedness and weak (1, 1) type ofg β )
For β > 0, the proof is the analogous to the one of the L p -boundedness of g β , using (GGT 2 ) instead of (GT 2 ).
The case β ∈ − 1 2 , 0 is analogous, with minor changes identical to the corresponding case in the proof of L pboundedness ofg β for p > 2.
Reverse L p inequalities for g β andg β
Let us now end up the proof of Theorem 1.13. What remains to be proved is:
Theorem 3.6. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DU E). For all 1 < p < +∞ and β > 0, there exist three constants 
As a consequence of this fact and Remark 1.3, for all p ∈ (1, +∞), we have the inequalities
The proof will then be complete if we establish, for all 1 < p < +∞,
Indeed, assume that (25) is established. The conjunction of (24) and (25) provide the equivalences
and it is therefore enough to check that A is dense in L p (Γ).
To that purpose, notice that (24) and (25) also provide the equivalence (
The inequality (25) can be proven by duality. Actually, for all f, h ∈ L 2 (Γ), Lemma 3.1 shows that
, and intertwining the roles of f and h, we obtain
β f L p where the third line is a consequence of Hölder inequality and the fourth one follows from the boundeness of g
Define, for all q ∈ (1, 2] and all functions f on Γ,
and, for all functions u n : N × Γ → R,
Here and after, ∂ n u n = u n+1 − u n for all n ∈ N.
Remark 4.1.
• Dungey proved in [15] 
• The Young inequality shows at once that
and then N q (u n ) ≤Ñ q (u n ).
• As will be shown in Proposition 4.7 below, N q (P n f ) ≥ 0 for all nonnegative functions f and all n ∈ N.
We also introduce the functionalg
, then there exists a constant c > 0 such that 
Corollary 4.3. Let (Γ, µ) be a graph satisfying (LB) and (LDV) and let q ∈ (1, 2] Then there exists c q > 0 such that
∇P n f q ≤ c q √ n f q
Proof of Theorem 4.2
The proof of this result is based on Stein's argument in [21] , Chapter II, also used in Riemannian manifolds in [9] and on graphs with continuous time functionals in [15] . Let us first state the maximal ergodic theorem for Markov kernels ( see [19] , see also [21] , Chapter IV, Theorems 6 and 9 ):
Lemma 4.5. Let (X, m) be a measurable space. Assume that P is a linear operator simultaneous defined and bounded from L 1 (X) to itself and from L ∞ (X) to itself that satisfies
We can now turn to the proof of Theorem 4.2.
If u n = P n−1 f , then [∂ n + ∆]u n = 0 and, as will be proved in Proposition 4.7 below, one has
Consequently, we haveg
It follows, with J(
Yet, by Lemma 4.5,
and since
The inequality in the last line is due to the fact that, for all N ∈ N,
Replace the both last results in (27) to obtain the conclusion of Theorem 4.2.
Proof of Theorem 1.14
Recall some facts proved by Dungey in [15] . Define the "averaging" operator A by setting
for x ∈ Γ and functions f : Γ → R. 
for all x ∈ Γ and all nonnegative functions f ∈ L ∞ . Moreover, there exists c
for all nonnegative functions F on Γ.
Note that In order to prove Theorem 1.14, we need the following result.
Proposition 4.7. Let (Γ, µ) be a weighted graph and let q ∈ (1, 2] .
Proof: (Theorem 1.14)
Proposition 4.6 yields the pointwise estimate
Theorem 4.2 and (28) provide the conclusion of Theorem 1.14 for all nonnegative functions f . We obtain then L q -boundeness ofg 0 by subadditivity ofg 0 .
It remains to prove Proposition 4.7.
Proof: (Proposition 4.7)
Taylor expansion of the function t → t q , q ∈ (1, 2], gives
for t, s ≥ 0 with s = t. From this expansion, one has, for q ∈ (1, 2], 0 ≤ g ∈ L ∞ and x ∈ Γ,
Let 0 ≤ f ∈ L ∞ and n ∈ N. Define g := P n f and notice 0 ≤ g ∈ L ∞ . Therefore,
and with (29), one has ≥ −1 and, for all t ∈ (0, 1) and all s ∈ [−1, +∞),
One hasÑ
Assume for a while that it is known that F t is convex on [−1, +∞) for all t ∈ (0, 1), and let us conclude the proof of Proposition 4.7. One hasÑ q (g)(
where the first inequality is due to the convexity of F t and the last one to the definition of F t . We deduce
which meansÑ
It remains to prove the following lemma Lemma 4.8. The function F t is convex on [−1, +∞) for all t ∈ (0, 1).
Easy computations show that F is convex on (−1, +∞). Since, for all t ∈ (0, 1),
Proof of Corollary 4.3
First we will prove the following result. If q ∈ (1, 2], n ∈ N * with n ≥ 1 and 0
where the last step follows from Hölder's inequality. Yet,
where the first line holds because x∈Γ ∆g(x)m(x) = 0 if g ∈ L 1 , the second line follows from (26), and the third one from Hölder inequality again (with
Substition of the last two estimates in (32) gives
which ends the proof of (31). Now just use Propositions 4.6 and 4.7 to get Corollary 4.3.
A Further estimates for Markov chains
A.1 Time regularity estimates
The theorem we prove here is slightly more general than (and clearly implies) Theorem 2.4. 
We first recall the following result (Lemma 2.1 in [14] ).
Lemma A.2. Let P be a powerbounded and analytic operator in a Banach space X. For each j ∈ N and p ∈ (1, +∞), there exists a constant c j > 0 such that
Proof: let us now establish Theorem A.1. We follow closely the proof of Theorem 1.1 of [14] , arguing by induction on j.
The case j = 0 is obvious since the result is the assumption. The case j = 1 and r 1 = 1 is the one proven by Dungey in [14] and we will just here verify that the proof for j = 1 can be extended to all j ∈ N.
Assume now that, for some j ∈ N, the kernel p l satisfies for all (r 1 , . . . , r j ) ∈ N * j and all l ≥ max i r i
where the constant C j depends only of the graph Γ and j.
Let (r 1 , . . . , r j+1 ) ∈ N * (j+1) . We then use the abstract identity (which can easily be proved by induction on k) for all linear operators A and all k ∈ N:
where I denotes the identity operator. Hence we have, applying (34) 
Suppose that 0 < 2 k r j+1 ≤ l, hence l + 2 k+1 r j+1 ≤ 3l and (33) provides the estimate
Besides, observe that
whenever l = l 1 + l 2 + l 3 . Moreover, let us notice that for all l 0 ∈ N * and all z ∈ Γ, (DU E) provides
The two last results ((37) and (38)) combined with Lemma A.2 and the doubling property (DV ) give , with
where, for the 4 th line, we use the estimate (40) and, for the last line, the doubling property shows
which leads to the result (with a different value of c).
(ii) Similar to (i) using (41) instead of (40).
(iii) This result is a consequence of (i). In fact, where, for the last line, the doubling property yields
Proof: (of Corollary A.4)
1. Under this assumption, the proof is analogous to the one of Theorem A.3, replacing (42) by (Remember that Theorem A.3 can be proven with M = 6 instead of 3.) Then, one has
which proves the second point of the corollary (note that the above sum can be restricted to the indexes i such that F i = ∅).
Yet, one has is in some A α c . Indeed, the result is a consequence of the following facts. For γ ∈ (0, 1) and ǫ > 0, there exists c γ,ǫ > 0 such that, if a, d ∈ R 2 satisfy 0 ≤ a ≤ ǫd, the function 
