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Abstract
Ultra-cold atoms are highly sensitive to both inertial effects and electromagnetic fields, mak-
ing atom interferometers excellent candidates for a variety of precision sensing applications.
Furthermore, highly tunable atomic interactions combined with well established experimen-
tal techniques for trapping, cooling and manipulating ensembles of ultra-cold atoms, make
them well suited to quantum enhancement. For these reasons, ensembles of ultra-cold atoms
are excellent candidates for quantum-enhanced measurement devices. Broadly, this thesis
presents a number of theoretical results which share the aim of progressing the proof-of-
principle regime of current experiments to genuinely useful, ultra-precise quantum enhanced
sensors.
In Chapter 4 we explore the challenge of devising a useful, quantum-enhanced inertial
measurement - to date no such experiment has been performed. Specifically, we present a
model of a spin-squeezed rotation sensor utilising the Sagnac effect in a spin-1 Bose-Einstein
condensate in a ring trap. The two input states for the interferometer are seeded using
Raman pulses with Laguerre-Gauss beams and are amplified by the bosonic enhancement of
spin-exchange collisions, resulting in spin-squeezing and potential quantum enhancement in
the interferometry. The ring geometry has an advantage over separated beam path atomic
rotation sensors due to the uniform condensate density. We model the interferometer both
analytically and numerically for realistic experimental parameters and find that significant
quantum enhancement is possible. However, this enhancement is partially degraded when
working in a regime with strong atomic interactions, indicating that perhaps interaction-
based squeezing is not the best route to a quantum-enhanced inertial measurement.
Continuing the theme of practical spin-squeezing with atomic interactions, in Chapter 5
we explore methods to combat detection noise, which is currently one of the most significant
experimental limitations for quantum-enhanced atom interferometers. A useful quantum-
enhanced interferometer requires nonclassical states with a high particle number and the
(close to) optimal exploitation of the states’ quantum correlations. Unfortunately, the single-
particle detection resolution demanded by conventional protocols, such as spin squeezing via
one-axis twisting, places severe limits on the particle number. Additionally, the challenge of
finding optimal measurements (that saturate the quantum Cramer-Rao bound) for an arbi-
trary nonclassical state limits most metrological protocols to only moderate levels of quantum
enhancement. Interaction-based readout protocols have been shown to allow optimal inter-
ferometry or to provide robustness against detection noise at the expense of optimality. We
prove that one has great flexibility in constructing an optimal protocol, thereby allowing it to
also be robust to detection noise. This requires the full probability distribution of outcomes
in an optimal measurement basis, which is typically easily-accessible and can be determined
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from specific criteria we provide. Additionally, we quantify the robustness of several classes
of interaction-based readouts under realistic experimental constraints. We determine that
optimal and robust quantum metrology is achievable in current spin-squeezing experiments.
Macroscopic superposition states (known as spin-cat states in atomic ensembles) achieve
the ultimate quantum precision limit. In Chapters 6 and 7 we turn our attention to studying
decoherence that arises in creating and manipulating these states. In its simplest form,
decoherence occurs when a quantum state is entangled with a second state, but the results
of measurements made on the second state are not accessible. As the second state has
effectively “measured” the first, in Chapter 6 we argue that the quantum Fisher information
is the relevant metric for predicting and quantifying this kind of decoherence. In particular
we apply this analysis to studying decoherence imparted on spin-cat states via atom-light
interactions, which are an essential process in atom interferometry. We find that, compared
to classical atomic states, spin-cat states are highly susceptible to this kind of decoherence.
We investigate the required optical field occupation, such that this decoherence is negligible.
Finally, in Chapter 7 we explore the deleterious effects of spatial and phase dynamics
during the creation of spin-cat states via one-axis twisting in a two-component Bose-Einstein
condensate. We simulate the breathing dynamics in 1 spatial dimension, employing the
method of Sinatra and Castin, whereby the state is expanded into the Fock basis, with each
basis state evolving within the Hartree-Fock approximation. This method is able to capture
both multi-mode effects and quantum correlations, which allows us to calculate the quantum
Fisher information. We find that so long as the time taken for the condensate to reach a
spin-cat state is an integer multiple of the breathing period, it is sometimes possible to realise
something extremely close to a spin-cat state, despite significant dynamics. These results
indicate that large non-linearities, and the associated speed-up in entangling dynamics, are
not fundamentally incompatible with the production of fragile, highly entangled states such
as spin-cat states.
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Introduction
Quantum mechanics has two, key features which separate it from classical mechanics. The
first is wave-particle duality, the second is quantum entanglement. The topic of this thesis -
quantum metrology, with a focus on ultra-cold atomic Bose gasses - lies at the intersection
of these ideas. Metrology is the science of precision measurements. Quite simply, quantum
metrology is the application of quantum mechanics to this endeavour. Specifically, quantum
metrology studies the noise limits in measurement devices arising from the intrinsic noise
associated with quantum systems, and importantly, explores the use of non-classical quantum
states to overcome these noise limits [1, 2].
It is perhaps counter-intuitive that quantum mechanics can actually be used to make
measurements more precise, given the somewhat controversial role of measurement in the
theory. In particular, the (in)famous Heisenberg uncertainty principle certainly seems anath-
ema to precision measurement. However, this “bug” is actually a feature; through the use
of many-body entangled states it is possible to manipulate the uncertainty principle, redis-
tributing uncertainty between observables in such a way as to minimise noise in the desired
measurement. Such a measurement is called quantum enhanced.
Quantum metrology is in its infancy, in the sense that it has yet to offer any real ad-
vantage in a practical measurement device. The reason is that quantum metrology is only
relevant in systems where the quantum noise is significant, which is admittedly not always
the case. There are a plethora of classical noise sources and errors which currently dominate
many precision measurement devices. However, the Laser Interferometer Gravitational-Wave
Observatory (LIGO) is one experiment where non-classical states are currently being imple-
mented [3]. If successful, LIGO would be the first instance of a genuinely quantum enhanced
ultra-precise measurement.
As a technological application of non-classical states, quantum metrology is not alone.
There are in fact many exciting, emerging fields of physics which rely on quantum resources,
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such as quantum communication, quantum information and computation and quantum sim-
ulation. In fact, the emergence of technologically-driven quantum research in the past two
decades has been called the “second quantum revolution” [4]. If the first quantum revolution
occurred when physicists harnessed the wave/particle duality of quantum objects (resulting
in technology such as the laser and the transistor), then the second revolution is built on
the exploitation of entanglement.
The ability to precisely measure physical quantities has always been, and will continue
to be, crucial in endeavours such as navigation, engineering and fundamental science, to
name just a few. For this reason, quantum metrology is an exciting and important part of
this quantum revolution. Due to their mass, charge, and magnetic moments, matter-waves
in particular are well suited to a number of sensing applications. However, their usefulness
is limited by the small numbers of atoms available to these devices. This precision limit
can be compensated for by quantum-enhancing these devices, and therefore it is extremely
likely that non-classical states will play an important role in the future of matter-wave
interferometers.
1.1 Quantum Noise Limits in Optical Gravitational-
Wave Detectors
Given the topic of this thesis, quantum-enhanced matter-wave interferometers, it is perhaps
surprising that this story starts with the discussion of an optical interferometer. Decades
before the landmark atom interferometry experiments of 1991 [5–9], there was considerable
interest in the use of optical interferometers to detect gravitational waves. The extreme
precision requirements of this task forced researchers to understand both the classical and
quantum noise properties of these devices. The resultant work paved the way not only for
the eventual construction of the incredible LIGO, but also for the modern field of quantum
metrology. Even in modern, quantum-enhanced matter-wave interferometers many of the
fundamental ideas carry over, and (for better or worse) much of the terminology.
A LIGO-style optical gravitational wave detector is depicted in Figure 1.1 (a). Efforts
to construct such a device date back to 1972 [11], however the sensitivity was insufficient to
observe gravitational radiation. As outlined by Caves in his 1980 publication (Ref. [12]), it
was well known that the precision of these devices (∆z) is intrinsically limited by the intensity
of the laser light in two ways, 1) photon counting error ∆zpc (also called shot-noise) and 2)
radiation pressure noise ∆zrp. For a laser with power P that sends N photons through the
device in some window of time τ , photon error is the result of Poissonian statistics, which
apply to N uncorrelated photon counts over τ . The radiation pressure noise is the result
of uncorrelated radiation pressure fluctuations in each arm, which disturbs the momentum
difference of the two masses in a random way. These noise sources scale like
∆zpc ∝ 1√
N
(1.1)
∆zrp ∝
√
N. (1.2)
These are competing noise sources - decreasing one increases the other. This implies that
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Figure 1.1: (a) An idealised LIGO-style optical gravitational wave detector. A bright laser
enters input port (1), and is incident on a 50/50 beam-splitter. Port (2) is unused. The light
traverses the arms of the interferometer, which are two large (e.g. in LIGO ` ∼ 4km [10]) optical
cavities constructed from a free hanging mirror attached to a mass m. After many reflections the
light from each arm is recombined on the beam-splitter and measured. Gravitational waves can
change the path length in one arm by some amount z, which will result in an interference pattern.
(b) Inset: the correct, quantum mechanical way to understand this interferometer. Crucially, the
empty input port (2) must be modelled as electromagnetic vacuum.
there is an optimum power for the input beam. Adding these noise sources in quadrature
and minimising the error in N (or P ) gives the ultimate sensitivity of the device, which is
called the standard quantum limit (SQL),
∆zSQL = min
(√
(∆zpc)
2 + (∆zrp)
2
)
. (1.3)
For realistic devices the optimum power is typically of order kW [12, 13]. This is beyond
the capability of continuous lasers, and so these interferometers operate in the low power,
shot-noise-limited regime.
Although the existence of the SQL was not controversial, there was a “lively but unpub-
lished controversy” [14] surrounding its origin. In particular, the precise origin of the radi-
ation pressure noise was unknown. The prevailing explanation was to blame the Poissonian
statistics of the input beam (with frequency ω), which would result in power fluctuations
∆P =
√
N~ω/τ (1.4)
and that inside the interferometer this should disturb the momenta of the free masses. Caves
pointed out the problem with this explanation; the beam-splitter cannot produce uncorre-
lated fluctuations in the radiation pressure at each mass. As z is the relative displacement,
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the radiation pressure noise should cancel, but it does not. In Ref. [12] Caves resolves this
controversy. He argues that a correct, quantum mechanical treatment of the interferometer
requires the unused port be modelled as the electromagnetic vacuum state |0〉, and shows
that propagating the full state |α, 0〉 through the interferometer gives the correct noise prop-
erties. This is illustrated in Figure 1.1 (b).
Caves’ 1981 follow-up paper (Ref. [13]) is one of the most influential papers in the devel-
opment of quantum metrology; as of 2018 it has over ∼ 2400 citations according to Google
Scholar. Understanding that the SQL arose from vacuum fluctuations entering the interfer-
ometer via the unused port, he proposed injecting squeezed vacuum states into the unused
port to suppress photon counting noise, which is the dominant noise source in realistic de-
vices. In fact, this is the paper that introduces the name “squeezed state”. This is the first
proposed use of non-classical states to manipulate a measurement device’s quantum noise
properties, and thus boost its sensitivity - the essential idea of quantum-enhanced meteorol-
ogy. Crucially, Caves’ proposal would increase the sensitivity of the interferometer without
increasing the power of the laser.
More than three decades later, advanced LIGO is capable of detecting path lengths as
small as ∆z = 10−18m. In February of 2016 the successful detection of gravitational waves
was announced, created by a pair of black holes merging roughly 109 light-years away [10].
The sensitivity of this measurement was not enhanced by the use of squeezed light, however
there are plans to implement this in future iterations of LIGO [3]. It is highly likely that
the LIGO facility will be the first of many quantum-enhanced measurement devices which
are capable of outperforming their classical rivals.
The legacy of this work can still be seen in quantum metrology literature. For instance,
it is common to refer to phase sensitivity ∆φ = 1/
√
N as the standard quantum limit,
although it should really be called the shot-noise-limit. This language can be confusing; as
defined in Eq. (1.3) the SQL is really only applicable to LIGO-style optical interferometers,
and thus not particularly standard. Referring to the SNL as the SQL is also misleading,
because the SNL is not the ultimate quantum limit. As Ref. [13] famously showed, the SNL
can be surpassed. The true quantum limit on photon or atom counting noise is called the
Heisenberg limit [15–18], which imposes the ultimate limit to phase sensitivity. Although
this limit is device-dependent, in devices with conserved total number N it is ∆φ = 1/N . In
Chapter 3 we provide a far more quantitative discussion of quantum noise limits. For more
information about the Heisenberg limit in particular the reader is referred to Section 3.1.6.
1.2 Precision Measurements with Matter-Wave Inter-
ferometers
Optical interferometers are an invaluable tool for precision measurement because they con-
vert microscopic path differences into something macroscopically observable - an interfer-
ence pattern. However, optical interferometers are unable to measure anything that cannot
strongly affect the propagation of electromagnetic waves. The interference of massive par-
ticles follows from the simple yet remarkable de Broglie matter-wave hypothesis [19], which
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states that any particle has a wavelength which is inversely proportional to its momentum
λ =
h
p
. (1.5)
The matter-wave hypothesis was subsequently confirmed in 1928 by the electron diffraction
experiment of Davisson and Germer [20].
Unlike photons, interferometry with massive particles is ideally suited to the sensing of
accelerations. Atoms in particular have a rich internal structure, which could also enable the
precision sensing of electromagnetic fields or allow an atom to function as a clock. A typical
atom interferometer operates between two states available to the atoms, which act as the
“arms” of the interferometer. Each atom is individually prepared in a superposition of these
two states, and over some interrogation time T one arm evolves a phase relative to the other,
as a result of some physical process which is to be measured. If the beams of atoms remain
coherent over T , recombining the populations encodes this phase shift onto the output state,
which is typically extracted from density fringes or population measurements.
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Figure 1.2: Space-time diagram illustrating a Mach-Zehnder interferometer, whereby two
matter-wave populations traverse different spatial paths. (b) An energy-level diagram of a Ramsey
interferometer, which is sensitive to the relative phase ωT . In a Ramsey interferometry the pi/2
pulses impart no momentum.
Broadly speaking there are two types of atom interferometers, those with spatially sepa-
rated arms and those without. A spatially separated beam-path atom interferometer requires
a “mirror” at the mid-point of the interrogation time to ensure the “arms” fully recombine. A
beam-splitter, mirror, beam-splitter pulse sequence is called a Mach-Zehnder interferometer
[illustrated in Figure 1.2 (a)], and takes its name from the well known optical interferome-
ter. In an atomic Mach-Zehnder interferometer, the optical beam-splitters and mirrors are
replaced with laser pulses (called pi/2 and pi pulses, respectively). These could either be Ra-
man pulses which transfer momentum and drive transitions between internal states, or Bragg
pulses which transfer momentum only. Mach-Zehnder interferometers are ideally suited for
measuring inertial phase shifts, so long as the the atomic beams remain spatially coherent
over the path length. As such, most atom interferometry gravimeters and accelerometers
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are Mach-Zehnder interferometers. The other kind of atom interferometer does not have
an optical analogue, and is called a Ramsey interferometer after its inventor [21] [Figure
1.2 (b)]. A Ramsey interferometer operates under the same principle as a Mach-Zehnder
interferometer except there is no mirror pulse. Ramsey interferometers are ideally suited
to experiments where the atomic beams remain overlapped, and so the arms are usually
constructed from internal states with a phase shift arising from the energy splitting of the
states. Ramsey interferometers are the basis for atomic magnetometers, electrometers, and
most notably atomic clocks. It is important to note that a pi pulse can always be inserted
into a Ramsey sequence, which can be useful for cancelling some noise sources, and so the
terms Mach-Zehnder and Ramsey are often used interchangeably. For an excellent review
on the history of atom interferometry, the reader is referred to Refs. [22, 23].
Atom interferometry was first realised with laser-cooled clouds of alkali atoms in 1991 [5–
9]. Two of these experiments in particular were the first atom interferometer inertial sensors,
gravimetry in the case of Ref. [8] and rotations in Ref. [7]. Since these proof-of-principle
experiments, ensembles of cold atoms have been used in precision measurements of local
gravity [24–37], gravity gradiometry [38, 39], accelerations [40–44], velocimetry [45] and by
exploiting the Sagnac effect, rotations [33, 46–53]. Atomic gravimeters are currently state-
of-the-art with sensitivities of one part in 10−9, which is on par with corner-cube devices [22].
However perhaps the most promising application of atom interferometery is atomic clocks,
which are Ramsey interferometers capable of incredibly precise time measurements. Atomic
clocks constructed from single ions have the lowest systematic uncertainty of any frequency
standard [54–56]. Lattice clocks [57–61] show enormous promise, but due to their huge
interrogation times, currently the most precise time standards come from fountain clocks
[62–64].
Following the 1995 realisation of Bose-Einstein condensates (BECs) in dilute clouds of
alkali atoms [65, 66], atomic BECs have also found applications in precision sensing. Cold
atoms also have a much broader momentum distribution, which means BECs are better
suited to time-of-flight measurements and are more robust to noise in beam-splitters [67]. A
major drawback of BEC interferometers is the incredibly small condensation temperatures.
After laser-cooling, the condensation temperature is reached with further evaporative cooling,
which severely limits the atom flux available to the interferometer and thus, the sensitivity.
Despite this, Bose-condensed sources have been used in interferometric measurements of
gravity [68–70] and magnetic fields [69, 71–75].
Atom interferometers have been able to provide precision measurements of physical con-
stants such as Newton’s gravitational constant [76–78] and the fine structure constant [79–
83]. Probing relativity in a laboratory setting requires either incredibly precise measure-
ment, or high energy experiments. To this end, atom interferometers have been invaluable
in performing tests of relativity, such as time dilation [84], direct observation of space-time
curvature [85], measurement of gravitational redshift [86], and especially tests of the equiv-
alence principle [87–91]. The interference of a single atom has also been demonstrated [92],
and used to realise Wheeler’s delayed choice experiment [93]. It has been proposed that atom
interferometers may be used for gravitational wave detection [94–96] or even dark matter
detection [97].
Despite the incredible precision of existing experiments, both cold atoms, BECs and
1.3 Manipulating Quantum Noise in Atom Interferometers 7
trapped ion interferometers suffer from the same fundamental limitation. A back-of-the-
envelope calculation reveals a continuous, 1 Watt laser with red light produces a photon flux
of ∼ 1018 photons per second. Compare this to a BEC source, which might produce as many
as 106 atoms per second. Ensembles of cold atoms may have an order of magnitude higher
particle flux, but nothing comparable to photons. Atom interferometers are limited to small
numbers of particles. Recall that photon counting noise scales with number like 1/
√
N .
The same is true of atoms, and standard atom interferometers are fundamentally limited
by atomic shot-noise [98–100]. Many experiments currently operate at the shot-noise-limit
[22], and even experiments that are still dominated by technical noise face an ultimate noise
floor set by atom shot noise. There are two paths which can be followed in the pursuit
of increased sensitivity. The classical route, which focuses on minimising technical noise
sources and maximising particle flux and interrogation time, or the quantum route, which
studies the use of novel quantum states to boost the precision of measurement devices. The
classical route has thus far been the most fruitful path; state-of-the-art devices such as atomic
fountain clocks and gravimeters dominate their competitors due to classical reasons such as
large interrogation times and isolation from technical noise sources [22]. However this path
can only been pushed so far, and in the future the additional sensitivity provided by the
quantum path could be invaluable. In the next section we discuss advances down this path.
1.3 Manipulating Quantum Noise in Atom Interferom-
eters
In this section we will discuss the use of many-body entangled states in matter-wave inter-
ferometers to suppress atomic shot noise. Conceptually there is a natural division of these
states into two categories. The first is a class of Gaussian states which permit sub-shot-noise
sensitivities with respect to a simple population measurement, called spin-squeezed states
[Section 1.3.1]. The second are entangled non-Gaussian states (ENGS), which are more chal-
lenging both to produce and to usefully employ in an interferometer [Section 1.3.2]. However,
ENGS can potentially offer much greater quantum-enhancement than spin-squeezed states
of similar size. A particular class of ENGS which reach the ultimate Heisenberg limit are
spin-cat states. These states are potentially mesoscopic, massive superpositions and merit
their own discussion [Section 1.3.3]. Finally, we discuss some proof-of-principle quantum-
enhanced atom interferometers [Section 1.3.4]. For an excellent and far more detailed review
of quantum metrology with non-classical states of atomic ensembles, the reader is referred
to Ref. [101].
1.3.1 Spin-Squeezed States
Just as the precision of LIGO is limited by the power of its laser source, the precision of
atom interferometers is limited by low particle flux. However, atoms are not a fundamental
particle, i.e. there is no observable atom field. This is quite different to photons, which
are excitations of the electromagnetic field. One consequence of this difference is that the
squeezed-state technique proposed in Ref. [13] to suppress the shot noise of LIGO-type optical
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devices is not immediately applicable to atom interferometers, as this method essentially
relies on squeezing quantum fluctuations of the electromagnetic field. Rather, the squeezing
of quantum noise in atom interferometers is most commonly realised by manipulating the
noise properties of a collective spin. In this spin picture, the two-level atomic ensemble
is described as a system of N spin-1/2 particles with total spin J ≈ N/2. Reducing the
quantum noise along a particular spin direction - usually the population difference - relative
to the perpendicular spin length (which is a measure of coherence) is called spin-squeezing,
and leads to sub-shot-noise sensitivity (see also Chapter 3, Section 3.1.5). The notion of spin-
squeezed states was introduced in the early 1990s in the context of trapped ions [102, 103],
but others were quick to propose general mechanisms for generating these states [104]. In
particular the “one-axis twisting” (OAT) mechanism introduced in Ref. [104] is ubiquitous
in spin-squeezing experiments.
Spin squeezing was first demonstrated via quantum-state transfer between squeezed light
and an ensemble of cold atoms in 1999 [105]. Around the same time, Ref. [106] proposed
a mechanism to produce OAT dynamics, which was subsequently demonstrated with small
numbers of trapped ions [107, 108]. More recently spin squeezing has been demonstrated
with up to ∼ 200 ions in a lattice [109]. Quantum non-demonlition measurements (QND)
have been used to generate spin squeezing in a variety of systems such as atoms in a hot
vapour cell [110], and more recently cold atoms [111–117]. Atom-light interactions have even
produced spin squeezing in room-temperature ensembles [118, 119]. Atom-light interactions
in a cavity can also be tuned to result in an effective OAT interaction, and this mechanism
has also been used to produce spin squeezing [120–125]. Ref. [124] is noteworthy for its factor
of ∼ 100 reduction in shot noise, and represents both the largest improvement over the SNL
from spin squeezing, and the most sensitive atomic phase measurement to date.
Other than atom-light interactions, atom-atom interactions are capable of producing spin
squeezing in atomic BECs. This was first demonstrated in 2001 [126] in a single component
BEC. In 2002 it was pointed out that atomic interactions naturally lead to spin-squeezed
statistics in a two-component BEC, via an effective OAT-like interaction if left to evolve in a
trap [127]. Since then, interaction-based OAT dynamics have demonstrated spin squeezing
in trapped BECs [128–131] and BECs on atom chips [132, 133]. An extension of OAT called
“twist-and-turn” squeezing has also been demonstrated, and can produce spin squeezing
more rapidly than OAT [134]. Alternatively, spin squeezing can be produced by other in-
teractions. Spinor BECs are condensates confined in spin-independent traps [135], and can
therefore support spin-mixing dynamics, which has been exploited to produce spin squeez-
ing with respect to two of the available spin states [136–138], or spin-nematic squeezing
[138]. These devices conserve population difference rather than population sum, and as such
they are called SU(1,1) interferometers, and have been realised in both spin-1 spinor BECs
[139–141] and in a hybrid atom-light scheme [142]. SU(1,1) interferometers are capable of
Heisenberg limited phase estimation, but with typically very small numbers of particles.
However, it has recently been proposed that a superior absolute precision could be achieved
in these devices by utilising the full atomic population in the device [143].
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1.3.2 Entangled Non-Gaussian States
Although all spin-squeezed states are useful for quantum-enhanced metrology, there are also
useful states which are not spin squeezed. ENGS are a class of states which fall into this
latter category. Furthermore, ENGS are typically more sensitive that spin-squeezed states of
comparable size. As an example, spin-squeezing can produce a maximum phase sensitivity
∆φ ∼ N−5/6, and any further squeezing results in non-Gaussian statistics and a reduction
in sensitivity despite the over-squeezed state exhibiting more many-body entanglement.
ENGS have been generated in spin-1 spinor BECs, both through spin-changing collisions
[144, 145] and by adiabatically driving through quantum phase transitions [146, 147]. The
“twist-and-turn” scheme has also been used to rapidly drive a two-component BEC into the
ENGS regime [148]. ENGS have also been realised in non BEC systems, for instance cold
atoms in an optical cavity [149–151] an optical fibre cavity [152] and with trapped ions [109].
1.3.3 A Schro¨dinger’s Cat of Spins
Superpositions of extreme spin eigenstates are called spin-cat states, and are a particular kind
of ENGS. Spin-cat (SC) states take their name from the famous Schro¨dinger’s Cat thought
experiment [153], and for sufficiently large particle number N they represent a macroscopic
superposition of spins. For instance in the number basis where |na, nb〉 represents nj particles
in the jth level, the state is
|SC〉 = 1√
2
(|N, 0〉+ |0, N〉) . (1.6)
In this basis, spin-cat states are sometimes called N00N states. With N > 2, spin-cat states
are similar to the well known Greenberger-Horne-Zeilinger (GHZ) state [154, 155] which are
maximally entangled states of N distinguishable particles either in state |0〉 or |1〉,
|GHZ〉 = 1√
2
(|0〉⊗N + |1〉⊗N) . (1.7)
The GHZ theorem is a generalisation of Bell’s theorem to higher numbers of spins, and as
such GHZ states are highly non-classical.
Spin-cat states yield Heisenberg-limited phase sensitivity ∆φ = 1/N with respect to
a parity measurement [16–18]. As many-body entanglement is the resource that enables
quantum-enhanced meteorology, it is perhaps unsurprising that these maximally-entangled
states are the optimum state for quantum-enhanced metrology. As spin-cat states are highly
non-classical, possibly massive superpositions, they could also find a number of applica-
tions outside quantum metrology. In particular these states could be well suited for testing
macroscopic realism [156, 157], gravitational decoherence [158] and spontaneous wavefunc-
tion collapse theories [159–161]. Optical GHZ states could also find applications in quantum
communication and computation [162–165].
A spin-cat state in a Bose-Einstein condensate would be well suited to a number of these
applications, particularly metrology. However, this state has yet to be realised, due to the
immense challenge of maintaining the quantum coherence of the state [166, 167]. This is
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despite a number of proposed methods, relying on Josephson coupling between two modes
[168–170], collisions of bright solitons [171], and through the atomic Kerr effect [172–175].
However outside the realm of cold atoms, spin-cat states have been realised in many different
matter-wave systems. Small spin-cat states have been created with superconducting flux
qubits [176], photons [177], nuclear spins [178], angular momentum states of single Rydberg
atom [179] and in trapped ions [180–182], the latter with up to 14 particles.
1.3.4 Quantum-Enhanced Measurement Devices
In a sense, there are three steps toward a genuinely useful, quantum-enhanced measurement
device. The first is a reduction in shot-noise relative to the number of atoms in the particular
experiment. All of the work presented in the previous sections passes this hurdle. The second
is a reduction in shot-noise in absolute terms, that is, relative to the large particle flux avail-
able to, for example thermal sources. The factor of 100 shot-noise reduction in an ensemble
of ∼ 5× 105 cold-atoms boasted by Ref. [124] has the equivalent phase-sensitivity of 5× 109
atoms at the shot-noise-limit, which is larger than most sources. The third and ultimate
step would be to beat the absolute sensitivity in a state-of-the-art measurement device, for
a quantity other than phase, such as an atomic clock or inertial measurement. This often
requires large interrogation times and spatially separated arms, which remain challenging
for quantum-enhanced atom interferometers [101]. Although this ultimate step currently
eludes quantum-enhanced devices, there have been many proof-of-principle demonstrations
of quantum-enhanced measurement devices, primarily Ramsey-type interferometers such as
atomic clocks and magnetometers.
The first quantum-enhanced atomic clock was demonstrated with two trapped ions in
2001 [108]. Since then, larger ensembles of particles have been demonstrated with spin-
squeezed cold atoms in an optical cavity [113, 122, 124], and in BECs [130, 133, 183]. Despite
some impressive sensitivity gains, such as the factor of 100 shot noise reduction in Ref. [124],
these devices cannot compete with the huge interrogation times offered by conventional
fountain clocks [63].
Optical magnetometers operate by shining light through a spin-polarised atomic ensem-
ble, and the presence of a magnetic field causes a Faraday rotation of the output light.
Polarization squeezing in the input light has been demonstrated with sub-shot-noise limited
magnetometry [184, 185]. Optical magnetometers have also been quantum enhanced using
QND squeezing to create entanglement in the atomic ensemble [115, 186, 187]. Spin-squeezed
Ramsey magnetometers have also been demonstrated in BECs [75, 133].
Heisenberg-limited measurements have also been demonstrated in matter-wave systems.
In Ref. [178] 10 nuclear spins were prepared in a spin-cat sate, and used to measure a
phase shift due to a magnetic field. In Ref. [179] a single Rydberg atom was prepared in
a superposition of angular momentum sates with J ≈ 25, and demonstrated a Heisenberg
limited measurement of an electric field with respect to the total angular momentum.
1.4 Thesis Overview 11
1.4 Thesis Overview
Despite impressive experimental and theoretical progress, there are number of unresolved
challenges associated with transitioning quantum-enhanced matter-wave interferometers from
proof-of-principle experiments to genuinely useful, state-of-the-art devices. Fundamentally,
the issue is this: it is immensely challenging to create large, highly-entangled quantum states
in a way that is compatible with the stringent requirements of precision metrology which
demand strong signals, long interrogation times and highly controlled noise sources. This
thesis presents new proposals and techniques that address this incompatibility, thereby help-
ing transition quantum-enhanced atom interferometry from proof-of-principle experiments
to useful high-precision measurement devices.
In Chapter 2 we discuss the basics of quantum field theory as it applies to ultra-cold
atoms and atom-light interactions. Chapter 3 reviews quantum parameter estimation,
and outlines common strategies to manipulate quantum noise in interferometers. Atom
interferometers are particularly well suited to inertial sensing. However, a quantum-enhanced
inertial measurement has never been demonstrated. In Chapter 4 we propose a scheme
for spin-squeezed rotation sensor, using a spin-1 spinor BEC in a ring trap. Many-body
entanglement is generated using spin-changing collisions, which we stimulate using a small
coherent “seed” population. Another significant challenge is that quantum-enhanced devices
typically require detection noise around the single-particle level, particularly ENGS. The
requisite atom counting efficiencies rapidly become unworkable, which fundamentally limits
quantum-enhanced atom interferometers to small particle numbers, even smaller than typical
BEC sources. Chapter 5 addresses this problem by introducing a class of interaction-
based readout schemes which can significantly increase the robustness of both spin-squeezed
states and ENGS to detection noise. Furthermore, in spin ensembles we introduce a simple
measurement scheme which can optimally extract the metrological usefulness of any state,
which is generally difficult for ENGS.
Next, we turn our attention to spin-cat states, which in principle are the optimal states to
use in a Mach-Zehnder interferometer. In Chapter 6 we study the interaction of these states
with a quantised light field. We show that the quantum Fisher information can be used to
predict the decoherence that can arise from atom-light entanglement if the light is measured,
but the results are discarded. Using this formalism we estimate the required properties for
the light field to coherently manipulate these spin-cat states, which might be important if
they were to be used in an interferometer. Although the huge interaction times required
for the generation of spin-cat states under the OAT interaction are far beyond the scope of
current experiments, most experiments operate in the single-mode regime. In Chapter 7 we
study a multi-mode treatment of OAT evolution leading to the eventual creation of spin-cat
states, and find that although multi-mode dynamics are deleterious to spin-cat states, they
can also speed-up their generation.
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2
Background I - Cold Atoms and Photons
This chapter provides a brief overview of the quantum theory of bosonic particles, which is
employed extensively throughout this thesis. Bosons have always played an important role in
metrology, initially through classical optics and more recently with fields such as quantum
optics and quantum-atom optics. We will provide a brief overview of the quantum field
theory for both massless and non-relativistic massive bosons, with an emphasis on ultra-cold
atoms and Bose-Einstein condensates (BECs). We will also apply these theories to the study
of atom-light interactions.
2.1 Identical Particles
A good way to motivate quantum many-body physics is to contrast it with classical many-
body physics. In the Hamiltonian formulation of classical mechanics each particle is assigned
a generalised position and momentum (ri,pi), which evolve along individual trajectories un-
der Hamilton’s equations, i.e. classical particles have labels. Quantum particles do not have
well defined values of position and momentum, so instead dynamics are described probabilis-
tically via a many-body wavefunction Ψ(r1, r2, ...). The coordinates of each particle are not
evolved individually, as in classical mechanics, rather the entire wavefunction evolves in time
under the Schro¨dinger equation. Quantum particles do not follow individual trajectories, and
provided they have identical physical characteristics they are said to be indistinguishable.
The indistinguishability of quantum particles constrains the symmetry of Ψ. In particular
the exchange of indistinguishable particles must leave the probability density |Ψ|2 unchanged,
which means Ψ only changes up to a global phase factor. The additional constraint that
a second exchange returns the original wavefunction means that the complex phase factor
must be real, for example exchanging r1 and r2 must give
Ψ(r1, r2, ...) = ±Ψ(r2, r1, ...). (2.1)
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Particles which permit symmetry under exchange (“+1” above) are called bosons, and par-
ticles with antisymetry (“−1”) are called fermions. The spin-statistics theorem proves that
the spin of a particle is necessary and sufficient to determine this symmetry - particles with
an integer spin (in units of ~) are bosons, and half integer spin are fermions [188–190].
The seemingly innocuous sign difference in Eq. (2.1) has immense physical consequences.
To illustrate this, consider a two particle system, with each particle in single-particle states
ψj. The symmetrised/anti-symmetrised two-body wavefunction is
Ψ±(r1, r2) =
1√
2
[ψ1(r1)ψ2(r2)± ψ2(r1)ψ1(r2)] . (2.2)
If we set ψ1 = ψ2, then the anti-symmetric case reduces to Ψ−(r1, r2) = 0. This is an
example of the famous Pauli exclusion principle, which states that it is impossible for two
or more fermions to occupy the same single-particle quantum state. The symmetric case
Ψ+(r1, r2) is clearly not constrained by symmetry to be zero, indicating that two (or more)
bosons are able to occupy the same state. In fact, they are likely to, which follows from a
simple counting argument. If the two particles have labels, say “a” and “b”, there are four
ways to arrange them:
• both in ψ1,
• particle “a” in ψ1, particle “b” in ψ2,
• particle “b” in ψ1, particle “a” in ψ2,
• both in ψ2.
The probability of the particles being in the same state is 1/2. Indistinguishable particles
on the other hand can only be arranged in three unique ways:
• both in ψ1,
• one particle in each,
• both in ψ2 .
Thus, the probability of both particles occupying the same state is 2/3, i.e. indistinguishable
particles are more likely to occupy the same state than distinguishable particles. Bosons want
to be in the same state as other bosons. This is an example of Bose enhancement which is
the physical principle behind lasing and Bose-Einstein condensation, the latter discussed in
more depth in Section 2.3.
2.2 Bosonic Quantum Field Theory
2.2.1 Fock States
Extending this treatment to N indistinguishable particles is in principle straightforward.
The fermion case is the simplest, because there can only be one or zero fermions in each
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state, there are simply N ! permutations which must be anti-symmetrised. However, because
many bosons can occupy the same single-particle state (often called a mode), the symmetric
wavefunction requires slightly more subtle counting. The symmetric N -body wavefunction
with nk bosons in the state ψk (in the position basis) is [191]
Ψ(r1, r2, ...rN) = (2.3)√
n1!n2!...
N !
[
ψ1(r1)ψ1(r2)...ψ1(rn1)ψ2(rn1+1)ψ2(rn1+2)...ψ2(rn1+n2)...+
+ ψ2(r1)ψ1(r2)...ψ1(rn1)ψ1(rn1+1)ψ2(rn1+2)...ψ2(rn1+n2)...+
+ all other permutations
]
.
The “+” subscript has been dropped as henceforth we focus on bosons.
This state is called a Fock state or a number state. However, as the number of particles
and/or modes available to a system increases it rapidly becomes cumbersome to deal with
states of this form, and so it is useful to introduce a more compact notation. Fock states
are defined by their occupation, i.e. rather than ask, “where is each particle” the relevant
question is “how many particles are in each mode”. For this reason it is common to simply
define a Fock state in these terms, with the correct symmetrisation of the single-particle states
implied. With nj particles in the jth mode, the Fock ket |n1, n2, ...〉 is defined implicitly by
Eq. (2.3),
〈r1, r2, ...|n1, n2, ...〉 = Ψ(r1, r2, ...). (2.4)
Of course, Fock states can only describe one particular configuration of indistinguishable
particles, i.e. the number of particles in a particular mode must be well defined. The number
is also an observable quantity. Both of these facts motivate the definition of a Hermitian
operator1 nˆj called the number operator for the jth mode, whose eigenstates are Fock states
nˆj|n1, n2, ...nj, ...〉 = nj|n1, n2, ...nj, ...〉, (2.5)
where nj is the number of bosons in the jth mode. Because Fock states are eigenstates of
a Hermitian operator they form a complete, orthonormal basis. The corresponding vector
space is called a Fock space, and it is the natural basis for many-body quantum states, both
bosonic and fermionic. Using the Fock space as the foundation, we introduce a powerful
formalism for describing these systems, known as second quantisation, or perhaps more
commonly as quantum field theory (QFT).
2.2.2 Photons
At this point is is instructive to consider specific systems. Although second quantisation
can certainly be presented without reference to a specific quantum field, the electromagnetic
(EM) field serves well as a starting point. Quanta of the EM field are the particles known as
1Rather than appeal to arguments about observable quantities, it is possible to directly show that the
number operator is Hermitian by defining it in terms of the bosonic creation and annihilation operators,
which are introduced in the next section.
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photons, and the formalism discussed above is the natural description of these particles. The
starting point should be classical electromagnetism which tells us that the energy content of
the EM field in free space is [192]
H = 0
2
∫
dr
(
E · E + c2B ·B) , (2.6)
where 0 is the vacuum permittivity, c is the speed of light and E(r, t), B(r, t) are the electric
and magnetic fields.
For simplicity2, we consider the classical EM field confined to a cavity of volume V = L3,
which supports a single cavity mode. Let us further assume the electric field is polarised
along the x axis and propagates in the z direction. In terms of the wave number k and the
angular frequency ω supported by the cavity, the non-zero field components are
Ex(z, t) = E0 sin(kz) sin(ωt) (2.7)
By(z, t) = B0 cos(kz) cos(ωt). (2.8)
Carrying out the integral (over the volume of the cavity) in Eq. (2.6) for these fields, and
using E0 = B0/c gives the classical Hamiltonian
H = 0V
4
[
E20 + c
2B20
]
. (2.9)
The na¨ıve approach to quantising this Hamiltonian is to simply “put hats” on the amplitudes,
replacing E0 → Eˆ0 and B0 → Bˆ0. This Hamiltonian is quadratic and thus resembles
the ubiquitous simple harmonic oscillator (SHO) [191, 193]. Motivated by this, we define
the dimensionless operators Xˆ =
√
0V/4~ωEˆ0 and Yˆ =
√
0c2V/4~ωBˆ0 and impose the
canonical commutation relation [
Xˆ, Yˆ
]
=
i
2
. (2.10)
which lets us write the single-mode EM Hamiltonian as a SHO, with quantised Hamiltonian
Hˆ = ~ω
(
Xˆ2 + Yˆ 2
)
= ~ω
(
aˆ†aˆ+ 1/2
)
, with the single-mode bosonic annihilation operator
defined by aˆ = Xˆ + iYˆ , which implies Xˆ and Yˆ (sometimes called the amplitude and phase
quadratures) can be written
Xˆ =
1
2
(
aˆ+ aˆ†
)
(2.11)
Yˆ = − i
2
(
aˆ− aˆ†) . (2.12)
The SHO Hamiltonian with the commutation relations Eq. (2.10) gives rise to Heisenberg
equations of motion for Xˆ, Yˆ which correspond to Eq. (2.7), Eq. (2.8). By writing the
number operator as nˆ = aˆ†aˆ, the eigenstates of the single mode, free field Hamiltonian can
2The cavity confines the EM field to only a single stationary mode, which allows us to easily integrate the
energy density, and the boundary condition ensures the electric and magnetic field operators are canonically
conjugate, which is not generally the case. Additionally, integrating only over the cavity volume avoids issues
with normalisation.
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be immediately identified as single mode Fock states |n〉 = |0, 0, ...n, ...〉 with eigenvalues
En = ~ω(n+ 1/2), which implies each photon adds energy ~ω. This is none other than the
Planck-Einstein relation E = ~ω [194, 195] (up to the vacuum energy ~ω/2).
Of course this all only holds for a single mode of the EM field, but the generalisation to
describe multiple modes of the EM field is straightforward. For a set of frequencies ωj the
Hamiltonian is simply a set of SHOs [196, 197]
Hˆ =
∑
j
~ωj
(
aˆ†j aˆj +
1
2
)
. (2.13)
In a cavity the electric field exists as a superposition of standing wave modes. In Section 2.4
we study atom-light interactions in free space, thus it will be useful to consider the form of
the multi-mode electric field operator. In terms of some complete set of basis functions ψn(r),
the generalisation of the single-mode cavity result Eˆ = Xˆ for the electric field operator with
a single polarization direction is
Eˆ(r, t) = e
∑
j
√
~ωk
20V
(
ψj(r)aˆje
−iωjt + ψ∗j (r)aˆ
†
je
iωjt
)
(2.14)
with polarization vector e.
2.2.3 Second Quantisation
The eigenstates of the free-space multi-mode Hamiltonian Eq. (2.13) are multi-mode Fock
states3. Thus it is useful to introduce multi-mode creation and annihilation operators,
aˆj|n1, n2, ...nj, ...〉 = √nj|n1, n2, ...nj − 1, ...〉 (2.15)
aˆ†j|n1, n2, ...nj, ...〉 =
√
nj + 1|n1, n2, ...nj + 1, ...〉 (2.16)
which have commutation relations4, [
aˆj, aˆ
†
k
]
= δj,k (2.17)
where δj,k is the Kronecker delta function. Defined implicitly in Eq. (2.5), the number
operator for the jth mode can now be defined explicitly,
nˆj = aˆ
†
j aˆj. (2.18)
With this definition and the eigenvalue equation for Fock states Eq. (2.5) it is straightfor-
ward to see that the Hamiltonian Eq. (2.13) is diagonalised by the multi-mode Fock state
|n1, n2, ...〉.
3The theory presented here applies to any bosonic field theory, however for clarity we continue to refer
to EM fields.
4Although we will not discuss fermions any further, as a consequence of anti-symmetry fermionic creation
and annihilation operators instead obey anti-commutation relations
{
aˆj , aˆ
†
k
}
= aˆj aˆ
†
k + aˆ
†
kaˆj = δj,k.
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Introducing the bosonic creation and annihilation operators is important, and are far
more useful than the present discussion would imply. Even when the field Hamiltonian
is non-linear in nˆj and Fock states are no longer eigenstates [as in Section 2.3.2] these
operators still have immense utility. Rather than deal with awkward, symmetric many-
body wavefunctions [Eq. (2.4)], Fock states can be simply defined in terms of the creation
operators acting on the vacuum state |0, 0, ...〉 ≡ |0〉, which is simply a Fock state containing
zero quanta, i.e.
|n1, n2, ...〉 = (aˆ
†
1)
n1
√
n1!
(aˆ†2)
n2
√
n2!
...|0〉. (2.19)
Equipped with tools such as creation/annihilation operators and Fock states, we can
construct other observables in the second quantised formalism. For instance the total number
operator is simply the sum of the number operator for each mode,
Nˆ =
∑
j
aˆ†j aˆj. (2.20)
More generally, for any single-body operator Aˆ, the many-body operator Aˆ is given by
Aˆ =
∫
drψˆ†(r)Aˆψˆ(r), (2.21)
where we have defined a new quantity ψˆ(r), called the field operator,
ψˆ(r) =
∑
j
ψj(r)aˆj. (2.22)
where ψj(r) are a complete set of single-particle states. The field operator annihilates a
particle at position r, and in a sense can be thought of as the annihilation operator in the
position basis. In terms of field operators, the total number operator is5
Nˆ =
∫
drψˆ†(r)ψˆ(r). (2.23)
The commutation relations for bosonic field operators are[
ψˆj(r), ψˆ
†
k(r
′)
]
= δj,kδ(r− r′), (2.24)
where δ(r − r′) is a Dirac delta function. The subscripts above have been introduced to
account for distinguishable particles, which commute. In the second quantised formalism
the field operator replaces the wavefunction for all practical purposes - in principle if it is
known it can be used to calculate any other physical quantity.
5This expression is equal to Eq. (2.20), which follows from the orthonormality of the basis wavefunctions
ψj .
2.3 Atomic Bose-Einstein Condensates 19
2.3 Atomic Bose-Einstein Condensates
Atoms are not fundamental particles, rather they are a tightly bound collection of protons,
neutrons and electrons (all spin 1/2 fermions). If there are an even number of constituent
fermions then the atom behaves like a composite boson, if the energy scales are sufficiently
low that the internal structure of the atom is not relevant. When this is the case, we can
apply second quantisation formalism as presented in the previous section. In this section
we will use second quantisation to write down an effective Hamiltonian for an atomic BEC
realised in a neutral, dilute Bose gas of alkali metals at T = 0, which forms the basis for
much of the work presented in this thesis. We will study the ground state properties of the
interacting Bose gas at T = 0, and derive the highly useful mean field formalism. First
though, the phenomenon of Bose-Einstein condensation merits some discussion.
2.3.1 Non-Interacting Condensate
The natural place to begin any discussion of Bose-Einstein condensation is the famous Bose-
Einstein distribution [198]. The Bose-Einstein distribution gives the mean occupation of
single-particle energy level Ej for a gas of non-interacting bosons in thermal and diffusive
equilibrium with an environment at temperature T and chemical potential µ,
nj =
1
e(Ej−µ)/kBT − 1 . (2.25)
The “−1” in the denominator arises from considerations of symmetric, identical particles
(i.e. bosons), and is a modification of classical statistical physics. The total number of
particles in all energy levels N =
∑
j nj is constrained by the chemical potential µ, which is
a function of N and T . In the classical (large N , T ) limit, the mean occupation per energy
level is much less than 1, and so the ground state occupation is approximately 0. However
as T approaches 0, every particle will “condense” into the single-particle ground state E0.
This called Bose-Einstein condensation.
The phenomenon of Bose-Einstein condensation follows from a remarkably simple ar-
gument. As the temperature is lowered, the chemical potential must increase to ensure N
remains fixed. However Ej − µ > 0 always, or the occupation of Ej would be negative, and
so E0 > µ. As T → 0 and µ → E0, the occupation of the excited states is exponentially
suppressed by the Bose-Einstein distribution. Beyond some critical temperature TC , the
occupation of the excited states is less than N , indicating the excess particles are all in the
ground state. As T is lowered beyond TC the ground state will rapidly populate, in other
words the particles “condense” into the ground state.
Atomic vapours are typically trapped and cooled in a magneto-optical trap (MOT).
Optical fields are detuned from some atomic transition, which via the Doppler effect creates a
velocity dependant force field, and linear magnetic fields confine the atoms spatially. Doppler
cooling alone cannot reach TC [199–201], so the atoms are then transferred to magnetic trap,
and are further cooled evaporatively. In typical experiments, the atoms in a magnetic trap
see a harmonic potential, and the critical temperature for a non-interacting gas in a 3D
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harmonic potential V = m(ω2xx
2 + ω2yy
2 + ω2zz
2)/2 is [199–201]
TC ≈ 0.94~(ωxωyωz)
1/3N1/3
kB
, (2.26)
below which the number of particles in the condensate is
N0 = N
[
1−
(
T
TC
)3]
. (2.27)
For typical values of these quantities, one needs look no further than the landmark BEC
experiments of 1995. The first ever BEC was realised by cooling a dilute gas of 87Rb atoms
below TC = 170nK, to a temperature of 20nK resulting in N0 ∼ 2 × 103 condensate atoms
[65]. Shortly after, a much larger BEC was realised with N0 ∼ 5×105 23Na atoms by cooling
to 120nK (below a critical temperature TC ∼ 2µK) [66]. These experiments earned Cornell,
Wiemann and Ketterle the 2001 Nobel prize “for the achievement of BoseEinstein conden-
sation in dilute gases of alkali atoms, and for early fundamental studies of the properties of
the condensates”.
2.3.2 Interacting Condensate
The non-interacting many-body Hamiltonian can be easily written down by introducing the
atomic field operator ψˆ(r) [Eq. (2.22)] by making use of Eq. (2.21),
Hˆ =
∫
drψˆ†(r)H0ψˆ†(r) (2.28)
=
∑
j
Ej aˆ
†
j aˆj (2.29)
where the second line follows by expanding the field operator in the eigenbasis of the single-
particle Hamiltonian
H0 =
−~2
2m
∇2 + V (r). (2.30)
The non-interacting Hamiltonian Eq. (2.28) closely resembles the free field multi-mode EM
Hamiltonian Eq. (2.13) - i.e. a set of independent SHOs. However, unlike the EM field
this theory is not sufficient to fully capture the behaviour of the atoms. One of the most
fundamental differences between atoms and photons is that atoms are massive and can easily
scatter off one another, in free space photons cannot6. The effects of these inter-particle
interactions can be significant, and as discussed in Chapter 3 can be used to engineer non-
classical states capable of quantum-enhanced parameter estimation.
Bose-Einstein condensation is usually realised in a neutral, dilute Bose atomic gas at
ultra-low temperatures. In these systems, three-body recombination is the dominant source
6According to quantum electrodynamics photons in a vacuum can actually interact with each-other via
a higher order process such as a virtual fermion-antifermion pair. However optical photons lie far below the
rest mass of even an electron-antielectron pair.
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of loss and the density must be sufficiently low to restrict the gas to two-body interac-
tions [199–201]. In first-quantised notation the two-body interaction energy is obtained by
summing the interaction U(r− r′) over all pairs of particles
Hˆ =
∑
i<j
U(ri − rj), (2.31)
which in second quantised notation is
Hˆ = 1
2
∫ ∫
drdr′ψˆ†(r)ψˆ†(r′)U(r− r′)ψˆ(r)ψˆ(r′), (2.32)
where the factor of 1/2 appears due to the double counting of particle pairs in the second-
quantised formalism [202]. In the regime that only two-body interactions are present, the
form of the two-body interaction U(r− r′) is short ranged and dominated by the s orbitals,
which have zero angular momentum. The interaction strength is parametrised by a length
a called the s-wave scattering length, and the interaction takes the form [199–201]
U(r− r′) = 4pi~
2a
m
δ(r− r′). (2.33)
It is sometimes possible to modify the effective s-wave scattering length by exploiting res-
onances in the two-body interaction energy. Most commonly this is done with Feshbach
resonances, which exist in the presence of a uniform magnetic field B. The effective scat-
tering length in the presence of a Feshbach resonance at B0 with characteristic width ∆ is
[203, 204],
a(B) = a(0)
[
1− ∆
B −B0
]
. (2.34)
So long as the B field can be varied without impacting trapping and cooling requirements
(e.g. in optical traps one is free to vary an external field), Feshbach resonances are an
invaluable tool7.
The full, many-body Hamiltonian for a gas of bosons with s-wave interactions is
Hˆ =
∫
drψˆ†(r)H0ψˆ(r) +
U0
2
∫
drψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r), (2.35)
with interaction strength U0 = 4pi~2a/m. Under this Hamiltonian the dynamics of the field
operator can be calculated using the Heisenberg equation i~ψ˙ = [Hˆ, ψˆ],
i~
∂
∂t
ψˆ(r, t) =
(
H0 + U0ψˆ
†(r, t)ψˆ(r, t)
)
ψˆ(r, t). (2.36)
Briefly, non-linear Hamiltonians can also be engineered in optical systems. Although
photons do not interact with one another, non-linear media can be used to mimic the effects
7For instance, in one-axis twisting spin-squeezing experiments the twisting rate is χ ∝ aaa + abb − 2aab
(see Eq (7.10) and surrounds in Chapter 7), which is extremely small in 87Rb. Feshbach resonances can be
used to increase χ, for instance the experiment of Ref. [130] uses one to reduce aab.
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of inter-particle interactions. Non-linear interactions of the form Eq. (2.32) are generated
by χ(3) media via the Kerr effect [196]. In Kerr media (such as optical fibres) the refractive
index is modified by the local intensity of the electric field ∆n ∝ |E|2. Non-linear media can
result in non-classical optical states such as squeezed states, which are discussed in the next
Chapter, Section 3.4.2.
In principle, the Hamiltonian Eq. (2.35) provides a full description of the degenerate (be-
low TC) Bose gas. However, performing full N -body calculations is difficult, even impossible
in practice. By assuming the condensate is pure (at T = 0 the condensate fraction is unity)
it is possible to study the ground-state properties of the gas by introducing the notion of a
mean field.
2.3.3 Mean Field Theory
At T = 0 there should be a macroscopically occupied wavefunction φ(r), into which con-
densation has occurred. In the absence of atomic interactions this will simply be the single-
particle ground state, but more generally this wavefunction is obtained by solving the Gross-
Pitaevskii equation, Eq. (2.41). However, φ(r) is not a legitimate many-body quantum state.
The symmetric many-body quantum state corresponding to this situation is
Ψ(r1, r2, ...rN) =
N∏
j=1
φ(rj), (2.37)
which is called a Hartree product. The Hartree product is an approximation; as it is fully
separable it assumes there are no quantum correlations, which even at T = 0 can arise due
to the effects of atom-atom interactions. This is the essence of mean field theory. Starting
from a valid many-body state but neglecting quantum correlations, it is possible to derive a
macroscopic wave-equation that describes only mean field properties of the condensate.
Mean field theory can be used to study the ground state density8 of the interacting con-
densate. With respect to the Hartree product, the mean energy E = 〈Hˆ〉 for an interacting
condensate of N atoms (with N  1) is
E(φ, φ∗) =
∫
dr
(
~2
2m
〈∇ψˆ†(r)∇ψˆ(r)〉+ V (r)〈ψˆ†(r)ψˆ(r)〉+ U0
2
〈ψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r)〉
)
(2.38)
= N
∫
dr
(
~2
2m
|∇φ(r)|2 + V (r)|φ(r)|2 + NU0
2
|φ(r)|4
)
, (2.39)
where we have used integration by parts on the kinetic term. At this point it is convenient
to define the mean field
ψ(r) =
√
Nφ(r), (2.40)
which is also known as the condensate wavefunction. However despite this name, the mean
field is an entirely classical quantity, in the sense that it is not actually a quantum state,
unlike the Hartree product.
8This is not the true ground state, if quantum correlations are taken into account.
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Rewriting the energy functional [Eq. (2.38)] in terms of ψ and minimising it with respect
to ψ and ψ∗, with the constraint that the total number N remains fixed, yields the well
known time independent Gross-Pitaevskii equation (GPE)
µψ(r) =
(
− ~
2
2m
∇2 + V (r) + U0 |ψ(r)|2
)
ψ(r), (2.41)
which is solved by the mean field ground state of the interacting condensate ψ. The multiplier
µ ensures the number remains fixed, and is interpreted as the chemical potential. Figure 2.1
compares the ground state of an interacting condensate to the non-interacting (i.e. single
particle) ground state.
Once the ground state is known [Figure 2.1], the dynamics of the mean field can be
simulated. The equation of motion for ψ can be obtained from the principle of least action
[201], resulting in the celebrated time dependent GPE9, which takes the form of a non-linear
Schro¨dinger equation
i~
∂
∂t
ψ(r, t) =
(
− ~
2
2m
∇2 + V (r) + U0 |ψ(r, t)|2 − µ
)
ψ(r, t). (2.42)
The chemical potential µ only appears in the solution as a global phase, and as such its
inclusion is not necessary, but can be useful [such as in Section 2.3.5]. The mean field has
several useful physical interpretations. Writing the mean field in polar form can be useful,
ψ(r, t) =
√
n(r, t)eiϕ(r,t) (2.43)
as its magnitude is simply the particle density n(r, t) = |ψ(r, t)|2 with normalisation∫
dr|ψ(r, t)|2 = N, (2.44)
and its phase gradient is the superfluid velocity
v(r, t) =
~
m
∇ϕ(r, t), (2.45)
although the phase itself carries no physical significance [200]. The mean field is also in-
terpreted as the order parameter for the BEC transition. The criterion for BEC is the
factorisability of the first order correlation function. Evaluating this with respect to the
Hartree product gives
〈ψˆ†(r′, t)ψˆ(r, t)〉 = ψ∗(r′, t)ψ(r, t), (2.46)
which is sometimes used to justify the “broken-symmetry” definition of the mean field
ψ(r, t) = 〈ψˆ(r, t)〉. (2.47)
However, 〈ψˆ(r, t)〉 = 0 with respect to the Hartree product, which has well defined total
number. In fact the only way 〈ψˆ(r, t)〉 can be non-zero is if the many-body state is a
superposition of total number eigenstates, which for massive particles is forbidden by super-
selection rules.
9Notice this equation could be simply obtained from Eq. (2.36) by replacing ψˆ → ψ. This follows from
the “broken symmetry” approach, but it is also necessary to invoke the coherence properties of the mean
field 〈ψˆ†ψˆψˆ〉 = 〈ψˆ†〉〈ψˆ〉〈ψˆ〉.
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Figure 2.1: The interacting ground state (solid blue) compared to the non-interacting ground
state (dashed black) of the 1D condensate in a harmonic potential V (x) = mω2x2/2 for N particles,
with oscillator length ` =
√
~/mω. The interacting ground state is found by solving the imaginary
time GPE, which we discuss in Section 2.3.5. For the non-interacting condensate the chemical
potential is equal to the single-particle ground state energy E0 = ~ω/2, and the ground state is
exactly the single-particle ground state (up to normalisation). When µ significantly exceeds the
single-particle ground state energy, the interactions modify the ground state density profile. The
Thomas-Fermi ground state is also shown (dot-dashed red, Section 2.3.4), which agrees well with
the exact solution when E  E0.
2.3.4 The Thomas-Fermi Approximation
Typically, Eq. (2.41) must be solved numerically. However, neglecting the kinetic energy
allows for a straightforward analytic solution to be obtained. This is known as the Thomas-
Fermi approximation. In the absence of the kinetic energy terms, the Thomas-Fermi ground
state density can be obtained by simply rearranging the time-dependent GPE. The ground
state is
|ψTF(r)|2 = µ− V (r)
U0
, (2.48)
if ψTF > 0 and ψTF = 0 otherwise (the density cannot be negative). A comparison between
the Thomas-Fermi ground state and the exact ground state for a harmonically trapped, 1D
condensate is plotted in Figure 2.1. The region over which ψTF > 0 is called the Thomas-
Fermi length, and is one way to define a characteristic condensate width. For a harmonic
potential the Thomas-Fermi length along the jth axis is
`TF =
√
2µ
mω2j
. (2.49)
The Thomas-Fermi approximation can also be used to calculate the condensate chemical
potential by enforcing the normalisation condition N =
∫
dr|ψTF(r)|2. For a harmonically
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trapped condensate in 1D, 2D and 3D µ is
µ1D =
(
3ω
√
mNU1D
4
√
2
)2/3
(2.50)
µ2D =
(
mωxωyNU2D
pi
)1/2
(2.51)
µ3D =
(
15m3/2ωxωyωzNU0
16
√
2pi
)2/5
. (2.52)
2.3.5 Imaginary Time
Outside the TF regime the ground state must be found by solving the GPE [Eq. (2.41)]
numerically. One way to do this is to start with the time-dependent GPE [Eq. (2.42)], but
make the transformation
t→ −it. (2.53)
For obvious reasons, this is called an imaginary time GPE [205]. The resultant differential
equation is
~
∂
∂t
ψ(r, t) = −
(
Hˆ0 + U0 |ψ(r, t)|2 − µ
)
ψ(r, t). (2.54)
where Hˆ0 is the single-particle Hamiltonian [Eq. (2.30)]. The solution to the imaginary time
GPE tends toward the mean field ground state, i.e. the solution to [Eq. (2.41)]. In general
the imaginary time GPE must be solved numerically, but in the case of the non-interacting
condensate an analytic solution exists. For a non-interacting condensate the GPE reduces
to the time-independent Schro¨dinger equation
µψ = Hˆ0ψ = E0ψ, (2.55)
which is of course solved when ψ is the single-particle ground state. Thus the chemical
potential is the single-particle ground-state energy, µ = E0. Although the solution is known
in this case, it is instructive to obtain this result from the imaginary time GPE, which
becomes
~
∂
∂t
ψ(r, t) = −
(
Hˆ0 − E0
)
ψ(r, t). (2.56)
The solution is
ψ(r, t) = e−(Hˆ0−E0)t/~ψ(r, 0) (2.57)
Expanding the initial state into a basis of eigenstates Hˆ0φn(r) = Enφn(r),
ψ(r, 0) =
√
N
∑
n
cnφn(r) (2.58)
with cn =
∫
drψ(r, 0)φ∗n(r), the solution [Eq. (2.57)] can be written
ψ(r, t) =
√
N
∑
n
cne
−(En−E0)t/~φn(r), (2.59)
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which in the limit of large time, decays exponentially toward the ground state
ψ(r, t→∞) =
√
Nc0φn(r). (2.60)
We also see the imaginary time GPE has not preserved the normalisation of the initial state,
which is unsurprising as the imaginary time GPE is not unitary.
In the case of an interacting condensate of N atoms, the ground state can be obtained
using the following steps:
1. Choose a chemical potential. For a harmonically trapped BEC the TF result Eq. (2.52)
is often a good guess.
2. Choose any initial state, and numerically evolve it under the imaginary-time GPE
[Eq. (2.54)] until it converges to a steady-state solution. Often ψ = 1 is sufficient, but
the TF ground-state may converge faster.
3. Compare the normalisation of the resultant ground state to N . If it disagrees, modify
µ and repeat steps 1-2 until it agrees.
2.4 Atom-Light Coupling Between Two-Level Atoms
Ultra-cold atoms and Bose-Einstein condensates are invaluable in atom-interferometry ex-
periments. Invariably these experiments are done in an ensemble of identical, effectively
two-level atoms which are subjected to some kind of atomic beam-splitter. For an in-depth
discussion of the formalism for estimating an unknown phase shift with quantum states, the
reader is referred to Chapter 3. Here we derive the equations which govern the atom-light
interactions that are often used to realise such beam-splitters and mirrors.
First we derive the dipole Hamiltonian for atom-light coupling, for a single atom in
an EM field. The resultant Hamiltonian Eq. (2.69) is the well known Jaynes-Cummings
Hamiltonian, which described a single atom interacting with a single mode of the EM field.
Our interest in the Jaynes-Cummings model is two-fold. Firstly, the Jaynes-Cummings
Hamiltonian is the basis for much of Chapter 6, which studies decoherence arising from
atom-light interactions. Secondly it serves well as a starting point for the more difficult, but
experimentally relevant theory of two-photon transitions for an ensemble of atoms, which is
considered in Section 2.4.2, and employed in Chapter 4. Although the quantum nature of the
light is important in the context of Chapter 6, to understand how the two-photon transitions
are used to construct atom interferometers it is sufficient to adopt a semi-classical picture of
the atom-light interactions.
2.4.1 Single-Photon Transition for a Single Atom
To begin with, we consider a single-photon transition between two energy levels a and b
available to a single atom in an EM radiation field. The motion of the valence electron is the
only atomic degree of freedom, which we label with position coordinate r. Neglecting spin,
the electron wavefunction ψ(r, t) obeys the Schro¨dinger equation. The interactions between
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the electron’s charge and an electromagnetic field are obtained by asserting that ψ(r) should
have local gauge symmetry, i.e. physics should be invariant under the transformation
ψ(r, t)→ ψ(r, t)eiχ(r,t), (2.61)
where for the EM interaction we choose [206]
χ(r, t) = i
e
~
A(r, t) · r. (2.62)
Clearly |ψ(r, t)|2 is invariant, but the kinetic energy term in the Hamiltonian must be mod-
ified,
Hˆ =
(−~2
2m
[
∇2 − i e
~
A(r, t)
]2
+ eU(r, t)
)
(2.63)
where e is the charge of the electron and A, U are the classical electromagnetic vector and
scalar potentials. In typical systems it is valid to make the dipole approximation, that the
wavelength of the EM radiation is large compared to the size of the atom, for instance
optical radiation has wavelength λ ∼ 104a0 (where a0 is the Bohr radius). Within the dipole
approximation the classical EM field is spatially invariant over the atom, A(r, t) ≈ A(r0, t)
and U(r, t) ≈ U(r0, t). Working in the radiation gauge10 where U(r0, t) = 0 and∇·A(r0, t) =
0, the Hamiltonian [Eq. (2.63)] becomes Hˆ = Hˆ0 + Hˆdipole. The full atom-light Hamiltonian
[with the EM free-field Hamiltonian [Eq. (2.13)], is
HˆAL = HˆEM + Hˆ0 + Hˆdipole (2.64)
where Hˆ0 is the usual single-particle Hamiltonian Eq. (2.30)
11, and the atom-light interaction
Hamiltonian is governed by the dipole coupling,
Hˆdipole = dˆ(r) · Eˆ(r0). (2.65)
The operator dˆ = er is called the atomic dipole operator, where one assumes the proton
is at r = 0. It is useful to expand the dipole operator in some set of orthonormal states
which span the two-level space (labelling the levels a and b),
dˆ = e
∑
i,j=a,b
|i〉〈i|r|j〉〈j| = e
∑
i,j=a,b
rij|i〉〈j|. (2.66)
The electron position matrix elements rij = 〈i|r|j〉 have rii = 0 and also rij = rji (by
Hermiticity). As such the dipole operator is none other than the Pauli raising and lowering
matrices σˆ− = |a〉〈b|, σˆ+ = σˆ†−,
dˆ = erab (σˆ+ + σˆ−) . (2.67)
The atomic Hamiltonian Hˆ0 can also be written in terms of the Pauli matrix σˆz = (|a〉〈a| −
|b〉〈b|)/2, up to a global phase Hˆ0 = ~ωabσz where ~ωab = Eb − Ea is the energy difference
between the levels.
10This is a gauge choice for the classical EM field, not the electron wavefunction.
11We are free to insert the potential energy, which is invariant under Eq. (2.61).
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For simplicity we place the atom in a cavity, confining the EM field to a single, stationary
cavity mode with frequency ω. In the plane-wave basis the electric field operator becomes
Eˆ(r0) = e
√
~ω
20V
(
aˆeik·r0 + aˆ†e−ik·r0
)
. (2.68)
Choosing a coordinate system for the EM field that aligns with the nucleus of the atom
is equivalent to setting r0 = 0, and the atom-light Hamiltonian reduces to the well-known
Jaynes-Cummings Hamiltonian [207]
HˆAL = ~ωaˆ†aˆ+ ~ωabσz + ~g (σˆ+ + σˆ−)
(
aˆ+ aˆ†
)
, (2.69)
with atom-light coupling g = erab · e
√
~ω/20V . The term proportional to g, known as the
beam-splitter term, describes the atom absorbing a photon and moving to the excited state,
as well as the conjugate process of emitting a photon and returning to the ground state.
However it also allows for the non-energy conserving processes of emitting a photon and
moving to the excited state, and absorbing a photon and returning to the ground state.
To study the effect of these energy non-conserving terms, we move to the interaction
picture treating the beam-splitter term VS = ~g (σˆ+ + σˆ−)
(
aˆ+ aˆ†
)
as a perturbation to the
number conserving term HS = ~ωaˆ†aˆ+ ~ωabσˆz. In the interaction picture the beam-splitter
Hamiltonian evolves under the number conserving term,
VI(t) = e
iHˆSt/~VSe
−iHˆSt/~ = ~g
(
σˆ+e
iωabt + σˆ−eiωabt
) (
aˆe−iωt + aˆ†eiωt
)
, (2.70)
which is used to evolve the interaction picture state |ψI(t)〉,
|ψI(t)〉 = e−i
∫ t
0 VI(t
′)dt′/~|ψ(0)〉 (2.71)
with ∫ t
0
VI(t
′)dt′ =
i~g
ωab − ω
(
e−i(ωab−ω)t − 1) σˆ−aˆ†+ (2.72)
+
i~g
ωab + ω
(
e−i(ωab+ω)t − 1) σˆ−aˆ+ H.c.
If the field is tuned to be resonant with the atomic transition a→ b then it is appropriate
to simplify the interaction term in this limit,
lim
ωab→ω
∫ t
0
VI(t
′)dt′ = ~gtσˆ−aˆ† +
i~g
2ω
(
e−2iωt − 1) σˆ−aˆ+ H.c. (2.73)
In this limit, the energy non-conserving terms (those proportional to σˆ−aˆ and σˆ+aˆ†) oscillate
rapidly compared to the energy conserving terms. Thus, close to resonance, these terms do
not meaningfully contribute to the dynamics. Neglecting these terms is known as the rotating
wave approximation, or the secular approximation. Making the rotating wave approximation,
the interaction-picture state vector evolves as
|ψI(t)〉 = e−i(σ+aˆ+σ−aˆ†)gt|ψ(0)〉. (2.74)
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Moving back to the Schro¨dinger picture, under the rotating wave approximation the original
atom-light Hamiltonian Eq. (2.69) is simply,
HˆAL = ~ωaˆ†aˆ+ ~ωabσz + ~g
(
σˆ+aˆ+ σˆ−aˆ†
)
. (2.75)
In Chapter 6 [Section 6.4.1] we study atom-light entanglement generated by this interaction,
within the rotating-wave approximation.
2.4.2 Two-Photon Transitions for Many Atoms
Due to various conservation laws known as selection rules12 it is sometimes necessary to
transfer the atomic population between the levels a and b via an excited intermediate level
c13. As an example, in 87Rb interferometry experiments are often performed with the “clock
states”:
|a〉 = |F = 1,mF = −1〉 (2.76)
|b〉 = |F = 2,mF = +1〉, (2.77)
which are hyperfine states of the 87Rb ground state 5S1/2. These states are eigenstates of the
total atomic angular momentum operator Fˆ, the sum of the nuclear spin and the electronic
angular momentum, and arise due to the hyperfine coupling between the nuclear spin and
electronic spin. Within a particular F manifold the Zeeman levels (with quantum number
mF ) are degenerate in the absence of a uniform magnetic field. Energy splitting between
hyperfine manifolds is bridged by microwave photons, and if the degeneracy is lifted, the
magnitude of the Zeeman splitting is typically radio frequencies [209].
Transitions may be driven between the levels |a〉 and |b〉. The required change of mF
by two necessitates a two-photon transition, which are detuned from a highly excited state
|c〉, such as the D2 line [210].14 In what follows we derive equations that govern two-photon
processes such as this for general two-level systems, shown below in Figure 2.2.
The starting point for extending the dipole coupling for a single, two-level atom with
arbitrary levels |j〉 and |k〉, to an ensemble of atoms is straightforward using Eq. (2.21) with
ψˆ = (ψˆj, ψˆk)
T ,
dˆ = erjk
∫
drψˆ
†
(σ+ + σ−) ψˆ (2.78)
= erjk
∫
dr
(
ψˆj(r)ψˆ
†
k(r) + ψˆ
†
j(r)ψˆk(r)
)
. (2.79)
12For an excellent introduction to the topic see Ref. [208].
13The generalisation of the above theory to an ensemble of many two-level atoms, and to two-photon
transitions, could be done independently. However most atom interferometry experiments performed with
atom-light interactions are done with a two-photon transition so we proceed with both generalisations si-
multaneously. Additionally, we are no longer interested in the quantum properties of the EM field, in this
section we will work in a semi-classical picture for the atom-light coupling, whereby the EM field is treated
classically.
14The D2 line in
87Rb corresponds to the optical transition from the ground state to the 5P3/2 orbital.
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Figure 2.2: Energy level diagram of transition between atomic states |a〉 and |b〉 via a highly
excited level |c〉. Both photons ωa and ωb are detuned from the level |c〉 by an amount ∆, called
the single-photon detuning, which is included to avoid populating |c〉. As a resonance condition
the photon ωb is detuned from the final state |b〉 by the two-photon detuning δ.
As with the single-atom theory, the many-body dipole operator couples the ensemble of
atoms to the EM field. In practice the EM field is typically bright laser light, which has
a reasonably well defined amplitude and phase. Thus we treat the electric field operator
classically, replacing Eˆ → 〈E〉 15. Assuming the frequency is close to resonance with the
transition |j〉 → |k〉 we make the rotating wave approximation. The dipole Hamiltonian
becomes
Hˆjk = ~Ωjk
∫
dr
(
ψˆj(r)ψˆ
†
k(r)e
i(kjk·r−ωjkt) + H.c
)
, (2.80)
where ~Ωjk = erjk · e
√
~ωjk/20V is the Rabi frequency.
Typically the light pulses are fast compared to the atomic motional dynamics [209], and
when constructing the full atom-light Hamiltonian one only needs consider the single-particle
energies. Measuring the energies of each level relative to the energy of the initial level |a〉
means setting Ea = 0, and the full atom-light Hamiltonian for a two-photon transition
|a〉 → |b〉 [Figure 2.2] is
HˆAL = Eb
∫
drψˆ†b(r)ψˆb(r) + Ec
∫
drψˆ†c(r)ψˆc(r)+ (2.81)
+ ~Ωa
∫
dr
(
ψˆa(r)ψˆ
†
c(r)e
i(ka·r−ωat) + H.c
)
+ (2.82)
+ ~Ωb
∫
dr
(
ψˆc(r)ψˆ
†
b(r)e
i(kb·r−ωbt) + H.c
)
. (2.83)
15This is the same approach one takes in the “broken symmetry” approach to atomic mean field theory.
When laser light is sufficiently bright, quantum noise in the laser amplitude and phase are negligible.
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The photon frequencies ωj relate to the detunings by
ωa =
Ec
~
−∆ (2.84)
ωb =
Ec
~
− Eb
~
−∆− δ. (2.85)
In terms of the rotated fields ψ˜b = ψˆb exp[i(Ec/~ −∆)t] and ψ˜c = ψˆc exp[i(Eb/~ + δ)t], the
Heisenberg equations of motion are
i
∂
∂t
ψˆa(r, t) = Ωaψ˜c(r, t)e
−ika·r (2.86)
i
∂
∂t
ψ˜b(r, t) = −δψ˜b(r, t) + Ωbψ˜c(r, t)e−ikb·r (2.87)
i
∂
∂t
ψ˜c(r, t) = ∆ψ˜c(r, t) + Ωaψˆa(r, t)e
ika·r + Ωbψ˜b(r, t)eikb·r (2.88)
The purpose of the detuning ∆ is to ensure the intermediate level |c〉 is not significantly
populated. Taking ∆  Ωa,Ωb, δ the equation of motion for the intermediate field ψ˜c
[Eq. (2.88)] is solved by ψ˜c(t) ≈ ψ˜c(0) exp(−i∆t), which for Ω/∆  1 oscillates rapidly
relative to all other timescales. Thus, we approximate ∂ψ˜c/∂t ≈ 0 to deduce
ψ˜c(r, t) ≈ −Ωa
∆
ψˆa(r, t)e
ika·r − Ωb
∆
ψ˜b(r, t)e
ikb·r (2.89)
which can be used to eliminate ψc from the system of equations [211]. This is known as
adiabatically eliminating |c〉, which is illustrated in Figure 2.3.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Λt/pi
P
j
Ω/∆ = 0.2
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Λt/pi
P
j
Ω/∆ = 0.1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Λt/pi
P
j
Ω/∆ = 0.05
|a〉
|b〉
|c〉
Figure 2.3: Adiabatically eliminating the excited level |c〉, demonstrated with toy model iψ˙a =
iψ˙b = Ωψc, iψ˙c = Ω(ψa + ψb) + ∆ψc, for all population Pj = |ψj |2 initially in level |a〉 (solid
lines) with frequency Λ = Ω2/∆. When the optical field is sufficiently detuned from the excited
level (∆  Ω) the probability of a particle populating level |c〉 approaches 0, and the dynamics
of Pa,b are well described by the simplified model obtained by setting ψ˙c = 0, which produces
iψ˙a = iψ˙a = −Ω/∆(ψa + ψb) (dashed lines).
Adiabatically eliminating level |c〉 produces the simplified equations
i
∂
∂t
ψˆa(r, t) = −Ω
2
a
∆
ψˆa(r, t)− ΩaΩb
∆
ψ˜b(r, t)e
i(kb−ka)·r (2.90)
i
∂
∂t
ψb(r, t) = −
(
Ω2b
∆
+ δ
)
ψ˜b(r, t)− ΩaΩb
∆
ψˆa(r, t)e
−i(kb−ka)·r (2.91)
2.4 Atom-Light Coupling Between Two-Level Atoms 32
for an effective two-level atomic system coupled by a resonant optical field. The effective
Hamiltonian that gives rise to these equations of motion is
HˆAL/~ = ΩaΩb
∆
∫
dr
(
ψˆa(r)ψ˜
†
b(r)e
−i(kb−ka)·r + H.c
)
(2.92)
Ω2a
∆
∫
drψˆ†a(r)ψˆa(r) +
(
Ω2b
∆
+ δ
)∫
drψ˜†b(r)ψ˜b(r). (2.93)
Aside from the beam-splitter term ψaψ
†
b , which destroys an atom in state |a〉 and creates one
in state |b〉 (and the conjugate process), the terms proportional Ω2j/∆ are an energy shift
arising from the dipole coupling to the EM radiation, called the AC Stark shift. The terms
proportional to exp[−i (kb − ka) · r] impart a momentum kick with magnitude k = |kb−ka|,
which is maximum when the laser beams are counter-propagating. The transition is resonant
when δ is chosen to conserve kinetic energy, δ = ~2k2/2m.
We have derived general equations for a process which transfers atomic population be-
tween atomic levels a, b while also giving one population a momentum kick. However it is
not always necessary to do both simultaneously. Atom-light processes used in atom inter-
ferometry experiments can be broken into the following cases:
• The two-photon process can couple atomic levels and momentum states |a, k0〉 →
|b, k0 + k〉. Because the initial and final atomic states are different this is called a
Raman transition. Mach-Zehnder interferometers with spatially separated arms are
often realised with Raman transitions, see for instance Ref. [8].
• The initial and final atomic levels are equal; the two-photon process only transfers
momentum to the atoms |a, k0〉 → |a, k0 + k〉. This is called a Bragg pulse, as the
equations of motion effectively describe scattering off an optical lattice. Bragg pulses
can also be used for some kinds of Mach-Zehnder atom interferometers, such as in Refs.
[32, 69].
• The process only couples the atomic energy levels, but not momentum |a, k0〉 → |b, k0〉.
This is often just called a radio-frequency or microwave pulse, depending on the en-
ergy spacing of the levels a,b. This is the kind of transition employed in Ramsey
interferometers such as atomic clocks or magnetometers [22].
Transferring atomic population between two atomic levels, possibly with a momentum kick,
is employed frequently in this thesis. In the next chapter we discuss how an ensemble of
two-level atoms with this atom-light coupling may be used to estimate an unknown classical
parameter. In Chapter 4 we employ Raman transitions between motional angular momentum
states in a ring-trap to construct a quantum enhanced atomic gyroscope. In Chapter 6 we
explore how this atom-light coupling may actually introduce decoherence to the atomic
ensemble, in a simplified single mode picture.
3
Background II - Quantum Metrology in
Bose-Einstein Condensates
The idea of enhancing the precision of a measurement device by manipulating the quantum
noise of its input state was first introduced by Caves in 1981 [13]. Since then, a general
formalism has been developed to describe the precision with which certain quantum states
can be used to estimate one (or more) classical parameters [1, 212, 213]. This is known
as quantum metrology. In this Chapter we present the basics of quantum metrology as it
applies to the estimation of a single parameter, with a focus on atom interferometers with
Bose-Einstein condensed input states.
To begin with, in Section 3.1 we will study the example of the ubiquitous Mach-Zehnder
atom interferometer and use this system to motivate the SU(2) formalism as it applies to
atom interferometers. We will also discuss related concepts such as the shot-noise limit,
spin-squeezing and the ultimate SU(2) sensitivity limit, called the Heisenberg limit. In
Section 3.2 we will introduce classical parameter estimation theory, and relevant concepts
such as the classical Fisher information and the Crame´r-Rao bound. Building on these
results, Section 3.3 introduces quantum parameter estimation theory. We focus heavily on
the quantum Fisher information and the quantum Crame´r-Rao bound, which are employed
extensively throughout this thesis. Finally, in Section 3.4 we will discuss many states that
appear frequently in the quantum parameter estimation literature.
3.1 A Mach-Zehnder Atom Interferometer
To begin with, we present the example of a Mach-Zehnder or Ramsey style atom inter-
ferometer, constructed from a trapped Bose-Einstein condensate (BEC). Typically, the
“arms” of the interferometer are two internal states available to the atoms, such as hy-
perfine sub-levels of the electronic ground state, or motional states. The two levels are
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distinguishable, so we introduce the bosonic field operators ψˆa(r) and ψˆb(r) which commute;[
ψˆj(r), ψˆ
†
k(r
′)
]
= δj,kδ(r− r′) (with j, k = a, b).
Quantum-enhanced atom interferometers are typically realised in small, tightly confined
condensates [101]. In this regime, the mean-field energy is much smaller than the single-
particle ground-state energy E0. Thus, when the condensate chemical potential µ is close to
E0, and spatial dynamics can be neglected. In this regime, following condensation into the
macroscopically-occupied wavefunction φj(r), all other spatial modes will remain unoccupied,
and thus studying a single mode with annihilation operator
aˆ =
∫
drφ∗a(r)ψˆa(r), (3.1)
bˆ =
∫
drφ∗b(r)ψˆb(r), (3.2)
is sufficient to capture the physics of the system. This is called the single-mode regime.
Quantitatively, single-mode dynamics are obtained by integrating out all spatial dynam-
ics resulting in an effective “zero dimensional” treatment of the system. Throughout this
Chapter we work in this regime.
3.1.1 SU(2) Interferometers
Suppose there are N two-level atoms available for measurement, with levels labelled a or b.
It is useful to define two-level Fock space
|na〉 ⊗ |nb〉 = (aˆ
†)na√
na!
(bˆ†)nb√
nb!
|0, 0〉 ≡ |na, nb〉. (3.3)
Neglecting particle loss atoms cannot be created or destroyed, so the total number N =
na + nb is conserved. Imposing a fixed number constraint on the infinite space |na, nb〉
defines a finite sub-space which is spanned by N + 1 basis vectors |N − n, n〉, sometimes
called Dicke states1. Thus, any pure state in this subspace can be written as
|ψ〉 =
N∑
n=0
cn|N − n, n〉. (3.4)
Dicke states are (N + 1)-fold degenerate eigenstates of the total number operator
Nˆ = aˆ†aˆ+ bˆ†bˆ (3.5)
with eigenvalue N . This implies that any state Eq. (3.4) has well-defined total number2. The
basis states are also eigenstates of the number difference operator Jˆz|N−n, n〉 = m|N−n, n〉,
with
Jˆz =
1
2
(
aˆ†aˆ− bˆ†bˆ
)
(3.6)
1It is also common to label Dicke states |J,m〉, with J = N/2 and m = (na−nb)/2, rather than |N−n, n〉
as we do.
2This is part of the reason why Dicke states are a useful basis for atomic systems; super-selection rules
forbid superpositions of atomic states with different total number.
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and eigenvalues
m =
1
2
(na − nb) = N
2
− n. (3.7)
The N + 1 unique eigenvalues take values in integer steps between −N/2 ≤ m ≤ N/2. This
is precisely the SU(2) angular momentum algebra with “angular momentum” operators
Jˆk =
1
2
(
aˆ†, bˆ†
)
σk
(
aˆ
bˆ
)
, (3.8)
where σk is the kth Pauli matrix (k = x, y, z). These operators are variously called “pseudo-
spin”, “fictitious-spin”, “collective-spin” or “Schwinger” operators. Any state Eq. (3.4) is
called an SU(2) state. For clarity, these operators are
Jˆx =
1
2
(
Jˆ+ + Jˆ−
)
, (3.9)
Jˆy = − i
2
(
Jˆ+ − Jˆ−
)
, (3.10)
and Jˆz is defined by Eq. (3.6). The ladder operators are Jˆ+ = aˆbˆ
†, Jˆ− = (Jˆ+)† which act on
Dicke states
Jˆ±|N − n, n〉 =
√
N
2
(
N
2
+ 1
)
−
(
N
2
− n
)(
N
2
− n± 1
)
|N − n± 1, n∓ 1〉. (3.11)
The collective spin operators obey the standard angular momentum commutation relations[
Jˆx, Jˆy
]
= iJˆz, (3.12)
and uncertainty relations
Var(Jˆx)Var(Jˆy) ≥ 1
4
〈Jˆz〉2, (3.13)
which follow the conventional anti-symmetric permutation rules for other combinations of x,
y, z [191, 193]. The total angular momentum operator Jˆ commutes with the total number
operator Nˆ , since
Jˆ2 = Jˆ2x + Jˆ
2
y + Jˆ
2
z (3.14)
=
Nˆ
2
(
Nˆ
2
+ 1
)
, (3.15)
with eigenvalues related by
√
J(J + 1) ≈ J = N/2. As expected, the total pseudo-spin J is
also conserved.
The observables Jˆk are not physically spin-J angular momentum operators (although
they could be). Rather, the natural description for N conserved, two-level atoms is as an
ensemble of fictitious spin-1/2 particles. This formalism was first described by Yurke et
al. in Ref. [98]. The collective spin operators conveniently relate to quantities such as the
population difference Jˆz, total number Jˆ and relative phase, given by the mean angle in
the Jˆx, Jˆy plane. As we will show in Section 3.1.3, operations such as mirror pulses, beam-
splitters and phase shifts can be represented as rotations about particular Jˆk operators.
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3.1.2 Coherent Spin States
Consider an arbitrary state constructed from a single, two-level atom |ψ〉 = α|1, 0〉+β|0, 1〉.
Imposing |α|2 + |β|2 = 1, the general state is
|ψ〉 = sin(θ/2)|1, 0〉+ cos(θ/2)eiϕ|0, 1〉 (3.16)
=
(
sin(θ/2)aˆ† + cos(θ/2)eiϕbˆ†
)
|0, 0〉, (3.17)
where the angular coordinates 0 ≤ θ ≤ pi, 0 ≤ ϕ ≤ 2pi parametrise the weighting of the
superposition, and relative phase, respectively. A coherent spin state (CSS) is simply a
normalised product of N single-atom states [214–216],
|α(θ, ϕ)〉 = |ψ〉
⊗N
√
N !
(3.18)
=
1√
N !
(
sin(θ/2)aˆ† + cos(θ/2)eiϕbˆ†
)⊗N
|0, 0〉 (3.19)
=
N∑
n=0
(
N !
(N − n)!n!
)1/2
sin(θ/2)N−n cos(θ/2)ne−i(N−n)ϕ|N − n, n〉, (3.20)
where the final line follows from the binomial theorem. Thus, we see that CSSs are fully
separable SU(2) states [i.e. of the form Eq. (3.4)]. Up to a global phase, an alternative
definition is
|α(θ, ϕ)〉 = Rˆ(θ, ϕ)|N, 0〉 (3.21)
where we have introduced the rotation operator,
Rˆ(θ, ϕ) = e−iJˆzϕe−iJˆyθ. (3.22)
Because Rˆ is unitary, the eigenvalue relation Jˆz|N, 0〉 = N/2|N, 0〉 implies RˆJˆzRˆ†Rˆ|N, 0〉 =
N/2Rˆ|N, 0〉, or
Jˆθ,ϕ|α(θ, ϕ)〉 = N
2
|α(θ, ϕ)〉, (3.23)
i.e. the CSS |α(θ, ϕ)〉 is the maximum eigenvalue of the rotated pseudo-spin operator
Jˆθ,ϕ = Rˆ(θ, ϕ)JˆzRˆ
†(θ, ϕ) = Jˆz cos(θ) +
[
Jˆx cos(ϕ) + Jˆy sin(ϕ)
]
sin(θ) (3.24)
with eigenvalue N/2. The initial state |N, 0〉 is a minimum uncertainty state in the sense
that Var(Jˆx)Var(Jˆy) =
1
4
〈Jˆz〉2, and therefore a general CSS remains a minimum uncertainty
state with respect to the two perpendicular spin directions RˆJˆxRˆ
† and RˆJˆyRˆ†.
In many ways, CSSs are the SU(2) analogue of Glauber coherent states [Section 3.4.2].
Glauber coherent states are a Poissonian superposition of single-mode Fock states, and CSSs
are a binomial distribution of Dicke states. As such, both are minimum uncertainty states,
and neither exhibit quantum correlations. Perhaps most importantly, both are easily realised
in experiments [101, 216] and ubiquitous in quantum interferometers. However an important
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distinction is that while Glauber coherent states have uncertain total number, any CSS is
an eigenstate of total spin and as such has well defined total number sum.
Throughout this thesis, SU(2) states are often visualised by plotting their SU(2) Q-
function, which is defined as a state’s overlap with a CSS,
Q(θ, ϕ) =
2J + 1
4pi
〈α(θ, ϕ)|ρˆ|α(θ, ϕ)〉. (3.25)
3.1.3 Mach-Zehnder Interferometer as SU(2) Rotations
All SU(2) states [i.e. states of the form Eq. (3.4)] have spherical symmetry, in the sense
that the total spin Jˆ is well defined. Therefore, it is natural to represent these states as
a region on the surface of a radius-J sphere whose axes are Jˆx, Jˆy, and Jˆz eigenvalues.
Operations ubiquitous in interferometry experiments such as beam-splitter pulses, mirror
pulses and phase evolution can be conveniently described as rotations about these axes. As
an example, recall that in the previous Chapter, we derived the Hamiltonian for a Raman
pulse, driven by a pulse of monochromatic light [Eq (2.92)]. In the single-mode regime,
evolution under this Hamiltonian is equivalent to a rotation about the Jˆx axis. We will now
discuss a Mach-Zehnder or Ramsey pulse scheme using SU(2) Bloch rotations, which are
illustrated in Figure 3.1.
Figure 3.1: Rotations about the surface of the Bloch-sphere for a Mach-Zehnder (neglecting
the pi pulse) or Ramsey style interferometer sequence: (a) initial state followed by (b) pi/2 pulse,
(c) phase shift and (d) final pi/2 pulse. States have N = 100 and are represented with the SU(2)
Q-function, Q/Qmax.
1. The ensemble of atoms is prepared in the state |α(0, 0)〉 = |N, 0〉, denoting N atoms
in component a and 0 in component b [Figure 3.1, (a)].
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2. The first pi/2 pulse corresponds to a rotation about Jˆx by pi/2 [Figure 3.1, (b)], which
creates a product state of each particle being in an even superposition of a and b (up
to a global phase),
e−iJˆxpi/2|N, 0〉 = |α(pi/2, pi/2)〉 (3.26)
=
1√
N !
(
aˆ†√
2
− i bˆ
†
√
2
)⊗N
|0, 0〉. (3.27)
3. Suppose the a and b levels have an energy difference ~ω. The state is now subjected to
a period of free evolution for time T , whereby a phase difference φ = ωT accumulates.
This corresponds to a Jˆz rotation [Figure 3.1, (c)],
e−iJˆzφe−iJˆxpi/2|N, 0〉 = |α(pi/2, pi/2 + φ)〉 (3.28)
=
1√
N !
(
aˆ†√
2
− ie−iφ bˆ
†
√
2
)⊗N
|0, 0〉. (3.29)
4. Finally, a second pi/2 pulse converts the phase difference into a population difference
[Figure 3.1, (d)]
eiJˆxpi/2e−iJˆzφe−iJˆxpi/2|N, 0〉 = |α(φ, 0)〉 (3.30)
=
1√
N !
(
sin(φ/2)aˆ† + cos(φ/2)bˆ†
)⊗N
|0, 0〉, (3.31)
which is usually easy to directly measure.
The final state [Eq. (3.30)] is simply the initial state rotated about Jˆy by the phase φ
[Figure 3.1, bottom row], thereby converting phase information into a population differ-
ence. This result holds for any initial state, not just |N, 0〉 as presented above. The full
interferometry sequence is described by the unitary
UˆMZ = e
iJˆxpi/2e−iJˆzφe−iJˆxpi/2 (3.32)
= eiJˆxpi/2
(
1− iJˆzφ− 1
2
Jˆ2zφ
2 + ...
)
e−iJˆxpi/2 (3.33)
= 1− i
(
eiJˆxpi/2Jˆze
−iJˆxpi/2
)
φ− 1
2
(
eiJˆxpi/2Jˆze
−iJˆxpi/2
)2
φ2 + ... (3.34)
= exp(−iφeiJˆxpi/2Jˆze−iJˆxpi/2), (3.35)
where the third line [Eq. (3.34)] follows because exp(±iJˆxpi/2) is unitary. We have
eiJˆxpi/2Jˆze
−iJˆxpi/2 = Jˆy, (3.36)
which implies
UˆMZ = e
−iJˆyφ. (3.37)
Thus, a Mach-Zehnder or Ramsey interferometer is equivalent to a Jˆy rotation, for any initial
state. Including a pi-pulse in the middle of the interrogation time T does not change this
result, up to a pi offset.
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3.1.4 Quantum Noise in a Mach-Zehnder Interferometer
In the previous Section we described a Mach-Zehnder or Ramsey interferometer in the
Schro¨dinger picture, and found that the interferometry sequence is equivalent to a single
unitary rotation about the Jˆy axis [Eq. (3.37), or Figure 3.1]. Moving into the Heisenberg
picture reveals the interference fringes in the population difference
Jˆz(φ) = Uˆ
†
MZ(φ)JˆzUˆMZ(φ) = Jˆz(0) cos(φ)− Jˆx(0) sin(φ), (3.38)
and thus measurements of Jˆz can be used to construct an estimate of φ. In this section we
will discuss the precision limits of this estimate that arise from the quantum statistics of the
initial state |N, 0〉 [Figure 3.1 (a)].
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Figure 3.2: Simulation of interference fringes for the initial state |N, 0〉 evolving under UˆMZ(φ)
[Eq. (3.37)] following a measurement of half the population difference (Jˆz). A noisy signal (thin
green, obtained using Gaussian noise) simulates the outcome of a single measurement at a particular
φ, compared to the mean (solid red) and error bars ∆〈Jˆz(φ)〉2 = Var
[
Jˆz(φ)
]
(dashed blue).
Figure 3.2 shows an example of typical interference fringes. After many independent
measurements of the “signal” Jˆz are performed and averaged over, the interference pattern
〈Jˆz(φ)〉 is obtained. The precision ∆φ that a particular value of φ may be estimated is given
by the single-variate error propagation formula [101, 216], and is limited by quantum noise
in the signal ∆〈Jˆz(φ)〉2 = Var[Jˆz(φ)] and the magnitude of the slope,
∆φ(φ) =
√
Var[Jˆz(φ)]
√
ν
∣∣∣∂φ〈Jˆz(φ)〉∣∣∣ . (3.39)
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The factor 1/
√
ν arises from the central limit theorem, and is an additional statistical im-
provement obtainable by performing ν independent estimates. Henceforth we assume that a
hypothetical experiment involves as many independent estimates as is practical, and there-
fore we will drop this factor of 1/
√
ν. Thus ∆φ should be interpreted as the precision of a
single estimate, but in the limit that many estimates have been performed (ν  1). This
limit is called the asymptotic limit. Parameter estimation in the small ν regime is the realm
of Bayesian analysis. For an excellent introduction to Bayesian estimation in the context of
quantum metrology the reader is referred to Ref. [217] (Section 2), Ref. [101] (Fig. 4 and
surrounds) or Ref. [218].
In general, the precision depends on φ, however for the maximal Dicke state |N, 0〉,
Var[Jˆz(φ)] = N sin
2(φ)/4 and 〈Jˆz(φ)〉 = N cos(φ)/2 which gives
∆φSNL =
1√
N
(3.40)
for any φ, which is precisely the shot-noise limit. In fact, any CSS in the Jˆx, Jˆz plane is
shot-noise limited in a Mach-Zehnder interferometer for all φ.
3.1.5 Spin Squeezing
Many quantum-enhanced metrology experiments are concerned with detecting small fluc-
tuations around φ = 0 with extreme precision [101]3. When φ is small Jˆz(φ) ≈ Jˆz(0) and
∂φ〈Jˆz(φ)〉| ≈
∣∣∣〈Jˆx(0)〉∣∣∣ [c.f. Eq. (3.38)], the phase estimation sensitivity for an arbitrary
input state is
∆φ =
√
Var[Jˆz(0)]∣∣∣〈Jˆx(0)〉∣∣∣ =
ξ√
N
(3.41)
where we have defined the spin-squeezing parameter [102, 103] along the Jˆz axis
ξ =
√
NVar[Jˆz(0)]∣∣∣〈Jˆx(0)〉∣∣∣ , (3.42)
thus choosing input states with ξ < 1 is a sufficient condition for sub-shot-noise limited
phase estimation with respect to a collective spin measurement (here Jˆz). For this reason
such states are called spin squeezed. Figure 3.3 compares the rotational sensitivity for a
CSS (which has ξ = 1) and a spin-squeezed state. Section 3.4.1 explores spin-squeezed
states in the context of quantum Fisher information, and discusses some methods to create
spin-squeezed states.
The condition ξ < 1 is not equivalent to merely reducing the noise in Jˆz. As an example,
consider a maximal Jˆx eigenstate, exp(−iJˆypi/2)|N, 0〉. This state is a minimum uncertainty
3Often the parameter is small, but even large phase shifts can usually be “zeroed” such that the experiment
detects small fluctuations about some mean value.
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Figure 3.3: For N = 100, SU(2) Q-functions (Q/Qmax) for (a) a maximal Jˆx eigenstate rotated
by φ about the Jˆy axis and (b) a spin-squeezed state under the same rotation. The spin-squeezed
state has reduced noise in the Jˆz direction which enhances the state’s sensitivity to a Jˆy rotation.
state with Var(Jˆz) = Var(Jˆy) = N/4 and 〈Jˆx〉 = N/2 and as such satisfies Var(Jˆz)Var(Jˆy) =
〈Jˆx〉2/4. From this, one may be tempted to define spin squeezing along Jˆz as
Var(Jˆz) <
1
2
|〈Jˆx〉|. (3.43)
It is straight-forward to show that exp(−iJˆyφ)|N, 0〉 gives Var(Jˆz) = N sin2(φ)/4 and 〈Jˆx〉 =
N sin(φ)/2. For any φ we have sin2(φ) ≤ | sin(φ)|, which proves that this state satisfies the
inequality Eq. (3.43). However, in Section 3.1.4 we showed that the state exp(−iJˆyφ)|N, 0〉
is equivalent to a Mach-Zehnder interferometer, and leads to the shot-noise limit.
Clearly, Eq. (3.43) is not a sufficient condition for sub-shot-noise limited phase sensitivity
- linear rotations alone cannot be used to beat the shot-noise limit. In Ref. [127] the authors
prove that if a state is separable, ρˆ =
∑
k Pkρˆ
(1)
k ⊗ρˆ(2)k ⊗...ρˆ(N)k then ξ2 ≥ 1, which implies that
only non-separable states can have ξ < 1. Many-body entanglement is necessary for spin
squeezing. It is in fact the key resource provided by quantum mechanics for sub-shot-noise
limited quantum metrology, up to the ultimate Heisenberg limit [1].
What the proof in Ref. [127] does not imply is that states with ξ ≥ 1 cannot be non-
separable, and although ξ < 1 is a sufficient condition for sub-shot-noise limited phase
estimation, it is not necessary. Some states with ξ > 1 are certainly non-separable, and if
so, are called non-Gaussian entangled states (ENGS). ENGS are also capable of providing
quantum-enhanced parameter estimation, but not with respect to Gaussian measurements
(such as collective-spin measurements). In fact, spin-cat states are capable of reaching
the ultimate SU(2) Heisenberg limit [Section 3.1.6], which are ENGS. Although the phase
sensitivity of a spin-squeezed state is quantified easily with the spin-squeezing parameter,
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clearly the same is not true of ENGS. In Section 3.3 we develop a more general framework
which allows us to quantify the metrological usefulness of any state, without assuming a
particular measurement.
3.1.6 The Heisenberg Limit
In the previous sections we have seen that shot noise limits the precision of separable states,
and that non-separable states are capable of beating this limit. However non-separable states
cannot allow for arbitrarily precise phase estimates. The ultimate precision limit is called
the Heisenberg limit. As it applies to SU(2) interferometers, Ref. [16] provides a derivation
of this limit following from the time-energy uncertainty principle,
∆t2Var(Hˆ) ≥ ~
2
4
. (3.44)
In SU(2) interferometers a phase φ = ωt is generated by the Hamiltonian Hˆ = ~ωJˆn where Jˆn
is an arbitrary collective-spin direction4, called the generator of φ. The uncertainty principle
becomes
∆φ2Var(Jˆn) ≥ 1
4
. (3.45)
The quantum noise in the generator obeys Var(Jˆn) = 〈Jˆ2n〉 − 〈Jˆn〉2 ≤ 〈Jˆ2n〉, and because the
maximum eigenvalue of Jˆ2n is N
2/4 we also have 〈Jˆn〉2 ≤ N2/4, which implies Var(Jˆn) ≤
N2/4. The maximum precision limit occurs when this inequality is saturated, giving
∆φHL ≥ 1
N
. (3.46)
The Heisenberg limit allows precision beyond the shot-noise limit by an additional factor of
1/
√
N . The Heisenberg limit is reached with spin-cat states, which are an even superpo-
sition of extreme Jˆn eigenstates and thus maximise the variance in Jˆn [see Eq. (3.99) and
Eq. (3.133)]. It is worth flagging that the Heisenberg limit should not be blindly applied in
all situations. For instance, two-mode squeezed vacuum states slightly violate the Heisenberg
limit [Section 3.4.2], which is a result of these states having poorly-defined total number.
The quantum Crame´r-Rao bound is the ultimate limit for a given quantum state [Section
3.3.1], and should be trusted over the Heisenberg limit.
3.2 Classical Parameter Estimation
Single-variate, classical parameter estimation is concerned with obtaining an estimate of a
classical parameter φ by sampling a probability distribution that depends on the parameter.
Because of their relevance to collective spin systems we will focus on discrete distributions
Pm(φ), with discrete random variable m. Typically m is an eigenvalue of an observable such
as a collective spin operator, but what follows is general.
4Often this is a Mach-Zehnder interferometer Jˆn = Jˆy, but there is no reason to restrict this proof to a
particular axis.
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The estimation procedure is classical because it does not involve a quantum state - this
is the realm of quantum parameter estimation, discussed in Section 3.3. This is not to imply
that classical parameter estimation is not relevant to quantum systems. Not only is classical
parameter estimation the foundation of quantum parameter estimation, as probabilities and
quantum states are related by measurements, it is also useful in its own right.
3.2.1 Unbiased Estimators
In the previous section, we showed the precision ∆φ of a φ estimate can be obtained from
any state ρˆ(φ) with a Jˆz measurement is given by Eq. (3.39). An alternative, but equivalent,
way of defining ∆φ for a particular measurement choice is to introduce an estimator φˆ, which
maps a sampling of Pm(φ) to a particular estimate, φm. After averaging over many samples,
the estimate of φ is obtained. The estimator is called unbiased if its mean returns the true
value of the parameter,
〈φˆ〉 = φ. (3.47)
An unbiased estimator allows estimates with precision given by the mean-square error in the
estimator,
∆φ2 = Var(φˆ). (3.48)
In the context of quantum mechanics the estimator is an observable satisfying Eq. (3.48),
and Eq. (3.47) if unbiased. As an example, in a Mach-Zehnder interferometer operating
close to φ = 0 an unbiased estimator can be obtained using Eq. (3.38) within the small-angle
approximation,
φˆ = − Jˆz(φ)∣∣∣∂φ〈Jˆz(φ)〉∣∣∣ (3.49)
≈ Jˆx(0)φ− Jˆz(0)∣∣∣〈Jˆx(0)〉∣∣∣ , (3.50)
where |φ|  1. So long as the interference fringes are zeroed 〈Jˆz(0)〉 = 05, it is straight-
forward to verify 〈φˆ〉 = φ and Var[Jˆx(0)] = 0, and therefore evaluating Var(φˆ) recovers
Eq. (3.39).
3.2.2 The Crame´r-Rao Bound
In this section we present the ultimate bound on the precision with which a probability
distribution Pm(φ) can yield an estimate of φ, called the Crame´r-Rao bound. This proof
follows Ref. [101] (Section 2B, Eq. (7) and surrounds), and assumes an unbiased estimator in
the asymptotic limit of many independent measurements ν. For a more rigorous derivation,
the reader is referred to Ref. [217] (Section 2).
5This can be done by ensuring the initial state an extreme Jˆx eigenstate.
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The starting point is the definition of an unbiased estimator 〈φˆ〉 = φ, which can be
expressed directly in terms of the distribution∑
m
Pm(φ) (φm − φ) = 0 (3.51)
where φm an eigenvalue of φˆ. Differentiating both sides of this equation with respect to φ
and using
∑
m Pm(φ) = 1 yields ∑
m
∂φPm(φ) (φm − φ) = 1, (3.52)
which can be re-written as∑
m
(
(φm − φ)
√
Pm(φ)
] [√
Pm(φ)∂φ log[Pm(φ)]
)
= 1. (3.53)
Recall that vectors |u〉, |v〉 of an inner product space obey Cauchy-Schwarz (CS) inequality,
|〈u|v〉|2 ≤ 〈u|u〉〈v|v〉. (3.54)
Squaring the left-hand-side (LHS) of Eq. (3.53) and applying the CS inequality yields(∑
m
[
(φm − φ)
√
Pm(φ)
] [√
Pm(φ)∂φ log[Pm(φ)]
])2
(3.55)
≤
(∑
m
[
(φm − φ)
√
Pm(φ)
]2)(∑
m
[√
Pm(φ)∂φ log[Pm(φ)]
]2)
.
From Eq. (3.53) the LHS of this inequality is equal to 1. Flipping the inequality we arrive
at the Crame´r-Rao bound,(∑
m
[
(φm − φ)
√
Pm(φ)
]2)(∑
m
[√
Pm(φ)∂φ log[Pm(φ)]
]2)
≥ 1. (3.56)
The first factor is simply the phase sensitivity:
∑
m[(φm − φ)
√
Pm(φ)]
2 = 〈(φˆ − 〈φˆ〉)2〉 =
Var(φˆ) = ∆φ2. The second is called the classical Fisher information (CFI), or sometimes
simply the Fisher information6,
FC(φ) =
∑
m
Pm(φ) (∂φ log[Pm(φ)])
2 (3.57)
=
∑
m
[∂φPm(φ)]
2
Pm(φ)
. (3.58)
6The term classical Fisher information was introduced by physicists to distinguish it from the quan-
tum Fisher information, which we will introduce shortly. Statisticians know this quantity as the Fisher
information, which was its original name.
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Finally we can write the Crame´r-Rao bound (CRB) in a more recognisable form,
∆φ ≥ 1√
FC
. (3.59)
This bound is independent of estimator, however there is no guarantee that a particular
estimator will saturate the bound. An estimator that saturates the CRB is said to be
optimal. Maximum likelihood estimation is a general strategy for saturating the CRB, see
for instance Ref. [101], Fig. 4 and surrounds. Henceforth we assume that the optimal
estimator is known.
3.2.3 Classical Fisher Information and the Hellinger Distance
It is possible to quantify how “distinguishable” two probability distributions are by defining a
distance measure between them. As we show here, this permits an intuitive interpretation of
the CFI as the rate at which the distributions become distinguishable. The distance between
distributions Pm(φ1) and Pm(φ2) can be quantified by the Hellinger distance 0 ≤ dH ≤ 1,
with
d2H(φ1, φ2) = 1−
∑
m
√
Pm(φ1)Pm(φ2). (3.60)
When φ1 = φ2 the distributions are indistinguishable and so dH = 0, and when dH = 1 the
distributions are completely orthogonal.
Consider the distance between Pm(φ1 = φ0) and Pm(φ2 = φ0 + φ) such that φ2 − φ1 =
φ  1 is a small angle. With no loss of generality we are free to set φ0 = 0 for simplicity.
Performing a power series expansion around φ,
d2H(φ) = d
2
H(0) + φ
[
∂φd
2
H(φ)
]∣∣
φ=0
+
φ2
2
[
∂2φd
2
H(φ)
]∣∣
φ=0
+O(φ3). (3.61)
Eq. (3.60) implies dH(0) = 0. The linear term is also zero, because
∑
m ∂φ [Pm(φ)] =
∂φ [
∑
m Pm(φ)] = 0 for any normalised Pm(φ). Following similar logic, the quadratic term
reduces to the CFI, ∂2φ [d
2
H(φ)]
∣∣
φ=0
= FC(0)/4. Thus, to second order in φ the Hellinger
distance becomes
d2H(φ) = FC(0)
φ2
8
+O(φ3). (3.62)
This result permits a more intuitive interpretation of the CFI as a kind of statistical “speed”,
as it determines the rate at which the “distance” between two distributions increases. In
this sense, the Fisher information really is a measure of the amount of “information” the
distribution contains about φ. A state with large CFI will respond dramatically to a small
change in φ, which permits a more sensitive estimate of φ. Conversely, in the limiting case
of FC = 0 the distribution does not depend at all on the parameter, and as such contains no
“information”. Expressing the CFI in terms of the Hellinger distance can also be of practical
use, in some situations Eq. (3.60) can be simpler to work with than Eq. (3.57).
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3.3 Quantum Parameter Estimation
In the previous section we derived the ultimate precision limit on a parameter estimate ob-
tained by sampling a probability distribution. This limit is called the Crame´r-Rao bound
and is entirely determined by the classical Fisher information, which depends only on the
probability distribution. This is the essential result underpinning classical parameter estima-
tion theory. Quantum parameter estimation theory is analogous in many ways, and studies
the precision with which a parameter estimate can be obtained by performing measurements
on a particular parameter-dependent quantum state ρˆ(φ) ≡ ρˆφ.
Quantum noise limits in parameter estimation have already been investigated in Section
3.1.4-3.1.6, specifically for SU(2) interferometers with collective spin measurements. More
generally, the time-energy uncertainty principle imposes a precision limit for any quantum
state ρˆ0 and measurement choice, so long as the φ dependence is generated by a unitary
evolution,
ρˆφ = e
−iGˆφρˆ0eiGˆφ. (3.63)
The observable Gˆ is called the generator of φ. Rearranging the uncertainty relation [c.f.
Eq. (3.45)] gives
∆φ2 ≥ 1
4Var(Gˆ)
, (3.64)
where the variance is evaluated with respect to ρˆ0. Thus, seeking input states with large
Var(Gˆ) is a general strategy for increasing the sensitivity of ρˆ0 to rotations about Gˆ. This
was the logic used to derive the SU(2) Heisenberg limit in Section 3.1.6.
However, this bound leaves many important questions unanswered. For instance, it is
not clear under what conditions the bound is saturated. It is also agnostic regarding states
not of the form Eq. (3.63), such as those with either non-linear, non-unitary, or unknown
parameter dependence. Additionally, in the context of quantum mechanics, the probability
distribution Pm(φ) is obtained from a quantum state ρˆφ, and a set of measurements. As such,
there ought to be a relationship between the CFI associated with Pm(φ) = 〈m|ρˆφ|m〉 and
Eq. (3.64). These questions are asked, and answered, by single-variate quantum parameter
estimation theory, which we present in the following Sections.
3.3.1 The Quantum Crame´r-Rao Bound
Just as the central result of classical parameter estimation theory is the Crame´r-Rao bound,
the analogous result for quantum estimation theory is called the quantum Crame´r-Rao bound
(QCRB). This bound generalises Eq. (3.64) to any state ρˆφ (i.e. with arbitrary φ depen-
dence), and was first derived by Helmstrom [219] and later Holevo [220]. In 1994 Caves and
Braunstein provided a derivation of this bound in terms of a quantity called the quantum
Fisher information (QFI), and unlike Helmstrom and Holevo, discussed conditions under
which the bound may be saturated [212]. In this section we closely follow the derivation of
the QCRB and QFI presented by Caves and Braunstein in Ref. [212].
The strategy employed by Caves and Braunstein is to start with the CFI [Eq. (3.57)].
The probability distribution Pm(φ) is obtained from the quantum state by introducing a
general set of (φ independent) measurements Eˆm. The Hermitian operators Eˆm are called a
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positive-operator valued measure (POVM), and are complete;
∑
m Eˆm = 1. In terms of ρˆφ
and Eˆm the probability distribution is
Pm(φ) = Tr{Eˆmρˆφ} (3.65)
= 〈m|ρˆφ|m〉
(
for Eˆm = |m〉〈m|
)
, (3.66)
and the CFI [Eq. (3.57)] can be written
FC(φ) =
∑
m
[
Tr{Eˆm∂φρˆφ}
]2
Tr{Eˆmρˆφ}
. (3.67)
Expressing the CRB [Eq. (3.59)] in terms of Eq. (3.67) gives the precision limit imposed on
a φ estimate by the state ρˆφ, for a particular measurement choice Eˆm. The QCRB is the
ultimate limit imposed by ρˆφ alone. Thus, the QCRB should be the CRB evaluated with
respect to the optimum measurement choice. Therefore, to derive the QCRB our task is to
maximise FC with respect to Eˆm.
The first step is to define the symmetric logarithmic derivative (SLD) which is useful
for dealing with the awkward “division” by the density matrix that we have introduced in
Eq. (3.67). The SLD is a Hermitian superoperator defined implicitly by the symmetrised
derivative7 of the density matrix,
∂φρˆφ =
1
2
(
ρˆφLˆ[ρˆφ] + Lˆ[ρˆφ]ρˆφ
)
. (3.68)
For readability, we drop the ρˆφ dependence, Lˆ = Lˆ[ρˆφ]. An explicit expression for Lˆ is given
in Eq. (3.83), but is not needed to derive the QCRB.
Making use of the SLD, the term in the numerator of FC(φ) can be re-written
Tr{Eˆm∂φρˆφ} = 1
2
〈
(
EˆmLˆ+ LˆEˆm
)
〉 (3.69)
= Re
(
Tr{EˆmLˆρˆφ}
)
, (3.70)
where the final line follows because Eˆm and Lˆ are Hermitian. Inserting this into the CFI
and noting that any complex number z obeys Re(z)2 ≤ |z|2, we obtain a bound on the CFI,
FC(φ) =
∑
m
[
Re
(
Tr{EˆmLˆρˆφ}
)]2
Tr{Eˆmρˆφ}
(3.71)
≤
∑
m
∣∣∣Tr{EˆmLˆρˆφ}∣∣∣2
Tr{Eˆmρˆφ}
(3.72)
=
∑
m
∣∣∣∣∣∣Tr

√
ρˆφ
√
Eˆm
√
EˆmLˆ
√
ρˆφ√
Tr{Eˆmρˆφ}

∣∣∣∣∣∣
2
. (3.73)
7It is called the logarithmic derivative because the CFI can be written in terms of the derivative of a
logarithm FC(φ) =
∑
m Pm(φ) (∂φ log[Pm(φ)])
2
.
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In the final line we have made use of the cyclic trace property. A further, measurement
independent bound can be obtained, again by applying the CS inequality [Eq. (3.54)], which
it is convenient to re-write as∣∣∣Tr{Bˆ†Aˆ}∣∣∣2 ≤ Tr{Bˆ†Bˆ}Tr{Aˆ†Aˆ} . (3.74)
Setting Bˆ† =
√
ρˆφ
√
Eˆm, Aˆ =
√
EˆmLˆ
√
ρˆφ and noting that Eˆm, Lˆ and ρˆφ are Hermitian,
FC(φ) ≤
∑
m
∣∣∣∣∣∣Tr

√
ρˆφ
√
Eˆm
√
EˆmLˆ
√
ρˆφ√
Tr{Eˆmρˆφ}

∣∣∣∣∣∣
2
(3.75)
≤
∑
m
Tr
{
EˆmLˆρˆφLˆ
}
(3.76)
= Tr
{∑
m
EˆmLˆρˆφLˆ
}
(3.77)
= Tr
{
ρˆφLˆ
2
}
= 〈Lˆ2〉ρˆφ
(
using
∑
m
Eˆm = 1
)
(3.78)
≡ FQ[ρˆφ]. (3.79)
where 〈...〉ρˆφ denotes the expectation value with respect to ρˆφ. The final line proves that
FQ[ρˆφ] is a measurement independent bound on the CFI, which is called the QFI. In other
words, the QFI is the CFI for the state ρˆφ assuming optimum measurements Eˆm, and
therefore represents the ultimate quantum noise limit for any given state. From
FC ≤ FQ, (3.80)
with the CRB [Eq. (3.59)] it directly follows that
∆φ ≥ 1√
FQ
, (3.81)
which is called the quantum Crame´r-Rao Bound. For excellent references on QFI and the
QCRB, the reader is referred to Refs. [101, 221–223].
If a particular measurement choice yields FC(φ) = FQ(φ), or more generally ∆φ
2 = 1/FQ,
then this measurement is said to saturate the QCRB, and is the optimal measurement for
the state ρˆφ. In Ref. [212] [Eq. (25)-(27) and surrounds] Caves and Braunstein show that
the QCRB is saturated when Eˆm are a set of projectors onto the basis that diagonalises the
SLD, which is guaranteed to exist for single-variate estimation. In general determining this
measurement requires the diagonalisation of ρˆφ [Eq. (3.83)] which can be challenging. As we
discuss in Chapter 5, Section 5.2.1, for any pure state |ψφ〉 = Uˆ † exp(−iGˆφ)Uˆ |ψ0〉 estimating
the probability of finding the system in its initial state Eˆ0 = |ψ0〉〈ψ0| and Eˆm>0 = 1−|ψ0〉〈ψ0|
saturates the QCRB with respect to Uˆ |ψ0〉 [224]. Additionally, for some states optimum
projectors Eˆm = |m〉〈m| can be determined via criteria we provide [Chapter 5, Section
5.2.2].
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The QCRB generalises the results of Sections 3.1.4-3.1.6, which hold only for a Mach-
Zehnder interferometer with a collective-spin measurement. Just as ξ < 1 is a sufficient
condition for sub-shot-noise limited metrology in these systems, the QCRB immediately im-
plies FQ > N is a sufficient condition for sub-shot-noise limited meteorology in any system
8,
up to the Heisenberg limit which bounds FQ ≤ N2. In analogy with the result that ξ < 1
implies a non-separable state [127], Ref. [2] shows that FQ > N is a sufficient condition
for non-separability, and is necessary and sufficient for sub-shot-noise quantum metrology.
In this sense, FQ > N is a stronger condition than ξ < 1; in principle states with ξ > 1
may have FQ > N , which means that (so long as optimal measurements can be found, see
for instance Chapter 5, Section 5.2) these states are still useful for sub-shot-noise limited
quantum metrology. In other words, many-body entanglement is necessary for FQ > N , and
is therefore the key resource that enables quantum-enhanced meteorology.
Finally, it can be useful to expand the QFI in the basis that diagonalises the density
matrix
ρˆφ =
∑
k
λk(φ)|kφ〉〈kφ|. (3.82)
In this basis the SLD can be defined explicitly9,
Lˆ = 2
∑
j,k
〈jφ|∂φρˆφ|kφ〉
λj(φ) + λk(φ)
|jφ〉〈kφ|. (3.83)
Here, and in all following expressions we implicitly neglect terms in the sum with λj(φ) +
λk(φ) = 0. This expansion can be used to show
FQ[ρˆφ] = 〈Lˆ2〉ρˆφ = 2
∑
j,k
2
λj(φ) + λk(φ)
|〈jφ|∂φρˆφ|kφ〉|2 . (3.84)
In principle, this is the end of the story. However there are many less general, but far
simpler expressions for the QFI which are commonly encountered in quantum metrology. We
will now explore the specific cases of mixed and pure states with both arbitrary parameter
dependence, and the commonly encountered situation whereby the parameter dependence
is generated by the unitary rotation Uˆφ = exp(−iGˆφ). The most general case, mixed states
with arbitrary parameter dependence, is the result presented here [Eq. (3.84)]. For clarity,
in the next few sections we introduce the notation FQ[ρˆ0, Gˆ] for the QFI of e
−iGˆφρˆ0eiGˆφ,
compared to FQ[ρˆφ] which denotes the QFI of the more general state ρˆφ.
3.3.2 QFI of ρˆφ = e
−iGˆφρˆ0eiGˆφ
The first specification we study is mixed states with parameter dependence generated by
the unitary rotation exp(−iGˆφ), such as a Mach-Zehnder or Ramsey interferometer (set
8Of course the precise definition of N may need clarification in systems where N is not well defined. See
for instance Section 3.4.2.
9To obtain this result simply calculate the matrix elements 〈j|∂φρˆφ|k〉 using Eq. (3.68), in the basis
defined by Eq. (3.82).
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Gˆ = Jˆy). The starting point is the expansion Eq. (3.84), which can be decomposed into the
contributions due to the eigenvalues and eigenstates [101], which both depend on φ,
FQ[ρˆφ] =
∑
k
[∂φλk(φ)]
2
λk(φ)
+ 2
∑
j,k
[λj(φ)− λk(φ)]2
λj(φ) + λk(φ)
|〈jφ| (∂φ|kφ〉)|2 . (3.85)
For any initially mixed, φ independent state
ρˆ0 =
∑
k
λk|k0〉〈k0|, (3.86)
under any unitary evolution Uˆφ the mixture is conserved, Uˆφρˆ0Uˆ
†
φ =
∑
k λkUˆφ|k0〉〈k0|Uˆ †φ, i.e.
the eigenvalues are stationary. Thus, the first term in the decomposition Eq. (3.85) vanishes.
Taking Uˆφ = exp(−iGˆφ) then |〈jφ| (∂φ|kφ〉) | = |〈j0|Uˆ †φ
(
−iGˆ
)
Uˆφ|k0〉| = |〈j0|Gˆ|k0〉|, and the
QFI reduces to
FQ[ρˆ0, Gˆ] = 2
∑
j,k
(λj − λk)2
λj + λk
∣∣∣〈j0|Gˆ|k0〉∣∣∣2 . (3.87)
which is φ independent.
3.3.3 QFI of Arbitrary Pure States
The QFI of pure state |ψφ〉 with arbitrary φ dependence is also derived starting from the
decomposition Eq. (3.85). We adopt the convention that the sum in the expansion Eq. (3.82)
starts from k = 1 which labels the pure state |ψφ〉〈ψφ|. The eigenvalues are therefore λ1 = 1
and λk>1 = 0. Clearly ∂φλk = 0, so once again the first term in Eq. (3.85) vanishes. The
second term simplifies significantly, as the fraction (λj − λk)2/(λj + λk) is always 1, 0 or
undefined (when λj + λk = 0). Expanding out the sum and keeping only terms that give a
non-zero denominator and numerator,
FQ[|ψφ〉] = 2
∑
j,k
(λj − λk)2
λj + λk
|〈jφ| (∂φ|kφ〉)|2 (3.88)
= 2
(∑
k>1
|〈ψφ| (∂φ|kφ〉)|2 + |〈kφ| (∂φ|ψφ〉)|2
)
. (3.89)
Any pure state must have unitary φ dependence, which implies |〈ψφ| (∂φ|kφ〉)| = |〈kφ| (∂φ|ψφ〉)|10.
Using this result, and introducing the notation
|ψ′φ〉 ≡ ∂φ|ψφ〉, (3.90)
10To prove this, write |kφ〉 = exp[iAˆ(φ)]|k0〉 where Aˆ(φ) is an arbitrary Hermitian operator. Because ∂φAˆ
is also Hermitian, and Aˆ, ∂φAˆ, exp[±iAˆ(φ)] all commute, the result follows.
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the QFI [Eq. (3.89)] becomes
FQ[|ψφ〉] = 4
∑
k>1
∣∣〈kφ|ψ′φ〉∣∣2 (3.91)
= 4〈ψ′φ|
(∑
k>1
|kφ〉〈kφ|
)
|ψ′φ〉 (3.92)
(3.93)
Finally, the completeness of {|kφ〉} implies
∑
k>1 |kφ〉〈kφ| = 1 − |ψφ〉〈ψφ|, and the QFI
becomes
FQ[|ψφ〉] = 4〈ψ′φ| (1− |ψφ〉〈ψφ|) |ψ′φ〉 (3.94)
= 4
(〈ψ′φ|ψ′φ〉 − |〈ψφ|ψ′φ〉|2) . (3.95)
3.3.4 QFI of |ψφ〉 = e−iGˆφ|ψ0〉
For pure states |ψφ〉 = e−iGˆφ|ψ0〉, the QFI simplifies even further. Substituting this state
into the general pure state QFI [Eq. (3.95)] gives
FQ[|ψ0〉, Gˆ] = 4
(
〈ψ0|Gˆ2|ψ0〉 − |〈ψ0|Gˆ|ψ0〉|2
)
(3.96)
= 4Var(Gˆ), (3.97)
which like the QFI of a mixed state under Uˆφ = e
−iGˆφ [Eq. (3.87)], is evaluated with respect
to the initial state |ψ0〉 and is therefore φ independent. Substituting FQ = 4Var(Gˆ) into the
QCRB recovers the bound set by the time-energy uncertainty principle Eq. (3.64). The QFI
[Eq. (3.87)] is bounded by the pure-state result [101, 221–223]
FQ[ρˆ0, Gˆ] ≤ 4Var(Gˆ)ρˆ0 , (3.98)
so although the bound Eq. (3.64) applies to mixed states, it is only a tight bound for pure
states.
Suppose that the maximum and minimum eigenstates of Gˆ are |max〉 and |min〉 with
eigenvalues gmax and gmin, respectively. The QFI FQ[|ψφ〉] is bounded by [101]
4Var(Gˆ) ≤ (gmax − gmin)2, (3.99)
which is saturated by an even superposition of extreme eigenstates
|ψopt〉 = 1√
2
(|max〉+ eiα|min〉) . (3.100)
where α is an arbitrary phase. Thus, in the absence of noise, for any unitary metrology
protocol Uˆφ = exp(−iGˆφ) Eq. (3.100) is the optimum state. This proves the statement that
spin-cat states saturate the Heisenberg limit in SU(2) interferometers [Section 3.1.6].
Table 3.1 summarises the many expressions for the QFI that have been derived in this
Section.
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pure mixed
Uˆφ = e
−iGˆφ 4Var(Gˆ)|ψ0〉 2
∑
j,k
(λj−λk)2
λj+λk
|〈j0|Gˆ|k0〉|2
arbitrary 4(〈ψ′φ|ψ′φ〉 − |〈ψ′φ|ψφ〉|2) 〈Lˆ2〉ρˆφ
Table 3.1: A summary of four different QFI expressions. Columns of the table correspond
to mixed and pure states, and the rows refer to the kind of parameter dependence. (top left)
FQ[|ψ0〉, Gˆ] of pure state with parameter dependence generated by exp(−iGˆφ). (top right)
FQ[ρˆ0, Gˆ] of mixed state with parameter dependence generated by exp(−iGˆφ). (bottom left)
FQ[|ψφ〉] of pure state with arbitrary parameter dependence. (bottom right) FQ[ρˆφ] of mixed
state with arbitrary parameter dependence.
3.3.5 Finding the Optimum SU(2) Generator
Consider an arbitrary state ρˆ0 =
∑
k λk|k0〉〈k0| with parameter dependence generated by the
unitary rotation Uˆφ = exp(−iGˆφ). Suppose the generator is an unspecified linear combina-
tion of the SU(2) collective spin operators [Eq. (3.8)], which can be written
Gˆ = n · J ≡ Jˆn, (3.101)
where J = (Jˆx, Jˆy, Jˆz) and n is a real unit vector specifying the rotation axis. Given a
particular ρˆ0 it is possible to determine the optimum axis by constructing the 3×3 collective
covariance matrix [101, 225],
Γ[ρˆ0]p,q = 2
∑
j,k
(λj − λk)2
λj + λk
〈j0|Jˆp|k0〉〈k0|Jˆq|j0〉 (3.102)
= 2〈JˆpJˆq + JˆqJˆp〉 − 4〈Jˆp〉〈Jˆq〉 (for pure states). (3.103)
where p, q = x, y, z. For a particular n the QFI [Eq. (3.84)] can be expressed in terms of Γ,
FQ[ρˆ0, Jˆn] = n
TΓ[ρˆ0]n. (3.104)
The QFI is maximised over all possible SU(2) generators Jˆn when n is the maximum eigen-
vector Γnmax = γmaxnmax [225],
Jˆopt = nmax · J. (3.105)
The collective covariance matrix is Hermitian, so its eigenvectors are orthogonal. With
Eq. (3.104) this implies that the QFI is the maximum eigenvalue of the collective covariance
matrix
FQ[ρˆ0, Jˆopt] = γmax. (3.106)
This definition of QFI is used in Chapter 7, where unequal scattering lengths in a two-
component Bose-Einstein condensate causes a linear rotation about Jˆz. Otherwise, the
optimum generator would need to be defined in this rotating reference frame.
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3.3.6 Quantum Fisher Information and the Bures Distance
At the end of Section 3.2.3 we defined a distance between probability distributions, called
the Hellinger distance [Eq. (3.60)], and showed that the CFI can be interpreted as the rate
at which the Hellinger distance increases. Here, we explore a similar interpretation of the
QFI in terms of a distance between quantum states. We define the distance between two
quantum states ρˆ(φ1) and ρˆ(φ2) as
d2B(φ1, φ2) = 1−F [ρˆφ1 , ρˆφ2 ], (3.107)
which is called the Bures distance, which like the Hellinger distance is 0 ≤ dB ≤ 1. We have
introduced the fidelity [226]
F [ρˆ, ρˆ′] = Tr
{√√
ρˆρˆ′
√
ρˆ
}
. (3.108)
The fidelity is analogous to the term
∑
m
√
Pm(0)Pm(φ) that appears in the Hellinger dis-
tance, and generalises the notion of an overlap to mixed states. Making use of ρˆ2 = ρˆ for
pure states, it is easy to verify that F [|ψ〉〈ψ|, |ψ′〉〈ψ′|] = |〈ψ|ψ′〉|.
Assuming the parameter is small |φ|  1, we expand the Hellinger distance between the
states ρˆ0 = ρˆ(0) and ρˆφ = ρˆ(φ) about φ = 0 to second order in φ
d2B(φ) = d
2
B(0) + φ
[
∂φd
2
B(φ)
]∣∣
φ=0
+
φ2
2
[
∂2φd
2
B(φ)
]∣∣
φ=0
+O(φ3). (3.109)
We have that d2B(0) = 0 because F [ρˆ0, ρˆ0] = 1. Making use of Tr {∂φρˆφ} = ∂φTr {ρˆφ} = 0,
the linear term is also zero. Writing ∂φρˆφ|φ=0 = ρˆ′0, the quadratic term is[
d2B(φ)
]∣∣
φ=0
= Tr
{
(ρˆ′0)
2
4ρˆ0
}
− Tr {ρˆ
′′
0}
2
. (3.110)
The second term is also zero because Tr
{
∂2φρˆφ
}
= ∂2φTr {ρˆφ} = 0. Inserting the SLD
[Eq. (3.68)] into the surviving term,[
d2B(φ)
]∣∣
φ=0
= Tr
{
(ρˆ′0)
2
4ρˆ0
}
(3.111)
=
1
16
Tr
{
(ρˆ0L[ρˆ0] + L[ρˆ0]ρˆ0)
2
ρˆ0
}
(3.112)
=
1
16
Tr {2L[ρˆ0] (ρˆ0L[ρˆ0] + L[ρˆ0]ρˆ0)} (3.113)
=
1
8
(
Tr {L[ρˆ0]ρˆ0L[ρˆ0]}+ Tr
{
L[ρˆ0]
2ρˆ0
})
(3.114)
=
1
4
Tr
{
ρˆ0L[ρˆ0]
2
}
=
1
4
FQ[ρˆ0]. (3.115)
To second order in φ, the Bures distance is
d2B(φ) = FQ[ρˆ0]
φ2
8
+O(φ3), (3.116)
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which is analogous to the expression for the Hellinger distance in terms of the CFI [Eq. (3.62)].
Just as the CFI can be interpreted as the “rate” at which two probability distributions
become distinguishable, we see that the QFI can also be interpreted as “rate” at which two
quantum states become distinguishable.
3.3.7 Summary of Quantum Noise Limits
For a particular quantum state ρˆφ which will be measured to estimate φ, the various quantum
noise limits we have discussed are summarised below.
• In the most naive protocol, φ is estimated by measuring an observable Sˆ, called a signal,
and constructing interference fringes 〈Sˆ(φ)〉. The precision of the estimate is bounded
by the single-variate error propagation formula ∆φ2(φ) = Var[Sˆ(φ)]/〈∂φSˆ(φ)〉2 [Section
3.1.3]. Choosing Sˆ = Jˆz in a Mach-Zehnder or Ramsey interferometer leads to the spin-
squeezing parameter [Section 3.1.5].
• Rather than estimating φ from 〈Sˆ(φ)〉, more generally one could construct the proba-
bility distribution Pm(φ) = Tr{Eˆmρˆφ} [Section 3.2]. A probabilty distribution cannot
produce an estimate more precise than the Crame´r-Rao bound, ∆φ2 ≥ 1/FC(φ) where
FC is the classical Fisher information [Eq. (3.57)]. For instance, choosing Eˆm = |m〉〈m|
is equivalent to constructing the probability distribution in the eigenbasis of the observ-
able Sˆ =
∑
m sm|m〉〈m|, which contains at least as much information as the mean of
Sˆ. In this case, the error propagation formula is bounded by the classical Fisher infor-
mation ∆φ2(φ) = Var[Sˆ(φ)]/〈∂φSˆ(φ)〉2 ≥ 1/FC(φ). Introducing the Hellinger distance
[Eq. (3.60)] between two probability distributions, the classical Fisher information can
be interpreted as the “rate” at which the distributions become distinguishable as φ is
varied [Eq. (3.62)]. However, the classical Fisher information contains no information
about optimality. The only way to know if a particular measurement yields the best
possible sensitivity for the state ρˆφ, is to check if FC = FQ.
• Section 3.3 explores the ultimate precision limit imposed by the state ρˆφ, called the
quantum Crame´r-Rao bound ∆φ2(φ) ≥ 1/FQ(φ) where FQ is the quantum Fisher in-
formation [Table 3.1]. The quantum Fisher information is simply the classical Fisher
information optimised over Eˆm, which implies FC(φ) ≤ FQ(φ). Introducing the Bures
distance [Eq. (3.107)] between two quantum states, the quantum Fisher information
can be interpreted as the “rate” at which the states become distinguishable as φ is
varied [Eq. (3.116)]. However, the quantum Fisher information contains no informa-
tion about what measurements are optimal. To find optimal measurements Eˆm for a
state ρˆφ, one must check if FC = FQ. Thus, both the classical and quantum Fisher
information play an important, and complementary role in quantum metrology.
3.4 Useful States for Quantum Metrology
In this Section we discuss the metrological usefulness of several common pure states with
respect to a unitary rotation |ψφ〉 = exp(−iGˆφ)|ψ0〉, such as Gˆ = Jˆy for a Mach-Zehnder
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interferometer. This discussion is far from exhaustive, but covers many states that are
commonly encountered in quantum metrology experiments and throughout this thesis. As
in the previous section we use the notation FQ
[
|ψ0〉, Gˆ
]
= 4Var(Gˆ)|ψ0〉. Writing the generator
Gˆ = Jˆopt, implies the QFI is the maximum eigenvalue of the collective covariance matrix
Eq. (3.103).
A signal Sˆ is any observable that exhibits interference fringes 〈Sˆ(φ)〉 [as in Figure 3.2]
which are used to construct an estimate of φ, a related but slightly different concept to an
unbiased estimator which returns an estimate directly via 〈φˆ〉 = φ. An optimum signal is
denoted Sˆopt, which is optimum in the sense that
∆φ2 =
Var[Sˆopt(φ)]
〈∂φSˆopt(φ)〉2
∣∣∣∣∣
φ=φopt
=
1
FQ
, (3.117)
i.e. for a particular φ = φopt the sensitivity saturates the QCRB.
3.4.1 SU(2) States
Coherent-Spin States Revisited
Coherent-spin states |α(θ, ϕ)〉 are defined by Eq. (3.18)-(3.21). By construction these states
are separable, and as such they cannot have FQ > N , which means they cannot be used for
sub-shot-noise limited metrology [1, 2]. The QFI is
FQ
[
|α(θ, ϕ)〉, Jˆy
]
= N
(
1− sin2(θ) sin2(ϕ)) , (3.118)
To saturate the shot-noise limit, the CSS must lie on the equator of the Bloch-sphere θ = pi/2
in the plane perpendicular to the rotation axis ϕ = pi/211. The signal Sˆopt that saturates
the QCRB is a simple collective spin measurement
Sˆopt = Jˆz. (3.119)
Dicke States
We have seen that CSSs, which are the extreme eigenstates of a collective spin operator,
are shot-noise limited. However, intermediate collective-spin eigenstates are also of interest,
and generally exhibit metrologically-useful entanglement. Dicke states |N − n, n〉 ≡ |m〉
are eigenstates of the collective spin operator Jˆz, and are labelled by their eigenvalue m =
N/2−n, which is half the population difference. In an ensemble of N = 2J two-level atoms,
the eigenvalues are bounded −J ≤ m ≤ J . The spin-squeezing parameter [Eq. (3.42)] for a
Dicke state is
ξ2 =
J(J + J2 −m2)
m2
≥ 1, (3.120)
11To take the extreme case, a Jˆy eigenstate (ϕ = pi/2) is completely insensitive to a rotation about Jˆy.
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which is saturated for the extreme (CSS) Dicke states m = ±J . However, their QFI is
FQ
[
|m〉, Jˆy
]
= 2J (J + 1)− 2m2 ≥ N. (3.121)
Dicke states are thus an example of an entangled non-Gaussian state; although they are
not spin squeezed, for |m| < J Dicke states are non-separable and capable of sub-shot-noise
limited quantum metrology in a Mach-Zehnder or Ramsey interferometer.
Clearly the QFI Eq. (3.121) is maximised when m = 0. The Dicke state with zero
population difference is called the symmetric Dicke state, or the twin-Fock state |N/2, N/2〉 ≡
|TFS〉. When J  1 its QFI is half the Heisenberg limit,
FQ
[
|TFS〉, Jˆy
]
≈ N
2
2
. (3.122)
The signal that saturates the QCRB with respect to a TFS is
SˆTFSopt = Jˆ
2
z . (3.123)
The first experimental demonstration of a Dicke state was the creation of a W -state in
8 trapped ions [227]. A W -state is a Dicke state with m = ±(J − 1). W -states have since
been realised in optical systems of 6 photons [228, 229], and small samples of ultra-cold
atoms [152]. More useful for quantum enhanced meteorology is the TFS, which has been
generated in 104 ultra-cold atoms via spin-changing collisions [144], and by adiabatically
moving through a quantum phase transition [146]. Spin-112 Dicke states have also been
created in ultra-cold atoms. Ref. [151] reports a spin-1 W -state in 3000 cold atoms heralded
by a single photon, and Ref. [147] a symmetric, spin-1 Dicke state of more than 104 by
adiabatically driving through a quantum phase transition.
Spin-Squeezed States and One-Axis Twisting
A spin-squeezed state |SS〉 is any state with ξ < 1, where ξ2 = NVar(Jˆz)/〈Jˆx〉2 is the
spin-squeezing parameter [Eq. (3.42)]. The uncertainty relation Var(Jˆz)Var(Jˆy) ≤ 〈Jˆx〉2/4
implies that spin squeezing is always sub-optimal,
∆φ =
ξ√
N
>
1√
FQ
. (3.124)
However,
FQ
[
|SS〉, Jˆopt
]
≈ N
ξ2
(3.125)
works well when the state is Gaussian [Figure 3.4 (d)]. In other words, in Gaussian spin-
squeezed states the QCRB is approximately saturated with respect to a collective spin mea-
surement.
12A spin-1 Dicke state is an eigenstate of the collective Lz operator in an ensemble of N three-level atoms.
The results discussed here are only applicable to spin-1/2 Dicke states.
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Figure 3.4: For N = 100 atoms, (top) SU(2) Q-functions demonstrating one-axis twisting of
the coherent-spin state |α(pi/2, 0)〉. (a) The initial state is subjected to a non-linear rotation about
Jz, which results in an effective “twisting” about one axis. At some later time the state is sheared
(b), and following a Jx rotation is spin squeezed along Jˆz. (d) Comparison of the spin-squeezing
phase sensitivity to the QCRB under OAT, which agree well so long as t ≤ tsq (vertical black line),
after which the state is non-Gaussian (over-squeezed). (e) QFI under OAT, TNT (with Ω = χN/2)
and TAT.
Spin-squeezed states are created starting from an easy-to-prepare separable state (such
as a CSS), and then subjecting the state to a period of non-linear evolution. Spin-squeezed
states were originally proposed in Ref. [104], where the authors presented two non-linear
interactions which generate spin-squeezed states from some CSSs. The first is the ubiquitous
one-axis twisting (OAT) interaction,
HˆOAT = ~χJˆ2z . (3.126)
An OAT interaction arises naturally in a two-component BEC [127] (which we show in
Chapter 7 Section 7.2.1), and can also be engineered in trapped ions [106, 230, 231]. For this
reason OAT is widely used in spin-squeezing experiments [101], and has been demonstrated
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in many systems, such as trapped ions [107, 108], atomic Bose-Einstein condensates [128–133]
and thermal atoms in optical cavities [120–123]. A closely related scheme is “twist-and-turn”
(TNT) squeezing, HˆTNT = ~χJˆ2z +ΩJˆx, which combines OAT with a linear rotation [134, 148]
and can produce spin-squeezing more rapidly than OAT alone. The other scheme proposed
in Ref. [104] is called two-axis counter-twisting (TAT) HˆTAT = −i~χ(Jˆ2+ − Jˆ2−)/2, and can
generate spin-squeezing more quickly than OAT and TNT [Figure 3.4 (e)]. Although there
is no known physical mechanism that generates TAT squeezing, many schemes exist that
approximate it [232–237]. Because of its wide use in experiments, henceforth we focus on
OAT.
Figure 3.4 (a-c) illustrates spin-squeezing under OAT. The OAT Hamiltonian [Eq. (3.126)]
generates a non-linear rotation of each Jˆz component, resulting in a shearing of the initial
CSS. The state has essentially been “twisted” about the Jz axis, hence the name. If the
initial state is an extreme Jˆx eigenstate, OAT produces squeezing along the axis [Figure 3.4
(c)],
Jˆsq = Jˆz cos[ν(N,χt)] + Jˆy sin[ν(N,χt)]. (3.127)
Exact analytic results for OAT are available [see Ref. [104] Eq. (1)-(5)], for instance the
squeezing angle is
ν(N,χt) = −1
2
arctan
[
4 sin(χt) cos(χt)N−2
1− cos(2χt)N−2
]
(3.128)
≈ − 1
Nχt
. (3.129)
The approximation in the second line is valid for large N . In this regime, the state is
Gaussian so long as the twisting time is less than [238]
χtsq ≈ 24
1/6
21/3N2/3
. (3.130)
This time is the turning point in ξ(χt) [Figure 3.4 (d)] at which point the state is optimally
squeezed, reaching a maximum sensitivity
∆φsq ≈ (4/3)1/6N−5/6. (3.131)
This is the sensitivity of a Jˆz measurement at the output of a Mach-Zehnder interferometer,
not the QCRB. Beyond tsq the state is over-squeezed, and is in the entangled non-Gaussian
regime (ENGS), which as we explore in the next sub-section eventually reaches the Heisen-
berg limit, despite the fact that ξ > 1.
Spin-Cat States
A spin-cat state |SC〉 is an equal superposition of opposite coherent-spin states. Quantita-
tively, if |max(min)〉 are the maximum (minimum) eigenstates of Jˆθ,ϕ [Eq. (3.24)] then
|SC〉 = 1√
2
(|max〉+ eiα|min〉) , (3.132)
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is a spin-cat state, with arbitrary relative phase α. Spin-cat states are also known as N00N
states (when Jˆθ,ϕ = Jˆz). In Section 3.1.6 we showed that the ultimate limit for any SU(2)
state is the Heisenberg limit ∆φHL = 1/N . In Section 3.3 we found that for any pure state
|ψφ〉 = exp(−iGˆφ)|ψ0〉, the maximum QFI is attained by a superposition of maximum and
minimum Gˆ eigenstates [Eq. (3.100)]. With respect to the generator Gˆ = Jˆθ,ϕ the optimum
state is a spin-cat state. Indeed it is easy to directly verify that
FQ
[
|SC〉, Jˆθ,ϕ
]
= N2, (3.133)
which is the HL, implying that spin-cat states are maximally entangled. Spin-cat states are
Heisenberg limited with respect to a parity measurement,
Sˆopt = (−1)Jˆz = eipiJˆz =
∑
m
(−1)m|m〉〈m|. (3.134)
Because they achieve the ultimate SU(2) precision limit, we study spin-cat states extensively
throughout this thesis [Chapter 5, Chapter 6 and Chapter 7].
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Figure 3.5: N = 100 coherent-spin |α(pi/2, pi/2)〉 state under OAT. (a)-(c) Q-function demon-
strating the creation of a spin-cat state under OAT. (d) QFI as a function of evolution time.
Beyond the Gaussian regime (t < tsq) the state has large QFI, eventually producing a spin-cat
state at χt = pi/2 with FQ = N
2.
One way that spin-cat states can be produced is with OAT, which was first pointed out
in the context of trapped ions [106]. Figure 3.5 explores a maximal Jˆy eigenstate evolving
under the HˆOAT = ~χJˆ2z Hamiltonian. Figure 3.5 (a) shows SU(2) Q-function at the optimum
spin-squeezing time χtsq [for a comparison, χtsq is marked in Figure 3.4 (d)]. Beyond this
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time the state is non-Gaussian, however the QFI continues to grow and quickly reaches
FQ ≈ N2/2 [for instance Figure 3.5 (b) is highly non-Gaussian, and resembles a twin-Fock
state]. Eventually, at χt = pi/2 the state becomes a spin-cat state [Figure 3.5 (c)].
We will now show that OAT leads to the creation of a spin-cat state, for even N . Starting
from any CSS, evolution under OAT for time χt = pi/2 gives
e−iJˆ
2
zpi/2|α(pi/2, ϕ)〉 =
N∑
n=0
CNn (θ)e
−im2pi/2e−i(J+m)ϕ|N − n, n〉, (3.135)
where m = N/2 − n is half the population difference, and CNn (θ) is the θ-dependent factor
of the coefficients in the Jˆz eigenbasis [Eq. (3.20)]. If N is even, then J = N/2 is an integer,
and −J ≤ m ≤ J are also integers. Observing that for any integer J , and even [odd] integers
m
e−im
2pi/2 = 1[−i] = e
−ipi/4
√
2
(
1 + i(−1)Je±i(J+m)pi) . (3.136)
The state can therefore be re-written
e−iJˆ
2
zpi/2|α(θ, ϕ)〉 = e
−ipi/4
√
2
N∑
n=0
CNn (θ)
(
1 + i(−1)Je±i(J+m)pi) e−i(J+m)ϕ|N − n, n〉 (3.137)
=
e−ipi/4√
2
( N∑
n=0
CNn (θ)e
−i(J+m)ϕ|N − n, n〉+ (3.138)
+ i(−1)J
N∑
n=0
CNn (θ)e
−i(J+m)(ϕ±pi)|N − n, n〉
)
(3.139)
=
e−ipi/4√
2
(|α(θ, ϕ)〉+ i(−1)J |α(θ, ϕ± pi)〉) , (3.140)
which is a superposition of CSSs with opposite ϕ. This state has QFI FQ
[
e−iJˆ
2
zpi/2|α(θ, ϕ)〉, Jˆopt
]
=
N2 sin2(θ) + N cos2(θ) which is maximised at θ = pi/2 with FQ = N
2, which up to a global
phase is precisely a spin-cat state on the equator of the Bloch sphere. The optimum gener-
ator at θ = pi/2 is Jˆopt = Jˆx cos(ϕ) + Jˆy sin(ϕ). When N is odd (and J is a half integer), a
similar result holds but an additional Jˆz rotation is required [181] and we have instead
|SC〉 = e−iζJˆzpi/2e−iJˆ2zpi/2|α(pi/2, ϕ)〉, (3.141)
where ζ = 0[1] ifN is even [odd]. Although χt = pi/2 is outside the scope of current cold-atom
experiments, spin-cat states have been created in other systems, such as in small ensembles
of trapped ions [180–182] superconducting flux qubits [176], photons [177, 239], nuclear spins
[178], angular momentum states of single Rydberg atom [179]. Generating spin-cat states in
larger ensembles remains a significant challenge, primarily because decoherence times scale
with N2 in spin-cat states [166, 240]. However, χtcat = pi/2 remains constant which means
the QFI in states with large N decays much faster than tcat. This problem is also observed
in Chapter 6, where we find QFI decay rates proportional N2.
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3.4.2 Non-SU(2) States
Non-SU(2) states are primarily relevant to optical systems, which unlike atoms, can have
uncertain total number. Some of these states are studied in Chapter 6, where we explore
the entanglement between different atomic and optical states that may arise in an atom
interferometer. Coherent states also form the basis of quantum phase space representations,
which are explored in Appendix A. However some non-SU(2) states can be approximated
in atomic systems, for instance under the undepleted pump approximation spin-changing
collisions can result in an effective two-mode squeezed vacuum state, which we use in Chapter
4.
Glauber Coherent States
Glauber coherent states (or simply coherent states) are a good approximation to bright laser
light. Laser light is commonly used in ultra-cold atomic experiments to drive transitions
between atomic energy levels, and is also invaluable in its own right for use in optical in-
terferometers. As bright laser light has reasonably well defined amplitude and phase, the
quantum state that best describes laser light should be a minimum uncertainty state, with
equal amplitude and phase noise. The quantum state with these noise properties is the
bosonic vacuum state, which has amplitude and phase quadrature noise
Var(Xˆ) = Var(Yˆ ) =
1
4
, (3.142)
which saturates the uncertainty principle Var(Xˆ)Var(Yˆ ) = 1/16. However, the vacuum
state has 0 mean photon number 〈0|aˆ†aˆ|0〉 = 0, thus it describes a rather boring laser. The
tactic for populating the field while preserving the vacuum noise properties is to coherently
“displace” the vacuum in phase space13 by the coherent amplitude α = X+iY (X and Y are
the continuous eigenvalues of Xˆ and Yˆ ). To do this we introduce the unitary displacement
operator
Dˆ(α) = eαaˆ
†−α∗aˆ. (3.143)
A coherent state is simply a displaced vacuum state state, and is denoted |α〉 [241, 242]
where
|α〉 = Dˆ(α)|0〉 (3.144)
= e−|α|
2/2
∞∑
n=0
αn√
n!
|n〉, (3.145)
where the final line is the expansion of |α〉 in the single-mode Fock basis. A comparison
between the vacuum state and a coherent state displaced along the X axis is shown in Figure
3.6 (a), the noise properties of the vacuum state are preserved but the mean occupation is
increased.
13For a discussion of quantum phase space, refer to Appendix A
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From this expansion it is straightforward to show that coherent states are eigenstates of
the annihilation operator
aˆ|α〉 = α|α〉 (3.146)
〈α|aˆ† = α∗〈α|. (3.147)
As eigenstates of a non-Hermitian operator, coherent states do not form a complete, or-
thonormal basis. If the states are normalised 〈α|α〉 = 1 then they are over-complete in the
sense that
∫
dαdα∗|α〉〈α| = pi and non-orthogonal with 〈β|α〉 = exp[−(|β|2 + |α|2−2β∗α)/2].
The eigenvalue relations provide the physical interpretation of the coherent amplitude α.
The mean photon number is
〈α|aˆ†aˆ|α〉 = |α|2 ≡ N(α), (3.148)
i.e. the magnitude of α is the mean photon number. The real and imaginary parts of α are
simply the expectation values of Xˆ and Yˆ ,
〈α|Xˆ|α〉 = 1
2
(α + α∗) = Re(α) (3.149)
〈α|Yˆ |α〉 = − i
2
(α− α∗) = Im(α). (3.150)
The phase of α is the global phase of the EM field, which is typically difficult to measure
and of little physical consequence [243]. The number is not well defined,
Var(aˆ†aˆ) = N(α). (3.151)
It is perhaps unsurprising then that coherent states are a Poissonian distribution of number
states, Pn = |〈n|α〉|2 = exp(−n)nn/n!. Laser light is also known for its coherence properties.
In Glauber’s theory of quantum coherence a quantum field is coherent to nth order if the cor-
relation function factorises [244]. It follows from the coherent state eigenvalue relations that
〈α|(aˆ†)naˆn|α〉 = (〈α|aˆ†aˆ|α〉)n, i.e. coherent states display quantum coherence to arbitrary
order.
In terms of metrology, consider a Mach-Zehnder interferometer with a coherent state in
one input port, and vacuum in the other. The QFI is
FQ
[
|α〉 ⊗ |0〉, Jˆy
]
= N(α), (3.152)
i.e. coherent states are shot-noise limited with respect to the mean number of particles in
the state. In this way, coherent states are the non-SU(2) analogue to CSSs. The QCRB is
saturated with respect to a simple population difference measurement,
Sˆopt = Jˆz. (3.153)
Squeezed States
Coherent states are minimum uncertainty states with equal amplitude and phase noise. A
squeezed state is another kind of minimum uncertainty state where the quantum noise in Xˆ
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and Yˆ is not equal. The term “squeezed states” originates from early studies of quantum
noise in optical gravitational wave detectors [13, 245]. The squeezing operator Eq. (3.154)
closely resembles the displacement operator, but it is quadratic in aˆ, aˆ†. For this reason
squeezed-states are also known as “two-photon coherent states ” [246].
The unitary squeezing operator is
Sˆ(r) = e
[
r∗aˆ2−r(aˆ†)2
]
/2
, (3.154)
where r is the (generally complex) squeezing parameter. The squeezed state |r, α〉 is typically
obtained by first “squeezing” the vacuum, then coherently displacing,
|r, α〉 = Dˆ(α)Sˆ(r)|0〉. (3.155)
The state |r, α〉 is sometimes called a squeezed-coherent state, and when α = 0 it is called
a squeezed-vacuum state. Just like coherent states, squeezed states form an overcomplete
non-orthogonal basis. The reason for the name becomes clear when looking at the amplitude
and phase noise of this state, which is illustrated in Figure 3.6. If the squeezing is restricted
Figure 3.6: Phasor diagrams illustrating noise properties of quantum optical states, red dashed
ellipses represent contours of a phase space distribution [see Appendix A]. (a) Vacuum state and
coherent state (with real α =
√
N), and (b) amplitude squeezed vacuum state and phase squeezed
coherent state. Both coherent and squeezed states are minimum uncertainty states, but (for real
r) squeezed states appear to have been “squeezed” along one axis.
to X and Y axes only one can take r to be real, and in this case the Xˆ, Yˆ uncertainties are
Var(Xˆ) =
e−2r
4
(3.156)
Var(Yˆ ) =
e2r
4
. (3.157)
When r > 0 the uncertainty in Xˆ is reduced, at the expense of increasing the uncertainty
in Yˆ , the state is said to be amplitude squeezed. When r < 0 the converse is true, and the
state is phase squeezed. The mean photon number of a squeezed state is
〈r, α|aˆ†aˆ|r, α〉 = |α|2 + sinh2(r) ≡ N(α, r), (3.158)
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i.e. there is a contribution sinh2(r) from the squeezed vacuum, and as such one can no longer
interpret the magnitude of the coherent amplitude as the mean photon number, however in
typical squeezed states the squeezed vacuum contribution is small compared to the coherent
amplitude |α|2  sinh2(r), unless the state is a squeezed vacuum state [Figure 3.6(b)].
Consider a Mach-Zehnder interferometer with a coherent state in one port, and squeezed
vacuum injected into the other |α〉 ⊗ |0, r〉. For simplicity, we take α and r to be real. The
QFI is s
FQ
[
|α〉 ⊗ |0, r〉, Jˆy
]
= α2e2r + sinh2(r) ≥ N(α, r > 0) (3.159)
≈ α2e2r (when α r). (3.160)
When r > 0, the sensitivity is enhanced compared to a coherent state with vacuum [with
FQ = α
2 = N(α), Eq. (3.152)], which is essentially the scheme proposed by Caves in Ref. [13]
for sub-shot-noise limited optical gravitational wave detectors14. For any two-mode inter-
ferometer with the constraint that one input port is a coherent state, Ref. [247] proves the
optimum choice for the second port is squeezed vacuum. For a Mach-Zehnder interferometer
the QCRB is saturated with respect to a population difference measurement,
Sˆopt = Jˆz. (3.161)
Optical squeezed states are typically generated using a non-linear media, such as optical
parametric oscillators (OPOs). OPOs are a χ(2) non-linear media at optical frequencies,
which create degenerate pairs of photons from a single photon bright “pump” mode in a
process called degenerate parametric down conversion. The Hamiltonian that governs this
process is
HˆOPO = ~g
(
cˆaˆ†aˆ† + h.c.
)
. (3.162)
If the pump field cˆ is a bright coherent state the undepleted pump approximation is often
valid, which replaces cˆ with the coherent amplitude γ. The resultant unitary time-evolution
operator is precisely the squeezing operator Eq. (3.154) with r = 2γgt.
Some non-linear Hamiltonians [such as Eq. (2.32)] resembles the effect of a χ(3) non-
linearity, called the Kerr effect, which can also be used to produce squeezing, although Kerr
squeezing is not described by Eq. (3.154). In Appendix A, Section A.3.2 we explore Kerr
dynamics. The mean and variance of Xˆ, Yˆ are shown in Figure A.1. For an excellent review
on squeezed states the reader is referred to [248, 249].
Two-Mode Squeezed Vacuum
The two-mode squeezed vacuum state (TMSVS) is similar to squeezed vacuum [Eq. (3.154)],
with the difference that TMSVSs are obtained from non-degenerate parametric down con-
version (again working in the undepleted pump regime)
HˆOPO = ~g
(
γaˆ†bˆ† + h.c.
)
. (3.163)
14Although these devices are not Mach-Zehnder interferometers. See Chapter 1, Figure 1.1 and surrounds
for a discussion of these interferometers.
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where γ is the coherent amplitude of the pump field. When two pump particles are converted
into a correlated pair, the process is called four-wave mixing. With r = gγt the TMSVS is
defined
|r〉 = eraˆbˆ+r∗aˆ†bˆ†|0, 0〉, (3.164)
which has mean photon number
〈r|Nˆ |r〉 = 2 sinh2(r) ≡ N(r). (3.165)
Because an OPO produces particles in pairs, the TMSVS has well-defined population differ-
ence Var(Jˆz) = 0 but large fluctuations in the total number Var(Nˆ) = N(r) (N(r) + 2). Its
QFI is
FQ
[
|r〉, Jˆy
]
= sinh2(2r) (3.166)
= N(r) (N(r) + 2) , (3.167)
with optimal measurement
Sˆopt = Jˆ
2
z . (3.168)
TMSVSs are interesting because they appear to (slightly) violate the Heisenberg limit, FQ =
N(r)2. However, the derivation of the Heisenberg limit presented in Section 3.1.6 only holds
for SU(2) states, in which the total number N can be interpreted as twice the maximum
eigenvalue of a collective spin operator. In non-SU(2) states (such as the TMSVS) quantum
noise limits involving N should be applied with caution. Although limits often hold with
respect to the mean particle number (such as |α〉 ⊗ |0〉 which is shot-noise-limited with
respect to N = |α|2), as we see here this is not always true. Ultimately, the QCRB makes
no assumptions about N , and should always be taken as the true quantum noise limit for a
particular state (so long as an experiment is operating in the asymptotic regime).
TMSVSs can been created in atomic systems using spin-changing collisions [136–138], by
out-coupling small numbers of correlated particle pairs from a large, “pump” condensate. In
Chapter 4, Section 4.3.1 we present the full multi-mode Hamiltonian of a spin-1 condensate
in a one dimensional, ring-trap geometry. The interaction energy contains a spin changing
term, and under the undepleted pump approximation we show that this is equivalent to
the non-degenerate OPO Hamiltonian Eq. (3.163). For a more general treatment of spinor
condensates, the reader is referred to Ref. [201] [Chapter 12, Section 2] or Ref. [135].
Although spin changing collisions have been demonstrated in several experiments, none of
these experiments demonstrated quantum noise at the Heisenberg limit, due to technical
noise sources [137] and a sub-optimal measurement [136]. Ref. [138] uses the non-degenerate
OPO Hamiltonian to generate spin-nematic squeezing, which is not discussed here. The
results in Chapter 4 are also not Heisenberg limited, as we introduce a coherent seed to
enhance the total number of atoms available for measurement. It has also been suggested
that a TMSVS could be realised in atomic systems via molecular dissociation [250] or four-
wave mixing [251–253]
Fock States
We have already seen that Dicke states can provide sub-shot-noise limited quantum metrol-
ogy in a Mach-Zehnder interferometer [Eq. (3.121)]. However, Dicke states are a subset of
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a more general class of sub-shot-noise limited, two-mode states. For a Mach-Zehnder inter-
ferometer with a single-mode Fock state in one port |n〉, and any state ρˆ in the other, the
QFI is [254, 255]
FQ
[
ρˆ⊗ |n〉〈n|, Jˆy
]
= n+ (2n+ 1)FQ
[
ρˆ⊗ |0〉〈0|, Jˆy
]
. (3.169)
Essentially, injecting a Fock state of n particles into the unused port of a Mach-Zehnder
interferometer boosts the QFI by a factor of 2n+ 1 over the vacuum result. Notice that we
can recover some results already presented. Perhaps the simplest case is |0〉⊗ |n〉, which the
extreme Dicke state (also a CSS) and is shot-noise limited FQ = n = 〈Nˆ〉. The twin-Fock
state |n〉 ⊗ |n〉 is approximately half the Heisenberg limit FQ = 2n(n + 1) ≈ 〈Nˆ〉2/2. The
use of even a single-particle Fock state can also be used to boost the sensitivity of a coherent
state to three-times beyond the shot-noise-limit, FQ
[
|α〉 ⊗ |1〉, Jˆy
]
≈ 3|α|2.
The optimal measurement is [254–256]
Sˆopt = Jˆz − 1
2
(
Nˆ − 2n
)
(3.170)
= n− 1
2
bˆ†bˆ, (3.171)
i.e. it is possible to saturate the QCRB by measuring only one output. Generally, construct-
ing the full probability distribution in the eigenbasis of Sˆopt will always saturate the QCRB,
although particular moments will often suffice. For |0〉⊗|n〉 or |α〉⊗|n〉 an Sˆopt measurement
saturates the QCRB, and Sˆ2opt for a TFS |n〉 ⊗ |n〉.
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4
A Spin-1 Condensate as a Quantum Enhanced
Rotation Sensor
In this Chapter we propose a spin-squeezed rotation sensor utilising the Sagnac effect in a
spin-1 Bose-Einstein condensate in a ring trap. The two input states for the interferometer
are seeded using Raman pulses with Laguerre-Gauss beams and are amplified by the bosonic
enhancement of spin-exchange collisions, resulting in spin-squeezing and potential quantum
enhancement in the interferometry. The ring geometry has an advantage over separated
beam path atomic rotation sensors due to the uniform condensate density. We model the
interferometer both analytically and numerically for realistic experimental parameters and
find that significant quantum enhancement is possible, but this enhancement is partially
degraded when working in a regime with strong atomic interactions.
4.1 Introduction
As discussed in Chapter 1, Section 1.2 inertial sensing is one of the most promising applica-
tions for atom interferometers. In these devices, two atomic wave packets traverse separate
spatial paths, which evolve a relative phase dependent on some inertial effect. Chapter 3
explores quantum noise limits in atom interferometers, and finds the minimum phase uncer-
tainty that can be achieved with an atom interferometer using uncorrelated sources is the
standard quantum limit (SQL), ∆φ = 1/
√
Nt where Nt is the total number of atoms used in
the experiment [98–100]. Because of this limitation, it is desirable to devise schemes that are
able to boost phase sensitivity without requiring more atoms. The performance of atom in-
terferometers can potentially be enhanced beyond the SQL using quantum-correlated atomic
sources [1, 2, 127], such as spin-squeezed states [103, 104] [for more information the reader
is referred to Chapter 3, Section 3.1.5]. Spin changing collisions in spinor Bose-Einstein
condensates (BECs) produce metrologically useful quantum correlations [257–259], as has
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recently been experimentally demonstrated [136–141, 144]. In this Chapter we explore the
use of spin changing collisions in a spin-1 BEC for quantum enhanced rotation sensing.
A significant obstacle to performing spin-squeezed separated beam path interferometry
with a BEC is mode-matching: in order to observe the high-contrast interference fringes
required for sub-SQL interferometry, the two wave-packets to be interfered must have sim-
ilar spatial density and phase profiles. Typically in a separated beam path interferometer,
two atomic matter-wave packets begin as identical copies, which then traverse separate
spatial trajectories before being recombined. Atomic interactions perturb the phase-profile
of each wave-packet as they separate and evolve independently. Upon recombination the
wave-packets will no longer overlap perfectly, which leads to reduced fringe visibility and
acts essentially as signal loss, to which quantum-enhanced interferometry is highly sensitive.
Additionally, phase diffusion due to the nonlinear nature of the atomic interactions is sig-
nificantly increased while the clouds are not overlapped [129], which limits the maximum
interrogation time of the device.
Some of these difficulties can be addressed by utilising a BEC in a toroidal trap. This
geometry results in a BEC with uniform density about the ring, which eliminates any per-
turbations to the phase-profile caused by wave-packet separation, and minimises the ef-
fect of phase-diffusion caused by path separation. For this reason, BECs in toroidal traps
have attracted significant theoretical interest, as candidates for both classical [260–263] and
quantum-enhanced rotation sensors [264–270]. Another proposal exploits Fermi statistics to
generate correlations [271].
Although a spin-squeezed gyroscope has yet to be demonstrated, high-precision (but clas-
sical) gyroscopes that utilise the Sagnac effect have been realised. These are separated beam
path interferometers whereby a rotation produces a Sagnac phase shift between the sepa-
rated wave-packets [33, 46–53]. More recently it has also been demonstrated that a single
component BEC in a ring trap can also measure rotations by exciting counter-propagating
acoustic waves [272]. In this paper, we investigate a rotation sensor based on a BEC uni-
formly filling a ring trap, and investigate how spin-exchange collisions can be used to enhance
the sensitivity to better than the standard quantum limit.
The structure of the chapter is as follows. In Sec. 4.2 we outline an interferometry protocol
similar to that of [260] but which couples different spin states with Raman transitions.
We also define the relevant pseudo-spin representation and spin-squeezing parameter for
the system. Sec. 4.3.1 provides a full description of the interferometric scheme, including
the Hamiltonian and the preparation of a spin-squeezed input state. In Sec. 4.4 the spin-
squeezing of the input state is estimated analytically before a more complete numerical
treatment in Sec. 4.5. The input state is found to have sensitivity significantly below the SQL
in both situations. The full interferometer sequence is simulated in Sec. 4.6 which reveals a
fundamental limitation: that the squeezing parameter oscillates during the interrogation time
as a result of unwanted population in other angular momentum modes due to spontaneous
collisions.
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4.2 Interferometric scheme
The scheme we will describe in detail below is a type of Mach-Zehnder interferometer. The
key part of the interferometer is the initial equal mixing of two separate modes using an
effective beam splitter, which are then allowed to freely evolve under a rotation for a certain
interrogation time, before being recombined with another 50-50 beam splitting operation.
The toroidal trapping geometry makes it natural to use Laguerre-Gauss (LG) beams to im-
plement Raman transitions. We are motivated by recent work showing that orbital angular
momentum carried by the wavefront of a Laguerre-Gauss (LG) optical beam can be trans-
ferred to the centre of mass angular momentum mode of a BEC, theoretically [273–276]
and experimentally [277–279]. Our scheme utilises this idea by coupling the centre of mass
angular momentum modes of a spinor BEC in a ring trap geometry, similar to Ref. [260]. In
this section we give a broad outline of a type of interferometer that uses these Raman pulses
for the beam splitting, and define the appropriate observables to measure the corresponding
phase difference of the two paths.
4.2.1 Heisenberg picture description of a Raman interferometer
A Raman transition is a well established technique in atom optics that is used to drive
transitions between different electronic states of an atom while also transferring kinetic
energy to the atoms [8], as illustrated Fig. 4.1(a). Treating the optical beams semiclassically,
making the rotating-wave approximation [196] and adiabatically eliminating the excited state
[211, 280], the Hamiltonian which describes a two-photon Raman transition between two
atomic levels a,b with field operators obeying [ψˆa(r), ψˆb(r
′)] = δabδ(r− r′) is
HˆR = ~
∫
dr
(
ψˆa(r)ψˆ
†
b(r)
Λa(r)Λ
∗
b(r)
2∆
+ H.c
)
+ ~δ
∫
dr ψˆ†a(r)ψˆa(r), (4.1)
where ∆ is the single photon detuning frequency, H.c denotes Hermitian conjugate, δ is the
two-photon detuning, and Λa,b(r) are the complex fields representing the LG beams. This
result is not restricted to LG beams, and for a more in-depth discussion and derivation of this
Hamiltonian, the reader is referred to Chapter 2, Section 2.4.2. Throughout this chapter,
the atomic levels are the mF = ±1 Zeeman levels of a spinor BEC in the F = 1 hyperfine
manifold.
As well as linear momentum, LG photons carry orbital angular momentum ~` where ` is
an integer winding number. In cylindrical coordinates (r, θ, z) the LG beams are
Λa(r) = Λ0e
ikazeia`θ, (4.2)
where Λ0 is the single photon Rabi frequency between ground and excited states. We have
assumed that the width of the ring trap is sufficiently small that the intensity of the LG
beams is constant in this region. To couple between centre of mass motional states with
orbital angular momentum ±~` we chose the LG beams to co-propagate (k+1 = k−1) with
equal and opposite winding number, and assume the atoms are confined to the plane z = 0.
In our interferometer we couple atoms in the mF = +1 and mF = −1 Zeeman levels,
assumed to occupy motional states with centre of mass orbital angular momentum +~` and
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Figure 4.1: (a) An energy level diagram illustrating a general Raman transition between two
spin states |a〉 and |b〉. The single photon detuning ∆ is required to minimise the excited state
population and the two photon detuning δ is included as a resonance condition. (b) Energy level
diagram in the presence of the quadratic Zeeman shift for a pi/2 pulse (“B” and “C” in Fig. 4.3),
which acts as an atomic beam splitter between the |+ 1,+`〉 and | − 1,−`〉 modes, where we have
written the atomic states as |mF, `〉 where mF is the electronic Zeeman sublevel and `~ is the atomic
centre of mass angular momentum mode.
−~` respectively (Fig. 4.1). Because this coupling conserves kinetic energy we set δ = 0 as
shown in Fig. 4.1(b). After preparation of the input states, a pi/2 pulse is implemented by
applying a Raman pulse of duration
tpi/2 =
pi
2
∆
Λ20
, (4.3)
such that
ψˆ±1(r, tpi/2) =
1√
2
(
ψˆ±1(r, 0)− iψˆ∓1(r, 0)e±i2`θ
)
, (4.4a)
(4.4b)
where ψˆj(r, 0) is the Schro¨dinger picture bosonic field operator for the jth spin state. The
system then undergoes free evolution for some interrogation time T , during which an external
rotation of the system will rotate the LG beams by an angle
Φ =
∫ T
0
Ω(t)dt (4.5)
relative to the inertial references provided by the counter-propagating BEC components,
where Ω(t) is the angular frequency of the rotation. If the rotation is about the z axis, this
is equivalent to shifting the coordinate system of the beams by some angle Φ to the rotated
coordinate θ′ = θ + Φ. This is also equivalent to a shift in the relative phase of the two LG
beams of
φ = 2`Φ. (4.6)
After the interrogation time the states are recombined with a second pi/2 pulse, performed
with the rotated LG beams. This is also described by Eq. (4.1) with LG beams given by
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Eq. (4.2) but now in terms of the rotated equatorial angular coordinate, Λ±1(θ′). At time
tf = tpi/2 + T + tpi/2 the field operators are
ψˆ±1(r, tf ) =
1
2
[ (
1− e±iφ) ψˆ±1(r, 0)− ie±i2`θ (1 + ei±φ) ψˆ∓1(r, 0)], (4.7a)
(4.7b)
This final pi/2 pulse acts to compare the relative phase of the Raman beams to the stationary
phase-reference of the counter-propagating atomic modes, as illustrated in Fig. 4.2. In
writing Eqs. (4.7) we have ignored the free-evolution of the atoms in the time between the
two coupling pulses. We explore the effect of a finite period of free-evolution in Sec. 4.6.
Briefly, in the situation where only two motional eigenstates of the confining potential with
equal and opposite angular momentum are occupied, then the relative phase due to the
contribution from the kinetic energy cancels, and Eqs. (4.7) remains valid.
This treatment assumes that the axis of rotation is perfectly aligned with the axis of the
ring trap. In the presence of a small off-axis contribution to the rotation, the accrued phase
shift in Eqs.(4.7) would be proportional to the z-component of the rotation only. A large
off-axis contribution would cause a reduction in visibility due to the centre of the LG beam
drifting relative to the centre of the ring-trap, reducing the overlap of the spatial profile of
the atomic modes and the coupling profile defined by the LG beams. A slightly elliptical
ring trap would have a similar effect.
Figure 4.2: Schematic of rotation sensing using counter-propagating atoms and Laguerre-Gauss
beams. For illustrative purposes we show the ` = 5 case. Color represents relative phase of the
LG beams (the outer ring) and the mF = ±1 atomic spin states (inner ring). The beams B and C
correspond to the two pi/2 pulses, shown in Fig. 4.3. The rotation of the LG beams causes a shift in
the relative phase, while the atoms provide an inertial reference frame. As the atomic population
difference after the second pi/2 pulse (“C”) depends on the relative phase of the LG beams (4.10),
the final population difference is sensitive to the rotation.
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4.2.2 Pseudo-Spin Description of Interference and Phase Sensi-
tivity.
The operator for the number difference between the two Zeeman states is
Jˆz(t) =
1
2
[
Nˆ+1(t)− Nˆ−1(t)
]
, (4.8)
where
Nˆa(t) =
∫
dr ψˆ†a(r, t)ψˆa(r, t), (4.9)
is the number operator for Zeeman level mF = a. By evaluating Jˆz at time tf [by substituting
Eq. (4.7) into Eq. (4.8)] we see there are interference fringes present in the number difference,
and so this is the signal that can be used to measure the relative phase. We find1
Jˆz(tf ) = Jˆx(0) sin(φ)− Jˆz(0) cos(φ) , (4.10)
where we have defined a multi-mode pseudo-spin description,
Jˆi =
1
2
∫
drψ†σiψ , (4.11)
σi is the ith Pauli matrix, and
ψ =
(
ψˆ+1(r)
ψˆ−1(r)ei2`θ
)
. (4.12)
The {Jˆk} operators obey the standard SU(2) angular momentum commutation relations. We
note that the ei2`θ dependence in the definition of Jˆx and Jˆy comes from the e
i2`θ dependence
in Eq. (4.7), which is in turn a consequence of the use of LG beams in the Raman transitions.
With Jˆz(tf ) as the signal, the corresponding phase uncertainty is
∆φ =
√
Var
[
Jˆz(tf )
]∣∣∣∂φ〈Jˆz(tf )〉∣∣∣ , (4.13)
which is smallest when φ = npi for integer n. For these values we find
∆φ
∣∣∣∣
φ=npi
=
√
Var
[
Jˆz(0)
]
∣∣∣〈Jˆx(0)〉∣∣∣ =
ξ√
Nt
, (4.14)
where Jˆk(0) are the pseudo-spin operators prior to evolution through the interferometer, Nt
is the total number of detected atoms, and ξ is the Wineland squeezing parameter [103],
ξ =
√
NtVar(Jˆz)
J⊥
. (4.15)
1This is equivalent to φ rotation about the multi-mode Jˆy pseudo spin operator, defined via Eq. (4.12).
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with the perpendicular spin length
J⊥ =
√
〈Jˆx〉2 + 〈Jˆy〉2 . (4.16)
We note that for our choice of initial conditions 〈Jˆy〉 = 0. Equation (4.15) also takes into
account the effect of atomic population in other angular momentum modes, which will have
the effect of reducing the fringe contrast, which manifests itself as a reduction of J⊥.
The definition of spin-squeezing is when ξ < 1, which results in phase sensitivity beyond
the SQL. In the next section we will discuss how this may be achieved with spin-exchange
collisions. The Wineland parameter essentially describes the metrological potential of a
particular input state for a perfect rotation sensor, which is described by Eq. (4.10). It is
unable to account for effects such as a finite interrogation time, or imperfections in a realistic
interferometer, such as dephasing due to nonlinear interactions, or other dynamics within
the interferometer which perturb the spatial profile of the wave-packets. The effects of these
processes are analysed in Sec. 4.6.
4.3 Scheme for spin-squeezed rotation sensing
We now consider how to use quantum correlations generated from spin-changing collisions
in a spin-1 BEC to enhance the sensitivity of the rotation sensor described in Sec. 4.2. We
build on the interferometry scheme presented in Sec. 4.2 by using spin-exchange collisions
between the Zeeman levels of this condensate to generate highly populated, monochromatic
spin-squeezed input states, as illustrated in Fig. 4.3. In summary:
1. A 87Rb spinor BEC is initially trapped in the mF = 0 Zeeman level in an optical ring
trap that can also confine the mF = ±1 states.
2. Two separate two-photon Raman transitions are used to coherently transfer a “seed” of
atoms from mF = 0 to mF = ±1, which will serve as the initial state for the subsequent
spin changing dynamics [281, 282]. The use of LG beams to implement the Raman
transition also transfers orbital angular momentum to these spin states, such that the
mF = ±1 component acquires an orbital angular momentum of ±`~.
3. The quadratic Zeeman effect is utilised to ensure spin-exchange collisions of atoms from
the original condensate to the seeded modes are resonant. These stimulated collisions
rapidly increase the particle number in each mode without increasing the variance in
the number difference, resulting in two highly monochromatic input states with a high
degree of relative number squeezing, i.e the spin-squeezing parameter ξ < 1 [Eq. (4.15)].
4. The trap is then adiabatically relaxed to reduce the density and collision rate. A pi/2
Raman pulse implemented by LG beams acts as a beam splitter to mix the two modes.
The system is then allowed to freely evolve for some interrogation time T during which a
rotation of the LG phase occurs relative to the phase reference provided by the rotating
BEC components. A final pi/2 pulse interferes the atoms and the number difference can
be measured, which will depend on the rotation angle [Eq. (4.10)]. The spin-squeezed
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Figure 4.3: Schematic of the proposed spin-squeezed atom interferometer. A coherent seeding
pulse (beam splitter A) transfers a small number of atoms Nseed from the |0, 0〉 state to each of the
| ± 1,±`〉 states. The quadratic Zeeman effect is used to cause resonant spin-exchange collisions
by setting an appropriate bias magnetic field. After the desired amount of population transfer,
the system is tuned away from resonance and the trap is adiabatically relaxed, perhaps in the z
dimension, to reduce the effect of atomic interactions. The modes are mixed with a pi/2 pulse (beam
splitter B) which converts the relative number squeezing to phase squeezing. After accumulating
a relative phase over interrogation time T in the presence of a rotation, the | ± 1,±`〉 modes are
interfered with a final pi/2 pulse (beam splitter C). Finally the number difference between the
mF = ±1 Zeeman states is measured, e.g by destructive imaging using a magnetic field gradient
and Stern-Gerlach separation.
input state allows this phase shift to be determined to beyond the precision allowed
by the SQL.
4.3.1 Hamiltonian
To perform a rotation measurement with precision beyond the SQL, we wish to use relative
number squeezed input states for use in the gyroscope described in Sec. 4.2. The initial state
is an F = 1 87Rb spinor condensate in an optical ring trap with atoms in the mF = 0 state.
If the rotation Φ occurs only in the z = 0 plane, and the radial profile of the optical LG
mode is large compared to the trap radius R, then the operation of the interferometer is
independent of the radial and axial degrees of freedom available to the atoms. Furthermore
if the transverse confinement of the trap is sufficiently tight, it is reasonable to integrate out
these dimensions. This affords us a 1D treatment of the system with position coordinate θ,
which will capture the essential physics of the system.
We write the atomic states as |mF, `〉 where mF is the electronic Zeeman sublevel and `~
is the atomic centre of mass angular momentum mode occupied by the field (note that this
is not the electronic orbital angular momentum quantum number). The full Hamiltonian
describing the free evolution of a F = 1 1D spinor condensate (with Raman pulses) is
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[135, 201]
HˆF=1 = HˆT + HˆSP + HˆSE + HˆZ + f(t)HˆR, (4.17)
where HˆR is Eq. (4.1) and f(t) is some function of time which is either 1 or 0, whose purpose
is simply to “turn on” the Raman pulses at the appropriate times throughout the evolution.
The four other contributions to the Hamiltonian are the kinetic energy
HˆT =
∫
dθ
1∑
j=−1
−ψˆ†j
~2
2mR2
∂2
∂θ2
ψˆj, (4.18)
the spin-preserving s-wave collisions
HˆSP =
∫
dθ
( c0
2
nˆ20 +
c0 + c2
2
[
nˆ2+1 + nˆ
2
−1 + 2nˆ0nˆ+1
+ 2nˆ0nˆ−1
]
+ (c0 − c2)nˆ+1nˆ−1
)
, (4.19)
the spin-exchange collisions
HˆSE = c2
∫
dθ
(
ψˆ†0ψˆ
†
0ψˆ+1ψˆ−1 + H.c
)
, (4.20)
and the energy due to the quadratic Zeeman effect
HˆZ = ~δZ(t)
∫
dθ
(
nˆ+1 + nˆ−1
)
. (4.21)
We have omitted the term describing the linear Zeeman effect as it can be eliminated by
moving to the appropriate rotating frame. In the above equations we have defined the num-
ber density operator nˆk = ψˆ
†
kψˆk, and the spin-independent and spin-dependent interaction
constants c0 = 2~2(2a2 + a0)/(3RmA) and c2 = 2~2(a2 − a0)/(3RmA) respectively. Note
that c2 < 0 for
87Rb. The transverse area due to integrating out two dimensions is A, m
is the mass of a 87Rb atom and aS is the scattering length for a collision process with final
spin S.
The term responsible for spin-squeezing is Eq. (4.20), which creates entangled atomic
pairs by the Bose stimulated scattering of particles from the mF = 0 states to mF = ±1. This
is the multi-mode equivalent of the well known non-degenerate optical parametric oscillator
[c.f. Eq. (3.163) in Chapter 3], which is known to give the Heisenberg limit for an initial
vacuum state. We have also included an energy shift δZ(t) due to the quadratic Zeeman effect
of each mF = ±1 levels relative to the mF = 0 level. This can be adjusted dynamically in an
experiment by changing the strength of a bias magnetic field. We use this Hamiltonian with
Eq. (4.1) to create a spin-squeezed atomic gyroscope by following the protocol, described in
detail below.
4.3.2 Seeding of input states
To generate spin-squeezed input states, we first utilise two Raman transitions with LG
beams with angular momentum ±`~ to coherently transfer a small fraction of the atoms,
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Figure 4.4: Energy level diagram in presence of quadratic Zeeman δZ shift for two (simultane-
ous) seeding pulses, used to transfer a small number of atoms from the original |0, 0〉 ground state
to the | ± 1,±`〉 modes. This corresponds to pulses “A” in Fig. 4.3. We include a two photon
detuning δT = ~`2/2mR2 to ensure the coupling process conserves kinetic energy.
|0, 0〉 → | + 1,+`〉 and |0, 0〉 → | − 1,−`〉. The Hamiltonian for this process is given by
Eq. (4.1) with a = 0 and b = ±1 with Rabi frequencies Λ0 and Λ±1(θ) [Eq. (4.2)]. To ensure
the transition is on resonance we choose the two photon detuning δ = ~`2/2mR2 i.e the
kinetic energy given to the seed atoms by the Raman lasers. To create a seed of Nseed atoms
in each of the | ± 1,±`〉 BEC components from an original |0, 0〉 condensate containing N0
atoms, we use a pulse with duration
tseed =
√
Nseed
N0
∆
Λ20
. (4.22)
The seeding process creates the coherent initial state [196],
|ψ〉 = |α0, α+1, α−1〉, (4.23a)
= D(α0)D(α+1)D(α−1)|0〉, (4.23b)
where
D(αj) = eαj aˆ
†
j−α∗j aˆj , (4.24)
with coherent amplitudes α0 =
√
N0, α+1 = −ieiχ
√
Nseed, α−1 = −ieiχ
√
Nseed. The single
mode bosonic annihilation operators aˆj are defined
aˆ0 =
∫
dθ
ψˆ0√
2pi
, (4.25a)
aˆ±1 =
∫
dθ
ψˆ±1√
2pi
e∓i`θ. (4.25b)
We allow for the possibility of a relative phase χ between the | ± 1,±`〉 states and the
original |0, 0〉 coherent state, which could be imparted via a relative phase between the two
LG beams. To optimise the signal to noise ratio for our interferometer we choose χ such
that maximum population growth is achieved.
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4.3.3 Spin-squeezing of input states
Spontaneous spin-exchange collisions will naturally populate the mF = ±1 Zeeman states.
The effect of the initial seeding allows for bosonically enhanced collisions to rapidly transfer
correlated particles to the selected momentum modes of the interferometer. We note however,
that in a magnetic field regime where the quadratic Zeeman effect can be neglected that this
collision process does not conserve kinetic energy — the initial |0, 0〉 state has no kinetic
energy, whereas the seeded states have an energy ~2`2/2mR2. To allow the desired spin-
exchange collisions to occur, we adjust the bias magnetic field and utilise the quadratic
Zeeman effect to make the collision |0, 0〉 + |0, 0〉 → | + 1,+`〉 + | − 1,−`〉 resonant. Of
course, the undesired collision |0, 0〉+ |0, 0〉 → |− 1,+`〉+ | − 1,+`〉 is also resonant, but the
seeding leading to bosonic enhancement will overwhelm this competing process.
As the stimulated collisions populate the rotating modes, their mean-field energy in-
creases [see Eq. (4.19)] which also causes the spin-exchange collision process to move off-
resonance. To keep the collision on resonance we adjust the bias magnetic field in the
appropriate manner. Assuming the number density remains roughly uniform, the quadratic
Zeeman energy required to ensure resonance at all times can be found by applying energy
conservation
~δZ(t) = E0(t)− 1
2
[E+1(t) + E−1(t) + 2~2`2/2mR2], (4.26)
where
E0(t)/~ =
c0
L
N0(t) +
(c0 + c2)
L
N+1(t)
+
(c0 + c2)
L
N−1(t), (4.27a)
E±1(t)/~ =
(c0 + c2)
L
N0(t) +
(c0 ± c2)
L
N+1(t)
+
(c0 ∓ c2)
L
N−1(t), (4.27b)
are the mean-field energies, and Nj =
∫
dθ〈ψˆ†j ψˆj〉 is the expectation value of the number of
atoms in the mF = j state. We find that this resonance condition is fairly robust, a relative
error in δZ up to 10 percent has negligible impact on the population transfer.
The result is two number-correlated counter-propagating matter-waves with equal but
opposite angular momentum. With seeding, the protocol fails to create maximally number-
correlated modes, i.e
Var
[
Jˆz(r)
]
= Nseed/4, (4.28)
rather than Var
[
Jˆz(r)
]
= 0, as one would expect for any pairwise particle creation process.
However, this can still be significantly less than Var
[
Jˆz
]
= (N+1 + N−1)/4, which is the
limit for uncorrelated modes.
The bosonically-enhanced (i.e. seeded) collisions into the desired angular momentum
modes create highly monochromatic final states. After a sufficient number of atoms have
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been transferred to the desired modes via spin-exchange collisions, we perform the interfer-
ometry protocol described in Sec. 4.2. To suppress further spin-changing collisions into the
interferometer modes, we adjust the bias magnetic field such that δZ = 0 and adiabatically
relax the trap in the z dimension to reduce the system density, while retaining an approxi-
mately 1D treatment of the system. This has the added advantage of minimising dephasing
due to the spin preserving s-wave collisions, which are also reduced.
4.4 Approximate analytic treatment of the maximum
obtainable spin-squeezing
Analytic results that estimate the obtainable amount of spin-squeezing can be found by mak-
ing several simplifying approximations. In the following we assume all resonance conditions
are met, and only consider the preparation of the input states.
4.4.1 Quantifying Spin-Squeezing
The first approximation is assuming that the only significant population in the fields ψˆ±1 is
due to the seeded atoms in the ±` angular momentum modes. In this situation we have
ψˆ0 → aˆ0√
2pi
, (4.29a)
ψˆ±1 → aˆ±1√
2pi
e±i`θ, (4.29b)
with single mode bosonic annihilation operator aˆk, as in Eq. (4.25).
The next approximation is that the initial mF = 0 condensate is a large coherent state
that remains essentially undepleted. The simplified Hamiltonian
HˆSE = c2N0
L
(
aˆ†+1aˆ
†
−1 + H.c
)
, (4.30)
takes the form of a non-degenerate optical parametric oscillator, which is known to produce
the two-mode squeezed vacuum state [Chapter 3, Section 3.4.2]. However, as we are seeding
the aˆ± modes the final state also has a coherent population and is thus not a true squeezed
vacuum state. The Hamiltonian [Eq. (4.30)] has the following solutions for the single mode
bosonic operators aˆ±1:
aˆ+1(r) =aˆ+1 cosh(r) + iaˆ
†
−1 sinh(r), (4.31a)
aˆ−1(r) =aˆ−1 cosh(r) + iaˆ
†
+1 sinh(r), (4.31b)
where we have defined the squeezing parameter
r = −c2N0
L
tprep ≥ 0, (4.32)
and the time tprep is the duration that the spin-exchange collisions are resonant. As the
spin-exchange interaction strength c2 is negative, r is always positive.
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We take expectation values of the number operators for these modes with respect to the
coherent states created by the seeding process Eq. (4.23). Only the phase χ of the mF = ±1
states relative to the mF = 0 state has any physical consequence, so we are free to choose
α±1 to be real numbers with no loss of generality. The number of atoms created by the
spin-exchange collisions in each Zeeman state is
N±1(r, χ,Nseed) = sinh
2(r) +
[
cosh(2r)− sin(2χ) sinh(2r)]Nseed. (4.33)
The unbounded exponential growth predicted here is an artefact of fixing N0 in Eq. (4.30)
and is often called the undepleted pump approximation. It demonstrates the exponential
increase in population due to bosonic enhancement created by seeding over the vacuum
growth rate, which is the term Nvac±1 (r) = sinh
2(r). The result Eq. (4.33) is only valid for
N±1(r, χ) N0.
The perpendicular spin length can be similarly evaluated
J⊥(r, χ,Nseed) = |cosh(2r)− sin(2χ) sinh(2r)Nseed| , (4.34)
which is simply N±1(r, χ) − Nvac±1 , i.e the number of atoms transferred into the mF = ±1
states due to the stimulated (rather than spontaneous) spin-exchange collisions.
We are now in a position to evaluate the Wineland squeezing parameter Eq. (4.15) for
spin-squeezed input states
ξ(r, χ,Nseed) =
√√√√ sinh2(r)Nseed + cosh(2r)− sin(2χ) sinh(2r)
[cosh(2r)− sin(2χ) sinh(2r)]2 , (4.35)
which is less than one for r > 0. We find that ξ and N±1 are minimised and maximised
respectively for χ = 3pi/4 radians, where we find
ξ(r, χ = 3pi/4, Nseed) =
√
e−4r sinh2(r)
Nseed
+ e−2r, (4.36)
and henceforth we fix χ to this value. A plot of ξ(r,Nseed) is shown in Fig. 4.5 which demon-
strates spin-squeezing. We can see that for sufficiently small seed sizes vacuum growth dom-
inates, resulting in a short time where the system is spin anti-squeezed. It is straightforward
to show that for ξ < 1 we require
Nseed >
1
2
e−3r sinh(r), (4.37)
for some amount of squeezing r.
4.4.2 Maximum phase sensitivity
We now calculate the maximum sensitivity for these input states. For a fixed number of total
atoms Nt, the ultimate sensitivity attainable by any interferometer is the Heisenberg limit.
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Figure 4.5: Analytic estimate of the spin-squeezing in the input states. (a) The spin-squeezing
parameter ξ(r,Nseed) is plotted as a function of squeezing parameter r for Nseed = 10, which
shows ξ < 1 for r > 0. (b) Contour plot showing Nseed dependence of ξ. We can see that ξ
is approximately independent of Nseed for Nseed > 1. In practice however, the r at which the
undepleted pump approximation breaks down depends on Nseed, so there is effectively a maximum
r for each Nseed. Dashed black line indicates contour plotted in (a).
This motivates us to examine ξHL =
√
Ntξ, which is Eq. (4.15) renormalised to the Heisenberg
limit. We can evaluate ξHL analytically by setting N±1(r,Nseed) = Nt/2 [Eq. (4.33)], and
solving for the optimum r we find
ropt = log
√√Nt(Nt + 2)− 4Nseed +Nt + 1
4Nseed + 1
 . (4.38)
Substituting this into ξHL eliminates r, but introduces dependence on Nt. The maximum
sensitivity normalised to the Heisenberg limit is then
ξHL =
Nt(4Nseed + 1)√
2Nseed
(√
Nt(Nt + 2)− 4Nseed +Nt + 1
) . (4.39)
However for Nt  2, ξHL is approximately independent of Nt, and so we are able to obtain
a simple expression for ξHL as a function of Nseed only. This is given by
ξHL ≈ 1 + 4Nseed√
8Nseed
, (4.40)
which is plotted in Fig. 4.6.
Fig. 4.6 demonstrates that the optimum sensitivity is achieved for small seeds. A de-
crease in sensitivity for seed sizes less than Nseed = 1/4 is a result of using Jˆz as the signal.
As we show in Chapter 3, Section 3.4.2, the Heisenberg limit can be reached using two-mode
squeezed vacuum (Nseed = 0) if Jˆ
2
z is analysed instead [144, 256, 283, 284]. Despite this,
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Figure 4.6: Spin-squeezing parameter normalised to the Heisenberg limit (ξHL) for Nt = 10
5
particles, i.e N0(t = 0) = Nt. Therefore the sensitivity for Nseed = 10
5/2 is the SQL. The minimum
occurs for a seed size of Nseed = 1/4 with a sensitivity
√
2 times the Heisenberg limit.
we chose to use a seed for the reasons of bosonic enhancement outlined in Sec. 4.3.1. Addi-
tionally, unseeded states are poorly suited to inertial measurement as the lack of coherent
population makes the system insensitive to the inertial phase shift derived in Sec. 4.2. In a
more complete analysis the disadvantage of such small seed sizes is both the loss of signal
contrast associated with diminished monochromacity, and the reduced population in the
squeezed spin states. It is therefore important to investigate the relationship between ξ and
seed size in the presence of depletion and full multi-mode dynamics.
4.5 Numerical determination of the Wineland squeez-
ing parameter
The analytic results presented in Sec. 4.4 were derived using several approximations. Here
we simulate the full dynamics of the fields by numerically solving for the dynamics using the
truncated Wigner approximation (TWA). For an in-depth discussion of the TWA numerical
method, the reader is referred to Appendix A.
Briefly, the equation of motion for the Wigner function for the system can be found from
the master equation by using correspondences between differential operators on the Wigner
function and the original quantum operators [285]. By truncating all derivatives of third- and
higher order (the truncated Wigner approximation), this is of the form of a Fokker-Planck
equation that can then be sampled by integrating trajectories of a Gross-Pitaevskii-like
equation for the complex Wigner multi-mode phase space variables ψk(θ, τ), with initial
conditions stochastically sampled from the appropriate Wigner distribtion [286, 287]. The
TWA equations of motion for the stochastic, complex fields used to reconstruct quantum
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expectation values are:
i
∂
∂τ
ψ±1 =
(
− 1
2
∂2
∂θ2
+ c˜0n+ c˜2 (n±1 + n0 − n∓1)
)
ψ±1
+ δ˜Z(τ)ψ± + c˜2ψ∗∓ψ
2
0 + f(τ)Λ±1,0ψ0 + f
′(τ)Λ±1,∓1ψ∓1, (4.41a)
i
∂
∂τ
ψ0 =
(
−1
2
∂2
∂θ2
+ c˜0n+ c˜2 (n+1 + n−1)
)
ψ0
+ 2c˜2ψ
∗
0ψ+1ψ−1 + f(t)Λ
∗
±1,0ψ±. (4.41b)
where Λi,j = Λ
∗
iΛj/∆ are the coupling pulses between the components i and j with Λi,j = Λ
∗
j,i,
nj = |ψj(θ, τ)|2 and n = n+1 + n0 + n−1. We introduce the dimensionless time coordinate
τ = ωt with ω = ~/mR2. Thus c˜S = cS/~ω and δ˜Z(τ) = δZ(τ)/ω are dimensionless.
Expectation values of quantum observables are related to the complex Wigner variables
by symmetric ordering〈{
f
(
ψˆ†k(θ, τ), ψˆk(θ, τ)
)}〉
= f (ψ∗k(θ, τ), ψk(θ, τ)) (4.42)
where {} denotes symmetric ordering [196] and f(ψ∗k, ψk) is an average over trajectories.
For the purposes of spin-squeezing, the behaviour of the system is largely insensitive to
the number statistics of the initial state [104], so for simplicity we chose a Glauber coherent
state [196]. It was shown in Ref. [288] that a mixture of coherent states with random phases,
or equivalently, a Poissonian mixture of number states, behaves identically to a pure coherent
state in this situation. Specifically, we chose the initial state of the system to be D(α)|0〉,
with
D(α) = exp (αaˆ†g − α∗aˆg) , (4.43)
with
aˆg =
∫
Ψ∗0(θ)ψˆ0(θ)dθ , (4.44)
where Ψ0(θ) is the unity normalised ground state of the system for all the atoms in the
mF = 0 component. As the potential is uniform, for all components this is Ψj(θ) = 1/
√
2pi.
This corresponds to initial conditions for each TWA trajectory of
ψj(θ, 0) =
√
N jΨj(θ) + ηj(θ) , (4.45)
where N±1 = 0 and ηj(θ) is Gaussian complex noise satisfying
η∗i (θ)ηj(θ′) =
1
2
δijδ(θ − θ′) . (4.46)
For our TWA simulations we seed the mF = ±1 Zeeman states in the ` = ±2 angular
momentum modes. We use a spatial grid with M = 16 grid points and a sufficient number
of stochastic trajectories to ensure that statistical error in the reconstructed expectation
values is negligible. We consider a condensate initially with N0(0) = 10
5 atoms in the
mF = 0 Zeeman level, which are confined to a trap of radius R = 15 µm with transverse
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area A = 2.33 µm2, which gives an effective 1D spin-dependent interaction strength of
c˜2 = −6.82 × 10−4. We use s-wave scattering lengths a0 = 110aB and a2 = 107aB [289]
where aB is the Bohr radius.
In Sec. 4.4.2 we found that under the approximations used to derive Eq. (4.30) our
protocol has the largest quantum enhancement for a seed of 1/4 atoms in each of themF = ±1
modes with a sensitivity of ξHL =
√
2. In a more realistic analysis with a multimode field
this result is redundant as the unseeded modes contribute only to the noise in the signal.
This situation favours a significantly larger seed, since bosonic enhancement of the atomic
population in the seeded modes reduces sensitivity to loss of this kind.
Additionally, in the absence of spin-squeezing the sensitivity of an interferometer increases
with the number of atoms available for measurement, and while larger seed sizes reduce spin-
squeezing, they do increase the amplitude of the interference fringes in Jˆz which boosts the
signal to noise ratio. This means that while the system may be less squeezed for a larger
seed, it could be significantly more sensitive overall.
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Figure 4.7: Comparison of the optimal characteristics of the single mode (SMTWA) and mul-
timode (MMTWA) interferometer as a function of the seed size. (a) Optimum number of atoms
transferred into the mF = ±1 Zeeman states via spin-exchange collisions for SMTWA, and the total
number of mF = ±1 in the ` = ±2 angular momentum modes for the MMTWA points. (b) The
overall sensitivity ∆φ = ξ/
√
Nt, compared to the SQL and HL for a total number of 10
5 atoms.
The number in (a) is the value which optimises ∆φ. As each seed size has a different number of
atoms available for measurement [shown in (a)] the SQL and HL is different for each point but for
comparison we simply take the best case scenario (Nt = 10
5) for each. Each point is the minimum
sensitivity achieved for that seed size, i.e the points are for the optimum value of ∆φ, and the
populations in (a) are the corresponding Nt(ropt).
For this reason we now investigate the dependence of the absolute sensitivity ∆φ = ξ/
√
Nt
on seed size, which depends on both the amount of spin-squeezing and the number of atoms
Nt used in the measurement. We compare the results of TWA simulations of Eq. (4.41)
allowing for spontaneous scattering into multiple modes (MMTWA), and a single mode,
three component model with necessarily perfect monochromacity, but otherwise retaining
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all features of the system (SMTWA).
These results are shown in Fig. 4.7, and they demonstrate that population in unseeded
modes means that, for the largest absolute sensitivity, the optimum choice of seed size can
be up to an order of magnitude larger than expected from the simplified analysis. The
local minimum in the MMTWA curve in Fig. 4.7(a) is caused by multimode effects, i.e the
population of unseeded modes will grow independently of the seed size. For seeds that are
too small, the population growth in the interferometer inputs is dominated by unseeded
population growth, which results in a situation where a shorter preparation time (resulting
in smaller Nt) is preferable.
4.6 Simulation of the full interferometer sequence
The results presented so far have been concerned with the optimum preparation of an input
state to the interferometer as described in Sec. 4.3. In deriving the Wineland parameter we
have implicitly assumed that there is no evolution under Eq. 4.17 during the beam splitting
with the Raman pulses, or during the interrogation time T . While the Raman pulses can be
sufficiently fast that this is effectively true, a comparatively large interrogation time may be
required to resolve a small rotation. During this period of free evolution, even in the absence
of the nonlinearities in Eq. (4.19) and Eq. (4.20), there is a periodic oscillation in the higher
order Jˆk moments which contribute to ξ.
This behaviour can be understood qualitatively if we return to the undepleted pump
approximation while retaining a multi-mode description of the field. This treatment is similar
to the single mode analysis applied in Sec. 4.4.1, but including all angular momentum modes
ψˆ+1 =
∞∑
k=−∞
aˆk√
2pi
eikθ, (4.47a)
ψˆ−1 =
∞∑
j=−∞
bˆj√
2pi
eijθ. (4.47b)
We have introduced aˆ+1 = aˆ and aˆ−1 = bˆ to avoid confusion with subscripts j, k, which are
the integers that label the angular momentum modes of the trap.
The signal at the output of the interferometer is Jˆz(tf ). To relate this to the quantity of
interest during the interrogation time we transform it backwards in time through the final
beam-splitter and find
e−iJˆxpi/2Jˆz(tf )eiJˆxpi/2 = Jˆy(T ). (4.48)
This indicates that the quantum statistics of the signal at the output are related to Jˆy(T ).
Therefore we require Jˆy(T ) to be squeezed after some interrogation time T to achieve ξ < 1.
After the first pi/2 pulse, i.e at the beginning of the interrogation time, the initial state is
|ψ(T = 0)〉 = e−iJˆxpi/2e−iHˆSEτprepe−iHˆSeedτseed|0〉 (4.49)
where HSeed is the seeding pulse, i.e Eq. (4.1) with i = 0 and j = ±1. In the basis of
Eq. (4.47) the time dependence in Jk due to kinetic energy during the interrogation time is
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easily evaluated by substituting the operators
aˆk(T ) =aˆk(T = 0)e
−ik2ωT/2, (4.50a)
bˆj(T ) =bˆk(T = 0)e
−ij2ωT/2, (4.50b)
into Jˆk (expanded into this basis), and by exploiting the orthogonality of the angular mo-
mentum modes
δj,k =
1
2pi
∫ 2pi
0
e−ikθeijθdθ. (4.51)
This gives operators of the form
Jˆy(T ) =
∞∑
k=−∞
Aˆk cos[(2k`− 2`2)ωT ] + Bˆk sin[(2k`− 2`2)ωT ], (4.52)
where we have defined the summands
Aˆk =
i
2
(
aˆ†kbˆ(k−2`) − H.c
)
, (4.53a)
Bˆk =
1
2
(
aˆ†kbˆ(k−2`) + H.c
)
, (4.53b)
which satisfy Jˆy(0) =
∑
k Aˆk and Jˆx(0) =
∑
k Bˆk. The expectation values of these terms in
the summand with respect to the state Eq. (4.49) are 〈Aˆk〉 = 0, 〈Bˆk〉 = N cohk where N cohk is
the coherent population in the kth angular momentum mode, which is 0 for the unseeded
modes (k 6= `). Clearly, when k = ` the time dependence vanishes from Eq. (4.52). Thus
it is apparent that only unseeded modes could possibly contribute to any dynamics, and so
〈Jˆy〉 is static. A similar argument gives the same conclusion for 〈Jˆx〉 and 〈Jˆz〉.
During the interrogation time ξ depends on the variance of Jˆy. The expectation value of
〈Jˆ2y 〉 contains a large number of terms. While the symmetry of the initial state ensures that
many of these vanish, several survive and contribute to the time dependence of 〈Jˆ2y 〉. One
such term is
〈AˆkAˆk〉 = 1
8
sinh2 (2rk) , (4.54)
which carries a factor ∝ cos2[(2k`− 2`2)ωT ]. To illustrate the effects of such dynamic terms
on the system, Fig. 4.8 shows the Wineland parameter as a function of interrogation time
T . As expected from Eq. (4.54), the harder the system is squeezed the more sharply the
Wineland parameter dips, and the lower the dip. Importantly, there are periodic revivals
which indicate times when the system is optimally squeezed. However, these revivals do not
necessarily indicate the optimum time for measurement, which we explore in Sec. 4.7.
4.7 Optimum Rotation Sensitivity
In this section we consider the overall performance of the interferometer in measuring rota-
tions given a fixed initial atom number in the BEC. The optimum time to perform a rotation
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Figure 4.8: Dynamics of the Wineland parameter during the interrogation time. The solid
black curve is close to maximally squeezed, with a large preparation time and a small initial seed.
The dotted blue curve is only weakly squeezed, with a larger seed and shorter preparation time
and demonstrates only mild dynamics. The dashed red curve indicates an intermediate regime
between the two extremes. The parameters used were τprep/ω = {125, 60, 30} ms, with seed sizes
of Nseed = {100, 5000, 10000} respectively. The squeezing parameter is calculated from Eq. (4.32).
Nonlinear interactions during the interrogation time further complicate this analysis, and so for
illustrative purposes we have considered the case where the transverse area A has been increased
such that the nonlinear interactions are negligible, i.e c˜2, c˜0 = 0. We consider the situation whereby
the transverse confinement is such that the interaction cannot be ignored in Sec. 4.7.
measurement in a spin-squeezed system is not necessarily when the Wineland parameter ξ
is minimised. While increasing the interrogation time increases the sensitivity of a rotation
measurement, dephasing due to atomic interactions can rapidly destroy the signal to noise
ratio. To investigate the relationship between rotation sensitivity ∆Ω and interrogation time
we assume a constant rotation of the form Φ = ΩT . As outlined in Sec. 4.2, the relative
phase accumulated between the counter-propagating mF = ±1 components as a result of
this rotation is φ = 2`ΩT . The rotation uncertainty is related to the phase uncertainty by
∆Ω(T ) =
∆φ(T )
2`T
, (4.55)
where ∆φ is given by Eq. (4.13).
Due to vacuum growth [the sinh2(r) term in Eq. (4.33)], smaller seed sizes with longer
preparation times will have a higher fraction of atoms in the unseeded angular momentum
modes. In turn, this means that atomic interactions during the interrogation time play a
more significant role in determining a suitable regime for optimum ∆Ω. For this reason we
would no longer expect a small seed which is highly squeezed to be optimal, as was indicated
in Fig. 4.7. To demonstrate this, Fig. 4.9 shows ∆Ω as a function of T for a variety of atomic
interaction strengths (parameterised by the transverse area A) and degrees of squeezing.
4.7 Optimum Rotation Sensitivity 88
0.5 1 1.5 2 2.5 3
10−6
10−4
10−2
(a)
10−2 10−1 100
10−4
10−2
100
(b)
10−2 10−1
10−3
10−2
10−1
100
(c)
SQL
r = 0 17
r = 0 34
r = 0 70
HL
0.5 1 1.5 2 2.5 3
10−6
10−4
10−2
(a)
10−2 10−1 100
10−4
10−2
100
(b)
10−2 10−1
10−3
10−2
10−1
100
(c)
SQL
r = 0 17
r = 0 34
r = 0 70
HL
0.5 1 1.5 2 2.5 3
10−6
10−4
10−2
(a)
10−2 10−1 100
10−4
10−2
100
(b)
10−2 10−1
10−3
10−2
10−1
100
(c)
SQL
r = 0 17
r = 0 34
r = 0 70
HL
0.5 1 1.5 2 2.5 3
10−6
10−4
10−2
(a)
10−2 10−1 100
10−4
10−2
100
(b)
10−2 10−1
10−3
10−2
10−1
100
(c)
SQL
r = 0 17
r = 0 34
r = 0 70
HL
Figure 4.9: Absolute uncertainty ∆Ω in the rotation measurement as a function of the inter-
rogation time T for effective 1D spin-dependent interaction strengths of (a) δc˜2 = 0, (b) δc˜2 = 0.02
and (c) δc˜2 = 1 during the interrogation time. We have defined the ratio δc˜2 = c˜2(T )/c˜2(0) of
the interaction strength during the interrogation time c˜2(T ) to the interaction strength during the
preparation time c˜2(0). These depend on the transverse area A, which can be controlled by relax-
ing the confinement in the z direction. Even for small trapping frequencies the rotation sensitivity
rapidly becomes worse than the SQL, and so (b) and (c) are plotted on a logarithmic time scale.
As expected Fig. 4.9(a) indicates that with no interactions the revivals present in Fig. 4.8
are still present and represent optimum measurement times, and the sensitivity improves
further if later revivals are used. However, for non-zero atomic interactions the optimum
measurement time is largely independent of these revivals, and instead depends almost ex-
clusively on the relative strength of the interactions. This is related to both the population
in the unseeded modes relative to the coherent seeded population, as well as the density.
Figs. 4.9(b – c) show the optimum seed size and preparation times depend strongly on the
interrogation time. In an attempt to minimise the effect of this de-phasing, we added a pi
pulse at t = T/2. However, we found that this did nothing to recover the initial rotation
sensitivity.
The deleterious effect of interactions shown in Fig. 4.9 can be minimised by increasing
the transverse area A. In order to maintain a 1D geometry and uniform radial density the
transverse confinement should remain tight, but the trap could be relaxed in the z dimension.
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4.8 Conclusions
We have analysed in detail the performance of a spin-squeezed rotation sensor based on a
spin-1 Bose-Einstein condensate. The spin-squeezed input states are generated via Bose-
stimulated spin exchange collisions, following a coherent seed. Despite the fact that the
spin-exchange Hamiltonian can reach the HL for a vacuum initial state, a seed must be used
for rotation sensing as otherwise there is no coherent population to break the symmetry in the
initial state to distinguish between clockwise and counter-clockwise rotations. The uniform
density of the BEC components in the ring geometry gives good overlap at all times, and
dynamically adjusting the quadratic Zeeman effect allows the generation of a large, highly
number-squeezed input state for the interferometer that is potentially well-suited for rotation
sensing.
Considering only the preparation of the input state, we found that a small seed (of the
order of Nseed/N0 ≈ 10−4) is able to achieve optimum spin-squeezing, as shown in Fig. 4.7(b).
However, during the interrogation time, the beating between the incoherent population in the
unseeded modes makes a highly squeezed regime optimal only if measurements are performed
at specific times. Measurement sensitivity could be enhanced by increasing `, which we have
not considered in this work. The rotation sensitivity increases with `, which is apparent from
inspecting Eq. (4.55), although there will be technical limitations on the maximum orbital
angular momentum of the Laguerre-Gauss optical beams.
When the system is sufficiently dilute the effects of collisions can be small. In this situa-
tion the optimal measurement times are in a narrow window where the Wineland squeezing
parameter revives. However, for any significant collisional interactions the optimal measure-
ment time is relatively short such that the effect of phase-diffusion is small. Such small
interrogation times may be undesirable for a precision measurement of a rotation, as in-
dicated by Eq. (4.55). Performing the interferometry in a sufficiently dilute regime would
reduce the deleterious effects of interactions, and allow for significant reduction in shot noise,
and increased interrogation times, as is usually done in precision atomic interfometry gy-
roscope experiments [47–49]. The rapid dephasing and highly dynamic sensitivity indicate
that it may be favourable to consider methods other than atomic interactions to generate
spin-squeezing.
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5
Optimal and Robust Quantum Metrology
Using Interaction-Based Readouts
Useful quantum metrology requires nonclassical states with a high particle number and the
(close to) optimal exploitation of the state’s quantum correlations. Unfortunately, the single-
particle detection resolution demanded by conventional protocols, such as spin squeezing via
one-axis twisting, places severe limits on the particle number. Additionally, the challenge
of finding optimal measurements (that saturate the quantum Crame´r-Rao bound) for an
arbitrary nonclassical state restricts most metrological protocols to only moderate levels of
quantum enhancement. “Interaction-based readout” protocols have been shown to allow
optimal interferometry or to provide robustness against detection noise at the expense of
optimality. In this Chapter, we prove that one has great flexibility in constructing an optimal
protocol, thereby allowing it to also be robust to detection noise. This requires the full
probability distribution of outcomes in an optimal measurement basis, which is typically
easily accessible and can be determined from specific criteria we provide. Additionally,
we quantify the robustness of several classes of interaction-based readouts under realistic
experimental constraints. We determine that optimal and robust quantum metrology is
achievable in current spin-squeezing experiments.
5.1 Introduction
Nonclassical states enable precision measurements below the shot-noise limit (SNL) [13,
102]. However, despite many proof-of-principle experiments [3, 101, 290–292], a useful (i.e.,
high-precision) quantum-enhanced measurement has yet to be performed. This is partially
due to the fragility of nonclassical states to typical noise sources [223] and the difficulty
in marrying quantum-state-generation protocols with the practical requirements of high-
precision metrology [293, 294]; addressing these issues is an active research area [143, 183,
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256, 284, 295–298]. A key limitation is detection noise [101, 149, 299–304], which makes n
and n ± σ particles indistinguishable. Quantum-enhanced measurements typically require
single-particle resolution (σ ∼ 1), which restricts them to small particle numbers, since the
requisite counting efficiency rapidly becomes unattainable as particle number increases.
Another challenge is that many protocols are suboptimal, as they do not fully ex-
ploit the state’s quantum correlations. Specifically, as discussed in Chapter 3, an esti-
mate of classical parameter φ obtained from measurement signal Sˆ has a precision ∆φ2 =
minφ Var[Sˆ(φ)]/[∂φ〈Sˆ(φ)〉]2. A quantum-enhanced estimate surpasses the SNL ∆φ2 = 1/N
for particle number N , however it is only optimal if it saturates the quantum Crame´r-Rao
bound (QCRB) ∆φ2 = 1/FQ, where FQ is the quantum Fisher information (QFI) [212, 221–
223]. For example, consider the nonclassical N -qubit states generated via the one-axis twist-
ing (OAT) Hamiltonian [104, 121, 129, 130] (which we discuss in Chapter 3, Section 3.4.1).
Typical spin-squeezing procedures use the expectation of pseudospin as the signal, yielding
a minimuim sensitivity ∆φ2 ∼ N−5/3. However, OAT can produce entangled non-Gaussian
states (ENGS), which can achieve the Heisenberg limit (HL) FQ = N
2 and therefore have
enormous metrological potential. Nevertheless, for ENGS an average pseudospin estimator
yields precision worse than the SNL [Fig. 5.1(a)].
One pathway to either optimal (saturates the QCRB) or robust (against detection noise)
quantum metrology is so-called “interaction-based readouts” which take the form
|ψφ〉 = Uˆ2UˆφUˆ1|ψ0〉, (5.1)
where |ψ0〉 is the initial (typically unentangled) state, Uˆ1 the entangling operation (e.g.,
OAT), Uˆφ the phase encoding, and Uˆ2 the interaction-based readout applied prior to mea-
surement. These protocols can provide significant robustness to detection noise and give im-
proved sensitivity [125, 238, 305–308] - although a protocol that is both optimal and robust
has remained illusive. Specifically, echo protocols [98, 140, 142, 224, 238, 259, 305, 309–317]
which perfectly time reverse the first entangling unitary (Uˆ2 = Uˆ
†
1) and then project onto the
initial state have been shown to saturate the QCRB for arbitrary pure states Uˆ1|ψ0〉 [224]
(red squares Fig. 5.1). However, this scheme is not robust to detection noise. In contrast,
an echo followed by a measurement of the average pseudospin provides robustness, but does
not saturate the QCRB [238, 305] (green triangles Fig. 5.1).
In this Chapter, we demonstrate that both optimal and robust protocols are possible.
First, in Section 5.2.1 we review the use of echoes in quantum metrology, and show that they
permit optimal measurements. Using the classical Fisher information (CFI), in Section 5.2.2
we show that accessing the full probability distribution of measurement outcomes in a par-
ticular (usually easily-accessible) basis saturates the QCRB. Crucially, these measurements
remain optimal for the large class of readouts Uˆ2 that conserve parity with respect to this
basis, which means one is free to choose a Uˆ2 suitable for any other purpose, including im-
proved robustness to detection noise. Next we discuss the applicability of our results to OAT
[Section 5.2.3], and discuss the effect of detection noise on quantum parameter estimation
protocols [Section 5.3]. Then, in Section 5.4 we investigate several readouts and confirm that
echoes provide significant robustness, although readouts that lack time-reversal symmetry
can be similarly or more robust. Finally in Section 5.5 we explore situations where the state
preparation time is a fixed resource, we show that echoes are never optimal for short OAT
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Figure 5.1: Phase sensitivity (normalised to the SNL) of state |ψφ〉 [Eq. (5.1)] for conventional
spin squeezing [104] (i.e. the trivial protocol Uˆ2 = 1, blue circles), compared to an optimal protocol
such as the one presented in Ref. [224] (red squares) and the highly robust protocol of Ref. [305]
(green triangles), all with Uˆ1 an OAT interaction [Eq. (5.25)]. (a) Sensitivity at different squeezing
strengths χt for perfect particle detection (σ = 0). The trivial protocol quickly reaches the ENGS
(‘over-squeezed’) regime, and although the robust protocol also provides enhanced sensitivity it does
not saturate the QCRB. The QCRB, identical for all schemes, is saturated with an echo followed
by a measurement that projects onto the initial state (i.e. that counts instances of maximal Jx, red
squares) or, as shown below, for an arbitrary parity-conserving readout with a full spin-resolving
measurement. (b) Dependence of sensitivity on detection noise σ for fixed χt = 0.1, indicated by
vertical line in (a). An echo followed by an average pseudospin measurement (green triangles) is
significantly more robust than the other schemes, which both require detection resolution at the
single-particle level.
times - which is the operating regime for current experiments.
5.2 Optimal Measurements with Interaction-Based Read-
outs
5.2.1 Optimal Measurements with Echoes
Until recently, interaction-based readout schemes usually used active beam-splitters, whereby
the entangling and un-entangling operations are a necessary part of the interferometer [98,
259, 309, 313, 315–317]. So-called SU(1,1) interferometers are a prominent example of this
kind of scheme, which have been succesfully demonstrated in both atomic and hybrid atom-
light systems [140, 142, 312, 314]. A newer paradigm is to use a passive interferometer (such
as a Mach-Zehnder interferometer) with a readout such as an echo [224, 238, 305, 310, 311].
Figure 5.2 illustrates the use of an echo with OAT and a Mach-Zehnder interferometer. After
the entangled state is prepared (Uˆ1) and subjected to a Mach-Zehnder interferometer (Uˆφ),
the echo attempts to perfectly time reverse the twisting interaction (Uˆ2 = Uˆ
†
1 , sometimes
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Figure 5.2: For N = 100, SU(2) Q-functions show an interaction-based readout scheme with
an echo Uˆ2 = Uˆ
†
1 under OAT [Uˆ1 = UˆOAT, Eq. (5.25)] with χt = 0.05 and a passive Mach-Zehnder
interferometer Uˆφ = exp(iJˆyφ) with φ = 0.3 rad. Notice the plot view of the final state with φ > 0
is rotated by pi/2 for reasons of visual clarity, which clearly shows imperfect time reversal.
called a Loschmidt echo1). If φ = 0 perfect time reversal is possible, and the final state
coincides with the initial state, P0(φ) = |〈ψ0|ψφ〉|2 = 1. Otherwise, the echo will not perfectly
time reverse the twisting interaction and P0(φ) < 1.
Unlike devices such as SU(1,1) interferometers, the scheme shown in Figure 5.2 does not
require an echo - the state UˆφUˆ1|ψ0〉 permits sub-shot-noise phase sensitivity with respect to
a pseudo-spin measurement [blue circles, Figure 5.1]. However, it has recently been pointed
out that including an echo can have advantages. For instance, in Ref. [224] the authors
study an echo, with a phase estimate obtained from P0(φ) and show that it saturates the
QCRB, but at the expense of robustness [red squares, Figure 5.1]. We will now prove this
result. Consider the state |ψφ〉 = Uˆ †1 UˆφUˆ1|ψ0〉 with Uˆφ = exp(−iGˆφ). Unlike the example in
Figure 5.2, what follows is not restricted to OAT, or even collective spin systems. First, we
1This is a reference to Loschmidt’s paradox, which states that it should be impossible for time-symmetric
dynamics to give rise to irreversible processes.
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expand P0(φ) about φ = 0 to second order,
P0(φ) = |〈ψ0|ψφ〉|2 (5.2)
=
∣∣∣∣〈ψ0|Uˆ †1 (1− iGˆφ− 12Gˆ2φ2 +O(φ3)
)
Uˆ1|ψ0〉
∣∣∣∣2 (5.3)
=
∣∣∣∣(1− iφ〈Gˆ〉Uˆ1|ψ0〉 − φ22 〈Gˆ2〉Uˆ1|ψ0〉 +O(φ3)
)∣∣∣∣2 (5.4)
= 1− φ
2
4
FQ +O(φ3) (5.5)
where FQ = 4Var(Gˆ)Uˆ1|ψ0〉 and 〈...〉Uˆ1|ψ0〉 denotes an expectation value with respect to Uˆ1|ψ0〉.
Next, it is useful to introduce Sˆ = |ψ0〉〈ψ0|, such that P0(φ) = 〈Sˆ〉. As the signal obeys
Sˆ2 = Sˆ, we have
Var[Sˆ(φ)] = P0(1− P0) (5.6)
=
φ2
4
FQ +O(φ3). (5.7)
Thus, using ∂φ〈Sˆ(φ)〉 = −φFQ/2 the estimation sensitivity is
∆φ2 =
Var[Sˆ(φ)](
∂φ〈Sˆ(φ)〉
)2
∣∣∣∣∣∣∣
φ=0
(5.8)
= 1/FQ. (5.9)
In other words, for arbitrary pure states (with an echo) |ψφ〉 = Uˆ †1 UˆφUˆ1|ψ0〉 constructing a φ
estimate using Sˆ = |ψ0〉〈ψ0| is guaranteed to saturate the QCRB with respect to Uˆ1|ψ0〉, so
long as φ is close to zero. Although this measurement is optimum, it is not robust to detection
noise, typically requiring detection noise at the single-atom level [red squares, Figure 5.1].
By instead measuring a collective spin, in Ref. [305] (this is precisely what is shown in Figure
5.2] the authors show that echoes can be used to ensure robustness to detection noise [green
triangles, Figure 5.1), but at the expense of optimality.
Suppose φ is encoded onto state ρˆ via unitary Uˆφ = exp(−iφGˆ). Subsequent mea-
surements in some orthonormal basis {|m〉} allow φ to be estimated from the probabilities
Pm(φ) = 〈m|UˆφρˆUˆ †φ|m〉. The estimate’s precision is bounded by the Crame´r-Rao bound
∆φ2 ≥ 1/FC(φ) where FC(φ) =
∑
m[∂φPm(φ)]
2/Pm(φ) is the CFI. For more information, the
reader is referred to Chapter 3, Section 3.2. Returning now to the result of Ref. [224], we
introduce the complement of P0, P˜0 = 1 − P0 = φ2FQ/4 +O(φ3). This allows the result to
be re-cast in terms of Fisher information,
FC(0) =
[∂φP0(φ)]
2
P0(φ)
∣∣∣∣∣
φ=0
+
[
∂φP˜0(φ)
]2
P˜0(φ)
∣∣∣∣∣∣∣
φ=0
= FQ. (5.10)
5.2 Optimal Measurements with Interaction-Based Readouts 97
Thus, an alternative way of stating the result above is that with the use of an echo, a binary
probability measurement is sufficient to saturate the QCRB. In the next section, we relax this
assumption and study the conditions under which the full probability distribution Pm(φ) may
be used to saturate the QCRB, and find that an echo (or indeed any Uˆ2) is fundamentally
unnecessary, subject to some conditions that we provide. This is a particularly important
result in systems where time-reversal is difficult or impossible to engineer. Additionally,
detection noise is a key limitation in current experiments. Unless the need for single-particle
detection resolution can be relaxed it is unlikely that large many-body entangled states will
ever be useful for precision metrology. Thus, sacrificing robustness for optimality is not ideal.
5.2.2 Criteria for Optimal Measurements with General Interaction-
Based Readouts
Given access to a set of probabilities Pm(φ) = 〈m|Uˆ2UˆφρˆUˆ †φUˆ †2 |m〉 in some discrete, or-
thonormal basis {|m〉} (where Uˆφ = exp(−iφGˆ)), we will now provide criteria that ensure
the QCRB is saturated with respect to the state ρˆ. First, consider the case of Uˆ2 = 1 (i.e.
no readout), such that Pm(φ) = 〈m|UˆφρˆUˆ †φ|m〉.
We introduce the (basis dependent) parity operator
Πˆ =
∑
m
(−1)m|m〉〈m|, (5.11)
which is both Hermitian and unitary, implying Πˆ2 = 1. The parity operator is so-called
because it returns the parity of basis states Πˆ|m〉 = (−1)m|m〉. We prove the CFI always
saturates the QCRB if:
1. the input state is a parity eigenstate [318]: Πˆρˆ = (−1)pρˆ with p = 0, 1;
2. the generator Gˆ flips parity (i.e., ΠˆGˆΠˆ = −Gˆ).
In principle, this holds for most spin-squeezing interferometry experiments.
We proceed by expanding Pm(φ) about φ = 0 to second order
Pm(φ) = Pm(0) + ∂φPm(φ)|φ=0 φ+ ∂2φPm(φ)
∣∣
φ=0
φ2
2
+O(φ3), (5.12)
where
Pm(0) = 〈m|ρˆ|m〉 (5.13)
∂φPm(φ)|φ=0 = i〈m|ρˆGˆ|m〉+ c.c (5.14)
∂2φPm(φ)
∣∣
φ=0
= 〈m|GˆρˆGˆ|m〉 − 〈m|ρˆGˆ2|m〉+ c.c, (5.15)
and c.c is the complex conjugate. Next, we write the CFI in terms of the Hellinger distance
d2H(0, φ) = 1 −
∑
m
√
Pm(0)Pm(φ) = FC(0)φ
2/8 + O(φ3) [see for instance Refs. [101, 148],
or Chapter 3, Section 3.2.3]. Substituting the expansion Eq. (5.12) into d2H(0, φ),
d2H(0, φ) = 1−
∑
m
√
Pm(0)
(
Pm(0) + ∂φPm(φ)|φ=0 φ+ ∂2φPm(φ)
∣∣
φ=0
φ2
2
+O(φ3)
)
. (5.16)
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Now we impose the conditions (1) and (2), which causes many of these terms to vanish.
Inserting Πˆ2 = 1, we have 〈m|ρˆGˆ|m〉 = 〈m|Πˆ2ρˆΠˆ2GˆΠˆ2|m〉 = −〈m|ρˆGˆ|m〉 = 0, where we
have used ΠˆρˆΠˆ = ρˆ [which follows from (1)], ΠˆGˆΠˆ = −Gˆ [from (2)] and Πˆ|m〉 = (−1)m|m〉.
Thus we can deduce that
∂φPm(φ)|φ=0 = 0. (5.17)
Similar reasoning gives Pm(0) = (−1)m+p〈m|ρˆ|m〉 and 〈m|GˆρˆGˆ|m〉 = (−1)m+p+1〈m|GˆρˆGˆ|m〉,
which implies their product is always zero,
Pm(0)〈m|GˆρˆGˆ|m〉 = −Pm(0)〈m|GˆρˆGˆ|m〉 = 0. (5.18)
The surviving terms in the expansion [Eq. (5.16)] can be simplified
d2H(0, φ) = 1−
∑
m
Pm(0)
√
1− φ
2
2Pm(0)
(
〈m|ρˆGˆ2|m〉+ c.c
)
+O(φ3). (5.19)
Taking care not to divide by zero, we note that conditions (1) and (2) imply Pm(0) =
(−1)m+pPm(0), which is zero when m + p is even. Fortunately, by (1) and (2) we also have
that 〈m|ρˆGˆ2|m〉 = (−1)m+p〈m|ρˆGˆ2|m〉, which ensures that a zero in the denominator is
balanced by the vanishing numerator. Carrying out a binomial expansion in φ, Eq. (5.19)
becomes
d2H(0, φ) = 1−
∑
m
Pm(0)
(
1− φ
2
4Pm(0)
(
〈m|ρˆGˆ2|m〉+ c.c
)
+O(φ3)
)
(5.20)
=
φ2
4
∑
m
(
〈m|ρˆGˆ2|m〉+ c.c
)
+O(φ3)
(
using
∑
m
Pm(0) = 1
)
(5.21)
=
φ2
2
Tr{ρˆGˆ2}+O(φ3) (5.22)
=
φ2
2
〈Gˆ2〉ρˆ +O(φ3) = φ
2
8
FC(0) +O(φ3). (5.23)
Finally, our two assumptions ensure 〈Gˆ〉ρˆ = 0, implying Var(Gˆ)ρˆ = 〈Gˆ2〉ρˆ. Equating powers
of φ in the final line gives FC(0) = 4Var(Gˆ)ρˆ. Since FC ≤ FQ ≤ 4Var(Gˆ)ρˆ [222], then
FC(0) = FQ, proving that our measurement is optimal if conditions (1) and (2) hold, up to
second order in φ.
This is not simply a proof that the QCRB is saturable. Rather, it concretely determines
the optimal measurement basis. The parity operator Πˆ is basis dependent ; choosing {|m〉}
such that conditions (1) and (2) hold determines the optimal measurement basis, which is
typically easily accessible, and eliminates the tedious or impossible requirement of diagonal-
ising the symmetric logarithmic derivative. Crucially, we have not included a second unitary
Uˆ2 after the phase encoding, indicating an echo, or indeed any interaction-based readout
protocol is fundamentally unnecessary for saturating the QCRB. However, as we will now
show, one is free to include any Uˆ2 so long as [Πˆ, Uˆ2] = 0.
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Now consider the distribution Pm(φ) = 〈m|Uˆ2UˆφρˆUˆ †φUˆ †2 |m〉 which includes an interaction-
based readout Uˆ2. Defining a new orthonormal basis Uˆ
†
2 |m〉 ≡ |m′〉, if Uˆ2 conserves parity in
the optimum measurement basis, then [Πˆ, Uˆ2] = 0 and the parity operator is invariant
Πˆ = Uˆ †2ΠˆUˆ2 =
∑
m′
(−1)m′|m′〉〈m′|. (5.24)
Thus, the proof already presented applies to the new distribution Pm′(φ) = 〈m′|UˆφρˆUˆ †φ|m′〉,
i.e. FC(0) = 4Var(Gˆ)ρˆ = FQ - the CFI is unchanged provided Uˆ2 conserves parity with
respect to the measurement basis. This means that, fundamentally, a readout protocol
is unnecessary: all parity-conserving interaction-based readouts have identical CFI, and
are equivalent to simply doing nothing after the phase encoding (Uˆ2 = 1). Indeed, all
three schemes in Fig. 5.1(a), which have wildly-different phase sensitivities and experimental
complexities, can saturate the QCRB if a full probability distribution is used. Of course,
robustness to detection noise still requires a non-trivial Uˆ2.
5.2.3 Applicability to one-axis twisting
A broad class of interferometry is possible within two-bosonic-mode systems of N particles.
Provided N is fixed, these systems can be described by the SU(2) algebra [Jˆi, Jˆj] = iijkJˆk,
where ijk is the Levi-Civita symbol [98]. Spin-squeezing protocols, which quantum enhance
the state prior to phase encoding, are described within this framework. The ‘trivial’ protocol
in Fig. 5.1 is: (1) spin squeezing generated via OAT,
Uˆ1 = exp[−iJˆxθ(N,χt)] exp(−iJˆ2zχt) ≡ UˆOAT(t), (5.25)
where θ(N,χt) is a rotation angle that minimizes Var(Jˆz) [104]; (2) phase-encoding via
Mach-Zehnder interferometry Uˆφ = exp(−iφJˆy); (3) measurement of population difference
Sˆ = Jˆz. Other spin-squeezing protocols include two-axis twisting [104] and the “twist-and-
turn” scheme. [134, 148]. Throughout this Chapter, we study the OAT interaction. For
a more detailed overview of spin-squeezing with OAT, the reader is referred to Chapter 3,
Section 3.4.1.
If the initial state is a maximal Jˆx eigenstate (a spin-coherent state), then its parity with
respect to the Jˆx eigenbasis remains unchanged under any of these spin-squeezing protocols.
Passing the resultant nonclassical state through a Mach-Zehnder (Gˆ = Jˆy) and making
measurements in the Jˆx eigenbasis satisfies conditions (1) and (2), implying via our above
result that the CFI saturates the QCRB, thereby attaining the best phase sensitivity.
Spin squeezing has been demonstrated in trapped ions [108, 182, 319], Bose-Einstein
condensates (BECs) [128, 129, 132], cold atoms in cavities [121, 131, 134, 320], and optical
systems [321–323], and has enhanced proof-of-principle interferometric measurements [124,
130, 133], including atomic clocks [111, 122] and magnetometers [75, 115]. Note the ‘proof-
of-principle’ aspect to these experiments; spin squeezing has not yet resulted in a useful
measurement that surpasses current shot-noise-limited high-precision devices. This is due to
the fragility of spin-squeezed states, which has limited the degree of squeezing and/or particle
numbers to modest values. Maximizing the metrological benefits of squeezing, preferably
5.3 Modelling Detection Noise 100
with minimal increases in experimental complexity, is clearly desirable. Our above result
suggests that estimating the phase by constructing the full probability distribution, (rather
than from an estimate of the mean value of the pseudospin [238] or the probability of a single
outcome [224]), could help achieve this goal.
5.3 Modelling Detection Noise
After passing a state Uˆ1ρˆ0Uˆ
†
1 through a Mach-Zehnder, and possibly including an interaction-
based readout Uˆ2, a spin-resolving measurement is made in the optimal basis {|m〉} in an
attempt to construct the full distribution Pm(φ). The effect of detection noise σ on this
kind of estimation protocol is an inability to perfectly distinguish neighbouring probabilities
such as |〈m|ρˆφ|m〉|2 and |〈m±σ|ρˆφ|m±σ〉|2, which has a deleterious effect on the CFI. This
is still a ‘spin-resolving’ measurement, as it returns (imperfect) information about the full
distribution Pm. Following Refs. [254, 259] we model detection noise in spin systems as a
discrete Gaussian distribution
Gm−m′(σ) = exp
(
−(m−m
′)2
2σ2
)
, (5.26)
with variance σ2, corresponding to an uncertainty σ in the measured particle number.
First, suppose the role of detection noise is simply to add an additional noise source.
If a φ estimate is obtained from the mean of an observable Sˆ, detection noise is added in
quadrature with the quantum noise, resulting in a modified sensitivity
∆φ2(φ, σ) =
Var[Sˆ(φ)] + σ2(
∂φ〈Sˆ(φ)〉
)2 . (5.27)
Following Ref. [305], this is how we have modelled detection noise in Figure 5.1 (b). How-
ever, it is possible for detection noise to also disturb the fringe visibility ∂φ〈Sˆ(φ)〉, although
typically this has a negligible effect on Gaussian states.
More generally, following a measurement in a particular basis, the effect of detection
noise is to “blur” the different components. This is modelled by introducing the convolved
distribution
P˜m(φ|σ) =
∑
m′
Cm′Gm−m′(σ)Pm′(φ), (5.28)
where Cm′ is a normalisation factor. This new distribution can be interpreted as the proba-
bility of measuring m±σ given the true measurement result m. Imposing the normalisation
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condition
∑
m P˜m(φ|σ) = 1 determines the normalisation,∑
m
P˜m(φ|σ) =
∑
m,m′
Cm′Gm−m′(σ)Pm′(φ) (5.29)
=
∑
m′
Cm′Pm′(φ)
∑
m
Gm−m′(σ) (5.30)
=
∑
m′
Pm′(φ) (choosing C
−1
m′ =
∑
m
Gm−m′(σ)) (5.31)
= 1. (5.32)
Thus, the correct normalisation factor is
Cm′ =
(∑
m
Gm−m′(σ)
)−1
. (5.33)
The estimation precision ∆φ2(φ, σ) = Var[Sˆ(φ, σ)]/(∂φ〈Sˆ(φ, σ)〉)2 is most correctly mod-
elled by replacing expectation values with
〈Sˆ(φ, σ)〉 =
∑
m
P˜m(φ|σ)Sm (5.34)
(and similarly for 〈Sˆ2(φ, σ)〉), where Sm are the eigenvalues of Sˆ and P˜m(φ|σ) is the noisy
distribution [Eq. (5.28)] in the Sˆ eigenbasis. The ultimate precision limit given access to the
noisy distribution [Eq. (5.28)] in a particular measurement basis {|m〉} is the CRB, but with
respect to Fisher information
FC(φ, σ) =
∑
m
[∂φPm(φ|σ)]2
Pm(φ|σ) . (5.35)
5.4 Robust metrology with one-axis twisting
For concreteness, consider the nonclassical state generated by evolving a maximal Jˆx eigen-
state under OAT for time t. After passing through a Mach-Zehnder, interaction-based read-
out Uˆ2 is applied (leaving the QFI unchanged) and the full probability distribution in some
basis {|m〉} is constructed. Conditions (1) and (2), inform us that the Jˆx eigenbasis is opti-
mal. A spin-resolving measurement can give the distribution, as reported in [148]. Although
perfect spin-resolving measurements render echoes (or any other readout) unnecessary, de-
tection noise makes this difficult to achieve in practice, and so interaction-based readouts
will still play an important role in optimal parameter estimation. We investigate the CFI
when detection noise is present, and although we confirm that echoes can provide significant
robustness to detection noise, we show that better sensitivities are possible with non-echo
protocols.
In Fig. 5.3 we plot the CFI for various interaction-based readouts Uˆ2. As expected, an
echo (Uˆ2 = Uˆ
†
1) provides significant robustification over no echo (Uˆ2 = 1). This robustness
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Figure 5.3: Variation of maxφFC with detection noise for a state produced by Uˆ1 = UˆOAT and
readout Uˆ2 in the optimal basis with (top) χt = 0.1 and (bottom) a GHZ state with χt = pi/2,
where an echo gives the HL with detection noise exceeding
√
N . Here N = 100.
is not achieved by the echo proposed in [224] (red squares Fig. 5.1), which only accesses the
maximal Jˆx component (m = N/2) rather than the full probability distribution Pm. However,
we find a class of time-asymmetric protocols capable of outperforming echoes. Specifically,
if Uˆ1 = UˆOAT(t1) corresponds to OAT evolution of duration t1, then Uˆ2 = Uˆ
†
OAT(t2) with
t2 > t1 generally outperforms an echo (t2 = t1) provided squeezing strength χt1 is modest.
Robustness to detection noise can also be achieved with “pseudo-echoes”, Uˆ2 = Uˆ1, which
do not reverse the time evolution of Uˆ1 [125, 306]. Although less effective than echoes or
asymmetric time-reversal protocols, pseudo-echoes nevertheless provide good robustification,
and are an excellent alternative when time reversal is difficult or impossible. For example,
the interatomic collisions that generate many-body entanglement in BECs can only be re-
versed by changing the inter- and intra- component couplings [324]. This typically requires
a Feshbach resonance [204] unavailable to many atomic species, and even if possible is lim-
ited to small condensates and squeezing durations due to inherent instabilities in attractive
condensates [325, 326] or instabilities and poor mode-matching in two-component mixtures
[324, 327]. Implementing echoes in soliton-based atom interferometers [262, 328, 329] and
optical fibres [248, 321, 322] is similarly impractical.
As discussed in Chapter 3 [Section 3.4.1], the creation of a GHZ state [154, 155] (or
spin-cat state) provides an upper limit on the QFI (i.e. the HL FQ = N
2) under OAT, since
at χt2 > pi/2 the state revives towards the initial condition (a maximal Jˆy eigenstate). The
most robust readout is Uˆ2 = UˆOAT(χt2 = pi/2) ≡ UˆGHZ, with a spin-resolving measurement in
the Jˆy basis, since this projects onto the initial state. Although such a protocol is infeasible in
current experiments, this extreme case provides insight into why these protocols successfully
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Figure 5.4: Pm(φ) histograms for a N = 100 GHZ state in the optimal basis with an echo
(right, green, optimal basis is Jˆy), and without an echo (left, blue, optimal basis is Jˆx). The top
and bottom panels differ by a small rotation exp(−iJˆyδφ) (δφ = N−1/2). Inset histograms of
P˜m(φ|σ) are for the same state with detection noise σ2 = N/4. The greater the distinguishability
of the distributions after rotation δφ, the larger the CFI.
robustify OAT to detection noise. Figure 5.4 (left, blue histograms) shows a GHZ state
with Uˆ2 = 1 in the optimal measurement basis (the Jˆx eigenbasis), before and after a small
perturbation δφ. The states at φ = 0 and φ = δφ are distinguished only by a decay of
odd Pm, obscured by even a small amount of detection noise, making the two distributions
virtually indistinguishable and resulting in a small CFI. In contrast, a GHZ state followed
by an echo (i.e. at φ = 0 it has returned to the initial state, and so the optimal basis here
is the Jˆy eigenbasis) retains a large Hellinger distance (large CFI) even in the presence of
significant detection noise. Astonishingly, a GHZ state provides sensitivity at the HL for
detection noise exceeding
√
N [Fig. 5.3 (bottom)].
5.5 Optimal protocols with total-time constraint
The overall duration of OAT experiments is limited by particle losses and/or dephasing
[129, 330, 331] and a desire to maintain high repetition rates. Therefore, in an experiment
restricted to some fixed total squeezing time T = t1 + t2 there is potentially a trade-off
between increasing t1 in order to increase the QFI via Uˆ1(t1) and increasing t2 in order to
optimally tune the readout Uˆ2(t2). This is explored in Fig. 5.5, which plots the maximum
FC (top) and corresponding t1 (bottom) for small, medium, and large T .
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Figure 5.5: For N = 100 particles with Uˆ1 = UˆOAT(t1) we fix total squeezing time T = t1 + t2
for various T . We explore two time-asymmetric readouts: Uˆ2 = Uˆ
†
OAT(t2) (solid red circles) and
“pseudo-echo” Uˆ2 = UˆOAT(t2) (empty blue triangles). (top) Comparison of maximum FC (at
optimum φ) of each protocol to the special cases (t1 = t2) of an echo (solid black) and “pseudo-
echo” (dashed green). (bottom) The optimal t1 that maximizes the CFI. These values are not
guaranteed global optima, since there exist many locally-optimal t1 with similar FC .
For sufficiently small detection noise, any interaction-based readout (i.e., t2 > 0) confers
no benefit (consistent with our proof above), and the best strategy is to simply maximize the
state’s quantum correlations (and therefore QFI) by choosing t1 = T . In contrast, for large
T (e.g., a GHZ state with χT = pi/2) and non-negligible detection noise an echo remains
the best strategy up until σ ∼ √N . The reason is simple: when evolving an initial maximal
Jˆx eigenstate under OAT, the QFI quickly reaches a plateau at N
2/2 [Fig. 5.1(a)]. Thus,
an echo remains optimal, as there is no trade-off between increasing the QFI via t1 and
increasing the robustness via t2. In this large-T regime pseudo-echoes perform as well as
echoes.
Figure 5.5 (middle) shows regimes where it is beneficial to choose time-asymmetric read-
outs such as Uˆ2 = Uˆ
†
OAT(t2) over echoes, although protocols without time-reversal [e.g.
Uˆ2 = UˆOAT(t2)] perform poorly.
The experiment [130] used χT ≈ 0.01 (and N = 170). For fixed, small squeezing times
on this order [Fig. 5.5 (left)] the optimal strategy is Uˆ2 = 1 (no readout), even for modest
detection noise. This is the operating regime for most current spin-squeezing experiments.
5.6 Conclusions
We have shown that constructing the full probability distribution in the optimal measure-
ment basis [i.e. one that satisfies conditions (1) and (2)] yields a phase estimate that sat-
urates the QCRB. Crucially, this is true for any parity-conserving readout, including one
that provides robustness to detection noise (such as an echo), enabling both optimal and
robust quantum metrology. Consequently, nonclassical states such as ENGS, which are not
traditionally useful for spin squeezing, could enhance future metrological devices, and the
single-particle detection requirements that limit other optimal protocols to small particle
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numbers (e.g. [224]) could be relaxed.
We also showed that if the total spin-squeezing duration is fixed and short, an echo gives
poorer results than simply squeezing for longer, even for considerable detection noise. Fur-
thermore, we have found a class of asymmetric time-reversal protocols superior to echoes,
and also shown that pseudo-echoes, which do not require any time reversal, provide com-
parable robustness. Pseudo-echoes are advantageous for interferometers that use BECs,
bright-solitons, or optical fibers, where it is difficult or impossible to time-reverse the state’s
evolution. These results give additional flexibility in protocol design, and could find near-
term applications in current short-duration spin-squeezing experiments.
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6
Decoherence From A Quantum Metrology
Perspective
In this Chapter we derive a link between decoherence and quantum Fisher information,
and use it to study decoherence in atomic spin-cat states that can arise from atom-light
interactions. In its simplest form, decoherence occurs when a quantum state is entangled
with a second state, but the results of measurements made on the second state are not
accessible. As the second state has effectively “measured” the first, in this paper we argue
that the quantum Fisher information is the relevant metric for predicting and quantifying
this kind of decoherence. The quantum Fisher information is usually used to determine an
upper bound on how precisely measurements on a state can be used to estimate a classical
parameter, and as such it is an important resource. Quantum enhanced metrology aims
to create non-classical states with large quantum Fisher information and utilise them in
precision measurements. In the process of doing this it is possible for states to undergo
decoherence, for instance atom-light interactions used to create coherent superpositions of
atomic states may result in atom-light entanglement. Highly non-classical states, such as
spin-cat states (Schro¨dinger cat states constructed from superpositions of collective spins)
are shown to be highly susceptible to this kind of decoherence. We also investigate the
required field occupation of the second state, such that this decoherence is negligible.
6.1 Introduction
Quantum metrology is the science exploiting quantum correlations to estimate a classical
parameter χ, such as a phase, beyond the sensitivity available in uncorrelated systems.
Given a metrological scheme with access to N total particles there is an upper bound on the
precision allowed by many-body quantum mechanics, ∆χ ≥ 1/N , called the Heisenberg limit
[1, 15]. For a two-mode interferometer with conserved total particle number, called an SU(2)
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interferometer, the class of states which yield Heisenberg limited sensitivity are spin-cat
states, an example of which is the well known N00N state, which achieves Heisenberg limited
sensitivities via a parity measurement [16–18, 180]. These states are also of fundamental
interest, and could provide tests of macroscopic realism [156, 157], gravitational decoherence
[158], spontaneous wavefunction collapse theories [159–161], local hidden variable theories
[154, 155]. Chapter 1, Section 1.3.3 provides a brief overview of spin-cat states (which include
N00N states), and a more thorough discussion is presented in Chapter 3.4.1, Section 3.4.1.
In many situations, it may be necessary to perform a unitary rotation of a spin-cat or
N00N state. This could be, for example, to prepare the state for input into an interferom-
eter. However, unitary evolution is only an approximation, valid when the system used to
perform this operation is sufficiently large such that it can be considered classical. In this
chapter we relax this approximation, and investigate rotations caused by interaction with a
quantised auxiliary system. As an example, consider a two-component atomic Bose-Einstein
condensate. A rotation of the state on the Bloch-sphere can be implemented by interaction
with an optical field via the AC Stark shift [206]. It’s often the case that the number of
photons in this state is sufficiently large that the quantum degrees of freedom of the light
are ignored. However, in metrology we are are often interested in quantum states that are
particularly sensitive to decoherence, such as spin-cat states, therefore in this chapter we
investigate the effect of treating this optical field as a quantised auxiliary system. Deco-
herence in systems such as these has been considered previously [332], using a stochastic
wavefunction approach in small systems. Although QFI of quantum states with decoherence
has also been considered in the literature [240, 333, 334], the goal of this chapter is to employ
new approach, by defining a quantum Fisher information for the optical field.
It has been shown that in the presence of entanglement between the state and some
auxiliary system, the metrological usefulness of the state may be enhanced by allowing
measurements on the auxiliary system [143, 256, 284, 295, 297, 335, 336]. However in this
chapter we take a different approach, and study the metrological usefulness of a state if
measurements of the auxiliary system are forbidden. The goal is not to devise schemes to
enhance metrological sensitivity, but to study the sensitivity of quantum states (particulary
spin-cat states) to this kind of decoherence.
After introducing the formalism in which we work in Section 6.2, we demonstrate the
central idea of this chapter in Section 6.3 by studying the intuitive case of a simple operator
product Hamiltonian. In this situation a number of results may be obtained analytically,
which we use to understand decoherence in terms of the noise properties of the initial aux-
iliary state. In section 6.4 we turn our attention to a beam-splitter Hamiltonian, which is
less intuitive. In section 6.5 we introduce a semi-classical formalism which gives us a sim-
ple picture of this decoherence, and also an efficient means of simulating the full composite
system. Finally in section 6.6 we apply this method to study the limits of this decoherence,
deriving the required auxiliary field occupation to negate significant entanglement between
the systems.
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6.2 Formalism
The generic problem considered in quantum metrology is this: given an initial quantum
state ρˆ(0) that undergoes unitary evolution Uˆχ = exp(−iGˆχ), how precisely can the classical
parameter χ be estimated? As we show in Chapter 3, Section 3.3, the answer is given by
the quantum Crame´r-Rao bound (QCRB) which places a lower bound on the sensitivity, i.e.
∆χ ≥ 1/√F , where
F = 2
∑
i,j
(λi − λj)2
λi + λj
|〈ei|Gˆ|ej〉|2 (6.1)
is the quantum Fisher information (QFI) [212, 221–223] and λi, |ei〉 are the eigenvalues and
eigenvectors of ρˆ(0). This result is derived in Chapter 3, Section 3.3. When ρˆ(0) is pure,
Eq. (6.1) reduces to the variance of Gˆ, specifically F = 4V (Gˆ)1. The QFI does not depend
on the choice of a particular measurement signal, only on the input state and the Hermitian
operator Gˆ, called the generator of χ.
The system we consider in this chapter is illustrated in Fig. 6.1. We begin with some
quantum state |ψA〉, called the probe state, which could be used to probe a classical parame-
ter χ. Before this happens the state must be prepared in some way. Ideally, this would occur
by performing some unitary operation Uˆprep on the initial state |ψA(0)〉: |ψA〉 = Uˆprep|ψA(0)〉
[Fig. 6.1(a)]. However in practice, treating this preparation step as unitary is usually an ap-
proximation, as the physical mechanism to achieve this preparation can involve entanglement
with some auxiliary subsystem B. In this case we replace Uˆprep (that is assumed to operate
only on subspace A) with UˆAB = exp(−iHˆABt/~), which can potentially cause entanglement
between subsystems A and B, and therefore cause decoherence in subsystem A when system
B is ignored. In this case system A is described by the state ρˆA = TrB{|ψAB〉〈ψAB|}, where
|ψAB〉 = UˆAB|ψA(0)〉 ⊗ |ψB(0)〉 [Fig. 6.1(b)].
To illustrate this concept, consider the example of an optical parametric oscillator (OPO),
used to create the well known squeezed vacuum states by creating pairs of photons via a
Hamiltonian HˆA = η
(
aˆaˆ+ aˆ†aˆ†
)
[see for instance Chapter 3, Section 3.4.2 or Ref. [206]].
The physical mechanism that achieves this process involves the annihilation of a photon of
twice the frequency from a pump beam, which we label system B. This process is described
by the Hamiltonian HˆAB = g
(
bˆ†aˆaˆ+ bˆaˆ†aˆ†
)
. In this context, the approximation that the
entanglement between the systems can be ignored such that HˆAB can be replaced with HˆA
is often referred to as the undepleted pump approximation. While this is usually a good
approximation, there are experimentally accessible regimes where it becomes invalid [337–
339]. If we do not permit measurements on B, then the entanglement between the two
systems will result in decoherence, which we quantify as a reduction in the QFI of the probe
system FA, because FA ≤ 4V (GˆA).
In what follows we work in the standard formalism for SU(2) interferometers [98], whereby
our probe system consists a conserved total number of NA = 〈aˆ†1aˆ1 + aˆ†2aˆ2〉 bosons each in
one of two modes, with bosonic annihilation operators aˆ1 and aˆ2 respectively. Collective
1The notation in this chapter differs slightly from others in this thesis. In this chapter, we use FA(B) to
denote the quantum Fisher information of the state |ψA(B)〉, rather than FQ we do elsewhere. The variance
of an operator Gˆ is written V (Gˆ) instead of Var(Gˆ)
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Figure 6.1: A visual summary of our scheme. (a) The ideal situation in quantum metrology.
A state |ψA(0)〉 is prepared unitarily for input into the interferometer Uˆχ = exp(−iGˆAχ), i.e. the
quantum Fisher information of Uˆprep|ψA(0)〉 with respect to GˆA is valuable. (b) If the preparation
involves interaction with some other quantum system, then they may become entangled. If we
cannot measure anything about system B then system A is now mixed, and we have lost quantum
Fisher information with respect to Uˆprep|ψA(0)〉. In this chapter we investigate this decoherence,
and determine under what circumstances scheme (b) is well approximated by scheme (a).
observables are represented as pseudo-spin operators Jˆk =
1
2
(aˆ†1 aˆ
†
2)σk(aˆ1 aˆ2)
T , where σk is
the kth Pauli matrix, hence the system is described by the well known SU(2) algebra. The
auxiliary system has a mean field occupation of 〈nˆB〉 = NB bosons, which for simplicity are
confined to a single mode bˆ, with number operator nˆB = bˆ
†bˆ.
In the absence of quantum correlations between particles, an ensemble of two-level parti-
cles is well described by a coherent spin-state (CSS), which we review in Chapter 3, Section
3.1.2. Briefly, the CSS |α(θ, φ)〉 is the maximum eigenstate of the rotated pseudo-spin oper-
ator Jˆθ,ϕ = Rˆ(θ, ϕ)JˆzRˆ
†(θ, ϕ) = Jˆz cos(θ) +
[
Jˆx cos(ϕ) + Jˆy sin(ϕ)
]
sin(θ). We are interested
in a class of states called spin-cat (SC) states, which are an equal superposition of opposite
coherent spin-states, i.e. the maximum and minimum Jˆθ,φ eigenstates,
|SC〉 = 1√
2
(|max〉+ eiϑ|min〉). (6.2)
These states are highly non-classical, and have the maximum QFI for an SU(2) interferome-
ter, FA = N2A, so long as GˆA = Jˆθ,φ. In contrast, coherent spin-states are shot-noise limited,
with FA ≤ NA with respect to GˆA = Jˆθ,φ.
When Jˆθ,φ = Jˆz, the spin-cat state is the well known N00N state, |N00N〉 = (|NA, 0〉+
|0, NA〉)/
√
2 [340, 341]. N00N states are particularly relevant as many experiments would
be limited to performing measurements on the probe system in the number basis. However
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another relevant basis is Jˆy, as it is straight forward to show that the well known one
axis twisting interaction will eventually lead to a spin-cat in the Jˆy basis, i.e. |SC〉 =
exp(−iJˆ2zpi/2)|α(pi/2, 0)〉 [see Chapter 3.4.1, Section 3.4.1, or Ref. [106]].
6.3 Separable Interactions
In this section we consider the case where the interaction Hamiltonian between systems A
and B is a separable tensor product of operators acting on each Hilbert space. Specifically,
HˆAB = ~gHˆA ⊗ GˆB . (6.3)
Such an interaction may arise when the Hermitian operator HˆA is required in the state
preparation of system A, but is moderated by the Hermitian operator GˆB acting on subspace
B.
6.3.1 Some General Results
For an initially separable and pure state |ψAB(0)〉 = |ψA(0)〉 ⊗ |ψB(0)〉, in terms of the
dimensionless time τ = gt the evolved state is
|ψAB(τ)〉 =
∑
m
cm|m〉 ⊗
(
e−iλmGˆBτ |ψB(0)〉
)
. (6.4)
In terms of the eigenstates |m〉 and eigenvalues λm of HˆA, the reduced density matrix ρˆA =
TrB{|ψAB(τ)〉〈ψAB(τ)|} takes the simple form
ρˆA(τ) =
∑
m,n
cmc
∗
nCm,n(τ)|m〉〈n| , (6.5)
where 〈j|ψA(0)〉 = cj is the initial state. We have defined
Cm,n(τ) = 〈ψB(0)|e−i(λm−λn)GˆBτ |ψB(0)〉, (6.6)
which we call the coherence matrix of the probe system, as it is responsible for the decay of
the off-diagonal terms of ρA. This term is a direct consequence of a partial trace over the
auxiliary system B.
If Cm,n = 1 then ρˆA remains pure, and if Cm,n = δm,n then ρˆA is a completely incoherent
mixture of eigenstates |m〉〈m|. More generally the relationship between the purity of the
probe system γ = Tr{(ρˆA)2} and Cm,n is
γ =
∑
m,n
|cm|2|cn|2|Cm,n|2. (6.7)
As we are interested in maintaining states with high values of FA, we are particularly
interested in the magnitude of |Cm,n|2, as states with lower purity usually have reduced QFI.
Expanding the magnitude of Cm,n to second order in even powers of ∆m,n = (λm − λn)τ
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(odd powers do not contribute) reveals a link between the QFI of the auxiliary system with
respect to GˆB and the resultant decoherence in the probe system:
|Cm,n|2 = 1− FB
4
∆2m,n +O(∆4m,n), (6.8)
where FB = 4V (GˆB) is the QFI of |ψB(0)〉 associated with measuring some classical param-
eter η under evolution Uˆη = exp(−iGˆBη). For short times at least, we identify this QFI as
being the relevant parameter to predict the decay of the off-diagonal matrix elements of ρˆA.
Such an identification is particularly intuitive for considering the role of |ψB(0)〉 in the
decoherence of system A: if one considers the possibility that the outgoing state of system B
could be measured by an observer, then if this state carries information which can distinguish
between the eigenvalues λm and λn, we no longer expect there to be a coherent superposition
of these components. The interaction with system B effectively measured system A. That
is, states with high QFI with respect to their ability to estimate the physical observable
corresponding to HˆA cause the most rapid decoherence.
Application to spin-cat states.
Even if Cm,n is known, calculating the QFI of the probe system requires diagonalization
of the reduced density matrix [see Eq. (6.1)]. Fortunately for evolution under a separable
Hamiltonian, some simple analytic results exist for some initial states. For any state that
is initially a spin-cat state of extreme Jˆθ,φ = HˆA eigenstates, the reduced density matrix
Eq. (6.5) can be diagonalised analytically. Plugging the resultant spectrum into the QFI
[Eq. (6.1)] reveals a simple relationship between the probe QFI and the purity of the reduced
density matrix:
FA = N2A (2γ − 1) . (6.9)
This relationship has also been reported Ref. [342] [Eq. (39)] and in Ref. [343]. From
Eq. (6.7) the purity is given by
γ =
1
2
(
1 + |Cmax|2
)
, (6.10)
where Cmax = CNA+1,1 = (C1,NA+1)∗ is the extreme off-diagonal term of the coherence matrix,
i.e. for a spin-cat in Jˆθ,φ, the QFI of the auxiliary system depends only on the purity of ρˆA,
which at least for short times depends only on the QFI of the initial auxiliary state |ψB(0)〉,
i.e. FA is a function only of FB and time.
From these relations, to second order in |Cmax|2 [Eq. (6.8) with λm − λn = NA] we have
γ ≈ exp
(
−1
8
FBN2Aτ 2
)
(6.11)
and
FA ≈ N2A exp
(
−1
4
FBN2Aτ 2
)
. (6.12)
Although these relations only hold for small time, they do not assume anything about the
input state of the auxiliary system. For any |ψB(0)〉, the QFI with respect to GˆA = HˆA and
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purity of a Jˆθ,φ = HˆA spin-cat state simply decay exponentially with FB and time squared, at
a rate proportional to N2A, as one might expect for a state capable of reaching the Heisenberg
limit. This kind of scaling has been seen in previous studies of Heisenberg limited states
under decoherence [166, 167], but not in this context.
6.3.2 An Example, HˆAB = ~gJˆz ⊗ nˆB
We now turn our attention to a concrete example. Consider the decoherence imparted on a
probe after evolution under a HˆA = Jˆz rotation, specifically
HˆAB = ~gJˆz ⊗ nˆB. (6.13)
This kind of interaction describes a number of systems, for instance superconducting qubits
coupled to a microwave cavity [344–346], or the weak probing of an ensemble of two-level
atoms with light detuned far from resonance [114, 121, 149, 186, 256, 335, 347–351]. This
Hamiltonian generates a Jˆz rotation, which corresponds to a relative phase being imparted
between the two levels available to the probe system. Although we are agnostic about
the specific system being studied, for convenience we will adopt the language of atom-light
interactions, and will often refer to the quanta of the auxiliary field as photons.
An interaction of the form Eq. (6.13) leads to entanglement between the Jz spin projection
of system A and the phase of system B, as nˆB is the generator of phase. Identifying GˆB = nˆB,
it is immediately obvious that the optimal choice for |ψB(0)〉 is a Fock state, (i.e. an nˆB
eigenstate) as this state has FB = 4V (nˆB) = 0, and the operation can be performed without
generating any entanglement between the systems, i.e. |Cm,n|2 = 1, which is illustrated in
Fig. 6.2. This is consistent with our view of system B carrying away information about Jz,
as Fock states have entirely undefined phase, so cannot be used to make a measurement via
the interaction Eq. (6.13). However, as Fock states are difficult to engineer, it is important
to consider the behaviour of other states.
Throughout this chapter we will focus on commonly accessible states such as Glauber
coherent states and quadrature squeezed states, which are reviewed in Chapter 3, Section
3.4.2. Briefly, these states take the form
|ψB(0)〉 = Dˆ(β)Sˆ(r)|0〉 , (6.14)
where Dˆ(β) = exp(βbˆ†−β∗bˆ) is the coherent displacement operator with coherent amplitude
β, Sˆ = exp[r(bˆ2− (bˆ†)2)/2] is the single mode squeezing operator with real squeezing param-
eter r and optical vacuum |0〉. In particular we focus on three cases, the Glauber-coherent
state (r = 0), the amplitude squeezed state (r > 0) and the phase squeezed state (r < 0),
which, for a fixed mean photon number, have FphaseB > F coherentB > FamplitudeB .
It is possible to evaluate the coherence matrix [Eq. (6.6)] analytically for these states.
Because we have HˆA = Jˆz the spin-cat states that obey the relations Eq. (6.9) and Eq. (6.10)
are N00N states. The generator GˆA = Jˆz has integer eigenvalues, and so we make the
substitution λm−λn = m−n. For simplicity we will restrict ourselves to real β, although it is
not necessary to do so. By observing that exp[−i(m− n)nˆBτ ]Dˆ(β)Sˆ(r)|0〉 = Dˆ(β′)Sˆ(r′)|0〉,
where β′ = β exp[−i(m − n)τ ] and r′ = r exp[−2i(m − n)τ ], the problem is reduced to
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Figure 6.2: Time evolution under HˆAB = ~gJˆz⊗nˆB of the quantum Fisher information FA and
purity γ of ρˆA(τ), for a variety of initial states with average particle number NA = 20 and NB = 100
and dimensionless time parameter τ = gt. Plots (a),(b) have initial CSS |ψA(0)〉 = |α(pi/2, 0)〉 and
(c), (d) have |ψA(0)〉 = |N00N〉. Note that the normalization of FA is different for (a) compared
to (c). Insets in (c), (d) show short evolution times. Each plot also varies the initial auxiliary
state for the cases discussed in the text, i.e. a Glauber-coherent state (solid black), an amplitude
squeezed state with r = 1 (dashed blue), a phase squeezed state with r = −1 (dashed red) and a
Fock state (magenta asterisks); the Fock states have been included for completeness, although they
have FB = 0 so no coherence is lost. For all auxiliary input states we chose β to be real. Time
scales can vary greatly between experimental systems, for instance g ≈ 102 rad/s [352], 104 rad/s
[302], up to values as high as 106 rad/s [353]. For the interested reader, Appendix C discusses the
numerical methods used to perform the partial trace.
evaluating the overlap of two squeezed coherent states, see for instance [246, 354]. We
obtain
Cm−n(β, r, τ) =
exp
(
β2[1+coth(r)][e−i(m−n)τ−1]
e−i(m−n)τ+coth(r)
)
√
cosh2(r)− e−2i(m−n)τ sinh2(r)
, (6.15)
as the coherence matrix for a squeezed coherent state. For completeness we also provide the
result for a Glauber-coherent state, obtained in the limit r → 0,
Cm−n(β, τ) = exp
[
NB
(
e−i(m−n)τ − 1)] . (6.16)
Evaluating the coherence matrix analytically for a squeezed coherent input state allows
us to extend the short time results presented in the previous section to longer times. For
|ψA(0)〉 = |N00N〉 with generator GˆB = nˆB [not, for instance Gˆ = nˆB/NB which we consider
in Fig. 6.3 (b),(c)], when β2 >> sinh2(r) we obtain
FA ≈ N2A exp
(
1
2
FB [cos (NAτ)− 1]
)
. (6.17)
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Expanding this to second order in NAτ recovers Eq. (6.12), but this expression also predicts
revivals in the QFI. Because this result was derived from Cm−n(β, r, τ), we emphasise that
unlike Eq. (6.12) it is not general in |ψB(0)〉, it only holds for squeezed coherent states and
Fock states, the latter simply because FB = 0.
In Fig. 6.2 we show the probe QFI and purity for a N00N state compared to a coherent
spin-state, for a number of input states, and clearly see the QFI of the auxiliary state correctly
predicts the rate of decoherence. It is evident that coherent spin-states are more robust to
this kind of decoherence. As we have shown, the QFI of N00N states decay exponentially
at a rate directly proportional to N2A, which is clearly not the case for coherent spin-states
[see Eq. (6.11) and Eq. (6.12)]. As an example, using the experimental parameters of the
system demonstrated in [302], for the situation considered in Fig. 6.2 with coherent light,
the QFI of the N00N state would halve in approximately 10−6 seconds, while the QFI of the
coherent spin state would take roughly an order of magnitude longer to decay by the same
amount. Other time scales are discussed in the Figure legend.
In Fig. 6.3 we demonstrate that FB remains an excellent predictor of decoherence where
simple analytic expressions are unavailable. In Fig. 6.3 (a) we plot the QFI as a function
of time for a CSS for three different input states, resulting in identical dynamics even for
large times. This seems to indicate that our results are not restricted to spin-cat states. Up
until now we have neglected the contribution of nˆB to the magnitude of the rotation, i.e. to
rotate the state about Jˆz by some angle φ we require an interaction time τ = φ/NB. This
must be taken into account in order to meaningfully compare the ability of different states
|ψB(0)〉 to perform some fixed rotation φ, so in Fig. 6.3 (b), (c) we take our generator to be
GˆB = nˆB/NB. In this case our full expression for FA [Eq. (6.17)] does not hold, and although
it is straight-forward to obtain a more general expression from the coherence matrix, it is not
particularly enlightening. Because FB(r) is not one-to-one, when the state is over squeezed
there is a turning point in Fig. 6.3 (b), (c). We also see revivals which are predicted by
Eq. (6.17). These revivals occur as a result of the quantisation of the fields, for instance, if
|ψA(0)〉 = |N00N〉 they will occur when τ = 2pik/NA where k = 1, 2, 3....
Within the limitations discussed above, FB entirely determines the subsequent dynamics.
The starting point for this entire analysis was identifying an operator GˆB, which we were
able to do because the reduced density matrix could be written in terms of Cm−n [Eq. (6.5)],
which was a direct consequence of the operator product form the Hamiltonian. We now turn
our attention to a beam-splitter Hamiltonian, where this is not the case.
6.4 Non-Separable Interactions (Beam-Splitter)
A kind of interaction highly relevant to quantum metrology is an atomic beam-splitter;
a non-photon conserving process that transfers population between our atomic modes. A
common method for atomic interferometry is a Mach-Zehnder interferometer, which may be
realised by performing two of these pulses, separated by a phase shift. This kind of evolution
is also highly relevant to the preparation of spin-cat states, for instance it may be useful to
rotate a Jˆy spin-cat state, perhaps generated via the atomic Kerr effect, to a N00N state,
which would require a rotation about Jˆx. If we perform this rotation without assuming
classical light, how might this decohere our atomic system?
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Figure 6.3: Time evolution under HˆAB = ~gJˆz ⊗ nˆB of the quantum Fisher information FA
and purity γ of ρˆA(τ), with NA = 20. In (a) we plot the QFI for the CSS |ψA(0)〉 = |(pi/2, 0)〉
for three different initial states, all with FB = 100. We evolve from different auxiliary states, a
Glauber-coherent state with β =
√
25, (solid black), an amplitude squeezed state with β =
√
50,
r ≈ 0.352 (blue asterisk), and a phase squeezed state with β = √20, r ≈ −0.111 (red circles). The
excellent agreement indicates that FB, rather than |ψB(0)〉 is the relevant quantity to consider when
predicting this kind of decoherence, not only for N00N states. In (b) and (c) we plot FA against FB
for a N00N state (b), normalised to N2A, and CSS (c), normalised to NA. The QFI of the auxiliary
system is varied in different ways for a number of initial states, (1-3) varying |β|2 and (4) varying
r, both with arg(β) = 0. Each point was evolved for a fixed rotation angle φ = τNB(β, r) = pi and
as such in (b),(c) we take FB = 4V (nˆB/NB). Arrow indicates over-squeezed regime.
In particular, as the transfer of an atom is correlated with the creation or annihilation
of a photon, the number of photons in the optical beam carries information about the
number of transferred atoms, thus destroying the coherence of the superposition. This will
be particularly relevant when creating N00N states, as the creation of this state results
in the creation of ∼ ±NA/2 photons which, depending on the initial state, may be easily
distinguishable. If the Hamiltonian for this process is not separable, i.e of the form Eq. (6.3),
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Figure 6.4: Loss of QFI and purity from evolution fully quantised beam-splitter Hamiltonian
HˆAB = ~g(Xˆ ⊗ Jˆx + Yˆ ⊗ Jˆy) as a function of time. Time is normalised to the beam-splitter angle
θ = 2|β|τ , for |ψA(0)〉 = |N00N〉 with NA = 20 and |ψB(0)〉 = |β〉, with arg(β) = 0. The QFI
is calculated with respect to GˆA = Jˆz, such that after a pi/2 rotation about the Jˆx axis the state
approaches the QFI for a N00N state. Fmax is the QFI of the probe system in the limit of classical
light, i.e. as the coherent amplitude becomes sufficiently large that we may substitute bˆ→ β in the
beam-splitter Hamiltonian [Eq. (6.19)].
can we identify a generator and corresponding Fisher information which is a useful predictor
for this decoherence?
6.4.1 The Tavis-Cummings Model
The fully quantised Hamiltonian for an atomic beam-splitter generated from atom-light
interaction is the Tavis-Cummings Hamiltonian, which describes an ensemble of NA, two-
level atoms (with energy difference ~ω0 = E2 − E1) interacting with a single mode optical
field of frequency ω through dipole coupling [355],
HAB = ~ωnˆB + 1
2
~ω0Jˆz +
1
2
~g
(
Jˆ+ + Jˆ−
)
⊗
(
bˆ† + bˆ
)
. (6.18)
If we were to ignore the quantum degrees of freedom of the light, the interaction term would
simply result in a rotation about Jˆx = (Jˆ+ + Jˆ−)/2.
In typical experimental systems the field is close to resonance, ω ≈ ω0 and the coupling
g is small compared to ω0, ω. Therefore the rotating wave approximation is often made, and
it is a good approximation to neglect the energy non-conserving terms Jˆ+bˆ
† and Jˆ−bˆ.
Before throwing away these terms, the interaction part of the Hamiltonian can be written
as Hint = ~gJˆx ⊗ (bˆ + bˆ†) which certainly looks separable, however the evolution caused by
Hˆ0 = ~ωnˆB + 12~ω0Jˆz cannot be neglected. Moving into the interaction picture allows us to
evolve the initial state forward in time under Hˆint only, but transforming this Hamiltonian
into the interaction picture, and integrating the resultant interaction picture Hamiltonian in
time gives rise to non-separable evolution. See for instance Chapter 2, Section 2.4.1, which
presents an example of this calculation for the Jaynes-Cummings model.
However, moving into the interaction picture reveals that quantities such as the purity of
the reduced density matrix, and expectation values of any observable that commutes with
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Jˆz (such as the QFI with GˆA = Jˆz) are unchanged by evolution under Hˆ0. So long as we
are only interested in calculating these quantities, we neglect Hˆ0 and the interaction and
Schro¨dinger pictures coincide with
HˆAB = ~g
(
Xˆ ⊗ Jˆx + Yˆ ⊗ Jˆy
)
(6.19)
which we call the beam-splitter Hamiltonian, where
Xˆ = bˆ+ bˆ† (6.20)
Yˆ = −i(bˆ− bˆ†) (6.21)
and are the standard optical amplitude and phase quadratures with [Xˆ, Yˆ ] = 2i2. To arrive
at this Hamiltonian we have assumed the field is on resonance ω = ω0 and have made the
rotating wave approximation.
As in Section 6.2, retaining a quantised description of the auxiliary system introduces
decoherence to the evolution. Fig. 6.4 shows the QFI and the purity of a Jˆy spin-cat state
(|SC〉) being rotated by a quantised beam-splitter [Eq. (6.19)] against the evolution time,
parameterised by the beam-splitter angle θ = 2|β|τ , compared to evolution under a classical
beam-splitter Uˆclassical = exp(−iJˆxθ), obtained by taking the classical limit for the optical
field bˆ → β. We see that as |β|2 becomes large, the full evolution approximates a classical
beam-splitter.
6.4.2 Identifying a Generator
In Section 6.3 we found that the QFI of the generator of time-evolution for system B was an
excellent tool for predicting decoherence. However, the difficulty with using this approach
for decoherence introduced under the beam-splitter Hamiltonian [Eq. (6.19)], is that be-
cause the evolution is not separable, the reduced density matrix cannot be written in the
form of Eq. (6.5). This means it is unclear how to identify a generator for the auxiliary
system. Clearly under the beam-splitter Hamiltonian the optical field quadratures Xˆ and
Yˆ are responsible for generating the atom-light entanglement, however the basis in which
the off-diagonal density matrix elements will decay depends on the argument of the coher-
ent amplitude β. To isolate the role of the quantum fluctuations in each quadrature, we
make the approximation that quantum fluctuations in one of the quadratures is negligible.
Specifically, restricting ourselves to light with real coherent amplitude β, we compare the
full quantum evolution [Eq. (6.19)] to two cases:
• Classical Y : UˆX = exp
[
−i
(
Xˆ ⊗ Jˆx + 〈Yˆ 〉Jˆy
)
τ
]
= exp
[
−iXˆ ⊗ Jˆxτ
]
• Classical X: UˆY = exp
[
−i
(
〈Xˆ〉Jˆx + Yˆ ⊗ Jˆy
)
τ
]
,
i.e. Eq. (6.19) with the substitution Yˆ → 〈Yˆ 〉 = 2Im(β) = 0 for UˆX and Xˆ → 〈Xˆ〉 = 2β for
UˆY .
2Note that in this chapter, we use a different convention to Chapter 2, Chapter 3 and Appendix A which
use Xˆ = (bˆ + bˆ†)/2 and Yˆ = −i(bˆ − bˆ†)/2. This is chosen to ensure X = Re(α), Y = Im(α), but these
relations are not used here so for simplicity, we drop the factor of 1/2.
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Figure 6.5: Comparison of quantised beam-splitter evolution, neglecting quantisation of differ-
ent optical quadratures. (a) QFI of probe system as a function of beam-splitter angle θ = 2|β|τ for
each case with |ψB(0)〉 = |β〉, and bottom: QFI as a function of squeezing magnitude. The system
was simulated exactly for NA = 20 atoms and β =
√
100 for an initial Jˆy spin-cat state, rotated
about the Jˆx axis. Both plots are a comparison of the fully quantised evolution [Eq. (6.19)] to the
two cases “classical X” and “classical Y”. As in Fig. 6.4, Fmax is the QFI due to the rotation only,
without decoherence. In (b) we fix θ = pi/2 (the optimum value) and vary r. The magenta circles
are an analytic calculation [Eq. (6.27)], based off the approximate generator GˆB ≈ Yˆ /〈Xˆ〉.
Fig. 6.5 shows the QFI of a Jˆy spin-cat state evolved under Eq. (6.19) compared to
the two cases UˆX and UˆY . For comparison, we have also shown Fmax. This is the QFI
FA = 4V (Jˆz) for a Jˆy spin-cat state evolved under Uˆclassical = exp(−iJˆxθ) which imparts
no decoherence, therefore FA < Fmax. Fig. 6.5 (a) indicates that UˆX agrees well with the
classical evolution and has only a small impact on the coherence, and that UˆY agrees well
with the evolution due to Eq. (6.19). Fig. 6.5 (b) varies the squeezing parameter r at the
optimum beam-splitter angle θ = 2|β|τ = pi/2, and shows good agreement with the outcome
of Fig. 6.5 (a) for moderate |r|, i.e. that fluctuations in Yˆ are predominantly responsible for
the decoherence. This picture breaks down for highly phase squeezed initial auxiliary states,
and it becomes important to consider quantum fluctuations in Xˆ rather than Yˆ to correctly
describe the system.
Motivated by Fig. 6.5 we continue by studying evolution under UˆY only. Ignoring the
quantum fluctuations in Xˆ allows us to define the commuting operators φˆ = arctan(Yˆ /〈Xˆ〉)
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and θˆ = 〈Xˆ〉τ
√
1 + (Yˆ /〈Xˆ〉)2, such that
e−i(〈Xˆ〉Jˆx+Yˆ Jˆy)τ = e−iφˆJˆze−iθˆJˆxeiφˆJˆz . (6.22)
Evaluating expectation values with respect to a squeezed coherent state gives 〈Xˆ〉 = 2|β| ≈
2
√
NB if |β|2 >> sinh2(r). Thus for large NB we expand in 1/〈Xˆ〉 to first order, giving
φˆ ≈ Yˆ /〈Xˆ〉 and θˆ ≈ 〈Xˆ〉τ ≡ θ. This decouples the part of the Hamiltonian which generates
entanglement from the part that generates the rotation.
Restricting ourselves to an initial state |ψA(0)〉 = |SC〉, and θ = pi/2, we note that
exp(−iφˆJˆz) will cause dephasing of off-diagonal terms in the Jz basis. The exp(−iθJˆx) term
will then rotate this state such that it is approximately aligned with the maximal and minimal
Jz eigenstates, before it undergoes further decoherence due to exp(−iφˆJˆz). For NA  1, if
the fluctuations in φˆ are much less than 1, then this second dephasing process will be much
more significant than the first, as the off-diagonal terms are significantly more separated
after the pi/2 rotation. As such, it is a reasonable approximation to neglect the effect of the
first dephasing step, and in terms of the pseudo-spin eigenspectrum Jˆα|m;α〉 = λαm|m;α〉
with α = x, y, z, the reduced density matrix of system A becomes
ρˆA(θ) ≈
∑
m,m′,n,n′
cm′(cn′)
∗Am,m′(An,n′)∗Czm−n× (6.23)
× |m; z〉〈n; z|e−i(λxm′−λxn′)θ,
where cj = 〈j;x|ψA(0)〉 is this initial state in the Jˆx eigenbasis and Aj,k = 〈j; z|k;x〉 is a
change of basis. In analogy to Eq. (6.6) we identify (using λzj = j)
Czm−n = 〈ψB(0)|e−i(m−n)Yˆ /〈Xˆ〉|ψB(0)〉 (6.24)
as the term responsible for decay of coherence in the Jˆz eigenbasis.
As an example, for Glauber-coherent states (with β real)
Czm−n(β) = exp
[
−(m− n)
2
8NB
]
. (6.25)
Now, proceeding as in Section 6.3 we can identify the QFI for the auxiliary system as
FB = 4V (GˆB) with
GˆB ≈ Yˆ /〈Xˆ〉. (6.26)
For coherent states, V (Yˆ ) = 1, so FB = 1/NB, indicating that increasing the number
of photons used to implement the beamsplitter reduces the decoherence. A qualitative
explanation for this is, if the initial state contains a large number of photons, it is more
difficult to distinguish the creation or annihilation of ∼ NA/2 photons. Conversely, a Fock
state has V (Yˆ ) = 2NB+1, and 〈Xˆ〉 = 0, indicating that it has a very high QFI and will cause
extremely rapid decoherence. Again, this fits with our intuitive picture, as the creation or
annihilation of one photon from a Fock state is immediately distinguishable, indicating that
it cannot be used to create a coherent superposition of atomic population. The generator
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GˆB ≈ Yˆ /〈Xˆ〉 also indicates that phase squeezed states should cause less decoherence than
amplitude squeezed states.
If we are restricted to rotations θ = pi/2, such that exp
(
−iJˆxpi/2
)
|SC〉 = |N00N〉, then
the reduced density matrix takes the form of Eq. (6.5), and the results obtained in Section
6.3 can be applied here but with GˆB = Yˆ /〈Xˆ〉. We have
FA
(
θ =
pi
2
)
≈ N2A exp
(
−1
4
FBN2A
)
, (6.27)
which although similar to Eq. (6.12), does not depend on time as we have fixed θ. The purity
can be obtained from Eq. (6.9). This result agrees well to the exact (numeric) evolution,
shown in Fig. 6.5, indicating that the generator is well approximated by GˆB ≈ Yˆ /〈Xˆ〉.
6.5 A Semi-Classical Picture of Decoherence
The results presented in the previous section were obtained by evolving the full quantum
state |ψAB〉, which becomes increasing challenging as our basis size increases. We also found
that it was an excellent approximation in most regimes to neglect the quantum fluctuations
in one quadrature, which allowed us to treat the interaction as separable such that we could
identify a generator for system B. Here we present an approximate, general approach to
studying decoherence arising from the entanglement of a probe with an auxiliary quantum
field. This approach does not require us to neglect quantum fluctuations in Xˆ or Yˆ to identify
a generator, and also affords us an efficient way of simulating the system numerically. We
make use of this in Section 6.6, where we use this method to explore the required auxiliary
field occupation to negate decoherence arising from the entanglement between the systems.
This is done by modelling the reduced density matrix as an average over a set of noisy clas-
sical variables X, which have some distribution function P (X), characterised by |〈X|ψB(0)〉|2.
Following a series of measurements, the reduced density matrix is well approximated by
ρˆA ≈
∫
dXP (X)Uˆ(X)|ψA(0)〉〈ψA(0)|Uˆ †(X). (6.28)
A similar model of decoherence has been considered elsewhere, where it was used to prove
a general link between the probe QFI and purity [356]. This relation is approximate in the
sense that the quantisation of the optical field is neglected, for instance revivals predicted by
Eq. (6.17) are absent in this picture. Nevertheless, for sufficiently short times, Eq. (6.28) is
an excellent approximation to the exact dynamics followed by a partial trace. In the inset of
Fig. 6.7 we compare this method to an exact calculation for small NA for the beam-splitter
Hamiltonian, and find excellent agreement.
For the two rotations we study, it is useful to choose these noisy, classical variables to
be the Bloch sphere angles X = {φ} for the separable Hamiltonian or X = {θ, φ} for the
beam-splitter Hamiltonian. This approach has a number of uses, for instance it is simple
in this picture to study the effects of entanglement generated by Xˆ and Yˆ simultaneously.
Additionally, it is only ever necessary to manipulate matrices which belong to the probe
vector space, rather than constructing and evolving the full dim(A) × dim(B) state before
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performing a partial trace to obtain ρˆA, which rapidly becomes intractable even for modest
particle numbers.
6.5.1 Jˆz Rotation
As an example we first show that this method can recover the results presented in Section
6.3. As we have alluded to, decoherence under the separable Hamiltonian [Eq. (6.13)] can
be understood by averaging over a single parameter X = {φ} with Uˆ(φ) = exp(−iJˆzφ), with
the noise properties of φ related to the quantum fluctuations of the operator φˆ = nˆBτ . In
the Jˆz eigenbasis this gives the reduced density matrix
ρˆA ≈
∑
m,n
cmc
∗
n
∫
dφP (φ)e−i(m−n)φ|m〉〈n|. (6.29)
If we identify Cm−n =
∫
dφP (φ)e−i(m−n)φ, this has the same form as Eq. (6.5). If we assume
P (φ) is Gaussian with mean φ and standard deviation σφ, then we can evaluate this integral
to obtain
Czm,n = e−i(m−n)φe−
1
2
(m−n)2σ2φ , (6.30)
adding the z superscript to denote decoherence in the Jˆz eigenbasis. For coherent light, this
expression agrees with Eq. (6.16) by identifying φ = 〈φˆ〉 = |β|2τ and σ2φ = V (φˆ) = |β|2τ 2,
which is seen easily by expanding exp[−i(m−m)τ ] to second order in τ .
We have identified FB = 4V (nˆB) which tells us that GˆB = nˆB and so we associate φ
with the mean and noise properties of the operator nˆB. Although this description correctly
predicts GˆB it is only approximate, and because we have neglected the quantisation of the
photon field it will not capture the revivals seen in Fig. 6.2 (c) or (d).
6.5.2 Beam-Splitter
Now we turn our attention to studying the decoherence generated by evolution under the
beam-splitter Hamiltonian [Eq. (6.19)]. As in Section 6.4.2 we study the approximate ro-
tation Uˆ(θ, φ) = exp(−iJˆzφ) exp(−iJˆxθ), identifying X = {θ, φ}. Again, we assume the
distribution functions for θ and φ, P (θ, φ) = Q(θ)Q(φ) are Gaussian. We interpret (θ, φ) as
the azimuthal and elevation Bloch sphere angles respectively, and identify
X =
θ cos(φ)
τ
(6.31)
Y =
θ sin(φ)
τ
. (6.32)
These are to be interpreted as noisy classical variables with X = 〈Xˆ〉 and σ2X = V (Xˆ) (with
analogous relations for Y ), which imply that the angles are related to the coherent amplitude
of the light, with θ = 2|β|τ and φ = arg(β).
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Following a procedure similar to that in Section 6.5.1 we arrive at the reduced density
matrix,
ρˆA ≈
∑
m,m′,n,n′
cxm′(c
x
n′)
∗Am,m′(An,n′)∗ (6.33)
× Czm,n(φ, σφ)Cxm′,n′(θ, σθ)|m, z〉〈n, z|,
which is of form of Eq. (6.23), with the difference that the phase factor has been replaced
by Cxm′,n′ which directly causes decay of the off-diagonal matrix elements in the Jˆx eigenbasis
also. Both Cxj,k, Czj,k have the same form as Eq. (6.30), but in terms of the relevant classical
variable.
The reduced density matrix Eq. (6.33) with the relations Eq. (6.31) afford us an under-
standing of decoherence in terms of the noise properties of the optical quadratures Xˆ and
Yˆ . If β is real, we set φ = 0, (which corresponds to performing our rotations about Jˆx only)
we obtain the following noise relations
σ2θ =
θ
2
V (Xˆ)
4|β|2 (6.34)
σ2φ =
V (Yˆ )
4|β|2 . (6.35)
Observing that 〈Xˆ〉 = 2|β|, these relations agree with result Eq. (6.26) that the generator
responsible for decay of the off-diagonal matrix elements of ρˆA in the Jˆz eigenbasis is Gˆ
z
B ≈
Yˆ /〈Xˆ〉, but they also allow us to identify GˆxB ≈ θXˆ/〈Xˆ〉, as the generator of decay in the
Jˆx eigenbasis. However, Fig. 6.5 indicates that for the rotation of a Jˆy spin-cat state about
Jˆx, noise in Yˆ dominates.
6.6 Mitigating Decoherence
In Fig. 6.4, it is apparent that as β increases, FA approaches the classical limit. This agrees
with the result that FB = 1/|β|2, as GˆzB ≈ Yˆ /〈Xˆ〉, with 〈Xˆ〉 = 2|β| and V (Yˆ ) = 1 (for
coherent light). We also see this behaviour in Fig. 6.3 (b) and (c), when comparing FA for
a fixed rotation angle φ = τNB the decoherence vanishes as FB = 4V (nˆB)/N2B ∝ 1/NB
goes to zero, which corresponds to the limit of large photon number. Motivated by these
observations, here we study the following question: given evolution under either of the
entangling Hamiltonians we have considered, what is the required auxiliary field occupation
to mitigate decoherence in the probe system?
More specifically, we calculate the required NB, such that after rotating the probe state
by a fixed angle the probe QFI has at least FA = N2A/2, which we will call NTFSB . This is
the approximately QFI of the twin-Fock state, defined |TFS〉 = |NA/2, NA/2〉 with respect
to GˆA = Jˆy. Our motivation for this metric is that twin-Fock states are far less exotic than
spin-cat states, and can be realized simply by a projective measurement in the Jz basis.
Superpositions of twin-Fock states also have FA ≈ N2A/2, and can be manufactured via any
pair-wise particle creation process, such as four-wave mixing [357, 358] and spin-exchange
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collisions [136–138, 144]. Although a TFS would be less attractive than a N00N state for
a number of fundamental tests, it is an excellent candidate for quantum metrology. If one
had a spin-cat state, and were unable to maintain the QFI above what could be achieved
with a twin-Fock state (which is much simpler to create), it would be much less challenging
to simply use the latter.
6.6.1 Jˆz Rotation
As we have analytic results for rotating a N00N state under HAB = ~gJˆz ⊗ nˆB, this is our
starting point. From Eq. (6.12), making the substitution τ = φ/NB we obtain
NTFSB [|N00N〉] ≈
φ2e−2r
log(2)
N2A, (6.36)
which is valid within the same approximations as Eq. (6.12). Although this does not explicitly
depend on FB, as expected states with larger FB per photon (for instance phase squeezed
states) would require more photons to perform this rotation while maintaining FA ≥ N2A/2.
This scaling is intuitive if we consider that the information relating to the Jˆz projec-
tion of system A is encoded onto |ψB〉 as a phase shift. In order to maintain coherence
between the maximal and minimal Jz eigenstates, we require this information be hidden
in the quantum fluctuations of the phase of |ψB(0)〉. More specifically, in order to main-
tain indistinguishability, we require that the magnitude of the phase shift after time τ , say
φcat = φNA/NB, that each component of the superposition cause on |ψB(0)〉 is less than the
characteristic phase fluctuations of |ψB(0)〉, V (nˆB/NB) ∼ er/β. Setting φcat ∼
√
V (nˆB/NB)
gives NTFSB ∼ e−2rφ2N2A.
Interestingly, Jˆy spin-cat states are surprisingly robust to decoherence arising from this
Hamiltonian. Fig. 6.6 (a) plots the FA for this state as a function of time (parameterised
by the rotation angle φ = NBτ), calculated with respect to GˆA = Jˆy. The oscillations in
FA are a consequence of the rotation , FA is maximum when the state is aligned along the
Jˆy axis. In Fig. 6.6 (b) we plot N
TFS
B for a φ = pi rotation, which corresponds to the first
revival in Fig. 6.6 (a). The quadratic scaling NTFSB ∝ N2A exhibited by N00N states under
this rotation is not evident here, instead we find that NTFSB is approximately independent
of NA.
The origin of the N2A scaling for N00N states is the linear NA dependence of φcat, which
is absent for a Jˆy spin-cat rotating about the Jˆz axis. Here, the coherence is carried by
the distinguishability of extreme Jˆy eigenstates. Fluctuations in GˆB = nˆB/NB will cause
diffusion of the phase of each branch of the superposition. This phase diffusion will be of
order ∆φ =
√
V (GB) ∼ e−r/β. As ∆φ increases, the separation between the two branches
decreases, becoming indistinguishable when ∆φ ∼ pi/2. In this case the non-classical nature
of the state is lost, and we expect FA ∼ NA. We expect that the phase diffusion that leads
to FA = N
2
A/2 will occur well before this at some value ∆φTFS. Setting ∆φ = ∆φTFS gives
NTFSB [|SC〉] ≈
(
φ
∆φTFS
)2
e−2r, (6.37)
and from Fig. 6.6 (b) we estimate ∆φTFS ≈ pi/3 is a good rule of thumb.
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Figure 6.6: (a) FA for a Jˆy spin-cat state under a Jˆz rotation as a function of rotation angle
φ = τNB. Simulation was performed exactly for NA = 20 and NB = 100, with |r| = 1 for the
amplitude and phase squeezed states. (b) NTFSB after a φ = pi rotation, which corresponds to the
first revival in (a) for r = |0.5|.
6.6.2 Beam-splitter
Likewise, we can use Eq. (6.27) to estimate NTFSB for a Jˆy spin-cat rotating about Jˆx by
θ = pi/2, we obtain
NTFSB ≈
e2r
4 log(2)
N2A. (6.38)
Crucially, in this relation the squeezing factor exp(2r) has the opposite sign to that of
Eq. (6.36), as we expect from FB ≈ 4V (Yˆ /〈Xˆ〉) states with small fluctuations in Yˆ will
require the least number of photons. As this result is approximate we compare it to a
numeric solution in Fig. 6.7, both using exact diagonalisation for small NA, and using the
semi-classical picture presented in Section 6.5 for a much larger range of NA. We find
excellent agreement between the exact numerics, the semi-classical picture and this analytic
result, which uses the approximate generator GˆB ≈ Yˆ /〈Xˆ〉.
6.7 Conclusions
In quantum metrology it is sometimes necessary to prepare a state for input into a metro-
logical device via an operation such as a beam-splitter or Jˆz rotation. This evolution may be
performed via an interaction with an auxiliary system, and although it is commonplace to
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Figure 6.7: The required number of photons such that the rotated spin-cat state has QFI equal
to that of a Twin-Fock state, for a Glauber-coherent state, amplitude and phase squeezed states.
Solid lines are the prediction of Eq. (6.38). Simulation was performed with arg(β) = 0 and r = 0.5
for the squeezed states, using the semi-classical picture [Eq. (6.28)]. NB was varied by changing
|β|2 while holding r fixed. Inset: Comparison of exact, numerical solution (points) to semi-classical
picture (shapes) for small particle numbers.
assume this auxiliary system is sufficiently large that any entanglement between the two sys-
tems may be neglected, here we retain a quantised description of both systems. We find that
the QFI associated with the auxiliary system’s ability to estimate the Jˆz projection of our
primary system through the interaction Hamiltonian is an excellent predictor of decoherence
and loss of metrological usefulness.
It is simple to define this QFI for a separable Hamiltonian [Eq. (6.3)], and we also
derive an approximate QFI for a beam-splitter Hamiltonian [Eq. (6.19)]. By introducing an
alternative picture of this decoherence, viewing the reduced density matrix as an average over
an ensemble of noisy classical variables, we are also able to generalise our result for the beam-
splitter case by defining two generators responsible for the decay of off-diagonal coherence
in both the Jˆx and Jˆz eigenbases. In summary it is desirable to chose initial auxiliary states
with small QFI, especially for N00N states which are particularly susceptible to this kind
of decoherence, see Fig. 6.2.
We have also estimated the required auxiliary field occupation to negate this kind of
decoherence in both situations. As an example, it would require roughly 1 × 105 coherent
photons to impart a pi phase shift on a 100 atom N00N state, or about 3 × 103 coherent
photons to rotate a 100 atom Jˆy spin-cat state by pi/2 about the Jˆx axis, while maintaining
the QFI above that of a twin-Fock state.
Work presented in the following chapter has been submitted for publication.
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Generating Macroscopic Superpositions with
Interacting Bose-Einstein Condensates:
Multi-Mode Speed-Ups and Speed Limits.
In this chapter we theoretically investigate the effect of multi-mode dynamics on the creation
of macroscopic superposition states (spin-cat states) in Bose-Einstein condensates via one-
axis twisting. A two-component Bose-Einstein condensate naturally realises an effective
one-axis twisting interaction, under which an initially separable state will evolve toward
a spin-cat state. However, the large evolution times necessary to realise these states is
beyond the scope of current experiments. This evolution time is proportional to the degree
of asymmetry in the relative scattering lengths of the system, which results in the following
trade-off; faster evolution times are associated with an increase in multi-mode dynamics, and
we find that generally multi-mode dynamics reduce the degree of entanglement present in
the final state. However, we find that highly entangled cat-like states are still possible in the
presence of significant multi-mode dynamics, and that these dynamics impose a speed-limit
on the evolution such states.
7.1 Introduction
Atom interferometers are precision measurement devices with many applications in both fun-
damental science and industry [22]. Aside from a handful of proof-of-principle experiments,
the phase sensitivity ∆φ of most atom interferometers with N atoms is shot-noise limited,
∆φ ≥ 1/√N [101]. This precision limit may be surpassed by employing states that exhibit
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N -body entanglement [1, 2], up to the ultimate Heisenberg limit ∆φ ≥ 1/N . The states that
achieve this maximum sensitivity are the ‘spin-cat states’, which are coherent macroscopic
superpositions of the maximum and minimum projections of the collective spin [16]. As well
as providing Heisenberg limited sensitivity [16, 101, 256, 299], it has recently been shown
that the ability to create these states can provide robustness against detection noise [359–
362]. These states can be generated from unentangled states via one-axis twisting (OAT)
dynamics [106, 363]. One-axis twisting (OAT) [104] is naturally realised due to atom-atom
interactions in two-component Bose-Einstein condensates (BECs) [127], and has emerged as
an extremely successful method of generating entanglement in BECs [128–133]. OAT dy-
namics have also been demonstrated with cold atoms in a cavity-QED setting [120–123, 125]
and with trapped ions [108, 109, 180–182]. Current OAT experiments are performed with
small, tightly confined condensates [101]. In this regime spatial dynamics are unimportant
and may be neglected, resulting in a single-mode analysis. Usually, the twisting rate is
slow relative to timescales associated with sources of decoherence such as dephasing and
particle losses, and thus making spin-cat states with OAT is outside the realm of current
experiments [101, 148]. This challenge is compounded by the notorious fragility of these
states [166, 167, 240, 356, 364–366]. Nevertheless, small spin-cat states have been created
in other systems, such as superconducting flux qubits [176], nuclear spins [178], angular mo-
mentum states of a single Rydberg atom [179] and in trapped ions [180–182]. Macroscopic
superpositions of optical coherent states have also been realised [177].
More rapid twisting dynamics occur in systems with highly asymmetric scattering lengths
[129, 130, 331], which usually results in significant multimode dynamics, especially when
combined with large particle number [288, 331]. In Ref. [367] the authors perform a multi-
mode analysis of spin-cat states, with a focus on studying losses and finite temperature effects
as sources of decoherence. In this paper we take a slightly different approach, and study the
effect of multi-mode dynamics on OAT with the goal of producing spin-cat states (perhaps
approximately) more rapidly than in a single-mode regime. This approach has already been
suggested as a possibility for enhancing spin-squeezing under OAT [324, 368]. We do not
study decoherence per se as the state remains pure, however multi-mode dynamics can take
the system away from ideal OAT behaviour and thus, compared to single-mode dynamics,
may reduce the entanglement of the final state.
The structure of this Chapter is as follows: In Section 7.2 we revise ideal single-mode OAT
and spin-cat states. Starting from the general multi-mode Hamiltonian for a two-component
BEC, we show that under a single-mode approximation the dynamics reduce to an effective
OAT interaction which can be used to generate nonclassical states. We define spin-cat states,
as well as the quantum Fisher information (QFI), which we use throughout this paper to
quantify the metrological usefulness of states produced under multi-mode OAT. In Section
7.3 we argue that working in a more multi-mode regime should give rise to faster twisting
dynamics, and in Section 7.4 introduce a numerical formalism that we use throughout the
remainder of the paper. In Section 7.5, we investigate the effect of multi-mode dynamics
on the QFI. As these states are no longer Heisenberg limited, strictly speaking they are not
spin-cat states. Nevertheless, we wish to investigate conditions under which large QFI states
may be created which would still be extremely valuable resources for quantum-enhanced
metrology. Thus, in Section 7.6 we explore a range of parameters and find that so long
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as the chemical potential is carefully chosen, states with large QFI are still achievable in a
highly multi-mode regime.
7.2 Single-mode model of spin-cat state creation via
one-axis twisting
7.2.1 Deriving the One-Axis Twisting Hamiltonian
The physical system we consider is a two-component Bose-Einstein condensate (BEC), with
components labelled a and b. In terms of the bosonic field operators ψˆj(r), which obey
commutation relations [ψˆj(r), ψˆ
†
k(r
′)] = δ(r− r′)δjk, the full multi-mode Hamiltonian for the
system is [Chapter 2, Eq. (2.35)]
Hˆ =
∑
j=a,b
∫
drψˆ†j(r)H0ψˆj(r) +
∑
j,k=a,b
gjk
2
∫
drψˆ†j(r)ψˆ
†
k(r)ψˆj(r)ψˆk(r), (7.1)
where H0 is the single-particle Hamiltonian and gjk = 4pi~2ajk/m is the interaction strength
for s-wave scattering length ajk.
It is common to study this system within the single-mode approximation, which assumes
each mode is well described by the same wavefunction φj(r), with j = a, b. This is a good
approximation for sufficiently small, tightly trapped condensates that the motional dynamics
are effectively ”frozen” over timescales of interest, and may be integrated out. Quantitatively,
the single-mode Hamiltonian is obtained from the ansatz
aˆ =
∫
drφ∗a(r)ψˆa(r) (7.2)
bˆ =
∫
drφ∗b(r)ψˆb(r). (7.3)
A convenient description of a system of N conserved, two-level bosons is the SU(2) angular
momentum algebra. In terms of ladder operators Jˆ+ = aˆbˆ
†, Jˆ− = (Jˆ+)† and number operators
Nˆa = aˆ
†aˆ, Nˆb = bˆ†bˆ, the population difference Jˆz = (Nˆa − Nˆb)/2 obeys the standard angular
momentum commutation relations with Jˆx = (Jˆ+ + Jˆ−)/2 and Jˆy = −i(Jˆ+ − Jˆ−)/2.
Neglecting the single-particle energies, which amount only to a trivial rotation, in the
single-mode regime the multi-mode Hamiltonian [Eq. (7.1)] becomes
H = ~χaaNˆ2a + ~χbbNˆ2b + 2~χabNˆaNˆb + ~χaaNˆa + ~χbbNˆa. (7.4)
We have introduced the non-linearity
χjk =
gjk
2
∫
dr|φj(r)|2|φk(r)|2, (7.5)
where j, k = a, b. To account for asymmetric interactions χaa 6= χbb, we insert a pi-pulse half-
way through the evolution, which is described by the unitary operator Uˆpi = exp(−iJˆxpi).
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The single-mode time evolution is generated by
Uˆ(t) = e−iHˆt/2Uˆpie−iHˆt/2 (7.6)
= Uˆpie
−iUˆ†piHˆUˆpit/2e−iHˆt/2. (7.7)
Using Uˆ †piaˆUˆpi = −ibˆ and Uˆ †pi bˆUˆpi = −iaˆ, and observing that H commutes with Uˆ †piHˆUˆpi then
we can write
Uˆ(t) = exp
[
−it
2
(
χaa(Nˆ
2
a + Nˆ
2
b )+χbb(Nˆ
2
a + Nˆ
2
b )+ (7.8)
+ 4χabNˆaNˆb + (χaa + χbb)Nˆ
)]
,
with total number operator Nˆ = Nˆa + Nˆb. Making use of the relations Nˆ
2
a + Nˆ
2
b =
2
(
Nˆ2/4 + Jˆ2z
)
and NˆaNˆb = Nˆ
2/2− Jˆ2z , Uˆ(t) can be re-written
Uˆ(t) = UˆpiUˆNe
−iJˆ2zχt, (7.9)
with the effective twisting rate
χ = χaa + χbb − 2χab. (7.10)
We have also defined the unitary
UˆN = e
−it[ 14 (χaa+χbb+2χab)Nˆ2+ 12 (χaa+χbb)Nˆ], (7.11)
which is a constant of the motion [Nˆ , Hˆ] = 0, and is henceforth neglected. The pi-pulse is
similarly unimportant as its only contribution to the motion is to flip the parity of Jˆz, Jˆy.
Thus, the single-mode Hamiltonian is equivalent to the well known one-axis twisting (OAT)
interaction,
Hˆ = ~χJˆ2z ≡ HˆOAT. (7.12)
7.2.2 Making Spin-Cat States with One-Axis Twisting
The OAT Hamiltonian is capable of producing macroscopic superpositions of collective-spin
eigenstates, which are called spin-cat sates. This procedure is illustrated in Figure 7.1 (a-d).
It is convenient to work in the Jˆz eigenbasis, Jˆz|m〉 = m|m〉 for J = N/2 total atoms and m
is half the population difference. Starting with the maximum eigenstate |N/2〉 [Figure 7.1
(a)], a pi/2 pulse splits the population, which preserves the noise properties but places the
state on the equator of the Bloch-sphere [Figure 7.1 (b)]. This state is called a coherent-spin
state |α(θ, φ)〉 [214, 216] (which we discuss in Chapter 3, Section 3.1.2)
|α(θ, φ)〉 =
J∑
m=−J
CJm(θ)e
−i(J+m)φ|m〉, (7.13)
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Figure 7.1: (a-e) Single-mode Q-functions of N = 20 atoms (Q/Qmax with Q(θ, φ) =
〈α(θ, φ)|ρˆ|α(θ, φ)〉), showing evolution under one-axis twisting, and f-j are the corresponding prob-
ability distributions in the Jˆy eigenbasis. The system is prepared entirely in a single component
(a,f), before a pi/2 pulse places the state on the equator of the Bloch sphere (b,g). Using this as
the initial state, the one-axis twisting interaction [Eq. (7.12)] creates a nonclassical state (c,h), and
quickly reaches the non-Gaussian regime (d,i). Eventually, after tcat = pi/2χ the state becomes a
spin-cat state in the Jˆy basis (e,j).
with CJm(θ) =
(
2J
J +m
)1/2
cos(θ/2)J−m sin(θ/2)J+m. First, a pi/2 pulse places the state on
the equator (θ = pi/2). Evolving this state under HˆOAT results in a non-linear rotation of
each Jˆz component about the Jˆz axis by twisting angle χt. For small twisting strengths,
the resultant nonclassical state has significantly modified noise properties, and leads to spin
squeezing for small twisting times χt [hence the name “one-axis twisting”, Figure 7.1 (c)]. For
a discussion of OAT, the reader is referred to Chapter 3, Section 3.4.1. The state eventually
becomes non-Gaussian [Figure 7.1 (d)], and at time
tcat =
pi
2χ
(7.14)
up to a global phase, the state revives to a superposition of opposite coherent-spin states
[Figure 7.1 (e)]
e−iζJˆzpi/2e−iJˆ
2
zpi/2|α(pi/2, φ)〉 = |α(pi/2, φ)〉+ eiϕ|α(pi/2, φ± pi)〉 ≡ |SC〉, (7.15)
where ζ = 0[1] if N is even [odd] and ϕ is an arbitrary relative phase. This is called a spin-cat
state. In Chapter 3, Section 3.4.1 we provide a proof of this result for even N (Eq. (3.135)
and surrounds).
This state is characterised by its large quantum Fisher information (QFI) with respect to
to the pseudo-spin operator Jˆφ = Jˆy sin(φ) + Jˆx cos(φ). In other words, for pure states under
evolution UˆΩ = exp(iJˆφΩ), the parameter Ω may be estimated with precision bounded by
the quantum Crame´r-Rao bound ∆Ω2 = 1/FQ where FQ is the QFI. If the scattering lengths
of the two components are asymmetric, evolution under the full Hamiltonian Eq. (7.1) may
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result in drift in the Jx, Jy plane. Rather than manually accounting for this drift, it is
simpler to calculate the QFI by finding the maximum eigenvalue of the collective-covariance
matrix [see for instance Ref. [225], or Chapter 3, Section 3.3.5]
Fi,j = 2〈JˆiJˆj + JˆjJˆi〉 − 4〈Jˆi〉〈Jˆj〉. (7.16)
where i, j = x, y, z. The QFI of the state under OAT initially increases rapidly, it quickly
reaches a plateau at FQ = N
2/2, see for instance Figure 7.4 (d, solid black) or Figure 7.5
(solid black). Twin-Fock states (TFS, also called symmetric Dicke states) approximate this
QFI, and have been experimentally realised in spin-1 spinor BECs [144, 145], and approxi-
mated in Ref. [146]. Although TFS certainly have large QFI, they fall short of the actual
Heisenberg limit FQ = N
2. Note the FQ = N
2 “cat peak” at χt = pi/2. This QFI is reserved
for spin-cat states, which are examples of the maximally many-body entangled Greenberger-
Horne-Zeilinger state [154, 155]. Throughout this Chapter we take the FQ = N
2 “cat peak”
as the signature of this state.
In this Chapter we go beyond this single-mode model and study the effects of multi-mode
dynamics on the evolution of the state’s QFI. As discussed in the next Section, the system
is prepared entirely in the mean-field ground state of a single component, before a pi/2 pulse
creates the initial state corresponding to [Figure 7.1 (b,g)], which is no longer the ground
state of Eq. (7.1). The subsequent dynamics are explored at a mean-field level (Section
7.3), after which we introduce an ansatz [Section 7.4] which enables simulations of quantum
correlations.
7.3 Multi-Mode Dynamics in One Dimension
In this section we explore multi-mode dynamics at a mean-field level. Although this cannot
be used to study the QFI, it can be used to investigate the relationship between the twisting
rate χ [Eq. (7.10)] and the condensate chemical potential, which we will argue is the relevant
parameter to quantify deviations from the single-mode regime. The scheme [illustrated in
Figure 7.1 (a-e)] is re-cast as a multi-mode problem as follows. We consider a harmonically
trapped BEC, where the trapping frequency ω along a particular axis is small compared to the
transverse frequencies. The dynamics in the transverse dimensions are therefore integrated
out resulting in an effective one dimensional (1D) system, with modified interaction g1D. We
work in dimensionless oscillator units τ = ωt and ξ = x
√
mω/~, which allows us to scale out
ω and m. Treating the (dimensionless) single component chemical potential µ = µSI/~ω (µSI
has dimensions of energy) as a free parameter, the unity-normalised single component ground
state φ0 is found by numerically solving the time-independent Gross-Pitaevskii equation
(GPE),
µφ0 =
(
−1
2
∂2
∂ξ2
+
1
2
ξ2 +Ng1D|φ0|2
)
φ0. (7.17)
In the limit of small, tightly confined condensates the non-linear term may be neglected,
and the chemical potential µ is simply the single-particle ground-state energy E0 = 1/2.
The opposite extreme is when the mean-field energy is large, and µ  E0. Aside from
its normalisation, both the ground state and subsequent dynamics are entirely determined
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by the ratio of chemical potential to the trapping energy, which is none other than µ in
dimensionless units. Thus, we treat µ as a free parameter. If quantum correlations are
considered the total number N is also an important parameter.
Imposing the normalisation
∫
dξ|φ0|2 = 1 uniquely determines the interaction strength
g1D in terms of µ. As an example, this may be done analytically within Thomas-Fermi (TF)
approximation
g1D,TF =
4
√
2µ3/2
3N
, (7.18)
but in general we find the correct g1D for a given µ numerically by finding the true ground
state via an imaginary time method [205]. For details, see Chapter 2, Section 2.3.5.
Figure 7.2: Mean-field dynamics of different number components φj(m)/φmax, labelled by
m = (na − nb)/2 with j = a, b, N = 100, κ = 0 and λ = 1. (a) When the chemical potential
is close to the single-particle ground state energy the system is well described by a single-mode
treatment, i.e. the dynamics are almost identical for populations a,b and for all number components
m. (b) A larger chemical potential gives rise to breathing dynamics shown here for the m = 0
number component, which is different for each m (c) and between populations (d). In the case of
symmetric dynamics (λ = 1) φa(m) = φb(−m).
Before introducing an ansatz in Section 7.4 which captures quantum correlations, it is first
instructive to study the mean-field dynamics. For convenience we introduce the asymmetry
parameter λ and the inter-species interaction parameter κ, defined by
gaa = g1D (7.19)
gbb = λg1D (7.20)
gab = κg1D. (7.21)
Depending on the atomic species λ, κ may be adjusted using Feshbach resonances [203, 204].
Suppose the condensate is split such that there are na atoms in component a and nb in b,
with N = na + nb. The unity-normalised number component wavefunctions φj(na, nb, ξ, τ)
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obey the time time-dependent GPE
i
∂φj
∂τ
=
(
−1
2
∂2
∂ξ2
+
1
2
ξ2 + gjj(nj − 1)|φj|2 + gjknk|φk|2
)
φj. (7.22)
with j, k = a, b. After solving Eq. (7.17) for the single-component ground state φ(ξ)0, the
initial condition corresponding to the coherent-spin state in Figure 7.1 (b) is φa(ξ, 0) =
φ0(ξ)/
√
2 and φb(ξ, 0) = iφ0(ξ)/
√
2 such that
∫
dξ|φa|2 +
∫
dξ|φb|2 = 1. Generally this is
not the two-component ground state, resulting in dynamics. Figure 7.2 shows the mean-field
dynamics under Eq. (7.22) in a number of regimes, obtained by finding the ground state
via Eq. (7.17) (normalised to unity). When the chemical potential is close to the single-
particle ground state energy E0 = 1/2 the interactions vanish, and the initial state remains
stationary resulting in single-mode dynamics - i.e. each number component is well described
by the same wavefunction [Figure 7.2 (a)]. As µ increases significant multi-mode dynamics
appear, for instance λ, κ ≥ 0 gives rise to breathing dynamics [Figure 7.2 (b,c,d)].
Figure 7.2 demonstrates that multi-mode dynamics vanish as µ approaches the single-
particle ground state energy. Unfortunately in this regime the effective twisting rate χ must
also vanish. The twisting rate is large when µ E0, and the condensate is well described by
the TF approximation. Evaluating Eq. (7.10), Eq. (7.5) with respect to the TF ground-state
and eliminating g reveals the scaling of χ with µ in d dimensions (d = 1, 2, 3),
χTF(0) =
2µd(1 + λ− 2κ)
N(4 + d)
. (7.23)
and therefore (henceforth restricting ourselves to 1D)
τcat = ωtcat =
5piN
4µ(1 + λ− 2κ) . (7.24)
Subsequent dynamics in the twisting rate χ(τ) occur when λ, κ 6= 1. For symmetric scattering
lengths (λ = 1) the excitation spectrum of the two component TF ground-state agree well
with the 1D single component result presented in the appendix of Ref. [369], which finds
oscillating excitations with period
Tn =
2pi√
n
2
(n+ 1)
. (7.25)
Breathing motion is the n = 2 excitation, (T2 ≈ 3.63) which agrees well with the dynamics
observed in Figure 7.2. Figure 7.3 compares χTF to χ(τ) calculated via Eq. (7.5) using the
mean-field wavefunctions, obtained by setting m = 0 in Eq. (7.30), i.e φj(ξ, τ) = φj,0(ξ, τ).
In the TF regime we observe breathing oscillations in χ(τ) with period T2 ≈ 3.63, and find
good agreement between χ(τ) and χTF at τ = 0. As µ approaches the single-particle energy
E0 =
1
2
, the multi-mode dynamics vanish, but so does the effective twisting rate χ(τ).
Although Eq. (7.24) neglects dynamics (Figure 7.8 explores deviations from this formula
that arise due to multi-mode dynamics), it is suggestive that tcat could be reduced by in-
creasing µ. However, in absolute terms, the time scale (in SI units) generally depends on
µ and so one must be careful comparing τcat, and a full 3D simulation would be needed to
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Figure 7.3: The effective 1D twisting rate χ under breathing dynamics, far from the single-
mode regime µ = 32.08 (solid cyan) and close to the single-mode regime µ = 0.6 (dashed green),
which is close to 0. We also include twisting rate χ of the TF ground state [Eq. (7.23)] (dashed
cyan), which agrees excellently with the numeric result at τ = 0. Inset: Magnification of µ = 0.6
data which shows small, but non-zero dynamics.
compare a fairly single-mode and highly multi-mode regime. The 1D and 3D interaction
strengths are related by some area A⊥, g1D = g3D/A⊥, and so one could vary µ by adjusting
A⊥ but keeping ω fixed. In this case, so long as the TF approximation holds, µTF ∝ g2/31D ,
and tcat would be reduced by relaxing A⊥, which supports multi-mode dynamics.
Even studying only mean-field dynamics reveals the trade-off central to this Chapter. A
large twisting rate χ results in rapid spin-squeezing and ultimately a small tcat, which is im-
portant to minimise the effects of decoherence sources such as particle losses and dephasing.
It is clear from Figures 7.3 [and Eq. (7.23)] that χ is associated with large µ, however this
is also the regime where significant multi-mode dynamics are present, such as the breathing
exhibited in Figure 7.2 (b,c,d). However, multi-mode dynamics reduce the overlap between
different number components [as in Figure 7.2 (b) and (c)], which, as we discuss in the next
Section, has a deleterious effect on the QFI.
7.4 The Method of Sinatra and Castin
To study the QFI it is necessary to go beyond mean-field theory. However, modelling spin-
cat states is particularly challenging. The well known truncated Wigner (TW) method is
widely employed to study quantum noise in ultra-cold Bose gasses [370–376], however as
we will see it cannot describe spin-cat states. In Figure 7.4 we compare a single-mode
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TW simulation to the exact single-mode dynamics, and although TW does a good job of
replicating the short time dynamics as the state becomes highly non-Gaussian (with negative
Wigner function) the eponymous truncation fails to correctly capture the dynamics. Other
phase-space methods also fail, such as positive-P [377–379] (which is restricted to evolution
times much less than tcat due to the exponential divergence of stochastic trajectories) or
number-phase Wigner [380, 381] (which is negative for coherent-spin states). Clearly a
different approach is required.
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Figure 7.4: For N = 100, we compare a single-mode truncated Wigner simulation to exact
single-mode dynamics. (top) Scatter plots of individual Wigner trajectories at time χt projected
onto a Bloch sphere (the Jy axis is into the page). Loosely, these plots provide a visualisation of the
quantum state [382] for (a) the initial state, (b) a small amount of twisting and (c) at tcat; clearly
this is not a superposition of coherent-spin states [c.f. Figure7.1 (d)]. (d) The quantum Fisher
information as a function of time, which shows reasonable agreement for small twisting times but
the “cat peak” is clearly absent in the TW simulation.
Clearly phase-space methods are poorly suited to modelling spin-cat states, and analytic
results do not exist in the multi-mode regime. We circumvent these issues by employing the
method of Sinatra and Castin [331, 373, 383], which is described in depth in Appendix B.
Briefly, the idea is to expand the state in the number basis, and then evolve the wavefunction
for each number component within the Hartree-Fock approximation. In this way it is possible
to capture both multi-mode dynamics and quantum correlations.
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This is done by defining a new Fock space with bosonic annihilation operators
aˆφa =
∫
dξφ∗a(na, nb, ξ, τ)ψˆa(ξ) (7.26)
bˆφb =
∫
dξφ∗b(na, nb, ξ, τ)ψˆb(ξ). (7.27)
These are used to construct a set of dynamic basis states
|na;φa(na, nb, ξ, t), nb;φb(na, nb, ξ, t)〉 = e−iA(na,nb,t)/~
(
aˆ†φa
)na
√
na!
(
bˆ†φb
)nb
√
nb!
|0〉. (7.28)
The approximation in this method is that each number-component is well described by a
single wavefunction. Although this ansatz assumes an Hartree product state for each number
component, it is able to capture quantum correlations between number components that may
arise from subsequent dynamics. For more information, the reader is referred to Appendix
B.
The physical system we consider is a 1D two-component BEC in a harmonic potential,
which is described by the state vector
|ψ(τ)〉 =
N∑
na=0
√
N !
na!nb!
(ca)
na(cb)
nb|na;φa(na, nb, ξ, τ), nb;φb(na, nb, ξ, τ)〉, (7.29)
with conserved total number N = na + nb and ca = 1/
√
2, cb = i/
√
2 (for an initial Jˆy
eigenstate). As discussed in Appendix B, under the two component Hamiltonian Eq. (7.1) the
wavefunctions (which we call mode functions) φj(na, nb, ξ, τ) and phase factors A(na, nb, τ)
that define the states Eq. (7.28) evolve in time under the equations (with j = a, b)
i
∂φj
∂τ
=
(
−1
2
∂2
∂ξ2
+
1
2
ξ2 + gjj(nj − 1)|φj|2 + gjknk|φk|2
)
φj, (7.30)
dA
dτ
= −
∑
j=a,b
gjj
2
nj(nj − 1)
∫
dξ|φj|4 − gabnanb
∫
dξ|φa|2|φb|2, (7.31)
with initial conditions
φa(na, nb, ξ, 0) = φb(na, nb, ξ, 0) = φ0(ξ) (7.32)
A(na, nb, 0) = 0, (7.33)
where φ0(ξ) is the unity-normalised interacting condensate ground state [i.e. the solution to
Eq. (7.17)]. After solving Eq. (7.30), (7.31), the resultant set of mode functions φj(na, nb, ξ, τ)
and phase factors A(na, nb, τ) can be used to construct dynamic expectation values of ob-
servable quantities.
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Figure 7.5: The quantum Fisher information of a maximally non-linear (κ = 0), symmetric
(λ = 1) condensate with N = 100 as a function of evolution time for several µ. Times τcat were
taken directly from numerics by finding the peak, except for µ = 200.0 which was estimated from
Eq. (7.24). The times are τcat = 1570, 5.735, 0.9817 for µ = 0.6, 32.08, 200.0, respectively.
The QFI is defined in terms of multi-mode SU(2) operators,
Jˆ+ =
∫
dξψˆa(ξ)ψˆ
†
b(ξ) (7.34)
Nˆj =
∫
dξψˆ†j(ξ)ψˆj(ξ) (7.35)
with Jˆ− = (Jˆ+)†. The relevant observables are Jˆy = −i(Jˆ+ − Jˆ−)/2, Jˆx = (Jˆ+ + Jˆ−)/2 and
Jˆz = (Nˆa−Nˆb)/2. For a derivation of the expressions Eq. (7.38)-(7.40), and a comprehensive
list of moments refer to either Appendix B [Section B.3.2], or Ref. [331] (Appendix A).
Using the method of Sinatra and Castin, in Figure 7.5 we show the multi-mode QFI in a
symmetric condensate (λ = 1) as a function of time for several µ. As expected, the method
of Sinatra and Castin reproduces the exact, single-mode results [104] when µ is close to the
1D harmonic oscillator ground state energy E0 = 1/2. Despite clearly defined “cat peak”
with maximum amplitude FQ = N
2 the time taken for this revival is large; tcat ≈ 1570/ω
for µ = 0.6. Increasing µ significantly decreases tcat, however the peak QFI is diminished,
eventually disappearing completely.
7.5 Effect of Multi-Mode Dynamics on the QFI
Figure 7.5 clearly shows that multi-mode dynamics have a deleterious effect on the QFI,
especially around τcat. To explore the cause of this, consider FQ = 4Var(Jˆy). For symmetric
interactions, the optimal generator is Jˆy at tcat. It is convenient define the overlap between
the mode functions of different number components
γjkm (na, nb, τ) =
∫
dξφj(na, nb, ξ, τ)φ
∗
k(na −m,nb +m, ξ, τ), (7.36)
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and to write [256]
F = 4Var(Jˆy) = F0 + F1 + F2 (7.37)
as a sum of terms which depend on the zeroth, first and second-order overlaps,
F0 = 〈Jˆ+Jˆ−〉+ 〈Jˆ−Jˆ+〉 (7.38)
F1 = −4〈Jˆy〉2 (7.39)
F2 = −〈Jˆ+Jˆ+〉 − 〈Jˆ−Jˆ−〉. (7.40)
Suppressing the τ dependence, the Castin-Sinatra expressions for F0, F1 and F2 are
F0 = N + 2
N−1∑
na=1
N !
(na − 1)!(nb − 1)! |ca|
2na |cb|2nb
∣∣γab0 (na, nb)∣∣2 , (7.41)
F1 = −Im
(
N∑
na=1
N !
(na − 1)!nb! |ca|
2(na−1)|cb|2nbc∗bcaei[A(na−1,nb+1)−A(na,nb)]/~×
× γab1 (na, nb) [γaa1 (na, nb)]na−1
[
γbb1 (na, nb)
]nb )2, (7.42)
F2 = −
N∑
na=2
N !
(na − 2)!nb! |ca|
2(na−2)|cb|2nb(c∗b)2c2aei[A(na−2,nb+2)−A(na,nb)]/~×
× [γab2 (na, nb)]2 [γaa2 (na, nb)]na−2 [γbb2 (na, nb)]nb − c.c, (7.43)
where c.c denotes the complex conjugate.
Figure 7.6 shows these, and their sum, in the single-mode regime (top panel) and in a
multi-mode regime (middle panel). In the single-mode regime, F0 is conserved and reduces
to F0 = N
2/2+N−2〈Jˆ2z 〉 = N2/2, and F0 ≤ N2/2 in a multi-mode system. We also have for
any SU(2) system (multi mode or single mode) −N/2 ≤ 〈Jˆy〉 ≤ N/2 and 0 ≤ F0 +F1 +F2 =
4Var(Jˆy) ≤ N2. The first bound implies −N2 ≤ F1 ≤ 0, and all of these bounds can be
combined to deduce 0 ≤ F2 ≤ N2/2.
The term F1 quickly approaches 0, so at time τcat only F0 ∼ N2/2 and F2 ∼ N2/2
contribute to the QFI, resulting in the FQ ∼ N2 “cat peak”, which means the QFI at τcat
is independent of γjk1 . Figure 7.6 (bottom row) shows the magnitude of the overlaps to the
power of nb as this directly appears in Eq. (7.43), for γ
bb
0 , γ
bb
1 and γ
bb
2 for the symmetric
number component (na = nb = N/2), which has the largest weighting in Eq. (7.29). The
second-order overlap is reduced more than the first or zeroth-order overlaps, and as the first-
order overlaps already do not contribute, this indicates that poor second-order overlaps are
primarily responsible for the reduction in maximum QFI. This is confirmed in Figure 7.6
(middle row).
In condensates with symmetric interactions the maximal, zeroth-order overlap γab0 (na =
nb = N/2) = 1 by normalisation of the mode functions. In asymmetric condensates, even
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Figure 7.6: Shows F0, F1, F2 and F0+F1+F2 = 4Var(Jˆy) for N = 100 as a function of evolution
time for single-mode (SM) dynamics (top) and (middle) a multi-mode simulation performed using
the method of Sinatra and Castin. F2 is the term responsible for the “cat peak”. (bottom) The
magnitude of the overlap [γbb2 (na, nb, τ)]
nb for na = nb = N/2 with µ = 32.08. Due to the binomial
coefficients in Eq. (7.29), this is the term that contributes the most to F2 [c.f. Eq. (7.43)].
this term is reduced indicating that asymmetric condensates are poorly suited to the creation
of spin-cat states. This intuition is confirmed in Figure 7.7, which compares the QFI for
a symmetric condensate (λ = 1) and an asymmetric condensate (λ = 0.5) with otherwise
identical parameters. Although the two agree well in the single-mode regime [Figure 7.7(a)],
increasing µ diminishes the peak QFI of the asymmetric condensate compared to a symmetric
one [Figure 7.7(c)]. Asymmetric condensates require a pi-pulse roughly at τcat/2, the precise
timing of this pulse is found by numerically optimising the peak QFI. In Figure 7.7 (c) we
show the maximal zeroth-order overlap γab0 (na = nb = N/2), which is always unity in a
symmetric condensate, but is significantly reduced in the asymmetric simulation. This is in
addition to the loss of QFI suffered by symmetric condensates due to reduced γjk2 , indicating
that asymmetric condensates are more susceptible to the deleterious effects of multi-mode
dynamics.
7.6 Speed Limits on Cat Evolution Time
Having determined that multi-mode dynamic can have a deleterious effect on the peak QFI,
we performed many simulations such as those depicted in Figures 7.5 and 7.7. The results
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Figure 7.7: For N = 100 and κ = 0 we compare the QFI of a condensate with symmetric
interactions (λ = 1) and an asymmetric condensate (λ = 0.5) for different µ (a, b). Asymmetric
condensates are far more susceptible to the deleterious effects of multi-mode dynamics. The cat
times for the symmetric (asymmetric) condensates are τcat = 1570(1814), 18.06(20.33) for µ = 0.6,
10.29, respectively. We also compare the magnitude of the overlap γab0 (c) for symmetric and
asymmetric condensates.
are collected in Figure 7.8. As condensates with asymmetric interactions always perform
more poorly than symmetric ones for otherwise fixed parameters, we focus on symmetric
systems (λ = 1). In particular we collate the maximum QFI and the corresponding time τcat
as a function of chemical potential. The maximum QFI is compared to FQ = N
2/2, which
is approximately the QFI of a twin-Fock state (TFS) |TFS〉 = |N/2, N/2〉, which has N/2
atoms in both components. This QFI which is quickly reached under one-axis twisting (see
for instance Figure 7.5) and serves as a threshold - if the maximum QFI is close to the TFS
QFI there is little point bothering with the comparatively large τcat.
The top row of Figure 7.8 reveals that, as µ increases and moves the system away from
the single-mode regime, there are certain values of µ/N that support the creation of states
with QFI approaching FQ = N
2. Crucially, this is true even in the presence of significant
multi-mode dynamics. After scaling out the total number N , for a particular value of κ these
values of µ/N are predicted by studying the period, T , of the (maximally weighted) overlap
|γjk2 (m = 0)|, which we previously deduced is primary responsible for the decay in QFI. The
bottom row of Figure 7.8 shows the time at which the maximum QFI occurs (empty squares,
not necessarily tcat), compared to the period of |γaa2 (0)|. Values of µ with τcat [Eq. (7.24),
in Figure 7.8 plotted as a solid black line] coinciding with an integer multiple of T give rise
to cat peaks significantly above the N2/2 threshold (dashed magenta line). The take-home
result of this plot is this: for a symmetric condensate far from the single-mode regime, given
an N and κ, it is not possible to use OAT to generate a state with QFI comparable to a
spin-cat state faster than T , and µ should be chosen such that tcat = nT , n = 1, 2, 3 · · · .
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Figure 7.8: (top row) For a symmetric condensate λ = 1, the maximum QFI is displayed for
a range of parameters. The QFI is compared to FQ = N
2/2 (dashed magenta), which is quickly
(relative to τcat) reached under OAT. (bottom row) For N = 100, we display the time at which
the maximum QFI occurs (not necessarily tcat). This is compared to the TF result (Eq. (7.24),
solid black), and deviations from this curve indicate that the corresponding maximum QFI is not
associated with a cat peak. The dashed cyan lines are integer multiples of the period of |γaa2 (m = 0)|.
7.7 Conclusion
We have investigated the creation of spin-cat states from non-linear atomic interactions in a
two-level 1D trapped Bose-Einstein condensate. Starting from a simple analytic treatment
within the Thomas-Fermi approximation, we deduce that working in a multi-mode regime
should produce a larger twisting rate, and thus faster evolution toward a spin-cat state in
absolute terms. Using the method of Sinatra and Castin we find that multi-mode dynamics
have a deleterious effect on the maximum QFI, as a result of poor overlap between the mode
functions of the different spatial components, especially the second order overlaps γj2k. In
particular we find that condensates with asymmetric interactions are more susceptible to
this overlap reduction than symmetric condensates. For this reason we focus on symmetric
interactions, and find that even in the presence of significant multi-mode dynamics, maxi-
mum QFI close to N2 is possible so long as tcat = pi/2χ matches the period of |γjk2 (m = 0)|
[Figure 7.8]. This time scale imposes a speed limit on the time taken for one-axis twisting
to produce a state with QFI close to the Heisenberg limit.
8
Conclusions
In this thesis we have theoretically investigated the use of atomic interactions to produce
many-body entangled states in Bose-Einstein condensates (BECs), with the ultimate goal of
moving toward genuinely useful, quantum-enhanced measurement devices. Many-body en-
tanglement is the key resource needed to overcome quantum noise limits, which are likely to
limit the next generation of ultra-precise measurement devices such as atom interferometers.
However, the immense challenge of creating large, highly-entangled quantum states makes
their use incompatible with the stringent requirements of precision metrology which demand
strong signals, long interrogation times and highly-controlled noise sources. For these reasons
there has yet to be a quantum-enhancement measurement that gives a useful improvement
over currently-available classical precision sensors. For quantum-enhanced atom interferom-
eters to become a reality progress must be made in two key areas: (1) Fast, efficient methods
of creating large, many-body entangled states are needed. (2) These states must be robust
to decoherence, particularly detection noise (a key limitation in current experiments). Thus,
this thesis has focused of addressing both of these challenges
8.1 Atomic Interactions For Useful Quantum-Enhanced
Atom Interferometers
To date, a high-precision quantum-enhanced inertial measurement has not been demon-
strated. In Chapter 4 we proposed a scheme for a quantum-enhanced rotation sensor con-
structed from a spinor BEC in a ring trap. In this scheme, two counter-propagating angular
momentum modes, which act as the arms of the interferometer, are initialised with a small
coherent “seed” population. Bose-Einstein statistics ensure that spin-changing collisions can
rapidly produce a large, coherent population in these modes but with suppressed number
difference fluctuations. The resultant state is spin squeezed with respect to a Mach-Zehnder
145
8.2 Generating and Manipulating Spin-Cat States in Ultra-Cold Atoms 146
interferometer, which would be realised in a ring geometry using Laguerre-Gauss beams for
Raman transitions. Although spin-changing collisions with zero seed reach the Heisenberg
limit (HL), we find that in a realistic, multi-mode simulation the absolute sensitivity (which
depends not only on the degree of squeezing, but also the total number available for measure-
ment) is significantly enhanced by the presence of a seed. A genuinely useful rotation sensor
needs to be highly sensitive not only to a relative phase φ, but also to rotations φ ∝ ΩT .
Thus, it is important to also consider the effects of a possibly large interrogation time T . We
find that during free evolution the sensitivity degrades over time due to oscillations which
are proportional to the squeezing strength. In other words, highly spin-squeezed states only
remain spin squeezed for small T , which limits their usefulness. However, releasing the con-
finement of the atoms during T can help mitigate this. Numerical results were obtained
using the truncated Wigner method, which does not easily allow for a calculation of the
classical Fisher information. However, it is possible that such an analysis might reveal that
so long as an optimal measurement could be found then the interferometer could be useful
even with large interrogation times.
Detection noise is a significant hurdle for quantum-enhanced measurement devices. Spin-
squeezed states, and especially entangled non-Gaussian states (ENGS), demand detection
noise at the single-particle level which limits them to small numbers as the requisite counting
efficiency rapidly becomes unattainable. In Chapter 5 we explored so-called “interaction-
based readouts” (IBR) in the context of collective spin systems, which can significantly
improve the robustness of quantum-enhanced devices to detection noise. We have also de-
rived criteria to determine the optimal measurement basis (i.e. that saturates the quantum
Crame´r-Rao bound) for a given state, and find that the bound remains saturated if any
parity-conserving readout is included, indicating that simultaneously optimal and robust
protocols are possible. Echoes, readouts which perfectly time reverse the initial entangling
operation, are known to provide significant robustness [305]. We explore a variety of read-
outs, including ones that relax the time-reversal requirement of echoes and find that these
readouts can also provide decent robustness. This indicates that robust metrology is possi-
ble even in systems where reversing the entangling interaction is difficult or impossible. Our
results are particularly useful for ENGS, for which optimal measurements are not generally
known, and which are highly sensitive to detection noise. For instance we have shown that
with an appropriate IBR, spin-cat states remain at the HL even in the presence of detection
noise exceeding
√
N . In a realistic experiment the total time available for an initial entan-
gling operation and any IBR will be fixed, and in this case we have also found that for small
times sometimes the trivial readout (that is, doing nothing) is optimal even in the presence
of significant detection noise.
8.2 Generating and Manipulating Spin-Cat States in
Ultra-Cold Atoms
In the absence of decoherence, spin-cat states are the optimum state to use in any SU(2)
interferometer. Despite the fact that BECs naturally produce a one-axis twisting (OAT)
interaction which is capable of eventually producing these states, realising a spin-cat state
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in a BEC is far outside the scope of current experiments, largely because they are highly
susceptible to decoherence [240, 356]. In Chapter 6 we have applied the formalism of quantum
metrology to studying decoherence that can arise under certain atom-light interactions. One
can define a quantum Fisher information (QFI) for the light which does an excellent job
of predicting atomic decoherence that occurs when the results of measurements made on
the light after the interaction are not accessible. We have used this formalism to study the
decoherence of atomic spin-cat states under common operations such as a relative phase shift
and beam-splitter pulse. In the former case, we found that both the purity of the atomic
state and its QFI decay exponentially with the total number squared. This is one example
of why it can be challenging to maintain the coherence of large spin-cat states. We also
derived conditions under which the light may be considered sufficiently classical that atomic
decoherence is negligible. As an example, it would require roughly 1× 105 coherent photons
to impart a pi phase shift on a 100 atom spin-cat state, or about 3 × 103 coherent photons
to perform a pi/2 pulse on a 100 atom spin-cat state, while maintaining the QFI above that
of a twin-Fock state.
Small non-linearities, which result in slow entangling dynamics, are another significant
obstacle to generating spin-cat states with atomic interactions in a BEC. Slow dynamics are
typically associated with small, tightly confined condensates, which is the case for current
interaction-based quantum-enhanced atom interferometers [101]. In Chapter 7 we studied
the effect of multi-mode dynamics on the formation of spin-cat states under the one-axis
twisting interaction in BECs. We argue that multi-mode dynamics are associated with a
speed-up of entangling dynamics, and simulate the evolution of a two-component condensate
in one spatial dimension. We observe that multi-mode dynamics such as breathing can have
a deleterious effect on the QFI. However, we found that so long as the evolution time exceeds
the breathing period, it is possible to generate states reasonably close to the HL even in the
presence of significant dynamics. These results indicate that large non-linearities, and the
associated speed-up in entangling dynamics, are not fundamentally incompatible with the
production of fragile, large QFI states such as spin-cat states.
8.3 Outlook
The work presented in Chapter 5 is part of a growing body of literature regarding IBRs.
At the time of publication, both our work and the earlier Letters Refs. [305, 306] focussed
primarily on OAT. An immediate research direction is the application of interaction-based
readouts to other kinds of interactions. For example, twist-and-turn (TNT) squeezing is an
extension of OAT that can produce many-body entanglement more quickly than OAT, but
also reaches the over-squeezed regime more quickly [134, 148]. We have recently published
a follow-up paper on the use of IBRs to robustify TNT squeezing to detection noise, while
also ensuring that the state’s quantum resources are optimally utilised [384]. Since the
publication of our work, Refs. [360, 361] have explored interaction-based readouts based on
OAT, with a focus on spin-cat sates. Two-axis-twisting has also been studied in the context of
interaction-based readouts, based on spin-changing collisions [237]. Recently, adiabatically
sweeping though quantum phase transitions has emerged as a promising mechanism for
generating metrologically useful entangled states [385]. Refs. [146, 147] have used this
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method to produce Dicke states, which has motivated theoretical works [386, 387]. The
latter presents a scheme analogous to an interaction-based echo, whereby sweeping through
the quantum phase transition in reverse attempts to return the system to its initial state,
which is robust to detection noise. In Ref. [388], the authors explore IBRs with a fixed time
constraint, also taking into account interrogation time as a resource.
One research direction that has yet to be thoroughly explored, is the use of IBRs that do
not require time reversal (called pseudo-echoes), which can also provide decent robustness.
These schemes could find use in systems where it is difficult or impossible to time-reverse any
entangling dynamics, such as bright soliton atom interferometers or even Kerr squeezing in
optical fibres. However, in the case of fibre squeezing a second period of non-linear evolution
would subject the state to additional fibre losses, as well as an additional coupling step which
may also introduce additional loss. Thus it would require a careful analysis to determine
if the IBR would actually be useful in such a system. On a similar note, it remains to be
seen how the overall sensitivity of a IBR scheme is affected by dephasing and particle losses,
which currently limit the interaction time available for interaction-based schemes, and may
also limit the available interrogation time. A fixed total time analysis (similar to Ref. [388])
may be valuable, while simultaneously modelling both dynamic decoherence of the atomic
state and incorporating detection noise into the readout phase.
The work presented in this thesis has focused on atom-atom interactions as a means
of producing many-body entangled states. Another promising path toward metrologically
useful states is atom-light interactions such as quantum non-demolition squeezing of atoms
in an optical cavity. In fact, cavity mediated atom-light interactions (known as cavity-QED)
are a promising platform for quantum-enhanced metrology, boasting for largest metrological
gain ever achieved with spin squeezing [124] and also an experimental demonstration of an
IBR [125] (called “phase magnification” by the authors). Recently it has been shown that
cavity-QED systems can produce an effective spin F system, where F = 1, 2, 3..., and can
generate spin-nematic squeezing more rapidly than other systems, such as spinor condensates
[389]. Thus, these systems are potentially invaluable for quantum-enhanced metrology as
they could rapidly produce states with high quantum Fisher information, such as ENGS. The
application of IBR to ensure these states are robust to detection noise would be an important
research topic. Additionally, it may be likely that there are novel quantum phases available
to higher spin manifolds that could be adiabatically accessed, which following Refs. [386, 387]
could be robustified with an adiabatic read-out.
Finally, the results of Chapter 7 indicate that multi-mode dynamics could be used to
generate highly non-classical states more quickly than single-mode dynamics. To concretely
determine any realistic timescales a more thorough analysis is required, most likely a full
three-dimensional simulation which incorporates dephasing, particle losses and finite tem-
perature effects. The large coupling rates of cavity-QED systems also makes them attractive
platforms for generating macroscopic superpositions, and in these systems the multi-mode
nature of the light may also be relevant. Finally, strictly speaking the states we study in
Chapter 7 are not truly spin-cat states (their quantum Fisher information does not saturate
the Heisenberg limit). Nevertheless they are highly non-classical, and could still be useful
for non-metrological applications such as Leggett-Garg (LG) inequalities. Although there
is existing work relating quantum metrology to LG inequalities [390], to the best of our
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knowledge it is an open question if ENGS (other than spin-cat states) produced by OAT
could violate the LG inequalities.
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A
The Truncated Wigner Method
Chapter 2 introduced the powerful mean-field formalism, which is a good description of ultra-
cold gasses when quantum correlations and thermal fluctuations are unimportant. How-
ever, it is often important to capture these correlations. For instance, simulating quantum-
enhanced interferometers is necessarily a beyond mean-field problem. However, the dimen-
sionality of the Hilbert space for a system of N bosons in M modes scales like MN , which
rapidly becomes intractable for even modest numbers of particles and modes. Although
single-mode (or few-mode) dynamics can be solved exactly for modest N [as we do in Chap-
ter 5 and Chapter 6], approximation methods are required for multi-mode problems, and can
still be useful even for single-mode problems. In this appendix we give a brief overview of one
such method - a powerful numerical technique which goes beyond mean-field theory, called
the truncated Wigner method [370–376]. It is one of the most widely employed examples of
a class of techniques, called phase-space methods (or stochastic phase-space methods). In
all of these methods, the time-evolution of quasi-probability distribution (also referred to
as phase-space representations) is mapped to a set of stochastic differential equations which
may be efficiently simulated. In Chapter 4 we use the truncated Wigner method extensively.
Other phase-space methods which are not employed in this thesis include positive-P
[377–379] and number-phase Wigner [380, 381]. Each phase-space method has its own ad-
vantages and disadvantages. For instance the evolution simulated with truncated Wigner is
not exact, thus one must take care to ensure the eponymous truncated equations of motion
do not deviate too far from the correct dynamics. Unlike truncated Wigner, positive-P is
exact1, however it suffers from instabilities which often restrict it to studying dynamics on
short time-scales. Number-phase Wigner can sometimes simulate dynamics exactly, but the
1Positive-P is exact in the sense that unlike truncated Wigner, no truncation of the true equations of
motion are required to obtain a stochastic description of the system. Conservation of difficulty imposes a
penalty for this - beyond short times the stochastic trajectories diverge and sampling error will grow rapidly.
One should therefore think of positive-P as exact, but only for short times.
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number-phase Wigner function is not positive definite for most states, particularly for states
relevant to this thesis such as coherent states and coherent-spin states, and one must often
approximate the initial state. For more information on any of these methods the reader is
referred to the excellent review articles [287, 391, 392] (for positive-P and truncated Wigner),
and the theses [393] (for truncated Wigner), [394] (for number-phase Wigner) and the theses
[395, 396] for phase-space methods in general. For the truncated Wigner method, the papers
[372, 375, 382, 397] provide a good pedagogical discussion of the method.
We begin by presenting the basics of quantum phase-space representations [Section A.1]
and stochastic calculus [Section A.2] as they apply to the truncated Wigner method. A
reader who is already familiar with these topics may wish to begin with Section A.3, which
presents the method for the example of an anharmonic oscillator. Finally, in Section A.4 we
discuss various practical aspects to the method, including the correct way to add noise to
the initial state as well as a number of useful symmetric-ordering identities.
A.1 Phase-Space Distributions
A.1.1 Basics
The natural starting point for any discussion of phase-space methods is with quantum phase-
space representations. In classical mechanics, the phase-space of a dynamical system is
the set of all possible values of position and momentum. Because a classical particle can
simultaneously have a well-defined position and momentum, the phase-space provides a
complete physical description of the system. However, in quantum mechanics position and
momentum are incompatible observables, and it is not possible to define a true probability
distribution on joint measurements of incompatible observables. For clarity, position and
momentum refer to the canonically conjugate observables
Xˆ =
1
2
(
aˆ+ aˆ†
)
(A.1)
Yˆ = − i
2
(
aˆ− aˆ†) , (A.2)
which satisfy [Xˆ, Yˆ ] = i/2. It is convenient to express the eigenvalues of Xˆ, Yˆ
X = Re(α) (A.3)
Y = Im(α) (A.4)
in terms of the complex number α, which itself is the eigenvalue of the annihilation operator
aˆ|α〉 = α|α〉. The eigenstates |α〉 are called Glauber-coherent states (or sometimes just
coherent states), which are discussed in Chapter 3, Section 3.4.2. In changing variables like
this, α and α∗ are treated as independent variables, but for brevity we simply denote the
phase-space distribution f(α, α∗) ≡ f(α).
There is no unique way to define a phase-space representation of a quantum system, and
any attempt to do so must violate one (or more) of Kolmogorov’s probability axioms. The
probability axioms are:
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1. Positivity. The probability of an event occurring is a non-negative number.
2. Normalisation. The probability that at least one event in the sample space will occur
is one.
3. Additivity. The probability that either of two mutually exclusive events E1 or E2 will
occur is P (E1 ∪ E2) = P (E1) + P (E2).
Phase-space distributions generally violate the third axiom because two different regions in
the distribution, say f(α1) and f(α2), do not correspond to mutually exclusive quantum
states. Additionally, there is no guarantee that the first axiom holds, i.e. f(α) may be
negative. For these reasons, quantum phase-space distributions are also known as quasi-
probability distributions, and cannot be strictly interpreted as probability distributions.
However, for a quasi-probability distribution to be useful it must yield the correct expec-
tation values, and so the second axiom should always hold, so f(α) should be normalised in
the sense that ∫
d2αf(α) = 1, (A.5)
where d2α denotes integration over α and α∗. Although it is impossible to define a true
probability distribution on X and Y simultaneously, there is no difficulty in constructing true
probability distributions for X or Y from the quantum state ρˆ directly, i.e. P (X) = 〈X|ρˆ|X〉
(and similarly for Y ). The marginal distributions pX(X), pY (Y ) of X, Y are
pX(X) =
∫
dY f(X, Y ) (A.6)
pY (Y ) =
∫
dXf(X, Y ). (A.7)
and for a true probability distribution these should correspond to the true P (X) and P (Y ).
Although having the correct marginal distributions is useful, this is not an essential fea-
ture of a quasi-probability distribution (in fact, only the Wigner function has the correct
marginal distributions). Despite violating the probability axioms, and often having incor-
rect marginal distributions, quasi-probability distributions can be extremely useful both for
visualising quantum states and, as we will see in this Appendix, for performing certain calcu-
lations. We will now discuss the three most common choices for phase-space representations.
A.1.2 P and Q Functions
Other than the Wigner function, the two most common phase-space distributions are the
Husimi Q-function [398] and the Glauber-Sudarshan P -Function [241, 242]. Although we are
primarily interested in the Wigner function, as the P and Q-functions are simpler to define,
we introduce these first primarily for pedagogical reasons. Furthermore, P and Q-functions
can be used to motivate the use of a characteristic functions [Section A.1.3], which we will
then use to define the Wigner function [Section A.1.4].
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Q-Function
Probably the simplest phase-space distribution is the Q-function, defined as the magnitude
of the overlap between the quantum state ρˆ and a Glauber-coherent state |α〉,
Q(α) =
1
pi
〈α|ρˆ|α〉. (A.8)
The Q-function is normalised
∫
d2αQ(α) = 1, and gives expectation values of anti-normally
ordered operators ∫
d2αQ(α)(α∗)nαm =
1
pi
∫
d2α〈α|ρˆ|α〉(α∗)nαm (A.9)
=
1
pi
∫
d2α〈α|(α∗)nρˆαm|α〉
=
1
pi
∫
d2α〈α|(aˆ†)nρˆaˆm|α〉
= tr
[
ρˆaˆm(aˆ†)n
]
= 〈aˆm(aˆ†)n〉,
where in the penultimate line we have used the cyclic trace property. Q-functions are valuable
for visualising states, for instance throughout this thesis we plot the SU(2) analogue of the
Q-function [Eq. (3.25)].
P -Function
The P -function is defined implicitly by writing the state as a mixture of Glauber-coherent
states,
ρˆ =
∫
d2αP (α)|α〉〈α|. (A.10)
and gives expectation values of normally-ordered moments∫
d2αP (α)(α∗)nαm =
∫
d2αP (α)(α∗)nαmtr [|α〉〈α|] (A.11)
= tr
[∫
d2αP (α)αm|α〉〈α|(α∗)n
]
= tr
[∫
d2αP (α)aˆm|α〉〈α|(aˆ†)n
]
= tr
[
(aˆ†)naˆm
∫
d2αP (α)|α〉〈α|
]
= tr
[
(aˆ†)naˆmρˆ
]
= 〈(aˆ†)naˆm〉.
Of course the P -function is similarly normalised,
∫
d2αP (α) = 1.
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Consider the simple example of a particular coherent state |α0〉. The Q-function is simply
a Gaussian
Q(α) =
1
pi
e−|α−α0|
2
, (A.12)
whereas the P -function for the same state is a Dirac-delta function,
P (α) = δ(α− α0). (A.13)
Many of the essential features of each are typified by this example. Q-functions are guaran-
teed to be positive, and are usually smooth. On the other hand P -functions can be negative,
and are often singular and poorly behaved. However, Q-functions are poorly suited to iden-
tifying non-classical behaviour2, whereas the negativity of the P -function can be used as a
signature of non-classicality. Neither have correct marginal distributions [399].
Positive P -Function
To avoid confusion, it may be worth mentioning that P and Q-functions are not used as
the basis for any stochastic phase-space methods, and our motivation for discussing them is
mainly pedagogical. Briefly, a phase-space representation that is used in a stochastic phase-
space method, is the positive P -function P (α, β). It is defined similarly to the P -function
ρˆ =
∫
d2α
∫
d2βP (α, β)
|α〉〈β∗|
〈β∗|α〉 , (A.14)
with the crucial difference that the state includes off-diagonal terms in the coherent-state
basis. This comes at the cost of introducing an additional phase-space variable β, often
written as β = α+. The positive P -function can be chosen to be positive for any state
[377]. Therefore, following a similar process to Section A.3, one can map a master equation
[such as Eq. (A.61)] to a Fokker-Planck equation [Eq. (A.53)] in terms of the the positive
P -function. The positive P -function can exactly represent the evolution via two coupled
stochastic differential equations for the independent, complex stochastic processes α, α+.
Although this method is exact, the independent noise properties of α, α+ often lead to
individual stochastic realisations diverging, which can limit the method to studying dynamics
only for short times. Like the P -function, the positive P -function gives normally ordered
moments.
A.1.3 Characteristic Functions
In much of what follows, it is convenient to define the characteristic function χf (λ), which
defines the phase-space distribution f(α) via an (appropriately normalised) Fourier trans-
form, i.e.
f(α) =
1
pi2
∫
d2λeαλ
∗−α∗λχf (λ). (A.15)
2For instance, the Q-functions of the cat state |cat〉 = 1√
2
(|α0〉+ | − α0〉) and the mix-
ture ρˆmix =
1
2 (|α0〉〈α0|+ | − α0〉〈−α0|) differ by only off-diagonal terms 〈α|α0〉〈−α0|α〉 =
exp
[−|α|2 − |α0|2 + 2iIm(α0α∗)] which decay exponentially, and are hard to observe for even modest |α0|2.
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The characteristic function turns out to be given by the expectation value of an appropriately
ordered displacement-like operator. For the Q-function it should be anti-normally ordered,
and for the P -function it should be normally ordered,
χQ(λ) = tr
[
ρˆe−λ
∗aˆeλaˆ
†
]
(A.16)
χP (λ) = tr
[
ρˆeλaˆ
†
e−λ
∗aˆ
]
. (A.17)
A case of particular interest is the symmetric characteristic function, which is precisely
the expectation value of the displacement operator for coherent amplitude λ,
χW (λ) = 〈Dˆ(λ)〉 = tr
[
ρˆeλaˆ
†−λ∗aˆ
]
. (A.18)
A closely related quantity is the Wigner-Weyl representation of operator Aˆ, which is the
Fourier transform of the symmetric characteristic function for Aˆ,
Aˆ(aˆ, aˆ†)→ A(α, α∗) (A.19)
=
1
pi2
∫
d2λeαλ
∗−α∗λtr
[
Aˆeλaˆ
†−λ∗aˆ
]
. (A.20)
A.1.4 The Wigner Function
The Wigner-Weyl representation of the density matrix is called the Wigner function W (α)
[400],
W (α) =
1
pi2
∫
d2λeαλ
∗−α∗λχW (λ). (A.21)
The Wigner function can also be defined directly in terms of the state, and as a convolved
P -function
W (α) =
1
pi
∫
dX ′〈X +X ′|ρˆ|X −X ′〉e−2iY X′ (A.22)
=
2
pi
∫
d2λP (λ)e−2|α−λ|
2
. (A.23)
Although for our purposes the first definition (in terms of the characteristic function) is the
most useful.
The Wigner function is in some ways the best of both the P and Q representations.
Like the Q-function the Wigner function is typically smooth and well behaved, but like the
P -function can be negative, which is useful for identifying non-classical behaviour. One of
the most useful properties of the Wigner-function is that its marginals return the correct
distributions for X and Y , ∫
dYW (X, Y ) = 〈X|ρˆ|X〉 = P (X) (A.24)∫
dXW (X, Y ) = 〈Y |ρˆ|Y 〉 = P (Y ). (A.25)
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The Wigner function is the only phase-space distribution which has this property, and in this
way is the closest of any quasi-probability distribution to being a true probability distribution
for X and Y .
As one would expect from the symmetric characteristic function, the Wigner function
gives symmetrically-ordered expectation values [196] (although it is harder to prove than
symmetric or anti-symmetric ordering)∫
d2αW (α)(α∗)nαm = 〈{(aˆ†)n, aˆm}sym〉, (A.26)
where {...}sym denotes symmetric ordering, e.g.
{aˆ†, aˆ}sym = {aˆ, aˆ†}sym = 1
2
(
aˆaˆ† + aˆ†aˆ
)
. (A.27)
In Sections A.4.3 and A.4.4 we provide many observables in terms of symmetrically ordered
moments.
A.2 A Brief Overview of Stochastic Differential Equa-
tions
The basic idea of phase-space methods is to map a difficult problem in terms of the quantum
state (represented in quantum phase-space) to a simpler problem in terms of stochastic
variables. With this in mind, in this Section we briefly review stochastic differential equations
(SDEs), with a particular focus on the relationship between stochastic variables and their
underlying distributions.
A.2.1 Brownian Motion
This section does not aim to present a thorough discussion of Brownian motion. Rather,
Brownian motion is a fantastic starting point for any discussion of stochastic processes. It
is particularly well suited to illustrating the two different approaches employed to describe
them; studying the evolution of the stochastic variable directly via an SDE, or by evolving
the underlying distribution.
Einstein’s Approach
Brownian motion is named after the botanist Robert Brown, who in 1827 reported that
pollen grains suspended in water would appear to jiggle when observed under a microscope
[401]. In one of his 1905 papers Einstein provided an explanation of Brownian motion by
appealing to molecular motion. In one spatial dimension, collisions with the much smaller
molecules are modelled as an instantaneous kick to either the left or the right. Einstein
argued that the probability P (x, t) of finding a Brownian particle at position x after time t
should obey a diffusion equation,
∂P
∂t
= D
∂2P
∂x2
(A.28)
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where D is the diffusion constant. For a particle initially at x = 0, the initial condition is a
Dirac-delta function P (x, 0) = δ(0). The solution is
P (x, t) =
1√
4piDt
e−
x2
4Dt . (A.29)
After performing many experiments with this initial condition, one could construct the
ensemble average of an arbitrary function of position f(x) as a function of time,
f(x) =
∫
dxf(x)P (x, t). (A.30)
By inspection, with respect to the distribution Eq. (A.29) one immediately obtains
x(t) = 0 (A.31)
which is intuitive because a Brownian particle is equally likely to be pushed left or right.
However, the mean-square displacement is not zero,
x2(t) = 2Dt. (A.32)
which could allow for an experimental determination of the diffusion constant D.
The significance of Einstein’s work lies in his exploration of the diffusion constant D. Ein-
stein (and later Smoluchowski [402]) considered the motion of a spherical Brownian particle
of radius r moving through low Reynold’s number fluid with dynamic viscosity η. Einstein
also appealed to Boltzmann’s kinetic theory to describe the frequent collisions with the much
smaller fluid molecules, and argued that for a fluid of temperature T the diffusion constant
is
D =
kBT
6piηr
. (A.33)
Crucially, Einstein’s theory allowed for the direct experimental verification of the existence
of atoms and molecules. This was done by Perrin 1908, and earned him the Nobel prize in
1926.
Langevin’s Approach
Following Einstein’s work, in 1908 Langevin presented an equivalent description of Brow-
nian motion [403]. Rather than study the evolution of the underlying distribution P (x, t),
Langevin undertook the formidable mathematical task of formulating a description which
involved studying the highly pathological, rapidly fluctuating variable x directly. To do this
he introduced the noise term ξ(t), which is a Gaussian random number with mean 0,
ξ(t) = 0 (A.34)
and is uncorrelated in time,
ξ(t)ξ(t′) = δ(t− t′). (A.35)
Noise with these properties is called white noise.
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Langevin used white noise to write down a kind of Newton’s law, which states that the
total force experienced by the Brownian particle with mass m is the sum of the velocity-
dependent viscosity and a rapidly fluctuating force of magnitude F0,
m
d2x
dt2
= −ηdx
dt
+ ξ(t)F0. (A.36)
This result is known as the Langevin equation. Because of the inclusion of a noise term ξ(t),
the variable x is called a stochastic process.
For a typical Brownian particle it is sufficient to work in the viscous limit, which amounts
to neglecting the inertial term. The simplified equation
η
dx
dt
= ξ(t)F0 (A.37)
is solved by the integral
x(t) =
F0
η
∫ t
0
ξ(τ)dτ, (A.38)
assuming the initial condition x(0) = 0. Stochastic calculus gives us a ways to carefully
define the noisy time increment ξ(t)dt such that the integral Eq. (A.38) is well-defined,
which we will explore in Section A.2.2.
Even without carefully introducing stochastic calculus, making use of the noise prop-
erties Eq. (A.34), Eq. (A.35) it is possible to deduce ensemble averages from Eq. (A.38).
From Eq. (A.34), the first-order moment is clearly x(t) = 0. The autocorrelation function
Eq. (A.35) gives the mean-square ensemble average
x2(t) =
(
F0
η
)2 ∫ t
0
ξ(τ)dτ
∫ t
0
ξ(τ ′)dτ ′ (A.39)
=
(
F0
η
)2 ∫ t
0
∫ t
0
dτdτ ′ξ(τ)ξ(τ ′)
=
(
F0
η
)2 ∫ t
0
∫ t
0
dτdτ ′δ(τ − τ ′)
=
(
F0
η
)2 ∫ t
0
dτ
=
(
F0
η
)2
t,
which agrees with Einstein’s result Eq. (A.32) if one identifies F0 = η
√
2D.
Brownian motion is significant in the history of modern physics for two reasons. Einstein
used it to argue for the existence of atoms and molecules, and thus provided strong evidence
for Boltzmann’s kinetic theory. For us, Brownian motion provides an excellent example of
the two equivalent pictures of a stochastic process, either as a partial differential equation
(PDE) involving P (x, t), or a stochastic equation for x(t). In some ways these pictures are
analogous to the Schro¨dinger and Heisenberg pictures in “regular” quantum mechanics. The
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relationship between these pictures forms the basis for phase-space methods, and in the next
Section we will explore a more general version of this relationship.
However, we have been glossing over the important fact that although white noise is
continuous, it is not differentiable. This means that strictly speaking the derivative in the
Langevin equation [Eq. (A.36) or Eq. (A.37)] does not exist. Fortunately by carefully defining
the noisy increment ξ(t)dt it is possible to introduce a stochastic calculus, which will ensure
that its solution [Eq. (A.38)] is well-defined. In the next section we will discuss one way
to define a stochastic integral, and in doing so, we can carefully define the closely related
notion of a stochastic differential equation (SDE).
A.2.2 Ito Calculus
Just as the previous section is not intended to function as a comprehensive discussion of
Brownian motion, this Section will barely scratch the surface of stochastic calculus. For a
more thorough treatment of stochastic calculus (and Brownian motion) the reader is referred
to the excellent texts Refs.[404] and [405]. Appendix B within the thesis [406] is also an
excellent introduction to the topic.
Given that in the previous section the starting point was a derivative that does not
actually exist, it is remarkable that we were able to obtain anything sensible from the
Langevin equation. The subtlety is that although white noise is not differentiable (and
thus Eq. (A.37) is a little nonsensical), non-differentiable functions can be integrable. Thus,
a carefully defined integral can certainly exist, which is what we have implicitly written in
Eq. (A.38). In this section discuss one way of defining a stochastic integral.
The Ito Integral
The first thing to do is define the Wiener increment
dW (t) = ξ(t)dt. (A.40)
In this notation, the solution to Eq. (A.37) is the time integral of the Wiener increment.
This integral is called a Wiener process W (t), and is itself a stochastic process [404, 405]
W (t) =
∫ t
0
dW (τ). (A.41)
Thus Brownian motion is an example of a Wiener process.
Similar to a Riemann sum, an integral over a function g(t) can be defined by partitioning
the time variable into n intervals, the ith one is [ti−1, ti]. However there is an ambiguity that
does not exist for a Reimann sum. If ti−1 ≤ Ti ≤ ti is a particular time point inside each
region, then the partial sum∫ t
0
g(τ)dW (τ) = lim
n→∞
n∑
i=1
g(Ti) [W (ti)−W (ti−1)] (A.42)
is not independent of Ti [404, 405], as is the case for a deterministic integral.
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The Ito stochastic integral is the particular choice that T lies at the start of each interval
i.e. Ti = ti−1, chosen such that the integral averages to zero,∫ t
0
g(τ)dW (τ) = 0. (A.43)
The Ito integral is ∫ t
0
g(τ)dW (τ) = lim
n→∞
n∑
i=1
g(ti−1) [W (ti)−W (ti−1)] . (A.44)
The other common choice of Ti is the midpoint of the interval, i.e. Ti = (ti + ti−1)/2.
This is called the Stratonovich integral, and although this sacrifices the zero-mean property
[Eq. (A.43)] it preserves the chain rule from deterministic calculus (in Ito calculus, the chain
rule is replaced with Ito’s lemma).
Ito Stochastic Differential Equations
We are now in a position to return to SDEs. Recall the Langevin equation [Eq. (A.37)],
which we can write more generally as
dx
dt
= a(x, t) + b(x, t)ξ(t). (A.45)
As we have discussed, this derivative does not actually exist, and as such this notation should
be avoided. Armed with the Ito integral [Eq. (A.44)], it is far more sensible to define an
SDE (with x(0) = 0) via
x(t) =
∫ t
0
a(x, τ)dτ +
∫ t
0
b(x, τ)dW (τ), (A.46)
which is commonly written in differential form
dx = a(x, t)dt+ b(x, t)dW. (A.47)
Ito’s Lemma
Ito’s lemma is an important result, which replaces the conventional chain rule for a Wiener
process defined in the Ito sense. To see how this works, first note the following identities
for differentials dt2 = 0, dtdW = 0 and dW 2 = dt (see for instance Refs. [404, 405]). With
these in mind, if f(x, t) is a twice-differentiable function, its differential is
df =
∂f
∂t
dt+
∂f
∂x
dx+
1
2
∂2f
∂x2
dx2. (A.48)
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We have thrown away terms of order dt2 which are zero, but because dx is given by Eq. (A.47)
with dW 2 = dt it is necessary to keep terms of order dx2. Making this substitution gives
df =
∂f
∂t
dt+
∂f
∂x
(a(x, t)dt+ b(x, t)dW ) + (A.49)
+
1
2
∂2f
∂x2
(
a(x, t)2dt2 + 2a(x, t)b(x, t)dtdW + b(x, t)2dW 2
)
=
(
a(x, t)
∂f
∂x
+
1
2
b(x, t)2
∂2f
∂x2
)
dt+ b(x, t)
∂f
∂x
dW (t).
The final line is called Ito’s lemma.
A.2.3 The Fokker-Planck Equation
In the particular case of Brownian motion, we have seen that a probability distribution
evolving under Eq. (A.28) gives the same ensemble averages as SDE Eq. (A.37). The Fokker-
Planck equation is a more general version of Einstein’s diffusion equation for the probability
distribution that accompanies an Ito SDE such as Eq. (A.47).
The Ito integral was chosen such that the ensemble average of the Wiener process is 0
[Eq. (A.43)]. Therefore taking the ensemble average Ito’s lemma Eq. (A.49), leaves only a
deterministic PDE,
∂f
∂t
= a(x, t)
∂f
∂x
+
1
2
b(x, t)2
∂2f
∂x2
. (A.50)
Assuming that f(x) has no explicit time dependence, then
∂f
∂t
=
∫
dxf(x)
∂P
∂t
(A.51)
and similarly for the terms on the right-hand side. Using integration by parts and imposing
vanishing boundary conditions, one obtains∫
dxf(x)
∂P
∂t
=
∫
dxf(x)
(
− ∂
∂x
[a(x, t)P (x, t)] +
1
2
∂2
∂x2
[
b(x, t)2P (x, t)
])
, (A.52)
which is satisfied by
∂P
∂t
= − ∂
∂x
[a(x, t)P (x, t)] +
1
2
∂2
∂x2
[
b(x, t)2P (x, t)
]
. (A.53)
This result is the Fokker-Planck equation (FPE). If one were to set a(x, t) = 0 and b2(x, t) =
D > 0, then the FPE is exactly Einstein’s diffusion equation for Brownian motion [Eq. (A.28)],
and thus the FPE can be thought of as a generalisation of Einstein’s result to a broader class
of Ito SDEs. In the opposite limit of b = 0, the FPE is sometimes known as the Liouville
equation. This is actually the limit that is relevant to the truncated Wigner approximation.
The term containing b(x, t) is known as the diffusion term, and the one with a(x, t) is the
drift term. The reason for this language can be seen clearly if one substitutes a Gaussian
ansatz
P (x, t) = A exp
(
− [x− x0(t)]
2
2σ2(t)
)
(A.54)
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into the FPE. In the simplified case of constant coefficients a(x, t) = a and b(x, t)2 = D, the
mean and width of the distribution obey
dx0
dt
= a (A.55)
dσ2
dt
= D, (A.56)
respectively, i.e. a causes the mean of the distribution to change (drift), and D > 0 is
responsible for the width increasing (diffusion).
Finally, the generalisation to higher dimensions is useful for truncated Wigner. For a set
of N independent stochastic processes the FPE becomes
∂P
∂t
= −
N∑
i=1
∂
∂xi
[ai(x, t)P (x, t)] +
1
2
N∑
i,j=1
∂2
∂xi∂xj
[Dij(x, t)P (x, t)] , (A.57)
where Dij are the matrix elements of the diffusion tensor, defined in terms of the vector b
(which has elements bi)
D = bbT . (A.58)
The corresponding set of SDEs are
dxi = ai(x, t)dt+ bi(x, t)dW (t). (A.59)
A.3 Dynamics of the Wigner Function
It is time to return to phase-space, where we will use the tools of the previous sections to
derive the truncated Wigner phase-space method. For clarity, the strategy is
1. Map the evolution of the quantum state to quantum phase space [Section A.3.1].
2. Manipulate the Wigner function’s equation of motion until it resembles the Fokker-
Planck equation [i.e. make the truncated Wigner approximation, Section A.3.2].
3. Map this to an easy-to-solve stochastic differential equation for the phase-space vari-
ables [Sections A.3.2, A.3.3].
4. Sample the stochastic trajectories from the initial Wigner function (or a positive ap-
proximation to it), and then extract dynamic quantum expectation values from the
stochastic ensemble averages [Section A.4]
5. Celebrate! We have just solved a computationally difficult quantum many-body prob-
lem with (relative) ease.
This generic strategy shared by all phase-space methods, of course replacing the Wigner
function for the relevant phase-space distribution.
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A.3.1 Operator Correspondences
To proceed, it is simplest to study an example. The Hamiltonian for the single-mode problem
of an anharmonic oscillator is
Hˆ = ~ωaˆ†aˆ+
~χ
2
aˆ†aˆ†aˆaˆ. (A.60)
A quantum state ρˆ evolves under the master equation (in the absence of non-unitary terms,
this is also called the Von-Neumann equation)
dρˆ
dt
= − i
~
[
Hˆ, ρˆ
]
(A.61)
= −iω (aˆ†aˆρˆ− ρˆaˆ†aˆ)− iχ
2
(
aˆ†aˆ†aˆaˆρˆ− ρˆaˆ†aˆ†aˆaˆ) . (A.62)
Any quantum state ρˆ can be equivalently represented as a Wigner function. Our task is to
map the evolution of ρˆ under a master equation such as Eq. (A.61) to a PDE involving the
Wigner function. We will now provide a simple recipe for this process by employing “operator
correspondences” which map terms in the master equation to differential operators in phase
space.
Recall that in terms of the characteristic function
χ [ρˆ, λ] = tr
[
ρˆeλaˆ
†−λ∗aˆ
]
, (A.63)
the Wigner function is
W (α) =
1
pi2
∫
χ [ρˆ, λ] e−λα
∗+λ∗αd2λ. (A.64)
The time derivative of the Wigner function is simply the Wigner-Weyl representation of
dρˆ/dt,
∂W
∂t
=
1
pi2
∫
χ
[
dρˆ
dt
, λ
]
e−λα
∗+λ∗αd2λ. (A.65)
Substituting the right-hand side of Eq. (A.62) into Eq. (A.65) will produce the desired
equation of motion. The strategy for evaluating the Wigner-Weyl representation of the
right-hand side of Eq. (A.62) is to employ correspondences between operators acting on ρˆ
and derivatives acting on the Wigner function. To start with we will consider a simplified
example: the Wigner-Weyl representation of ρˆaˆ†.
If λ is a complex variable, defining differentiation using the Wirtinger derivative,
∂
∂λ
=
1
2
(
∂
∂Re(λ)
− i ∂
∂Im(λ)
)
(A.66)
∂
∂λ∗
=
1
2
(
∂
∂Re(λ)
+ i
∂
∂Im(λ)
)
(A.67)
allows λ, λ∗ to be treated as formally independent variables.
Making use of the Baker-Campbell-Hausdorff lemma,
eλaˆ
†−λ∗aˆ = eλaˆ
†
e−λ
∗aˆe−|λ|
2/2, (A.68)
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the derivative with respect to λ of the characteristic function for ρˆ is,
∂χ
∂λ
= tr
[
∂
∂λ
(
eλaˆ
†
e−λ
∗aˆe−|λ|
2/2ρˆ
)]
(A.69)
= tr
[(
aˆ† − λ
∗
2
)
eλaˆ
†
e−λ
∗aˆe−|λ|
2/2ρˆ
]
(A.70)
= χ
[
ρˆaˆ†, λ
]− λ∗
2
χ [ρˆ, λ] , (A.71)
which can be rearranged giving
χ
[
ρˆaˆ†, λ
]
=
(
∂
∂λ
+
λ∗
2
)
χ [ρˆ, λ] . (A.72)
The Wigner-Weyl representation of ρˆaˆ† is therefore
1
pi2
∫
χ
[
ρˆaˆ†, λ
]
e−λα
∗+λ∗αd2λ (A.73)
=
1
pi2
∫ (
∂
∂λ
+
λ∗
2
)
χ [ρˆ, λ] e−λα
∗+λ∗αd2λ (A.74)
=
(
α∗ +
1
2
∂
∂α
)
1
pi2
∫
χ [ρˆ, λ] e−λα
∗+λ∗αd2λ (A.75)
=
(
α∗ +
1
2
∂
∂α
)
W (α) (A.76)
thus we can identify
ρˆaˆ† →
(
α∗ +
1
2
∂
∂α
)
W (α). (A.77)
Following similar logic, one can also deduce [287, 372, 407]
aˆ†ρˆ→
(
α∗ − 1
2
∂
∂α
)
W (α) (A.78)
ρˆaˆ→
(
α− 1
2
∂
∂α∗
)
W (α) (A.79)
aˆρˆ→
(
α +
1
2
∂
∂α∗
)
W (α) (A.80)
and of course
dρˆ
dt
→ ∂W
∂t
. (A.81)
These may be applied successively, so the number terms in the master equation Eq. (A.62)
become
aˆ†aˆρˆ→
(
α∗ − 1
2
∂
∂α
)(
α +
1
2
∂
∂α∗
)
W (α). (A.82)
These replacements (or operator correspondences) provide a recipe for converting a master
equation into a PDE for the Wigner function.
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Following these rules for the single-mode anharmonic oscillator [Eq. (A.62)] gives corre-
sponding Wigner function equation of motion
∂W
∂t
= i
[
∂
∂α
(
ωαW + χ
(|α|2 − 1)αW)− χ
4
∂3
∂2α∂α∗
(αW )
]
+ c.c. (A.83)
At this point no approximations have been made, this PDE is completely equivalent to
the master equation Eq. (A.61) and is still extremely challenging to directly solve, even
numerically.
A.3.2 The Truncated Wigner Approximation
Progress can be made if one neglects the third order derivatives. The simplified equation of
motion is
∂W
∂t
≈ i ∂
∂α
(
ωαW + χ
(|α|2 − 1)αW)+ c.c. (A.84)
This is the truncated Wigner approximation. Now, the equation of motion takes the form of
a two-dimensional FPE [c.f. Eq. (A.57)] in terms of the stochastic processes α, α∗, but with
no diffusion terms (this is somtimes also called the Liouville equation). As the truncated
equations resemble an FPE they will preserve the positivity of the Wigner function, and so
long as the initial Wigner function is positive the dynamics can be mapped to an Ito SDE.
The absence of diffusion terms means the corresponding SDE does not actually contain a
stochastic term, and therefore one can map this “FPE” to a single ordinary differential
equation (ODE) for α (α∗, obeys the conjugate equation),
i
dα
dt
= ωα + χ
(|α|2 − 1)α. (A.85)
Notice that when |α|2  1, this equation closely resembles the Heisenberg equation for aˆ(t)
if one were to replace aˆ→ α .
This equation gives an efficient means of obtaining the ensemble average of α moments,
which in turn allow for the calculation of symmetrically ordered quantum expectation values,
(α∗)nαm =
∫
d2αW (α)(α∗)nαm = 〈{(aˆ†)n, aˆm}sym〉. (A.86)
The ensemble average is obtained numerically by averaging over many realisations of Eq. (A.85),
with each initial condition randomly sampled from the initial Wigner distribution. This pro-
cess is discussed in Section A.4.
For a single mode, with small numbers of particles and short evolution times, accurate
results are often still possible. For the results displayed in Figure A.1, the exact Wigner
function is calculated using MATLAB to numerically construct the characteristic function
and then performing a Fourier transform. In Figure A.1 we compare the results of the
truncated Wigner calculations to some exact numerics forN = 20. Figure A.1 (a,b) compares
the actual Wigner function to scatter plots of individual truncated Wigner trajectories, which
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can be loosely interpreted as a visualisation of the truncated Wigner function. Notice that
at χt = 0.05 the true Wigner function exhibits negativity, which is of course absent in the
truncated Wigner function, but otherwise the two agree well. Figure A.1 (c) compares the
exact and truncated dynamics for the mean and variance of the phase-space variables, which,
despite the negativity present in the exact dynamics, agree well.
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Figure A.1: (top) For the anharmonic oscillator [Eq. (A.60)] with N = 20 we compare the
true Wigner function to a scatter plot of individual truncated Wigner trajectories (insets), for (a)
the initial coherent sate |α〉 = |√N〉 and (b) at a later time χt = 0.05 [this time is marked with
a vertical, solid black line in (c)]. Note the negativity in (b) (W < 0 appears as blue), which is
absent in the truncated Wigner resutls. In (c) we compare the mean and variance of the phase-
space variables [solid lines, calculated with the truncated equations Eq. (A.85)], to exact dynamics
[dots, calculated by numerically diagonalising Eq. (A.60)]. Sampling error is negligible.
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Unlike the PDE Eq. (A.83) or the master equation Eq. (A.62), the ODE Eq. (A.85) is
easily solved numerically. However, this efficiency does not come without its costs. The
drawbacks of the truncated Wigner method are:
1. The truncated Wigner approximation is uncontrolled - there is no way to know if the
truncated equations of motion [Eq. (A.84)] do a good job of approximating the full
evolution. However, the single-mode anharmonic oscillator is benchmarked in Ref.
[397]. Typically truncated Wigner fails for highly entangled states such as spin-cat
states, see for instance Figure 7.4 in Chapter 7, Section 7.4.
2. One no longer has access to the quantum state ρˆ, or even the Wigner function W (α).
Therefore in the truncated-Wigner method it is difficult to calculate probabilities, and
related concepts such as classical Fisher information. The truncated Wigner method is
not quite in the Schro¨dinger picture or the Heisenberg picture - it only gives access to
dynamic expectation values. Although, it has been suggested that binning individual
trajectories can sometimes be used to construct the number distribution of the sate
[382].
3. Although not a draw-back per se, The truncated Wigner method works best for large
N . In particular, for multi-mode truncated Wigner the number of particles N should
exceed the number of field modes [375], or in the case of a single mode the method
works best when N  1.
A.3.3 Multi-Mode Truncated Wigner
Finally, it is important to discuss the multi-mode version of the truncated Wigner method.
For M modes with a set of phase-space variables {αj}, the multi-mode Wigner function is
[375, 393]
W ({αj}) = 1
pi2M
∫
d2λ1...
∫
d2λM
M∏
j=1
eλ
∗
jαj−λjα∗jχ[ρˆ, {λk}], (A.87)
with multi-mode characteristic function
χ[ρˆ, {λk}] = tr
[
ρˆ
M∏
k=1
eλ
∗
kaˆk−λkaˆ†k
]
. (A.88)
Recall the field operator, which can be written in some complete orthonormal basis uj(r)
ψˆ(r) =
M∑
j=1
uj(r)aˆj. (A.89)
It is convenient to define the multi-mode phase-space field, which is defined analogously to
the field operator,
ψ(r) =
M∑
j=1
uj(r)αj, (A.90)
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but depends on a phase-space variables αj. The phase-space field can be used to define the
functional derivative, which acts on the multi-mode Wigner function
δ
δψ(r)
=
M∑
j=1
u∗j(r)
∂
∂αj
(A.91)
δ
δψ∗(r)
=
M∑
j=1
uj(r)
∂
∂α∗j
. (A.92)
The analogous multi-mode operator correspondences are conveniently written in terms
of this functional derivative. They are [372, 393]
ρˆψˆ†(r)→
(
ψ∗(r) +
1
2
δ
δψ(r)
)
W (A.93)
ψˆ†(r)ρˆ→
(
ψ∗(r)− 1
2
δ
δψ(r)
)
W (A.94)
ρˆψˆ(r)→
(
ψ(r)− 1
2
δ
δψ∗(r)
)
W (A.95)
ψˆ(r)ρˆ→
(
ψ(r) +
1
2
δ
δψ∗(r)
)
W. (A.96)
For evolution under the multi-mode Hamiltonian
Hˆ =
∫
drψˆ†(r)
(
− ~
2
2m
∇2 + V (r)
)
ψˆ(r) +
U
2
∫
drψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r), (A.97)
the corresponding master equation with the above operator correspondences maps to the
functional differential equation [372, 393]
i~
∂W
∂t
= −
[
δ
δψ
([
− ~
2
2m
∇2 + V (r)
]
ψW + U
[|ψ|2 − δ(0)]ψW)− U
4
δ3
δ2ψδψ∗
(ψW )
]
+ c.c,
(A.98)
which, as with the single-mode case, can be approximated as a functional FPE if one keeps
only first order functional derivatives and assumes W > 0. In this case Eq. (A.98) may be
mapped to the SDE [372, 395]
i~
∂
∂t
ψ(r, t) =
[
− ~
2
2m
∇2 + V (r) + U
2
(|ψ(r, t)|2 − δ(0))]ψ(r, t). (A.99)
Notice that this equation is almost identical to the time-dependent Gross-Pitaevskii equation,
other than the “potential” Uδ(0)/2, which is infinite. In Section A.4.2 we discuss dealing
with this term via discretising the spatial grid.
The phase-space field ψ is interpreted in much the same way as the single-mode case,
sampling from the initial state and then average over many trajectories gives an efficient
numerical way of calculating quantum expectation values of symmetrically ordered moments,
(ψ∗)nψm = 〈{(ψˆ†)n, ψˆm}sym〉. (A.100)
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A.4 Numerical Implementation and Initial Noise
In the previous section, we showed that the truncated Wigner method allows for the (ap-
proximate) simulation of a master equation. This is done by choosing random points from
the initial state’s phase-space distribution, and evolving each along an individual trajectory
under Eq. (A.85) or Eq. (A.99). Averaging over a large number of trajectories should ap-
proximate the final Wigner function, which can be used to calculate the expectation value
of symmetrically-ordered moments.
Many physical systems relevant to problems in quantum optics and quantum-atom optics
are well described by Glauber-coherent states, such as a bright laser. This is especially true
when the number of particles N is sufficiently large such that N  √N . In this situation
Fock states actually have similar noise properties to a coherent state, and, similarly in two
component systems a coherent-spin state is well approximated by a twin-coherent state. It
has also been shown that, so long as nothing depends on the absolute phase, both a poissonian
mixture of number states, and mixture of coherent states with random phases behaves the
same as a pure coherent state [288]. This means that Glauber-coherent states are also a good
description of atomic Bose-Einstein condensates. For these reasons, it is often sufficient to
assume the initial state is a Glauber-coherent state. Ref. [391] (be aware, there is an errata)
describes sampling from other Gaussian states, such as thermal states and squeezed states,
in both the Wigner and positive-P representation. This section describes how to sample
from the initial Wigner function of a Glauber-coherent state, as well as providing a list of
symmetrically ordered observables.
A.4.1 Sampling From a Single-Mode Glauber-Coherent State
Recall that the Wigner function gives symmetrically-ordered moments. For example
|α(t)|2 = 1
2
〈aˆ†aˆ+ aˆaˆ†〉 (A.101)
= 〈Nˆ(t)〉+ 1
2
, (A.102)
where Nˆ = aˆ†aˆ is the number operator. For a particular coherent state |α0〉, 〈Nˆ〉 = |α0|2,
which means the initial condition must be chosen such that its ensemble average satisfies
Eq. (A.102).
If the initial state is |α0〉, then
α(0) = α0 + η (A.103)
with complex noise
η =
1
2
(ξ + iξ′) (A.104)
has the correct properties, so long as ξ and ξ′ are independent, Gaussian, random numbers
with mean 0 and standard deviation 1, such as those produced by MATLAB’s randn function.
Note that |η|2 = 1/2. This provides an intuitive interpretation of Eq. (A.102) - that
the mean number is simply obtained by averaging over the Wigner variable |α|2, and then
subtracting off the noise we artificially inserted into the initial condition.
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A.4.2 Multi-Mode Simulation
Consider a multi-mode system with the unity-normalised initial wavefunction φ0(r). The
appropriate coherent state to sample from is
|α0〉 = eα0aˆ
†
0−α∗0aˆ0|0〉, (A.105)
with
aˆ0 =
∫
drφ∗0(r)ψˆ(r). (A.106)
Up to a global phase, the coherent amplitude α0 should have α0 =
√
N where N is the total
number of atoms.
Just as we did for the single-mode case, to motivate the correct noise properties it is in-
structive to examine the Wigner corrections that will appear in the number density operator.
We have
|ψ∗(xj)|2 = 1
2
〈ψˆ†(xj)ψˆ(xj) + ψˆ(xj)ψˆ†(xj)〉 (A.107)
= 〈ψˆ†(xj)ψˆ(xj)〉+ δ(0)
2
. (A.108)
As with Eq. (A.99), once again we encounter a δ(0). This term is a problem, as it diverges.
Single-mode truncated Wigner on the other hand, contains no such difficulty. The difficulty
with multi-mode Wigner can be thought of as a consequence of adding noise to each mode to
simulate quantum noise. For a continuous system such as this there are an infinite number
of modes, and therefore an infinite amount of noise is added [375]. This divergence is dealt
with by immediately discretising the problem, which is necessary for numerical simulation
anyway. This is essentially equivalent to imposing an energy cut-off [287].
Discretising The Spatial Grid
Consider a one-dimensional (1D) spatial grid, divided into M evenly spaced grid points (or
modes). If the jth grid point is xj then the grid spacing is ∆x = xj+1 − xj. Integrals are
replaced with Riemann sums, ∫ ∞
−∞
f(x)dx→
M∑
j=1
f(xj)∆x (A.109)
and Dirac-delta functions are
δ(xj − xk)→ δj,k
∆x
, (A.110)
where δj,k is a Kronecker delta. The otherwise divergent delta-function δ(0), when interpreted
as discrete [as in Eq. (A.110)] is
δ(0)→ 1
∆x
, (A.111)
which is well defined.
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Multi-Mode Noise Properties
The correction to the (discretised) number operator
Nˆ =
∫
dxψˆ†(x)ψˆ(x)→
M∑
j=1
ψˆ†(xj)ψˆ(xj)∆x (A.112)
is therefore
M∑
j=1
|ψ∗(xj)|2∆x = 〈Nˆ〉+ M
2
. (A.113)
Just like the single-mode case where the correction to the number operator is to subtract
off the mean noise, it appears that the correction to the multi-mode number operator is to
subtract off mean noise 1/2 for each mode.
The initial condition
ψ(xj, 0) =
√
Nφ0(xj) + η(xj), (A.114)
with multi-mode noise
η(xj) =
1
2
√
∆x
[ξ(xj) + iξ
′(xj)] (A.115)
has the correct properties, so long as ξ(xj), ξ
′(xj) are a pair of uncorrelated (ξ(xj)ξ′(xk) =
δξ,ξ′δj,k) Gaussian random numbers with mean 1 and standard deviation 0 at each grid point.
For clarity, η should satisfy
η∗(xj)η(xk) =
1
2
δ(xj − xk) = δj,k
2∆x
(A.116)
and of course
M∑
j=1
η∗(xj)η(xj)∆x =
M
2
. (A.117)
Higher Dimensions
The generalisation to higher dimensions is straightforward. For instance, on a three dimen-
sional (3D) grid with Mx grid points in the x dimension, My points in the y dimension etc.
and spacing ∆x, ∆y, ∆z the integral should be∫ ∞
−∞
f(r)dr→
Mx∑
i=1
My∑
j=1
Mz∑
k=1
f(xi, yj, zk)∆x∆y∆z. (A.118)
The 3D Dirac-delta function becomes
δ(ri,j,k − ri′,j′,k′)→ δi,i′δj,j′δk,k′
∆x∆y∆z
. (A.119)
The initial condition should be
ψ(xi, yj, zk, 0) =
√
Nφ0(xi, yj, zk) + η(xi, yj, zk), (A.120)
with
η(xi, yj, zk) =
1
2
√
∆x∆y∆z
[ξ(xi, yj, zk) + iξ
′(xi, yj, zk)] . (A.121)
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A.4.3 Single-Mode Symmetric-Ordering Identities
For completeness, in this section we provide a list of several useful symmetric-ordering iden-
tities for the single-mode Wigner function. For brevity we suppress the time dependence of
the phase-space variables α, β.
Number Operators
As explained in Section A.4.1, the expectation value of the number operator is
〈Nˆ〉 = |α|2 − 1
2
. (A.122)
Note the sign difference compared to Eq. (A.102) - this expression presents the quantum
expectation value in terms of the Wigner variables.
The number operator squared is calculated in the same way, although the ordering is
more tedious. There should be 4! permutations, but only 6 are unique. Number ordering
and rearranging gives
〈Nˆ2〉 = |α|4 − |α|2 (A.123)
= |α|4 − 〈Nˆ〉 − 1
2
. (A.124)
The quadratures Xˆ, Yˆ do not contain any corrections,
〈Xˆ〉 = 1
2
(α + α∗) = Re(α) (A.125)
〈Yˆ 〉 = − i
2
(α− α∗) = Im(α), (A.126)
(A.127)
and the higher-order moments are similarly straightforward
〈Xˆ2〉 = 1
4
(α + α∗)2 = [Re(α)]2 (A.128)
〈Yˆ 2〉 = −1
4
(α− α∗)2 = [Im(α)]2. (A.129)
(A.130)
Angular Momentum Operators
Consider a single-mode, but two component system with annihilation operators aˆ, bˆ with
corresponding phase-space variables α and β. It is often useful to study the pseudo-spin
operators
Jˆx =
1
2
(
Jˆ+ + Jˆ−
)
(A.131)
Jˆy = − i
2
(
Jˆ+ − Jˆ−
)
(A.132)
Jˆz =
1
2
(
Nˆa − Nˆb
)
, (A.133)
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with raising operator Jˆ+ = aˆbˆ
†, lowering operator Jˆ− = (Jˆ+)†, and number operators Nˆa =
aˆ†aˆ and Nˆb = bˆ†bˆ.
As aˆ, bˆ† commute there are no corrections to the raising operators
〈Jˆ+〉 = αβ∗ = 〈Jˆ−〉∗, (A.134)
and 〈Nˆa,b〉 are given by Eq. (A.122). These results mean there are no symmetric-ordering
corrections to the expectation values
〈Jˆx〉 = 1
2
(
αβ∗ + α∗β
)
(A.135)
〈Jˆy〉 = − i
2
(
αβ∗ − α∗β) (A.136)
〈Jˆz〉 = 1
2
(
|α|2 − |β|2
)
=
1
2
(
〈Nˆa〉 − 〈Nˆb〉
)
. (A.137)
The higher-order moments are
〈Jˆ+Jˆ+〉 = α2(β∗)2 = 〈Jˆ−Jˆ−〉∗ (A.138)
〈Jˆ+Jˆ−〉 = |α|2|β|2 − 1
2
|α|2 + 1
2
|β|2 − 1
4
(A.139)
= |α|2|β|2 − 1
2
〈Nˆa〉+ 1
2
〈Nˆb〉 − 1
4
(A.140)
〈Jˆ−Jˆ+〉 = |α|2|β|2 + 1
2
|α|2 − 1
2
|β|2 − 1
4
(A.141)
= |α|2|β|2 + 1
2
〈Nˆa〉 − 1
2
〈Nˆb〉 − 1
4
(A.142)
〈NˆaNˆb〉 = |α|2|β|2 − 1
2
|α|2 − 1
2
|β|2 + 1
4
(A.143)
= |α|2|β|2 − 1
2
〈Nˆa〉 − 1
2
〈Nˆb〉 − 1
4
, (A.144)
which gives
〈Jˆ2x〉 =
1
4
(αβ∗ + α∗β)2 − 1
8
(A.145)
〈Jˆ2y 〉 = −
1
4
(αβ∗ − α∗β)2 − 1
8
(A.146)
〈Jˆ2z 〉 =
1
4
(|α|2 − |β|2)2 − 1
8
. (A.147)
In order to perform some rotations, terms like
〈NˆaJˆ+〉 = |α|2αβ∗ − 〈Jˆ+〉 (A.148)
〈NˆaJˆ−〉 = |α|2α∗β (A.149)
〈NˆbJˆ+〉 = |β|2αβ∗ (A.150)
〈NˆbJˆ−〉 = |β|2α∗β − 〈Jˆ−〉, (A.151)
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can be useful. For instance they give
〈JˆzJˆx〉 = 1
4
(|α|2 − |β|2) (αβ∗ + α∗β)− i
2
〈Jˆy〉 (A.152)
〈JˆzJˆy〉 = − i
4
(|α|2 − |β|2) (αβ∗ − α∗β) + i
2
〈Jˆx〉 (A.153)
〈JˆxJˆy〉 = − i
4
(αβ∗ + α∗β) (αβ∗ − α∗β)− i
2
〈Jˆz〉. (A.154)
However, often only symmetric combinations of these moments are needed (for example
〈JˆxJˆy〉+ 〈JˆyJˆx〉 or 〈Jˆ+Jˆ−〉+ 〈Jˆ−Jˆ+〉). Of course, in this case the symmetric-ordering correc-
tions cancel.
A.4.4 Multi-Mode Symmetric-Ordering Identities
Here we provide a list of symmetric-ordering identities for multi-mode operators. As in
Section A.4.2 we consider a discrete, 1D spatial grid with M grid points and spacing ∆x.
Number Operators in 1D
In 1D, the discretised, multi-mode number operator is defined by Eq. (A.112). It is
〈Nˆ〉 =
M∑
j=1
|ψ(xj)|2∆x− M
2
, (A.155)
and the number density is
n(xj) = 〈ψˆ†(xj)ψˆ(xj)〉 = |ψ(xj)|2 − 1
2∆x
. (A.156)
The number squared is
〈Nˆ2〉 =
(
M∑
j=1
|ψ(xj)|2∆x
)2
−M
M∑
j=1
|ψ(xj)|2∆x+ M
2 −M
4
(A.157)
=
(
M∑
j=1
|ψ(xj)|2∆x
)2
−M〈Nˆ〉 −
(
M2 +M
4
)
. (A.158)
Angular Momentum Operators in 1D
For two multi-mode fields ψˆa(x) and ψˆb(x) with commutation relations [ψˆa(x), ψˆb(x
′)] =
δa,bδ(x − x′) multi-mode angular momentum operators may be defined with Eq. (A.131)-
(A.133), but replacing the number operator with Eq. (A.112) and the ladder operators with
Jˆ+ =
∫
dxψˆa(x)ψˆ
†
b(x)→
M∑
j=1
ψˆa(xj)ψˆ
†
b(xj)∆x, (A.159)
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and Jˆ− =
(
Jˆ+
)†
.
As with the single-mode ladder operators there are no ordering corrections,
〈Jˆ+〉 =
M∑
j=1
ψa(xj)ψ∗b (xj)∆x = 〈Jˆ−〉∗ (A.160)
which means the expectation value of the multi-mode angular momentum operators also
contain no corrections
〈Jˆx〉 = 1
2
(
〈Jˆ+〉+ 〈Jˆ−〉
)
(A.161)
〈Jˆy〉 = − i
2
(
〈Jˆ+〉 − 〈Jˆ−〉
)
(A.162)
〈Jˆz〉 = 1
2
(
〈Nˆa〉 − 〈Nˆb〉
)
(A.163)
=
1
2
 M∑
j=1
|ψa(xj)|2∆x−
M∑
j=1
|ψb(xj)|2∆x
 . (A.164)
As for higher-order expectation values, the second-order moments are
〈Jˆ+Jˆ+〉 =
(
M∑
j=1
ψa(xj)ψ∗a(xj)∆x
)2
= 〈Jˆ−Jˆ−〉∗ (A.165)
〈Jˆ+Jˆ−〉 =
(
M∑
j=1
ψa(xj)ψ∗b (xj)∆x
)(
M∑
j=1
ψ∗a(xj)ψb(xj)∆x
)
−
− 1
2
M∑
j=1
|ψa(xj)|2∆x+ 1
2
M∑
j=1
|ψb(xj)|2∆x− M
4
(A.166)
=
(
M∑
j=1
ψa(xj)ψ∗b (xj)∆x
)(
M∑
j=1
ψ∗a(xj)ψb(xj)∆x
)
−
− 1
2
〈Nˆa〉+ 1
2
〈Nˆb〉 − M
4
(A.167)
〈Jˆ−Jˆ+〉 =
(
M∑
j=1
ψa(xj)ψ∗b (xj)∆x
)(
M∑
j=1
ψ∗a(xj)ψb(xj)∆x
)
+
+
1
2
M∑
j=1
|ψa(xj)|2∆x− 1
2
M∑
j=1
|ψb(xj)|2∆x− M
4
(A.168)
=
(
M∑
j=1
ψa(xj)ψ∗b (xj)∆x
)(
M∑
j=1
ψ∗a(xj)ψb(xj)∆x
)
+
+
1
2
〈Nˆa〉 − 1
2
〈Nˆb〉 − M
4
(A.169)
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〈NˆaNˆb〉 =
(
M∑
j=1
|ψa(xj)|2∆x
)(
M∑
j=1
|ψb(xj)|2∆x
)
−
− M
2
M∑
j=1
|ψa(xj)|2∆x− M
2
M∑
j=1
|ψb(xj)|2∆x+ M
2
4
(A.170)
=
(
M∑
j=1
|ψa(xj)|2∆x
)(
M∑
j=1
|ψb(xj)|2∆x
)
+
− 1
2
〈Nˆa〉 − 1
2
〈Nˆb〉 − M
2
4
, (A.171)
which give
〈Jˆ2x〉 =
1
4
(
M∑
j=1
ψa(xj)ψ∗b (xj)∆x+
M∑
j=1
ψ∗a(xj)ψb(xj)∆x
)2
− M
8
(A.172)
〈Jˆ2y 〉 = −
1
4
(
M∑
j=1
ψa(xj)ψ∗b (xj)∆x−
M∑
j=1
ψ∗a(xj)ψb(xj)∆x
)2
− M
8
(A.173)
〈Jˆ2z 〉 =
1
4
(
M∑
j=1
|ψa(xj)|2∆x−
M∑
j=1
|ψb(xj)|2∆x
)2
− M
8
. (A.174)
In order to perform some rotations, terms like
〈NˆaJˆ+〉 =
(
M∑
j=1
|ψa(xj)|2∆x
)(
M∑
j=1
ψa(xj)ψ∗b (xj)∆x
)
− M + 1
2
〈Jˆ+〉 (A.175)
〈NˆaJˆ−〉 =
(
M∑
j=1
|ψa(xj)|2∆x
)(
M∑
j=1
ψ∗a(xj)ψb(xj)∆x
)
− M − 1
2
〈Jˆ−〉 (A.176)
〈NˆbJˆ+〉 =
(
M∑
j=1
|ψb(xj)|2∆x
)(
M∑
j=1
ψa(xj)ψ∗b (xj)∆x
)
− M − 1
2
〈Jˆ+〉 (A.177)
〈NˆbJˆ−〉 =
(
M∑
j=1
|ψb(xj)|2∆x
)(
M∑
j=1
ψ∗a(xj)ψb(xj)∆x
)
− M + 1
2
〈Jˆ−〉 (A.178)
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are useful, they imply
〈JˆzJˆx〉 = 1
4
(
M∑
j=1
(|ψa(xj)|2 − |ψa(xj)|2) ∆x
)(
M∑
j=1
(ψa(xj)ψ∗b (xj) + ψ∗a(xj)ψb(xj)) ∆x
)
−
(A.179)
− iM
2
〈Jˆy〉
〈JˆzJˆy〉 = − i
4
(
M∑
j=1
(|ψa(xj)|2 − |ψa(xj)|2) ∆x
)(
M∑
j=1
(ψa(xj)ψ∗b (xj)− ψ∗a(xj)ψb(xj)) ∆x
)
+
(A.180)
+
iM
2
〈Jˆx〉
〈JˆxJˆy〉 = − i
4
(
M∑
j=1
(ψa(xj)ψ∗b (xj) + ψ∗a(xj)ψb(xj)) ∆x
)(
M∑
j=1
(ψa(xj)ψ∗b (xj)− ψ∗a(xj)ψb(xj)) ∆x
)
−
(A.181)
− i
2
〈Jˆz〉.
Higher Dimensions
The previous results are generalised to higher dimensions by simply replacing the integral
with the appropriate multi-dimensional Riemann sum, and the number of grid points M
should be replaced with a product of the number in each dimension. For instance, in 3D the
mean number density would be
n(xi, yj, zk) = |ψ(xi, yj, zk)|2 − 1
2∆x∆y∆z
(A.182)
and the mean number would be
〈Nˆ〉 =
Mx∑
i=1
My∑
j=1
Mk∑
k=1
|ψ(xi, yj, zk)|2∆x∆y∆z − MxMyMz
2
. (A.183)
B
The Method of Sinatra and Castin
In Chapter 2 we introduced the powerful mean-field formalism, which is an excellent de-
scription of description of physics when quantum correlations are unimportant. Appendix A
introduces the truncated Wigner stochastic phase space method, which can capture quantum
correlations, which we used extensively in Chapter 4. In this appendix we discuss another
beyond mean-field description which, similarly to the truncated Wigner method, can cap-
ture both quantum correlations and spatial dynamics. Sinatra and Castin first employed
this method to study the spatial dynamics and instabilities in a two-component, interact-
ing Bose-Einstein condensate [373], and later to studying the impact of these effects on the
creation of spin-squeezed states [331] and other non-classical states [383]. As discussed in
Chapter 7, a full simulation of a many-body macroscopic superposition which includes spa-
tial dynamics is numerically challenging. Of course it is unsurprising that exact calculations
fail, but phase-space methods are also poorly suited for studying this highly non-Gaussian
state. In this appendix we will present the method of Sinatra and Castin, and derive a
number of useful results which we employ extensively in Chapter 7.
B.1 Formalism
For simplicity, we will first present the method as it applies to a single field ψˆ(r). In Section
B.3 we present the generalisation to two distinguishable fields ψˆa(r), ψˆb(r). The fundamental
idea behind this method is to expand the state in the number basis, and then evolve each
number state within a single-mode (or Hartree-Fock) approximation. Quantitatively, this is
done by defining a Bosonic annihilation operator
aˆφ =
∫
drφ∗(r)ψˆ(r). (B.1)
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which destroys a particle with mode function φ(r) (normalised to unity). From the cannonical
commutation relations
[
ψˆ(r), ψˆ†(r′)
]
= δ(r− r′) it follows that[
aˆφ(r), aˆ
†
ϕ(r′)
]
=
∫
drφ∗(r)ϕ(r). (B.2)
It is possible to use the mode-annihilation operator Eq. (B.1) to construct a set of number-
like states. To start with, the mode-annihilation operator Eq. (B.1) acts on the vacuum in
the standard way,
aˆφ|0〉 = 0. (B.3)
Thus, we can define the basis states
|n;φn〉 =
(
aˆ†φn
)n
√
n!
|0〉, (B.4)
which each have their own mode function φn(r). This is conceptually similar to the usual
single-mode approximation, with the key difference that each number component has its
own wavefunction (or mode function). Associating each number state with a unique mode
function means that superpositions of these states
|ψ(t)〉 =
N∑
n=1
cn|n;φn(r, t)〉 (B.5)
can exhibit spatial dynamics1. The utility of this picture is that if written in this basis, |ψ(t)〉
can be evolved in time by simply evolving each mode function φn(r, t), i.e. in this picture
the basis states are time dependent. Essentially the full multi-mode problem is recast as a
single mode problem with spatial dynamics accounted for separately by φn(r, t), which can
significantly reduce the numerical difficulty of constructing and evolving the full state. Thus
we have retained a multi-mode description of the system, within the approximation that
each number component is well described by a single wavefunction. As a counter-example,
another n-particle state is
|n˜〉 = 1√
n!
(
aˆ†φn−1
)n−1
aˆ†φ1|0〉, (B.6)
which cannot be expressed in the form of Eq. (B.4) if φ1 6= φn−1.
We will now show that the states Eq. (B.4) are orthonormal. Making use of Eq. (B.3)
and applying commutator Eq. (B.2) m times with the identity
[Aˆ, Bˆn] = nBˆn−1[Aˆ, Bˆ], (B.7)
(which holds for any two operators Aˆ, Bˆ that both commute with [Aˆ, Bˆ]), the overlap of the
basis states is
〈m;φm′(r′)|n;φn′(r)〉 = δm,n
(∫
drφ∗m′(r)φ
∗
n′(r)
)m
. (B.8)
Although the mode functions φn(r) are non-orthogonal, they are normalised to unity. Im-
portantly, this implies that the states |n;φn′(r)〉 are orthogonal, and normalised so long as
m = m′ and n = n′.
1We discuss the time-dependence of these states in the next section.
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B.2 Worked Example - Single Field
Although in this thesis we are interested in applying this method to SU(2) systems, the
motivation for presenting the single component formalism first is mainly pedagogical. Here
we will derive equations of motion for the mode functions φn(r, t), and then discuss how
these may be used to calculate expectation values.
B.2.1 Equations of Motion for φn(r, t)
For brevity, in this section we will suppress the n index on the mode functions φn(r, t).
Consider a single field evolving under the Hamiltonian
Hˆ =
∫
drψˆ†(r)Hˆ0ψˆ(r) +
U0
2
∫
drψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r), (B.9)
with single-particle Hamiltonian Hˆ0. Assuming the coefficients cn are stationary, then
the dynamics are entirely governed by the basis states |n, φ(r, t)〉, which evolve under the
Schro¨dinger equation
i~
∂
∂t
|n;φ(r, t)〉 = Hˆ|n;φ(r, t)〉. (B.10)
Using the definition Eq. (B.4) with Eq. (B.1), the left-hand side (LHS) of the Schro¨dinger
equation is
i~
∂
∂t
|n;φ(r, t)〉 = i~n√
n!
(
aˆ†φ
)n−1(∫
dr
∂φ(r, t)
∂t
ψˆ†(r)
)
|0〉. (B.11)
However the right-hand side (RHS) is a little more effort, so we split the RHS into the
single-particle term and the interaction term. To proceed, the commutators[
ψˆ(r), aˆ†φ(r′,t)
]
= φ(r, t) (B.12)[
aˆφ(r,t), ψˆ
†(r′)
]
= φ∗(r′, t) (B.13)
will be needed, along with the commutator identity Eq. (B.7). The single particle term is∫
drψˆ†(r)Hˆ0ψˆ(r)|n;φ(r′, t)〉 = n√
n!
∫
drψˆ†(r)Hˆ0φ(r, t)
(
aˆ†φ(r′,t)
)n−1
|0〉, (B.14)
and the interaction term is
U0
2
∫
drψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r)|n;φ(r′, t)〉 (B.15)
=
U0n
2
√
n!
∫
drφ(r, t)ψˆ†(r)ψˆ†(r)ψˆ(r)
(
aˆ†φ(r′,t)
)n−1
|0〉 (B.16)
=
U0n(n− 1)
2
√
n!
∫
drψˆ†(r)ψˆ†(r)φ(r, t)2
(
aˆ†φ(r′,t)
)n−2
|0〉.
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Equating the LHS and the RHS of the Schro¨dinger equation gives
i~
(
aˆ†φ(r,t)
)n−1(∫
dr
∂φ(r, t)
∂t
ψˆ†
)
|0〉 =
∫
drψˆ†(r)Hˆ0φ(r, t)
(
aˆ†φ(r,t)
)n−1
|0〉+ (B.17)
+
U0
2
(n− 1)
∫
drψˆ†(r)ψˆ†(r)φ(r, t)2
(
aˆ†φ(r,t)
)n−2
|0〉,
which, after multiplying through on the left by the inverse of aˆ†φ n−2 times2, can be written
as (
aˆ†φ(r,t)
∫
drψˆ†(r)
(
i~
∂φ(r, t)
∂t
− Hˆ0φ(r, t)
)
− (B.18)
− U0
2
(n− 1)
∫
drψˆ†(r)ψˆ†(r)φ(r, t)2
)
|0〉 = 0.
It is convenient to multiply through by aˆφ on the left,(
aˆφ(r,t)aˆ
†
φ(r,t)
∫
drψˆ†(r)
(
i~
∂φ(r, t)
∂t
− Hˆ0φ(r, t)
)
− (B.19)
− U0(n− 1)
∫
drψˆ†(r)|φ(r, t)|2φ(r, t)
)
|0〉 = 0.
The advantage of multiplying through by aˆφ is that after commuting aˆφ with ψˆ twice and
using ψˆ|0〉 = 0, the non-linear term matches the others (it appears with a single ψ† under
the integral, on the left). Finally, normally ordering aˆφaˆ
†
φ gives(
aˆ†φf(t) +
∫
drψˆ†(r)g(r, t)
)
|0〉 = 0, (B.20)
where we have defined:
f(t) =
∫
drφ∗(r, t)
(
i~
∂φ(r, t)
∂t
− Hˆ0φ(r, t)
)
, (B.21)
g(r, t) = i~
∂φ(r, t)
∂t
− Hˆ0φ(r, t)− U0(n− 1)|φ(r, t)|2φ(r, t). (B.22)
Equation B.20 implies, ∫
drψˆ†(r)g(r, t) = −aˆ†φf(t) (B.23)
= −
∫
drψˆ†(r)f(t)φ(r, t), (B.24)
2There is some subtlety with inverting creation and annihilation operators. Because aˆ|0〉 = 0, it is
impossible to invert aˆ on the left, i.e. there is no operator aˆ−1 that satisfies aˆ−1aˆ = 1. This is because the
existence of such an operator would imply that a non-zero result can be recovered from the state which is
multiplied by 0, which would require division by 0. However it is perfectly reasonable to invert from the
right, aˆaˆ−1 = 1. Likewise, the right inverse of aˆ† does not exist, but the left inverse does, (aˆ†)−1aˆ† = 1.
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where the second line follows from the definition of aˆφ [Eq. (B.1)]. Equating the integrands
we can conclude that g(r, t) = −f(t)φ(r, t), which can be re-written as
i~
∂φn(r, t)
∂t
=
(
Hˆ0 − f(t) + U0(n− 1)|φn(r, t)|2
)
φn(r, t). (B.25)
Notice we have re-labelled the mode functions with the n index. This equation is strikingly
similar to the time-dependent Gross-Pitaevskii equation (GPE) [c.f. Eq. (2.42) in Chapter 2],
with the crucial difference that f(t) appears as a dynamic offset to the energy. Substituting
Eq. (B.25) into Eq. (B.21) reveals that f(t) depends only on the non-linear term,
f(t) =
U0
2
(n− 1)
∫
dr|φn(r, t)|4. (B.26)
In principle, Eq. (B.25) fully determines the dynamics, i.e. one must solve the equation
of motion for each φn(r, t), computing f(t) at each time step via Eq. (B.26). However it is
tidier to define the rotated field
φ˜n(r, t) = φn(r, t)e
−iAn(t)/~n, (B.27)
with
An(t) = −n
∫ t
0
f(t′)dt′. (B.28)
To summarise, the time-evolved basis state is
|n;φn(r, t)〉 = e
−iAn(t)/~
√
n!
(∫
drφ˜n(r, t)ψˆ
†(r)
)n
|0〉, (B.29)
where φ˜n(r, t) evolve under a set of GPE-like equations
i~
∂φ˜n(r, t)
∂t
=
(
Hˆ0 + U0(n− 1)|φ˜n(r, t)|2
)
φ˜n(r, t), (B.30)
and An(t) are computed by integrating
dAn(t)
dt
= −U0
2
n(n− 1)
∫
dr|φ˜n(r, t)|4. (B.31)
B.2.2 Calculating Observables
For a single field containing N atoms, the full state |ψ(t)〉 can be constructed by solving
N coupled differential equations Eq. (B.30) and Eq. (B.31). However, this may still be a
challenging numerical task if N is large, particularly in higher numbers of spatial dimensions.
Fortunately, for some states it may be sufficient to only solve a subset of the full system.
For instance, for a coherent-spin state many of the basis coefficients are orders of magnitude
smaller than others [Figure B.1]. Additionally, in Ref. [331] the authors present a number of
approximation methods which are less computationally demanding, however these methods
are not employed in this thesis and as such they will not be discussed any further. Here,
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we will calculate some observables in terms of φ˜n(r, t) and An(t). For simplicity, we drop
the tilde notation, with the understanding that φn(r, t) is the solution to Eqs. (B.30) rather
than Eq. (B.25) with Eq. (B.26).
Rather than constructing the full state |ψ(t)〉 = ∑n cn|n;φn(r, t)〉 directly, it is typically
simpler to write down expressions for the desired quantities in terms of φn(r, t) and An(t).
Using the definition of |n;φn(r, t)〉 [Eq. (B.4)] with the commutators Eq. (B.12), Eq. (B.7)
one obtains the following identity
ψˆ(r′)|n;φn′(r)〉 = φn′(r′, t)
√
n|n− 1, φn′(r, t)〉, (B.32)
which combined with the overlap Eq. (B.8), can be used to easily calculate the number
density n(r, t) with respect to the state |ψ(t)〉
n(r, t) = 〈ψ(t)|ψˆ†(r)ψˆ(r)|ψ(t)〉 (B.33)
=
∑
m,n
cnc
∗
m〈m;φm(r′, t)|ψˆ†(r)ψˆ(r)|n;φn(r′′)〉 (B.34)
=
∑
n
|cn|2n|φn(r, t)|2. (B.35)
However, if we only wanted to calculate the number density it would be far simpler to solve
the time-dependent GPE. The utility of this picture is that unlike mean-field theory, it is
possible to calculate higher order moments, such as
〈ψˆ†(r)ψˆ†(r′)ψˆ(r)ψˆ(r′)〉 =
∑
n
|cn|2n(n− 1)|φn(r, t)|2|φn(r′, t)|2. (B.36)
As an example, it is now straight forward to calculate the variance of the number operator
Nˆ =
∫
drψˆ†(r)ψˆ(r) by integrating and normally ordering Eq. (B.36),
Var(Nˆ) =
∑
n
|cn|2n(n− 1) +
∑
n
|cn|2n
(
1−
∑
n′
|cn′|2n′
)
. (B.37)
Notice that this expression does not actually depend on the mode functions φn or dynamic
phase factors An at all, it is only the densities that require these terms. As expected these
quantities are conserved (the Hamiltonian Eq. (B.9) commutes with the number operator).
However, when studying two-levels systems we will encounter dynamic quantities, which
depend on φn(r, t) and An(t).
B.3 Two-Level System
In the previous section we presented the case of a single field mainly for pedagogical reasons.
In this section we present the formalism as it applies two fields ψˆa, ψˆb with conserved total
particle number N , which is described by the SU(2) algebra [see for instance Chapter 3,
Section 3.1.1]. This is the system we consider in Chapter 7, and is also the original context
for this method [331, 373, 383].
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B.3.1 Dynamics
The two-level formalism closely follows the results of the first two sections. To start with,
it is convenient to slightly change notation, φn(r, t) = φ(n, r, t). In analogy with Eq. (B.4),
the relevant (dynamic) basis states
|na;φa(na, nb, r, t), nb;φb(na, nb, r, t)〉 = e−iA(na,nb,t)/~
(
aˆ†φa
)na
√
na!
(
bˆ†φb
)nb
√
nb!
|0〉, (B.38)
with
aˆφa =
∫
drφ∗a(na, nb, r, t)ψˆa(r) (B.39)
bˆφb =
∫
drφ∗b(na, nb, r, t)ψˆb(r). (B.40)
We study the time-evolution of coherent-spin states [Chapter 3, Section 3.1.2], i.e.
|ψ(t)〉 = 1√
N !
(
caaˆ
†
φa
+ cbbˆ
†
φb
)N
|0〉 (B.41)
=
N∑
na=0
√
N !
na!nb!
(ca)
na(cb)
nb|na;φa(na, nb, r, t), nb;φb(na, nb, r, t)〉 (B.42)
with the constraint
N = na + nb (B.43)
on the total number of atoms N . The coefficients ca, cb describe the initial coherent-spin
state with |ca|2 + |cb|2 = 1, and initial condition φa = φb. If this states evolves under the
two-component Hamiltonian
H =
∑
j=a,b
ψˆ†j(r)Hˆ0ψˆj(r) +
∑
j,k=a,b
Ujk
2
∫
drψˆ†j(r)ψˆ
†
k(r)ψˆj(r)ψˆk(r), (B.44)
then by performing a similar procedure to Section B.2.1, one can derive the equations of
motion for the mode functions φa(na, nb, r, t), φb(na, nb, r, t) and phase factor A(na, nb, t),
i~
∂φa
∂t
=
(
Hˆ0 + Uaa(na − 1)|φa|2 + Uabnb|φb|2
)
φa (B.45)
i~
∂φb
∂t
=
(
Hˆ0 + Ubb(nb − 1)|φa|2 + Uabna|φa|2
)
φb (B.46)
dA
dt
= −Uaa
2
na(na − 1)
∫
dr|φa|4 − Ubb
2
nb(nb − 1)
∫
dr|φb|4− (B.47)
− Uabnanb
∫
dr|φa|2|φb|2.
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B.3.2 Calculating Observables
As for a single field after (numerically) obtaining solutions to the equations of motion
[Eq. (B.45)-(B.47)], it is simplest to construct expectation value of normally ordered mo-
ments by making use of
ψˆa(r)|na;φa(n′a, n′b, r′, t), nb;φb(n′a, n′b, r′, t)〉 =
√
naφa(n
′
a, n
′
b, r, t)× (B.48)
× |na − 1;φa(n′a, n′b, r′, t), nb;φb(n′a, n′b, r′, t)〉
ψˆb(r)|na;φa(n′a, n′b, r′, t), nb;φb(n′a, n′b, r′, t)〉 =
√
nbφb(n
′
a, n
′
b, r, t)× (B.49)
× |na;φa(n′a, n′b, r′, t), nb − 1;φb(n′a, n′b, r′, t)〉.
Henceforth we we suppress the r and t dependence of the mode-functions φ and phase-factors
A. We also have the overlap
〈ma;φa(m′a,m′b),mb;φb(m′a,m′b)|na;φa(n′a, n′b), nb;φb(n′a, n′b)〉 (B.50)
=
(∫
drφ∗a(m
′
a,m
′
b)φa(n
′
a, n
′
b)
)na (∫
drφ∗b(m
′
a,m
′
b)φb(n
′
a, n
′
b)
)nb
×
× ei[A(m′a,m′b)−A(n′a,n′b)]/~δma,naδmb,nb .
Note that δma,na = δmb,nb and also that typically mj, m
′
j are not independent (e.g. m
′
j =
mj ± 1, and likewise for nj, n′j).
Number Non-Commuting Expectation Values
Because the total number operator Nˆ = Nˆa + Nˆb with Nˆj =
∫
drψˆ†j(r)ψˆj(r) (j = a, b)
commutes with the Hamiltonian [Eq. (B.44)], expectation values of any observable that
commutes with the total number can simply be evaluated with respect to the initial state.
For an evenly weighted coherent-spin state [Eq. (B.41)] we have, for example, 〈Nˆj〉 = N/2
and 〈Nˆ2j 〉 = N2/4, etc.
The number non-conserving terms are a little messier. The multi-mode SU(2) ladder
operators are
Jˆ+ =
∫
drψˆa(r)ψˆ
†
b(r). (B.51)
For instance, the expectation value of the integrand for the multi-mode SU(2) ladder operator
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follows from the relations Eq. (B.48) and Eq. (B.49), and the overlap Eq. (B.50)
〈ψˆ†b(r)ψˆa(r)〉 =
N∑
ma,na=0
√
N !
ma!mb!
√
N !
na!nb!
(c∗a)
ma(c∗b)
mb(ca)
na(cb)
nb× (B.52)
×√na√maφa(na, nb)φb(ma,mb)×
× 〈ma;φa(ma,mb),mb − 1;φb(ma,mb)|na − 1;φa(na, nb), nb;φb(na, nb)〉
=
N∑
na=1
N !
(na − 1)!nb! |ca|
2(na−1)|cb|2nbc∗bca× (B.53)
× ei[A(na−1,nb+1)−A(na,nb)]/~φ∗b(na − 1, nb + 1)φa(na, nb)×
×
(∫
drφ∗a(na − 1, nb + 1)φa(na, nb)
)na−1(∫
drφ∗b(na − 1, nb + 1)φb(na, nb)
)nb
and so
〈Jˆ+〉 =
∫
dr〈ψˆa(r)ψˆ†b(r)〉 (B.54)
=
N∑
na=1
N !
(na − 1)!nb! |ca|
2(na−1)|cb|2nbc∗bca×
× ei[A(na−1,nb+1)−A(na,nb)]/~
∫
drφ∗b(na − 1, nb + 1)φa(na, nb)×
×
(∫
drφ∗a(na − 1, nb + 1)φa(na, nb)
)na−1(∫
drφ∗b(na − 1, nb + 1)φb(na, nb)
)nb
.
The integrand of some higher order terms are given in Ref.[331] (Appendix A). We find it
more convenient to present the expectation values directly. Up to conjugates and ordering,
there are four unique moments which are needed to study spin-squeezing. These are:
〈Jˆ+Jˆ−〉 − 〈Nˆb〉 =
∫ ∫
drdr′〈ψˆ†b(r)ψˆ†a(r′)ψˆa(r)ψˆb(r′)〉 (B.55)
=
N−1∑
na=1
N !
(na − 1)!(nb − 1)! |ca|
2na |cb|2nb
∣∣∣∣∫ drφ∗b(na, nb)φa(na, nb)∣∣∣∣2
〈Jˆ+Jˆ+〉 =
∫ ∫
drdr′〈ψˆ†b(r)ψˆ†b(r′)ψˆa(r)ψˆa(r′)〉 (B.56)
=
N∑
na=2
N !
(na − 2)!nb! |ca|
2(na−2)|cb|2nb(c∗b)2c2a×
× ei[A(na−2,nb+2)−A(na,nb)]/~
(∫
drφ∗b(na − 2, nb + 2)φa(na, nb)
)2
×
×
(∫
drφ∗a(na − 2, nb + 2)φa(na, nb)
)na−2(∫
drφ∗b(na − 2, nb + 2)φb(na, nb)
)nb
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〈NˆbJˆ+〉 − 〈Jˆ+〉 =
∫
drdr′〈ψˆ†b(r)ψˆ†b(r′)ψˆb(r)ψˆa(r′)〉 (B.57)
=
N−1∑
na=1
N !
(na − 1)!(nb − 1)! |ca|
2(na−1)|cb|2nbc∗bca×
× ei[A(na−1,nb+1)−A(na,nb)]/~
∫
drφ∗b(na − 1, nb + 1)φa(na, nb)×
×
(∫
drφ∗a(na − 1, nb + 1)φa(na, nb)
)na−1(∫
drφ∗b(na − 1, nb + 1)φb(na, nb)
)nb
〈NˆaJˆ−〉 − 〈Jˆ−〉 = 〈ψˆ†a(r)ψˆ†a(r′)ψˆa(r)ψˆb(r′)〉 (B.58)
=
N∑
na=1
N !
(na − 1)!(nb − 1)! |ca|
2na |cb|2(nb−1)c∗acb×
× ei[A(na+1,nb−1)−A(na,nb)]/~
∫
drφ∗a(na + 1, nb − 1)φb(na, nb)×
×
(∫
drφ∗a(na + 1, nb − 1)φa(na, nb)
)na (∫
drφ∗b(na + 1, nb − 1)φb(na, nb)
)nb−1
.
Numerical Considerations for Large N
Consider the number density na(r, t),
na(r, t) = 〈ψˆ†a(r, t)ψˆa(r, t)〉 =
N∑
na=0
N !
na!nb!
|ca|na|cb|nbna|φa(na, nb, r, t)|2. (B.59)
In principle, once the mode functions φa(na, nb, r, t) are known all one has to do is numerically
compute this sum. Unfortunately, this task can also be a challenge. The summand can
be split into three factors: the binomial coefficients N !/(na!nb!), the expansion coefficients
|ca|na |cb|nbna and of course the mode functions |φa(na, nb, r, t)|2. For even modest values of
N the binomial coefficients rapidly become very large, and the expansion coefficients become
very small. As demonstrated in Figure B.1, for even N = 2500 atoms the binomial coefficient
when na = nb = N/2 is ∼ 101729 and the expansion coefficient is ∼ 10−749.5. Dealing with
numbers this large (and small) requires some care.
It is best to avoid calculating these directly, instead working with logarithms. The
logarithm of binomial coefficients are easily computed introducing the Γ function,
log
(
N !
na!nb!
)
= log [Γ(N + 1)]− log [Γ(na + 1)]− log [Γ(nb + 1)] . (B.60)
Many numerical packages have the ability to calculate the natural logarithm of a Γ function
without having to compute the Γ function directly, such as “gammaln” in MATLAB or scipy.
Similarly, logarithm of the coefficients |ca|na |cb|nbna is straight forward to calculate directly
using basic logarithm laws.
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Figure B.1: For N = na + nb = 2500, (left) the logarithm of binomial coefficients N !/(na!nb!)
and (right) logarithm of the expansion coefficients |ca|na |cb|nbna. The binomial coefficients can
be extremely large, and the expansion coefficients are extremely small. As a brief aside, the
magnitude of these binomial coefficients can also be used to choose a reduced basis set to reduce
the computational cost of computing the sum.
Once the logarithm of these coefficients are known, one can compute the sum making use
of the logarithm identity for sums
log
(∑
n=0
cn
)
= log(c0) + log
(
1 +
∑
n=1
cn
c0
)
. (B.61)
It is useful to write the summand cn as the product of a very large number e
an and a very
small number ebn , i.e.
cn = e
anebn . (B.62)
The logarithm of the number density would then be
log [na(r, t)] = a0 + b0 + log
(
1 +
∑
na=1
eana−a0+bna−b0
)
, (B.63)
with
ana = log
(
N !
na!nb!
)
, (B.64)
bna = log
(|ca|na |cb|nbna|φa(na, nb, r, t)|2) . (B.65)
The factor |φa(na, nb, r, t)|2 could also be absorbed into ana . Computing the sum on the
right-hand side of Eq. (B.63) is unlikely to be a problem, so long as exp(ana − a0 + bna − b0)
itself is not too large (or small). Finally, once this sum is computed the density is obtained
by simply exponentiating both sides of Eq. (B.63).
C
Numerically Performing A Partial Trace
In Chapter 6 we investigated atom-light entanglement, which necessitates the partial trace
over the optical Hilbert space. In some situations this could be performed analytically,
however numerical results were also needed. In this appendix we present the method used
to numerically perform a partial trace to obtain a reduced density matrix for the atomic
Hilbert space.
C.1 Overview
Consider two Hilbert spaces with state vectors |ψA〉 and |ψB〉. Starting from an initially
separable state |ψAB(0)〉 = |ψA〉 ⊗ |ψB〉 we evolve under some entangling unitary UˆAB(t).
We proceed by constructing a complete, orthonormal basis |a, b〉 ≡ |a〉 ⊗ |b〉 that spans the
product space A⊗B, where |a〉, |b〉 span the respective sub-spaces, i.e |ψA〉 =
∑
a〈a|ψA〉|a〉
and |ψB〉 =
∑
b〈b|ψB〉|b〉. After time t the state vector is
UˆAB(t)|ψAB(0)〉 =
∑
a,b
Ca,b(t)|a, b〉, (C.1)
with
Ca,b(t) = 〈a, b|UˆAB(t)|ψAB(0)〉. (C.2)
The full density matrix is
ρˆAB(t) = UˆAB(t)|ψAB(0)〉〈ψAB(0)|Uˆ †AB(t) (C.3)
=
∑
a,b
∑
a′,b′
Ca,b(t)C
∗
a′,b′(t)|a, b〉〈a′, b′|, (C.4)
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which is pure, but not generally separable. The goal is to calculate the reduced density
matrix, which is obtained by performing a partial trace over the B space in the basis {|b〉},
ρˆA(t) = TrB{ρˆAB(t)} (C.5)
=
∑
k
〈k|
(∑
a,b
∑
a′,b′
Ca,b(t)C
∗
a′,b′(t)|a, b〉〈a′, b′|
)
|k〉 (C.6)
=
∑
a
∑
a′
∑
k
Ca,k(t)C
∗
a′,k(t)|a〉〈a′|. (C.7)
In other words, the matrix elements of the reduced density matrix are (ρˆA)a,a′ =
∑
k Ca,k(t)C
∗
a′,k(t).
Thus, performing the partial trace is equivalent to constructing the coefficient matrix Ca,b
which is has dimension dim(A)× dim(B).
C.2 Implementation in MATLAB
One advantage of the method presented above is that the coefficient matrix Ca,b can be
obtained directly from the state vector - it is never necessary to construct the full density
matrix. The challenge is performing the time evolution, as the unitary matrix UˆAB(t) has
the same dimensionality as the full density matrix (which have (dim(A)×dim(B))2 complex
matrix elements), which rapidly becomes intractable. For instance, if a single complex
number is 16 bytes, even in a modestly sized system with dim(A) = dim(B) = 100 then
UˆAB(t) is 16 × (dim(A) × dim(B))2 = 1.6 GB. Making use of the sparseness of UˆAB(t) can
help reduce the memory cost.
Aside from the issue of simply storing UˆAB(t), constructing it can also be a challenge.
Typically UˆAB(t) = exp(−iHˆABt), which could be constructed using MATLAB’s inbuilt
expm function. For small vector spaces this works well, but can be slow when UˆAB(t) is
large. So long as t is not too large, it can be more efficient to use a power series expansion,
pre-calculating the desired powers of HˆAB. If HˆAB is diagonal then its exponential can
be calculated efficiently by looping over the diagonal elements, however if not, typically
MATLAB’s expm function is faster than diag.
C.2.1 Example Code
The following is code written in MATLAB. It inputs two vectors (with lengths dim(A) and
dim(B) respectively) and a unitary matrix U with (dim(A)×dim(B))2 elements. It performs
a partial trace over B, and outputs the reduced density matrix ρˆA. As discussed above it
may be more efficient not to input UˆAB directly, instead inputting HˆAB (and its powers) and
t.
1 f unc t i on out=trB ( psi A , psi B , U)
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2
3 dimA=length ( ps i A ) ;
4 dimB=length ( ps i B ) ;
5
6 psi AB=U∗kron ( psi A , ps i B ) ;
7
8 %So you can e x t r a c t the matrix o f c o e f f i c i e n t s C {a , b} from
the s t a t e vec to r U| p s i {AB}>
9 c o e f f=ze ro s (dimA , dimB) ;
10 f o r i i =1:dimA
11 f o r j j =1:dimB
12
13 %For a sepa rab l e s t a t e (U=1) i t would be :
14 %c o e f f ( i i , j j )=psi A ( i i )∗ps i B ( j j ) ;
15
16 %In gene ra l :
17 c o e f f ( i i , j j )=psi AB ( j j+dimB∗( i i −1) ) ;
18 end
19 end
20
21 %Construct the reduced dens i ty matrix ,
22 rho A=ze ro s (dimA) ;
23 f o r aa=1:dimA
24 f o r aaa=1:dimA
25 rho A ( aa , aaa )=sum( c o e f f ( aa , : ) .∗ conj ( c o e f f ( aaa , : ) ) , 2 ) ;
26 end
27 end
28
29 out=rho A ;
I am glad you are here with me. Here at the end of all things...
J. R. R. Tolkien,
The Return of the King.
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