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The theory of real relativistic fluids is in the rather unique situation that there is a natural rela-
tivistic extension of the nonrelativistic theory, but it is physically untenable [1]. On the other hand,
mounting evidence that matter created in relativistic heavy ion collisions behaves as a relativistic
fluid with small but finite viscosity has given the quest for an alternative a definite goal [2]. We
shall review different approaches to relativistic real fluids, their link to relativistic kinetic theory,
and their application to the analysis of heavy ion collisions [3]
PACS numbers:
I. INTRODUCTION
The goal of these lectures is to discuss the theory of relativistic real fluids under the excuse of its application
to the description of relativistic heavy ion collisions [4, 5]. More concretely, our goal is to discuss, in the
simplest possible terms, why the “Einstein elevator” concept is not useful in the development of this theory.
Namely, we cannot build a theory of relativistic real fluids by just asking that it reduces to its nonrelativistic
counterpart, namely the Navier - Stokes equations, in an inertial frame where the fluid is at rest. For this
reason we shall begin with a “derivation” of the nonrelativistic theory of ideal fluids (those which flow with
no entropy production) from thermodynamics [6]. For ideal fluids, the relativistic theory may be found as
the covariant extension of the nonrelativistic theory enforced in the rest frame. We shall then show that
already in this simple framework we may obtain a working picture of how a relativistic heavy ion collision
works, yielding remarkably accurate predictions regarding several concrete observables.
Among these observables there is the so-called elliptic flow, namely the anisotropy of the particle yield
in the transverse plane to the beam direction. If the matter deposited in the collision region behaves as a
nearly ideal fluid, then elliptic flow arises as the simple transduction of pressure gradients in the original
configuration into velocities in the asymptotic expanding state. This is an obvious prediction of the Euler
equations which is surprisingly hard to reproduce in non-hydrodynamic models. The success in predicting
that there must be an elliptic flow is one of the most compelling reasons to believe that matter in the collision
region, from some very early time after the actual collision up to the break up in the individual hadrons
which are eventually detected, behaves as a fluid. However, ideal hydrodynamics overestimates the amount of
elliptic flow [4]. This suggests there must be a mechanism that tends to isotropize flow, and indeed viscosity
acts in precisely that direction. Therefore, the next natural step is to consider hydrodynamic models based
on real fluid hydrodynamics.
At this point we return to the formal theory, and generalize our previous “thermodynamic” derivation
to the case of real fluids. The resulting non relativistic theory is given by the Navier - Stokes equations,
which is satisfactory, but the relativistic theory emerging from the “Einstein elevator” is essentially flawed -
if covariance is enforced, then the theory has no stable solutions [1]. How to get out of this cul de sac is the
subject of the rest of the lectures.
Since the “thermodynamic” approach led us nowhere, we shall begin anew from a more fundamental
point of view, that provided by relativistic kinetic theory. In this case, there is an agreed upon relativistic
formulation to build on [7, 8]. The problem is how to reduce it to the hydrodynamic level. In the nonrelativistic
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2case, the method of choice is the so-called Chapman - Enskog expansion, which leads to the Navier - Stokes
equations [9]. In the relativistic case, it works likewise, and so it must be rejected. However, a second well
known technique, the Grad expansion, is successful in building a relativistic hydrodynamics where linear
perturbations of an equilibrium state evolve causally.
However, the application to relativistic heavy ion collisions forces us to face the relationship between
kinetic and hydro descriptions a second time, because what is actually measured are individual hadrons.
This means that there must be some space time “break up” or “freeze out” surface (or region) where the
fluid nucleates into individual particles that fly away to the detectors (a process that is by no means simple,
but does not belong to these lectures). We must be able to read the one particle distribution function of
these particles out of the hydrodynamic state of the fluid just before break up. If we simple invert the Grad
expansion, we are led to a one particle distribution function which is not nonnegative throughout phase
space, a defect that contaminates the predictions of the theory regarding observables which are sensitive to
high momenta.
This drawback of the Grad approach, and also the need to include nonlinear corrections to the linearized
equations of motion without spoiling stability and covariance, prompted us to suggest that the Grad approach
may be just the linear approximation to a more comprehensive view of the kinetic - hydro relationship [10].
The basic insight is that any realistic kinetic theory displays a whole hierarchy of relaxation times, from
the relaxation times characteristic of large scale inhomogeneities to the much shorter relaxation times of
hard modes. Fluctuations in the hydrodynamic modes relax on the longer time scales, and are perceived
by the harder modes as externally imposed thermodynamic forces which prevent their relaxation to true
equilibrium. In other words, the truly kinetic modes relax not to equilibrium but to a nonequilibrium steady
state constrained by the instantaneous configuration of the hydrodynamic modes. It has been known from
long ago that such steady states are the solutions to variational problems [11, 12]. Prigogine among others
has proposed that they are the extrema of the entropy production, as opposed to the extrema of the entropy
itself, which are the true equilibria [13]. Known proofs of the so-called “Prigogine theorem” are restricted
to linear irreversible thermodynamics [14, 15]; we shall appeal to it on a heuristic rather than formal basis -
the idea is that most kinetic modes are in the linear regime most of the time anyway, so a theory which is
good in the linear regime is good enough to compute global observables such as stress tensor components,
but we shall not attempt to formulate this insight in any rigorous way [16, 17].
We shall therefore conclude these lectures with a brief presentation of this “entropy production varia-
tional method”, its relationship to positivity of the one particle distribution function, and its nonlinear
generalization.
The lectures are organized as follows. In next section we present the theory of relativistic ideal fluids,
as derived from thermodynamics, and its application to the description of relativistic heavy ion collisions
(RHICs). The main success of the theory, namely the prediction of elliptic flow, is also its fatal drawback,
because experimental data show that ideal hydrodynamics overestimates the flow anisotropy [4]. We are
therefore motivated to extend the theory to include viscosity, whereby we hit on the stability problem
[1, 18, 19]. We present the theory of real fluids in Section III; since the thermodynamic derivation fails, we
base our discussion on relativistic kinetic theory. We must confront the closure problem, that is, to relate
the one particle distribution function in the kinetic description to the hydrodynamic degrees of freedom. We
present the Chapman-Enskog solution (which reproduces the results from the thermodynamic analysis, and
therefore is unsuitable) and the Grad solution, and finally identify the Grad solution of the closure problem as
the linearized approximation to an approach based on the entropy production variational method (EPVM).
We conclude with some brief final remarks.
If relativistic hydrodynamics may be founded on kinetic theory, kinetic theory itself comes from quantum
field theory, the main subject matter of this school. We show the main lines of the derivation of kinetic
theory from quantum field theory in the Appendix, which relies heavily on ref. [3].
3II. FROM THERMODYNAMICS TO HYDRODYNAMICS
A. Nonrelativistic Ideal fluids
Let us begin by reviewing non relativistic hydrodynamics, as “derived” from thermodynamics. The basic
tenets of thermodynamics we need to keep in mind are the following: we have a (simple) system described by
some intensive parameters (temperature T , chemical potential µ, pressure p, etc.) whose meaning we take for
granted (e.g. we already know everything about the zeroth law) and extensive parameters, such as energy U ,
entropy S, volume V , and particle number N (we use particle number for concreteness, but any, or several,
conserved charge(s) would serve just as well). In equilibrium, all these quantities are position independent.
Their first deviations from equilibrium are related by the first law
TdS = dU + pdV − µdN (1)
Extensive quantities are homogeneous functions of each other, so we must have
TS = U + pV − µN (2)
From the differential of this second identity we obtain the Gibbs-Duhem relation
dp = sdT + ndµ (3)
where s = S/V and n = N/V are the entropy and particle number densities, respectively. This means
∂p
∂T
∣∣∣∣
µ
= s =
ρ+ p− µn
T
∂p
∂µ
∣∣∣∣
T
= n (4)
where ρ = U/V is the energy density.
Let us now consider a non equilibrium, inhomogeneous configuration. The above relations still hold for
the densities of the conserved quantities energy, momentum (which we must include) and particle number.
The dynamics is given by the conservation laws
∂ρ
∂t
= −∇jJju
∂pi
∂t
= −∇jT ij
∂n
∂t
= −∇jJj (5)
Here ρ, pi and n are the energy, momentum and charge densities, Jju, T
ij and Jj the respective currents.
T ij must be symmetric [20]. The entropy density
s =
1
T
[
ρ+ p− vipi − µn
]
(6)
obeys the first Law
4Tds = dρ− vidpi − µdn (7)
which implies the Gibbs - Duhem relation
dp = sdT + pidvi + ndµ (8)
In these formulae we have introduced the velocity vi and the chemical potential µ. We therefore have
∂s
∂t
=
1
T
{
∂ρ
∂t
− vi ∂p
i
∂t
− µ∂n
∂t
}
=
−1
T
{∇jJju − vi∇jT ij − µ∇jJj} (9)
We then have
∂s
∂t
= −∇j
{
1
T
[
Jju − viT ij − µJj
]}
+
[
Jju − viT ij − µJj
]∇j ( 1
T
)
− 1
T
T ij∇jvi − 1
T
Jj∇jµ (10)
To proceed we write Jj = nvj + χj . In the terms involving the velocity we eliminate the gradient of the
chemical potential by using the Gibbs - Duhem relation
∂s
∂t
= −∇j
{
1
T
[
Jju − viT ij − µJj
]}
+
[
Jju − viT ij − µJj
]∇j ( 1
T
)
− 1
T
T ij∇jvi
− 1
T
vj
[∇jp− s∇jT − pi∇jvi]− 1
T
χj∇jµ (11)
so far
∂s
∂t
= −∇j
{
1
T
[
Jju + pv
j − viT ij − µJj
]}
+
[
Jju + pv
j − viT ij − µJj − Tsvj
]∇j ( 1
T
)
− 1
T
[
T ij − pivj − pδij]∇jvi − 1
T
χj∇jµ (12)
Using again the second law, we may write
Jju + pv
j − viT ij − µJj − Tsvj = Jju − (ρ+ p) vj − vi
(
T ij − pivj − pδij)− µχj (13)
and so
∂s
∂t
= −∇j
{
1
T
[
Jju + pv
j − viT ij − µJj
]}
+
[
Jju − (ρ+ p) vj − vi
(
T ij − pivj − pδij)]∇j ( 1
T
)
− 1
T
[
T ij − pivj − pδij]∇jvi − χj∇jα (14)
5Where α = µ/T . Since we have allowed for the possibility of the energy and particle number flux not
being collinear, we must adopt a convention about what is the fluid velocity. We shall adopt the so-called
Landau-Lifshitz prescription, namely, that Jju and p
j vanish when vj = 0 [21].
We define an ideal fluid as one that flows with no entropy production. Thus for an ideal fluid
T ij = pivj + pδij
Jju = (ρ+ p) v
j
χj = 0 (15)
The symmetry of T ij requires pi to be proportional to vi. The equations for an ideal fluid are thus
∂n
∂t
+∇jnvj = 0
∂ρ
∂t
+∇j (ρ+ p) vj = 0
∂pi
∂t
+∇jpivj + δij∇jp = 0 (16)
B. Relativistic Ideal Fluids
We now generalize the above framework of thermodynamics to a relativistic fluid evolving in a spacetime
with an arbitrary metric gµν . All derivatives shall be covariant derivatives with respect to the Levi-Civita
connection, so that gµν;ρ = 0. We write the Minkowsky metric as η
00 = −1, η0i = 0 and ηij = δij , where a
0 refers to coordinate x0 = ct
To simplify matters we will describe the construction of a covariant theory in terms of a set of rules [8]:
(a) Intensive quantities (T , p, µ) are associated with scalars, which represent the value of the quantity at
a given event, as measured by an observer at rest with respect to the fluid.
(b) Extensive quantities (S, V , N) are associated with vector currents Sµ, uµ, Nµ. If a given observer
measures a density x and a flux J ix for the quantity X, then X
µ =
(
x, J ix/c
)
The quantity uµ associated
with volume is the fluid 4-velocity; in Minkowsky space
uµ =
1√
1− v2c2
(
1,
vi
c
)
(17)
uµ obeys the additional constraint u2 = −1. We call density tout court the density measured by an observer
comoving with the fluid, namely x = −uµXµ.
If the quantity X is conserved, then Xµ;µ = 0. If we consider the variation of the entropy content within
some spatial region as a function of time, the second law demands that the increase in entropy should be
higher than the entropy flow through the boundary . Thus the covariant statement of the second law is that
entropy production must be positive, i.e. Sµ;µ ≥ 0.
(c) Energy and momentum are combined into a single extensive quantity described by an energy-
momentum tensor Tµν which is symmetric. Therefore any given observer will identify the energy density as
T 00, the energy flux as cT 0i, the momentum density as T i0/c and the momentum flux as T ij . The symmetry
of the energy momentum tensor implies that the momentum density is c−2 times the energy flux [21]. We
define the rest frame of the fluid as the frame where the energy flux vanishes. As before, the energy density
ρ is defined as the energy density in the rest frame. Both the fluid velocity and energy density may be found
from the eigenvalue equation Tµνuν = −ρuµ
Let us now describe a relativistic ideal fluid, namely one that flows with no entropy production. We shall
proceed by correspondence between the relativistic and non relativistic theories. To this end, we assume that
in the rest frame we have the decomposition
6Nµ = (n, 0) (18)
Tµν =
(
ρ 0
0 pδij
)
(19)
So in an arbitrary frame we must have
Nµ = nuµ
Tµν = ρuµuν + p∆µν (20)
where ∆µν = gµν + uµuν . The entropy current Sµ in the rest frame is given by Sµ = (s, 0), where Ts =
p+ ρ− µn. In an arbitrary frame Sµ = suµ or
Sµ = −Tµνβν + puµ − αNµ (21)
Where the inverse temperature vector βµ = T−1uµ and α = µ/T . Observe that T−2 = −βµβµ. Then
Sµ;µ = −βνTµν;µ − αNµ;µ (22)
This means that entropy production vanishes for an ideal fluid, provided the conservation laws of energy-
momentum and particle number hold.
C. Ideal Hydrodynamic models of heavy ion collisions
The theory of relativistic real fluids has been brought to the limelight by the mounting evidence that one
such system has been seen in actual experiments, namely, relativistic heavy ion collisions (RHICs). Indeed,
one can get a working understanding of RHICs from the theory of ideal fluids we have just described.
Nevertheless, precisely the demands of a better fit between theory and experiment will prompt us to develop
a theory or real fluids, namely, to add viscosity to the flow equations. In this section we shall briefly describe
RHICs, and discuss what can and cannot be reproduced by models based on ideal hydrodynamics.
RHICs have been produced in several experiments, namely the Super Proton Synchrotron (SPS) at CERN,
the Relativistic Heavy-Ion Collider (RHIC) at Brookhaven and the Large Hadron Collider (LHC) once again
at CERN. The RHIC experiments in particular are described in detail in the so-called ‘white papers’, which
are possibly the most reliable source on the subject [22–25]. One of the goals of the RHIC program is to
probe into possible new phases of nuclear matter at high energies. In such a high energy phase, matter is
expected to form a plasma of gluons and (massless) quarks (quark-gluon plasma, QGP).
Virtually all theoretical analysis of RHICs assume a space-time picture of the collision provided by the
Bjorken model [26]. The colliding nuclei are seen as slabs of quark and gluon matter. In the center of mass
frame, both slabs approach each other at near light speed. Upon collision, the two slabs of matter will mostly
go through each other, leaving behind a wake of hot plasma. We may then distinguish three different regions:
the two fragmentation regions corresponding to the receding slabs, and the central region corresponding to
the plasma in between. We are interested in phenomena in the central region.
At the time of crossing a number of hard scattering processes will occur, whose products will reach directly
the detectors. These hard processes are unrelated to the nonequilibrium dynamics of the plasma; and may
presumably be predicted on perturbative QCD grounds. In what follows, we will assume this hard component
has been isolated despite great difficulty to achieve this in reality.
7The hot plasma will expand and cool, and eventually fragment into ordinary particles in flight intercepted
by the detectors. We wish to predict the number of particles of each species to be detected, as a function of
the angle θ between the direction of flight and the direction z of the beam. It is remarkable that with this
simple picture we can state a first observable prediction already.
Indeed, because of Lorentz contraction, we may think of the approaching slabs as infinitely thin in the
direction of motion z, and in a first approach to the problem, as infinite and homogeneous in the transverse
directions x and y. This picture is invariant under boost in the z direction, and so is the final distribution of
particles. So if we parametrize the momentum of an out-going particle as p0 = E, p3 = p and
(
p1, p2
)
= p⊥,
then the distribution of particles may depend only upon the transverse momentum and E2 − p2 = m2 + p2⊥.
In particular, it must be independent of θ, since cos θ ∼ p/E is not invariant. It is conventional to plot
the yield of the collision in terms of the rapidity Y , defined by p/E ≡ tanhY , or rather the pseudorapidity
η = − ln tan [θ/2] , tanh η = p/ |p| . Rapidity and pseudo-rapidity agree at momenta which are large compared
to the mass of the particle. Then the prediction in this picture is that there is a plateau in the (pseudo) rapidity
distribution, at least for small rapidity (|η| → ∞ corresponds to the fragmentation rather than the central
region). Although this prediction is not quantitatively borne out by the RHIC data [23], the experimental
curve flattens enough at low rapidity that it may be accepted as a working rough approximation.
We may elaborate the Bjorken picture further. Let us assume that the plasma is formed on the plane z = 0
at the time t = 0 of the collision, and then expands along the z direction. A given plasma element will cool
according to its own proper time τ . Eventually, at some given constant τ surface, the plasma will be cold
enough (and/or dilute enough) to break up into hadrons. Assuming that the product hadrons are thermally
distributed, massless and at zero chemical potential, the Bose-Einstein distribution predicts that the energy
per particle is /n = 2,7 T . Since temperature is constant on the break up surface, this means that in all
collisions particles should have the same average energy. Indeed, it is observed that the energy per particle
is about 0,8 GeV, regardless of center-of-mass energy and impact parameter.
To obtain a more quantitative description of the process, we describe the plasma as a relativistic ideal
fluid. To close the hydrodynamic system of equations we must provide the equation of state. The central
feature of this is the “softening” near the critical point, meaning that the speed of sound c2s = ∂p/∂→ 0 as
we approach the transition point. The softening of the equation of state affects the evolution of the fireball,
which then becomes a signal of whether the transition point has been reached or not.
Since perfect fluids conserve entropy, the total entropy within the fireball remains constant, and T scales
as V −1/3. So, if the expansion is one-dimensional, and we consider the volume enclosed between two fixed
rapidities, then T ∼ τ−1/3, where τ is the proper time. In particular, the energy density scales as τ−4/3.
We now consider more closely the phenomenon of break-up [4, 5]. Assume this occurs on a 3-dimensional
surface Σ defined by some equation Σ (xµ) = 0. If x0 is a solution, then the normal vector at x0 is n
µ =
(α) Σ,µ, α = (−Σ,µΣ,µ)−1/2 . We shall assume that nµ is timelike. The invariant measure on Σ is given by
d3σ = d4x δ (Σ)α−1.
Let us assume that right up to break-up we can describe matter as a perfect relativistic fluid, and as a
noninteracting relativistic gas thereafter. Let Ka = ∂/∂x
a be the four Killing vectors of Minkowski space.
Then Gauss’theorem shows that the quantities nµKaνT
µν and nµN
µ are continuous across the break-up
surface (we shall consider only one conserved current, corresponding to, say, the baryon number). These
conditions plus the equation of state of the hadronic phase define the energy density, pressure, baryon number
density (or equivalently, the temperature and chemical potential) and the four-velocity of the hadrons at
break-up. The detailed spectrum is found by assuming that the hadrons are thermally distributed.
The total number of emitted particles is
∫
d3x K0µN
µ
had (23)
where the integral is over some t =constant surface well to the future of the collision. Because of Gauss
theorem, we may replace the integral by an integral over the break-up surface (we may have to complete
this surface to get a Cauchy surface, but the particle density flux will vanish on these additions anyway).
But then we may use the matching conditions to express this integral in terms of the particle current before
break-up. We obtain the total number of emitted particles as
8∫
d4x δ (Σ) Σ,µN
µ
hydro (24)
In practice, we may wish to smear a little the position of the break-up surface, thus writing the total number
of emitted particles as
∫
d4x
[
e−Σ
2/2(∆Σ)2
√
2pi (∆Σ)
]
Σ,µN
µ
hydro (25)
The total number of particles of species i with momentum pµ is
gi
∫
d4x
[
e−Σ
2/2(∆Σ)2
√
2pi (∆Σ)
]
δ
(
p2i −m2i
) Σ,µpµi
[exp (−βνpνi − µi)− εi]
(26)
where the temperature four vector and chemical potentials are read out from the (ideal) energy momentum
tensor and charged currents of the fluid just before break up.
The two basic observables are the total number of particles with transverse (respect to the beam axis)
momentum p⊥, which is usually given in terms of the transverse mass m2⊥ = m
2 + p2⊥, and the elliptic
flow coefficient v2, which results from fitting the particle spectrum in the transverse plane to a second
harmonic (1 + 2v2 (p⊥) cos 2φ) , where φ is the angle measured from the reaction plane. This is equivalent to
considering an elliptic fireball, in which case v2 measures the eccentricity of the ellipse. The first harmonic
is called directed flow, and would represent a shifted spherical fireball in the transverse plane.
The agreement of predictions from hydrodynamical simulations with experimental data is good, provided
the simulation is started very early (earlier than 1 fm/c after the collision). If one believes that the validity
of hydrodynamics demands (local) equilibration, this very short time is somewhat of a puzzle.
D. Elliptic flow
Of the several predictions of hydrodynamic models, elliptic flow is one of the most compelling, because it
is hard to match by alternative models. Let us show how elliptic flow arises in hydro models.
Let the velocity of the fluid (with respect to laboratory time) in the longitudinal direction be dz/dt = vz.
We may define a longitudinal rapidity
yL =
1
2
ln
1 + vz
1− vz (27)
Let us take a boost invariant flow in the beam direction as background solution. Then vz = z/t and the
longitudinal rapidity becomes identical with the space time rapidity
yL = η =
1
2
ln
t+ z
t− z (28)
We introduce Milne time τ =
√
t2 − z2 and Milne coordinates ξα = (τ, η, x, y). Define dxµ/dτ =
(t/τ, z/τ,~v⊥). We find
− ηµν dx
µ
dτ
dxν
dτ
= 1− v2⊥ (29)
9Introducing the transverse rapidity
y⊥ =
1
2
ln
1 + v⊥
1− v⊥ (30)
then v⊥ = tanh y⊥ and the four velocity becomes
uµ = cosh y⊥ (cosh η, sinh η,~v⊥) (31)
or else in Milne coordinates
uα = cosh y⊥ (1, 0, ~v⊥) (32)
The interval element in Milne coordinates is ds2 = −dτ2 + τ2dη2 + dx2 + dy2, and so there are nontrivial
Christoffel symbols
Γτηη = τ (33)
and
Γητη =
1
τ
(34)
In the strictly boost invariant case y⊥ = 0 we have uη;η = τ and uα;α = 1/τ , although u
βuα;β = Γ
τ
ατ = 0. The
covariant Euler equation is identically satisfied, n ∝ τ−1, while the energy density ρ ∝ τ−4/3 for conformal
matter.
Obviously boost invariant expansion cannot create elliptic flow. The next step is to consider a nontrivial
dynamics in the transverse plane. It is convenient to parametrize the transverse plane in terms of Lagrangian
coordinates ~q. Then the full coordinates are ζρ =
(
τ, η, q1, q2
)
; the transformation back to Euler coordinates
is given by the system
∂xi
∂τ
|qa = vi
(
τ, xi
)
(35)
with initial condition xi (τ = 0) = qi. Now write
ds2 = −dτ2 + τ2dξ2 + δijdxidxj
= −dτ2 + τ2dξ2 + δij
(
∂xi
∂qa
dqa + vidτ
)(
∂xj
∂qb
dqb + vjdτ
)
(36)
In the new coordinates the metric reads
gρσ =
 − (1− gabNaNb) 0 Nb0 τ2 0
Na 0 gab
 (37)
where
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gab = δij
∂xi
∂qa
∂xj
∂qb
(38)
Na = vi
∂xi
∂qa
(39)
Observe that gabNaNb = viv
i = tanh2 y⊥, so g00 = −1/ cosh2 y⊥. The lapse function is then N = 1 and
the four metric determinant is g = −τ2g(2), where g(2) = det gab. In Milne-Lagrange coordinates the four
velocity is uα =
(
cosh y⊥,~0
)
, so
uν;ν =
1
τ
√
g(2)
∂
∂τ
τ
√
g(2) cosh y⊥ (40)
and the ideal hydrodynamic equations
T˙
T
+
1
3
uν,ν = 0
u˙µ + ∆µν
T,ν
T
= 0 (41)
Give
T =
T0 (~q)[
τ
√
g(2) cosh y⊥
]1/3 (42)
and
cosh2 y⊥Γa00 +
1
T
[
NaT,τ + g
abT,b −NaN bT,b
]
= 0 (43)
We shall consider only linear deviations from homogeneity, where
xa = qa + ξa (~q, τ) (44)
ξa (~q, 0) = 0
Na = va =
∂
∂τ
ξa (~q, τ) (45)
√
g(2) = 1 + ξa,a (46)
Γa00 =
∂2
∂τ2
ξa (~q, τ) (47)
So, writing T0 (~q) = T0 (1 + δ (~q))
11
∂2ξa
∂τ2
− 1
3τ
∂ξa
∂τ
− 1
3
ξb,ba = −δ,a (48)
Given our initial conditions, there are no transverse velocity components. Writing ξa = φ,a we get
∂2φ
∂τ2
− 1
3τ
∂φ
∂τ
− 1
3
∆φ = −δ (49)
Write
δ =
∫
d2k
(2pi)
2 e
ikqδk (50)
Then
φ =
∫
d2k
(2pi)
2 e
ikqφk (51)
∂2φk
∂τ2
− 1
3τ
∂φk
∂τ
+
k2
3
φk = −δk (52)
Write φ˙k = ϕk
∂2ϕk
∂τ2
− 1
3τ
∂ϕk
∂τ
+
1
3
[
k2 +
1
τ2
]
ϕk = 0 (53)
The solution which is regular at τ = 0 is ϕk = ckτ
2/3J1/3
(
kτ/
√
3
)
. As τ → 0 we get ϕk ≈ ckτ
(
k/
√
3
)1/3
,
φk ≈ ckτ2
(
k/
√
3
)1/3
/2, so
ck =
−3
2
(
k√
3
)−1/3
δk (54)
We may now find the velocities
va =
∂
∂τ
φ,a = ϕ,a =
(−33/2
2
)∫
d2k
(2pi)
2 e
ikq ika
k
(
kτ√
3
)2/3
δkJ1/3
(
kτ/
√
3
)
(55)
At early times v ∝ −τ∇δ, and thus the flow transforms an initial density (or pressure) gradient into a flow
anisotropy. This simple effect is remarkably hard to reproduce in parton models, under any realistic initial
condition.
The important conclusion is that even in this simple model we get a qualitative picture of a relativistic
heavy ion collision that serves as a framework for further analysis. In reality the flow is not really boost
invariant, and it is certainly not homogeneous in the transverse plane. The hydrodynamic models offer a
natural way to couple flow to pressure gradients in the transverse plane, and in this respect are superior to
all other known alternatives. On the other hand, ideal hydrodynamic models overestimate the amount of
anisotropy in the transverse flow [4]; this underlines the need for a relativistic theory of real fluids to really
model relativistic heavy ion collisions.
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III. REAL FLUIDS
A. Relativistic Real Fluids from Thermodynamics
Let us return to our analysis of non relativistic fluids. Our starting point is eq. (14), where now we allow
for entropy production, which must be positive. This suggests modifying the constitutive relations for an
ideal fluid. We must take into account that T ijmust be symmetric, and the relativistic constraint pi = J iu/c
2.
This suggests writing
Tij =
1
2
(
pjvi + vjpi
)
+ pδij + τij (56)
where
τij = −ησij − ξδij∇kvk (57)
σij = ∇ivj +∇jvi − 2
3
δij∇kvk (58)
and
Jju = (ρ+ p) v
j +
1
2
(
pjv2 − vj (vipi))+ viτ ij (59)
χj = −κ∇jα (60)
In what follows we assume ξ = 0. With these constitutive relations we find
∂s
∂t
= −∇jSj + κ (∇jα)2 + η
T
σijσij +
ξ
T
(∇jvj)2 + 1
T
(~p× ~v)∇× ~v (61)
The last term vanishes in the rest frame and will not affect our argument.
To find the relativistic generalization of this theory, we observe that in the rest frame
Tµν =
(
ρ 0
0 pδij + τ ij
)
(62)
Thus in any frame we may write
Tµν = Tµν0 + Π
µν (63)
where Tµν0 = ρu
µuν + p∆µν and
Πµν = −ησµν (64)
where σ is the shear tensor
σµν = ∆
λ
µ∆
ρ
ν
[
uρ,λ + uλ,ρ − 2
3
∆λρu
α
,α
]
(65)
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This is the so-called Chapman-Enskog prescription, and although it leads to a covariant generalization of
the Navier-Stokes equations, it is untenable.
The conservation equations read
Tµν0,ν + Π
µν
,ν = 0 (66)
Now
Tµν0,ν = ρ,νu
µuν + (ρ+ p)uµ,νu
ν + (ρ+ p)uµuν,ν + ∆
µνp,ν = 0 (67)
Therefore
ρ˙+ (ρ+ p)uν,ν − uµΠµν,ν = 0
u˙µ + ∆µν
p,ν + Π
λ
ν,λ
(ρ+ p)
= 0 (68)
Moreover, since Πµν is both traceless and transverse, we may write the first equation as
ρ˙+ (ρ+ p)uν,ν +
1
2
Πµνσµν = 0 (69)
B. The causality problem
Since in the Chapman-Enskog approach the viscous energy - momentum tensor (VEMT) is slaved to the
four velocity, the only dynamic degrees of freedom are the components of the four velocity themselves. Let us
consider the linear perturbations around a solution with βµ = constant. Let us write ui = uni, nini = 1 and
u0 =
√
u2 + 1. We seek solutions that depend on a single variable kµx
µ = kix
i − ωt. We further decompose
ki = Kni+ki⊥, x
i = xni+xi⊥. Since the theory is covariant, we may always perform a Lorentz transformation
to the rest frame, namely we introduce new time and space variables
t′ = u0t− ux
x′ = u0x− ut (70)
and new frequency and wave number
ω′ = u0ω − uK
K ′ = u0K − uω (71)
with x′i⊥ = x
i
⊥ and k
′i
⊥ = k
i
⊥. We seek solutions where k
i is real and Im [ω] ≤ 0.
In this frame u′i = 0, u′0 = 1 and T ′ = T . The linearized perturbations must have δu′0 = 0. For the other
variables we seek a solution
δ′T ′ = Tδ′e−iω
′t′+ik′jx
′j
δ′u′i = δ′ie−iω
′t′+ik′jx
′j
(72)
The equations of motion become
14
− iω′δ′ + ic2k′jδ′j = 0
−iω′δ′j + ik′jδ′ + γ
((
K ′2 + k2⊥
)
δ′j +
1
3
k′jk′kδ
′k
)
= 0 (73)
where γ = η/ρ+ p. For a transverse perturbation k′kδ
′k = 0, δ′ = 0 we must have ω′ = −iγ (K ′2 + k2⊥). We
observe that because u0 > 0, the imaginary parts of ω and ω′ have the same sign, so we can check stability
by checking the imaginary part of ω′. Under a Galilean transformation K ′ = K and ω′ = ω − uK, so the
theory is stable in all frames. However, under a relativistic transformation K ′ = (K − uω′) /u0. If u 6= 0 we
get a quadratic equation for ω′. For k⊥ = 0 this is
ω′2 − 2
(
K
u
+
iu02
2γu2
)
ω′ +
K2
u2
= 0 (74)
with solution
ω′ =
K
u
1 + iu02
2γKu
±
√(
1 +
iu02
2γKu
)2
− 1
 (75)
When u→ 0, one solution is the expected one ω′ = −iγK2 but the second solution becomes ω′ = iu02/γu2
and is unstable. For a longitudinal perturbation δ′j = k′jδ′′ and the dispersion relation is
ω′2 − c2 (K ′2 + k2⊥)+ 43 iγω′ (K ′2 + k2⊥) = 0 (76)
The same analysis as before leads to a cubic equation. When u→ 0 two roots correspond to damped sound
waves; the third root ω′ ≈ 3i/4γu2 is unstable.
C. Relativistic kinetic theory
In the kinetic theory description [7] the transport equation reads
pµ∂µf =
−1
τ
sign
(
p0
)
Icol (77)
τ is the so-called relaxation time. The current is
Jµ = e
∫
Dp pµf (78)
and the EMT is
Tµν =
∫
Dp pµpνf (79)
where
15
Dp =
2d4pδ
(
p2
)
(2pi)
3 =
d4p
(2pi)
3
p
(
δ
(
p0 − p)+ δ (p0 + p)) (80)
For simplicity we assume massless particles. We do not assume particle number conservation. To enforce
energy-momentum conservation we require
∫
Dp pµsign
(
p0
)
Icol = 0 (81)
assuming for simplicity Maxwell - Boltzmann statistics, the equilibria are of the form
f0 = exp {− |βµpµ|} (82)
For a given Tµν we can always find a local equilibrium distribution f0 such that the ideal fluid energy
momentum tensor built from it
Tµν0 =
∫
Dp pµpνf0 = ρu
µuν + p∆µν (83)
obeys
Tµν0 uν = −ρuµ (84)
with the same energy density and four velocity as from the Landau-Lifshitz prescription. We then define a
temperature from
ρ = σT 4 (85)
where σ = pi2/15 ≈ 0,66. Using the Maxwell - Juttner distribution rather than the Bose-Einstein one is
equivalent to the approximation
∑
n=1
n−4 =
pi4
90
≈ 1 (86)
whereby σ becomes 6/pi2 ≈ 0,61. We make this approximation from now on.
It follows that the viscous energy momentum tensor
Πµν = Tµν − Tµν0 (87)
is traceless and transverse
Πµνuν = 0 (88)
We parametrize
f = f0 [1 + Z] (89)
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with Z = 0 at equilibrium. The transversality condition becomes
∫
Dp pµ (−uνpν) f0Z = 0 (90)
We assume a simple Boltzmann type entropy flux [27]
Sµ = −
∫
Dp
(
sign
(
p0
))
pµf
[
ln
f
f0
− 1
]
(91)
we get the entropy production
Sµ,µ =
1
τ
∫
Dp Icol ln [1 + Z] (92)
D. Chapman-Enskog and Grad
The Chapman-Enskog procedure seeks a formal expansion for Z in powers of τ . To this end, one parame-
trizes
Z = τZ1 + τ
2Z2 + . . . (93)
The “spatial” derivatives ∆µνT,ν and ∆
µνuλ,ν are regarded as zeroth order quantities, while the “time”
derivatives T˙ = uµT,µ and u˙
λ = uµuλ,µ are derived from energy-momentum conservation, which is also a
necessary consistency condition.
To find Z1 we only need the linearized collision integral. This must be a symmetric operator, it must obey
the energy momentum conservation constraint, must lead to non negative entropy production and must
admit thermal distributions as the only homogeneous distributions. To satisfy these requirements, we write
Icol (p) = F [p] f0 (p)
[
Z (p)−
∫
Dp′ K [p, p′]F [p′] f0 (p′)Z (p′)
]
(94)
The second term is there to enforce the constraints, namely
∫
Dp sign
(
p0
)
pµFf0Z =
∫
DpDp′ sign
(
p0
)
pµFf0K [p, p
′]F ′f ′0Z
′ (95)
Since the kernel K is symmetric and these hold for any Z we must have
∫
Dp′ K [p, p′] sign
(
p′0
)
p′µF ′f ′0 = p
µsign
(
p0
)
(96)
It also makes Icol to vanish when Z is just a variation in βµ.
We adopt the Anderson - Witting prescription F = |−uµpµ| [28, 29]. Write
K [p, p′] = Kρσpρsign
(
p0
)
p′σsign
(
p′0
)
(97)
Then
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KρσI
σµ = δµρ (98)
where
Iσµ = uλ
∫
Dp sign
(
p0
)
pσpµpλf0 = A3
[
uσuµ +
1
3
∆σµ
]
(99)
A3 =
∫
Dp |−uµpµ|3 f0 = 24
pi2
T 5 (100)
This means that
Kρσ = A
−1
3 [uρuσ + 3∆ρσ] (101)
Finally the collision integral is
Icol (p) = |−uµpµ| f0 (p)
[
Z (p)−Kρσpρsign
(
p0
) ∫
Dp′ p′σ (−uµp′µ) f0 (p′)Z (p′)
]
(102)
If Z satisfies the constraint eq. (90), then the second term is zero and the entropy production is positive,
provided Z ≥ −1.
To first order
Z1 = − p
µpν
|−pαuα|βν,µ (103)
Now in general
βν,µ =
1
T
[
uν,µ − uν T,µ
T
]
=
1
T
[
uµuν
T˙
T
+
1
2
[
σµν +
2
3
∆µνu
λ
,λ
]
− 1
2
[
uν∆
λ
µ + uµ∆
λ
ν
](T,λ
T
+ u˙,λ
)
− 1
2
[
uν∆
λ
µ − uµ∆λν
](T,λ
T
− u˙,λ
)
+
1
2
∆λν∆
ρ
µ [uλ,ρ − uρ,λ]
]
(104)
so, using the zeroth order time derivatives and c2 = 1/3
Z1 =
−1
2T |pαuα|σµνp
µpν (105)
The viscous energy momentum tensor is
Πµν1 =
−τ
2T
∫
Dp f0
pµpνpρpλ
|pαuα| σρλ = −ησ
µν (106)
where
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η =
τ
15T
∫
Dp f0 |−pαuα|3 = 8
5pi2
τT 4 (107)
The Chapman-Enskog procedure cannot generate a true dynamical equation for the viscous EMT, and thus
does not solve the causality/stability problems. The Grad approach takes the different strategy of keeping
the form eq. (105), but replacing σµν by a new tensor Cµν regarded as a new independent variable.
ZG =
−1
2T |−pαuα|Cµνp
µpν (108)
Cµν is defined up to a multiple of gµν , so we may assume it is traceless, and because of the constraint eq.
(90) it must be transverse. The viscous energy momentum tensor becomes
ΠµνG =
−1
2T
∫
Dp f0
pµpνpρpλ
|−pαuα| Cρλ = −
η
τ
Cµν (109)
The next step is to substitute this into the Boltzmann equation. The nonlocal term vanishes and we get
1
τ
(pνuν) f0Z =
∂
∂xµ
[pµf0 (1 + Z)] (110)
We wish to extract from there an equation for Cµν . The time-honored procedure is to consider the moments
of this equation. Since Z is even the zeroth moment vanishes, and the first moment gives back energy -
momentum conservation.
∂
∂xλ
∫
Dp pρpλf0 (1 + Z) = 0 (111)
Therefore the first non trivial choice is to use the second moments
∂
∂xµ
∫
Dp sign
(
p0
)
pρpλpµf0 (1 + Z) =
−1
τ
∫
Dp pρpλ |−pνuν | f0Z (112)
To evaluate these equations, we use the following identities
∫
Dp pρpλf0 = A2
[
uρuλ +
1
3
∆ρλ
]
∫
Dp sign
(
p0
)
pρpλpµf0 = A3
[
uρuλuµ +
1
3
(
∆ρλuµ + ∆µλuρ + ∆µρuλ
)]
∫
Dp pρpλpµpνf0 = A4
{
uρuλuµuν +
1
3
(
∆ρλuµuν + ...
)
+
1
15
(
∆ρλ∆µν + ...
)}
∫
Dp sign
(
p0
)
pρpλpµpνpθf0 = A5
{
uρuλuµuνuθ +
1
3
(
∆ρλuµuνuθ + ...
)
+
1
15
(
∆ρλ∆µνuθ + ...
)}
∫
Dk kρkλkµkνkθkφF [(kαuα)] = A6
{
uρuλuµuνuθuφ +
1
3
(
∆ρλuµuνuθuφ + ...
)
+
1
15
(
∆ρλ∆µνuθuφ + ...
)
+
1
105
(
∆ρλ∆µν∆θφ + ...
)}
(113)
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In the following, we shall adopt
Aa =
∫
Dp |−pαuα|a f0 = (a+ 1)!T
a+2
pi2
(114)
The equation becomes
∂
∂xµ
T 5Cρλµ =
T 5
τ
Cρλ (115)
where
Cρλµ =
{
3uρuλuµ + ∆ρλuµ + ∆µλuρ + ∆µρuλ − uλCρµ − uρCµλ − uµCρλ} (116)
It is not really possible to kill all second moments simultaneously. We shall be happy to kill the transverse
traceless contribution, namely
[
∆τρ∆σλ − 1
3
∆τσ∆ρλ
]
∂
∂xµ
T 5Cρλµ =
T 5
τ
Cτσ (117)
which reduces to
−1
T 5
∂
∂xµ
T 5uµCτσ − ∆σλCρλµ ∂uτuρ
∂xµ
−∆τρCρλµ ∂uσuλ
∂xµ
+
1
3
∆τσC
ρλµ ∂uρuλ
∂xµ
+
1
3
∆ρλC
ρλµ ∂uσuτ
∂xµ
=
1
τ
Cτσ (118)
Keeping only linear terms, this is an equation of Maxwell - Cattaneo type for Cµν [30, 31]
C˙τσ +
1
τ
Cτσ − στσ + ho = 0 (119)
Actually, we may get an expression for the time derivative of Z directly from the transport equation and then
use it to find an equation for the viscous energy momentum tensor [32]. However, beyond the leading order
this equation involves integrals which cannot be simple expressed in terms of the known moments of the
distribution function. Therefore to obtain a definite equation we must provide a closure, i. e., an expression
for Z allowing us to compute the integrals. For example, if we use the Grad ansatz ZG we get an equation
with the same structure as eq. (118), though the coefficients may be different.
We wish to check that the Grad approach is consistent with causality and stability [1, 18, 19]. Introducing
a new perturbation for Cij we get the equations
− iω′δ′ + ic2k′jδ′j = 0
−iω′δ′i + ik′iδ′ − iγ
τ
k′jC
′ij = 0
−iω′C ′ij + 1
τ
C ′ij − i
(
k′iδ′j + k′jδ′i − 2
3
δijk′kδ
′k
)
= 0 (120)
We revert to the Chapman - Enskog equations with the replacement γ → γ/1− iω′τ . For transverse pertur-
bations we now get a quadratic equation
(1− iω′τ)ω′ + iγK ′2 = 0 (121)
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It is easy to see that both roots are stable when u = 0. For general u stability obtains if τ ≥ γ. It is interesting
to observe that with the expressions above τ ≈ 5γ.
We now consider longitudinal waves with k⊥ = 0. The dispersion relation is
(1− iω′τ)
[
ω′2 − c
2
u20
(K − uω′)2
]
+
4
3u20
iγω′ (K − uω′)2 = 0 (122)
We rearrange this as
ω′
[
ω′2 − C2 (K − uω′)2
]
+
i
τ
[
ω′2 − c
2
u20
(K − uω′)2
]
= 0 (123)
where
C2 =
c2
u20
(
1 +
4γ
3c2τ
)
(124)
This is
ω′
(
ω′ − CK
(1 + Cu)
)(
ω′ +
CK
(1− Cu)
)
+
i
(1− C2u2) τ
[
ω′2 − c
2
u20
(K − uω′)2
]
= 0 (125)
In the formal limit τ →∞ we find three real roots ω′ = 0,±ω±, where ω± = CK/1±Cu. At large but finite
τ , the solution that goes to zero behaves as
ω0 =
−i
τ
c2
u20C
2
(126)
and it is stable. The solutions which converge to ±ω± behave as
2CKω± (ω′ − ω±) + 4iγ
3u20τ
2
(K ∓ uω±)2 = 0 (127)
so they are stable too. Of course, we also have solutions with δ = δi = k′jC
ij = 0 and ω′ = −i/τ , which are
obviously stable.
E. Entropy production variational method
The Grad approach as we have presented it still has the problems that the Grad ansatz eq. (108) does not
lead to a non negative one particle distribution function (quite the opposite, since Cµνp
µpν must be negative
in some direction in momentum space) and that it is unclear how to introduce nonlinear terms. To overcome
these problems we need a better motivated closure for Z. We shall try to find it by seeking the value of Z
which minimizes entropy production for a given VEMT, and satisfies the constraint eq. (88) [10]. Adding
Lagrange multipliers ζµν we get the equation
{
Icol [ln [1 + Z]] +
Icol [Z]
1 + Z
}
= −τζµνpµpνf0 (128)
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The point is that this equation has bounded solutions for any value of the right hand side. We may also
regard it as a means to obtain a formal series solution for Z in powers of τ , where, if we keep only the first
order term, we recover the Grad ansatz.
It is convenient to introduce a new unknown χ = ln [1 + Z], with inverse transformation Z = eχ − 1. In
terms of the new unknown, the equation reads
Icol [χ] = −τ
2
ζµνp
µpνf0 − 1
2
[
e−χIcol [eχ − 1]− Icol [χ]
]
(129)
To lowest order we may neglect the second term in the right hand side. Observe that in any case ζµν is
defined up to a multiple of gµν . We use this freedom to require ζµνu
µuν = 0. Transversality requires
0 =
∫
Dp sign
(
p0
)
pλf0ζµνp
µpν = ζµνA3
[
uλuµuν +
1
3
(
uλ∆µν + uµ∆λν + uν∆λµ
)]
(130)
Therefore ζµν must be traceless and transverse. To lowest order
χ =
−1
2
ζ
(0)
µν pµpν
|−uρpρ| (131)
Let us further expand the exponential. In the rest frame the energy momentum tensor reads
T 00 = σT 4 ≡ ρ
T 0i = 0
T ij =
1
3
σT 4δij − A3
15
τζij (132)
The kinetic equation to lowest order in τ reads
pλ∂λf0
[
1− τ 1
2
ζµνp
µpν
|−uρpρ|
]
=
1
2
(−uµpµ) f0 ζµνp
µpν
|−uρpρ| (133)
The meaning of this equation is as a generating equation for its moments. The first order moments give
energy momentum conservation. To find an equation for ζµν we go to the rest frame and multiply both sides
by sign
(
p0
)
pipj . Integrating and discarding the trace part, we get
A4
15T
σij − τA5T˙
15T 2
ζij − τA5
105T
[
uk,kζij + ζikσ
k
j + σ
k
i ζkj −
2
3
∆ijζ
(0)klσkl
]
=
A4
15
[ζij + τζij,0] (134)
F. Non linear corrections to boost invariant flow
We now turn to consider nonlinear corrections to this equations.
The strategy we are following consists on improving the stability of the theory by adding new variables
obeying dynamical equations of their own. In many approaches, such as the so-called Israel - Stewart theory
[33, 34] or Extended Thermodynamics [35] the extra variables are the components of the viscous energy-
momentum tensor Πµν itself. The dynamical equations for Πµν have been derived in a number of ways, such
as carefully taking moments of the kinetic equation [32], a systematic gradient expansion of the kinetic theory
[36], from AdS-CFT correspondence [37] or simply writing down all terms consistent with the symmetries of
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the theory up to a certain order [38]. We shall call these theories “second order fluid dynamics” (SOFD) for
short, and take the presentation in [39] as a suitable representative.
In our approach (EPVM, or entropy production variational method), on the other hand, the new variables
are the Lagrange multipliers enforcing the constraints on entropy production; Πµν itself may depend non-
linearly on the Lagrange multipliers. Our approach is therefore closer to the Geroch - Linblom Divergence
type theories [40], although we shall not demand that the resulting theory conforms to the dissipative type
framework.
To obtain further insight on the meaning of these theories, we shall apply them to the case of boost invariant
flow. Adopting Milne coordinates Tµν is diagonal; we write T
τ
τ = −ρ, T ηη = ρ/3− Π, T xx = T yy = ρ/3 + Π/2.
Energy-momentum conservation yields
ρ˙+
1
τ
(
4
3
ρ−Π
)
= 0 (135)
We also write ζ
(0)η
η = ζ, ζ
(0)x
x = ζ
(0)y
y = −ζ/2. Recall that σηη = 4/3τ , σxx = σyy = −2/3τ . We get, discarding
a derivative of the temperature,
τRζ˙ + ζ =
4
3Tτ
− a1τR ζ
τ
(136)
where we have written τR for the relaxation time to avoid confusion with Milne time, and
a1 =
A5
3A4T
(137)
The linearized collision term we are using is too simplistic to allow for a reliable derivation of nonlinear
terms; however, in this case we may exploit the symmetries of the problem, which indicate that there is a
single true degree of freedom ζ underlying the viscous energy momentum tensor. Therefore we generalize eq.
(132) to
Π =
τRA3
15
ζ + h1
(
τRA3
15
ζ
)2
(138)
and eq. (136) to
τRζ˙ + ζ =
4
3Tτ
− a1τR ζ
τ
− h2 τRA3
15
ζ2 (139)
We determine the new transport coefficients h1,2 by asking that, in a stationary situation, the relation
between Π and the shear 4/3τ , to second order in τR, agrees with a systematic expansion for a Boltzmann
gas [39]. Indeed, to second order we may write
ζ =
15
τRA3
[
Π− h1Π2
]
(140)
and so, neglecting time derivatives
Π =
τRA3
15T
4
3τ
− a1τRΠ
τ
− (h2 − h1) Π2 (141)
Matching against SOFD yields [39]
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τR =
6η
sT
A3
15T
=
sT
6
a1 =
4
3
h2 − h1 = 1
4piTη
(142)
where η is the shear viscosity and s the entropy density, both extracted from a realistic equation of state. An
analysis of the possible origins of the h1,2 coefficients shows that both are of the same order of magnitude,
≈ τ−1R . When this holds, the behavior of the model is relatively insensitive to the actual values of h1 and h2.
To break the degeneracy between h1 and h2, let us consider a situation where the shear τ
−1 terms are
negligible and the transport coefficients are constant. The SOFD equation admits a stationary solution with
Π = Π0SOFD = −1/ (h2 − h1); Π is otherwise unbounded. The EPVM equations on the other hand imply
a lower bound Π ≥ −1/ (4h1), which is realized when ζ = −1/ (2h1ηT ). There is a steady solution when
ζ = −1/ (h2ηT ), which implies Π = Π0EPVM = (−1/h2) [1− (h1/h2)]. In both cases, the steady solutions are
unstable. For SOFD, this implies the existence of runaway solutions, namely, solutions which begin below
the fixed point (if it is negative) run away to minus infinity. In the EPVM, on the other hand, we may
eliminate the runaway solutions by demanding that the steady solution coincides with the lower bound, and
adopting, for each allowed value of Π, the value of ζ above the fixed point. This requires h1 = h2/2, and
therefore h2 = 2h1 = 1/ (2piTη). Introducing the transport coefficient
λ =
η
2piT
(143)
The SOFD equation reads [39]
τRΠ˙ + Π =
4η
3τ
− 4
3
τR
Π
τ
− λ
2η2
Π2 (144)
while the extended EPVM yields the system [10]
τRζ˙ + ζ =
4
3Tτ
− 4
3
τR
ζ
τ
− ζ
2
2pi
Π = ηT
[
ζ +
ζ2
4pi
]
(145)
One way to visualize the difference between these models is to consider the free decay of Π. Suppose Π is
observed to have the value Π0 at some time τ0 late enough that the τ
−1 terms in the equations may be
neglected, and the transport coefficients regarded as constant. Then, according to SOFD, the further decay
of the VEMT is given by
Π
Π0
=
1(
1 + x04
)
et − x04
(146)
where t = τ − τ0/τR and x = Π/piηT , while from EPVM we get
ζ =
ζ0(
1 + ζ02pi
)
et − ζ02pi
(147)
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where
ζ0
2pi
=
√
1 + x0 − 1 (148)
Besides the absence of runaway solutions already noted, the EPVM provides for a faster decay of large
fluctuations (see fig. (1)).
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Figura 1: (Color online) The evolution of the viscous energy momentum tensor, as predicted by SOFD (dashes and
dots) and EPVM (full line) starting form x0 = 5. We see that EPVM predicts a faster approach towards Π = 0.
IV. FINAL REMARKS
The theory of relativistic real fluids has a curious history because while the stability problems we have
discussed have been known for a long time [31] , yet they do not seem to have elicited any strong response
until fairly recently. There were known ways to improve the theory (foremost the Israel - Stewart [33, 34] and
extended thermodynamics theories [35]), and also a family of theories which were known to be free of such
problems on a rigorous basis (the Geroch-Lindblom dissipative type theories [40]). However, the former were
presented as successive approximations to a yet unknown theory, and the physical foundations of the latter
remained elusive [41]. It was only the realization that relativistic real fluids might be produced in RHICs
that triggered an all-out attack on the problem, to the extent that it would be impossible to describe all
this activity in a short review such as this. We have therefore aimed to present just the fundamental ideas
behind the theory, what the main problems are, and which lines of thought seem to us likely to be fruitful,
and this almost entirely from the formal side, leaving phenomenology to more knowledgeable authors.
Concerning the present state of the theory, it seems fair to say that we have a reliable understanding of
evolution during the hydrodynamic era, and the beginnings of a theory of the freeze out transition. The
early times of the collision are relatively much more poorly understood. In particular, we do not know how
hydrodynamic behavior may arise on such short time scales as demanded by theory, though the work on
non-abelian instabilities [42] and QGP turbulence [43] , on one hand, and on AdS-CFT correspondence on
the other [44], makes those scales look not so unrealistic as they used to.
We can only conclude that we are only witnessing the early childhood of the relativistic real fluids - RHICs
connection, and this is what makes this such an exciting field to work on.
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Appendix: Kadanoff-Baym equations and quantum kinetic field theory
In this appendix we shall discuss the derivation of kinetic theory from quantum field theory. The presen-
tation follows [3].
The CTP generating functional depends on two external sources
eiW [J
1,J2] =
∫
DΦ1DΦ2 e
i
{
S[Φ1]−S[Φ2]+
∫
(J1Φ1−J2Φ2)
}
(149)
It defines two background fields through
φ1 [x] =
δW
[
J1, J2
]
δJ1 [x]
; φ2 [x] = −δW
[
J1, J2
]
δJ2 [x]
(150)
The CTPEA is the full Legendre transform
Γ
[
φ1, φ2
]
= W
[
J1, J2
]− ∫ (J1φ1 − J2φ2) (151)
It generates the equations of motion
δΓ
[
φ1, φ2
]
δφ1 [x]
= −J1 [x] ; δΓ
[
φ1, φ2
]
δφ2 [x]
= J2 [x] (152)
The equation of motion for the mean field is obtained when J1 = J2 by setting φ1 = φ2 in the equations
(152) after computing the variational derivatives.
To compute the CTPEA, observe that
Γ
[
φ1, φ2
]
= S
[
φ1
]− S [φ2]+ quantum corrections (153)
The quantum corrections are the sum of all the one-particle irreducible (1PI) graphs in the theory. The
linearized one-particle irreducible (1PI) effective action has the structure
Γ1PI =
∫
ddxddy {ϕ− (x) [D (x, y) + D (x, y)]ϕ+ (y)
+
i
2
ϕ− (x) N (x, y)ϕ− (y)
}
(154)
ϕ− =
[
ϕ1 − ϕ2], ϕ+ = [ϕ1 + ϕ2] /2.
D(x, y) =
[
∂2x −m2b
]
δ(x− y) (155)
D is causal and N is even, and both are real. A good deal of our discussion will revolve around the different
properties of the propagators of the theory, that is, the expectation values of binary products of field operators
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with respect to the initial state. Since field operators at different locations do not generally commute, we
have several different propagators according to the ordering of the field operators within the expectation
value.
The equations of motion for the propagators are derived from the identity
D2Γ1PI
DϕaDϕbG
bc = ih¯δca (156)
The Gab above denote the four basic propagators
Feynman GF ≡< T (Φ (x) Φ (x′)) >= G11,
Dyson GD ≡< T˜ (Φ (x) Φ (x′)) >= G22,
Positive frequency G+ ≡< Φ (x) Φ (x′) >= G21,
Negative frequency G− ≡< Φ (x′) Φ (x) >= G12,
where T stands for time ordering and T˜ stands for anti-time ordering.
Explicitly
[D + Deven + iN]G
11 + [Dodd − iN]G21 = i1
[Dodd + iN]G
11 + [D + Deven − iN]G21 = 0
[D + Deven + iN]G
12 + [Dodd − iN]G22 = 0
[Dodd + iN]G
12 + [D + Deven − iN]G22 = −i1 (157)
Deven (x, y) =
1
2
[D (x, y) + D (y, x)]
Dodd (x, y) =
1
2
[D (x, y)−D (y, x)] (158)
We obtain a more efficient representation of the dynamics by introducing new propagators
The Hadamard propagator
G1 = G
21 +G12 ≡< {Φ (x) ,Φ (x′)} > (159)
is real and even. The Jordan propagator
G = G21 −G12 ≡< [Φ (x) ,Φ (x′)] > (160)
is imaginary and odd
The advanced and retarded propagators are the fundamental solutions for the equations of motion for
linear fluctuations in the field.
Gret (x, x
′) = i
[
G11 −G12] = iG (x, x′) θ (t− t′)
Gadv (x, x
′) = −i [G21 −G11] = −iG (x, x′) θ (t′ − t) (161)
All propagators may be expressed in terms of the Jordan and Hadamard ones
G± (x, x′) =
1
2
[G1 (x, x
′)±G (x, x′)] (162)
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GF,D (x, x
′) =
1
2
[G1 (x, x
′)±G (x, x′) sign (t− t′)] (163)
In terms of the new propagators the equations of motion are
[D + Deven + Dodd]Gret = −1
[D + Deven + Dodd]G1 = NGadv (164)
We can now begin the discussion of our subject matter. Our goal is to recast the equations for the
propagators in a way suitable to discuss the last stages of the equilibration process. We shall reduce the
equations to the form of a kinetic equation, the so-called Kadanoff-Baym equation. Further approximations
reduce this to the Boltzmann equation. To succeed, we need a way to identify the important terms and
discard the irrelevant ones. This will be provided by the so-called adiabatic expansion, under the assumption
that the propagators are almost translation invariant close enough to equilibrium.
We say that a Gab (x.x′) is almost translation-invariant if, when partially Fourier transformed with respect
to u = x− x′, the Fourier transform is weakly dependent on the “centroid”variable X = (x+ x′) /2, i.e.,
Gab (x, x′) =
∫
ddk
(2pi)
d
eikuGab (X, k) (165)
Observe that ∫
dy A (x, y)B (y, x′) =
∫
ddk
(2pi)
d
eiku{
A (X, k)B (X, k)− i
2
{A,B}+ . . .
}
(166)
where
{A,B} = ∂A
∂k
∂B
∂X
− ∂A
∂X
∂B
∂k
(167)
Expressions involving Gab (X, k) may be classified according to their adiabatic order, namely, the number
of X derivatives appearing in the expression. We call this the adiabatic expansion. When almost translation-
invariance is verified, we may further reject all terms above a given adiabatic order. We call such a truncation
of an adiabatic expansion an adiabatic approximation. In other words, the adiabatic order is used as a tag
to bunch together certain terms in the equations of motion in accordance to their derivative orders and the
adiabatic approximation determines how many of those terms are kept.
Let
iΓ (X, k) = ipiγ (X, k) sign (ω) = Dodd (X, k) (168)
ω = k0
R (X, k) =
(
k2 +m2b
)−Deven (X, k) (169)
Then
Gret (X, k) =
1
R− iΓ (170)
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Gadv (X, k) = Gret (X,−k) = 1
R+ iΓ
(171)
The relationship Gret = iGθ (t− t′) implies
Gret
(
X,
(
ω,~k
))
= −
∫
dω′
2pi
G
(
X,
(
ω′,~k
))
ω − ω′ + i (172)
or else
ReGret
(
X,
(
ω,~k
))
= −PV
∫
dω′
2pi
G
(
X,
(
ω′,~k
))
ω − ω′
ImGret (X, k) =
1
2
G (X, k) (173)
Thus
G (X, k) =
2Γ
R2 + Γ2
(174)
Under equilibrium conditions the Kubo - Martin - Schwinger theorem implies that
G1eq (X, k) = sign (ω)Geq (X, k) [1 + 2fBE ] (175)
where fBE is the Bose - Einstein distribution. We generalize this to a nonequilibrium situation by defining
the density of states D (X, k) out of the Fourier transform of the Jordan propagator
D (X, k) ≡ 1
2pi
G (X, k) sign (ω) =
γ
R2 + Γ2
(176)
We now define the distribution function f (X, k) through the partial Fourier transform of the Hadamard
propagator
G1 (X, k) ≡ 2piD (X, k) F1 (X, k) (177)
F1 (X, k) = 1 + 2f (X, k) (178)
To obtain the dynamics of the distribution function f , we make use of the equation involving the noise
kernel. Let us call F 21 = θ (ω) + f , F 12 = θ (−ω) + f , Σ12 = i (N− Γ) and Σ21 = i (N + Γ). Then to first
adiabatic order we get
A {R,F1} −B {Γ,F1} = Icol sign
(
k0
)
(179)
where
A =
Γ2
R2 + Γ2
(180)
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B =
RΓ
R2 + Γ2
(181)
and Icol is the collision integral
Icol = −i
[
Σ12F
21 − Σ21F 12
]
(182)
For weakly coupled theories, a series of approximations allow us to reduce the off-shell kinetic equation to
the more familiar Boltzmann kinetic equation. We observe that in terms of the coupling constant λ we have,
for a generic momentum p, R ∼ O (1) while Γ ∼ O (λ2).
A second observation is that in general Γ, which involves the coupling constants, will be much smaller
than R for a generic choice of p. When the coupling constants go to zero Γ→ 0, but the retarded propagator
has a well-defined asymptotic value, and the density of states becomes D = δ(R)
In this limit the propagators are insensitive to the behavior of the distribution function “off shell”(i. e.,
when R 6= 0), because the distribution function is always multiplied by the density of states, and this is very
small there. Therefore, only “on shell” modes (i. e., those for which R = 0) really contribute to the field
correlation functions. If our only concern is to follow the evolution of the distribution function on shell, we
are allowed to replace the A and B coefficients in (179) by their “on shell” values, namely A = 1 and B = 0.
We thus obtain the Kadanoff-Baym equations [45]
{R,F1} = −i sign
(
k0
) [
Σ12F
21 − Σ21F 12
]
(183)
The nontrivial content of the Kadanoff-Baym equations is given by the form of the collision integral, namely,
which Feynman graphs contribute to the self energies. We recognize the structure of the collision term as
the difference between a gain and a loss term for particles moving in or out of a phase space cell around the
point (X, k) per unit time. Taking ω > 0 for simplicity, we see that Σ12F
21 is the gain term, with F 21 = 1+f
accounting for stimulated emission of particles into the cell, while the other term is the loss term, which is
proportional to the number of particles F 12 = f already there.
If we only keep the first term in the expansion, which for a λφ4 theory is the setting-sun graph, we recover
the Boltzmann’s collision term [46]
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