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Relation extractionFor the purpose of post-marketing drug safety surveillance, which has traditionally relied on the volun-
tary reporting of individual cases of adverse drug events (ADEs), other sources of information are now
being explored, including electronic health records (EHRs), which give us access to enormous amounts
of longitudinal observations of the treatment of patients and their drug use. Adverse drug events, which
can be encoded in EHRs with certain diagnosis codes, are, however, heavily underreported. It is therefore
important to develop capabilities to process, by means of computational methods, the more unstructured
EHR data in the form of clinical notes, where clinicians may describe and reason around suspected ADEs.
In this study, we report on the creation of an annotated corpus of Swedish health records for the purpose
of learning to identify information pertaining to ADEs present in clinical notes. To this end, three key
tasks are tackled: recognizing relevant named entities (disorders, symptoms, drugs), labeling attributes
of the recognized entities (negation, speculation, temporality), and relationships between them
(indication, adverse drug event). For each of the three tasks, leveraging models of distributional
semantics – i.e., unsupervised methods that exploit co-occurrence information to model, typically in
vector space, the meaning of words – and, in particular, combinations of such models, is shown to
improve the predictive performance. The ability to make use of such unsupervised methods is critical
when faced with large amounts of sparse and high-dimensional data, especially in domains where
annotated resources are scarce.
 2015 The Authors. Published by Elsevier Inc. This is an open access article under theCCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The digitization of healthcare data, as a result of the increas-
ingly widespread adoption of electronic health records (EHRs),
has rendered its analysis possible on a large and unprecedented
scale. However, despite the widely acknowledged transformative
potential of exploiting EHR data for secondary use in the endeavor
of improving healthcare and supporting public health activities, it
remains a largely underutilized resource [1], partly as a result both
of technical challenges and possible application areas being under-
explored. To ensure, then, that this valuable resource is more
widely tapped and its potential fully realized, computational meth-
ods need to be developed for this particular domain.
A nascent line of research concerns the application of machine
learning algorithms to EHR data for the construction of predictive
models that can be employed in a wide range of tasks. There are,however, many challenges involved in learning high-performing
predictive models from EHR data, such as the high dimensionality
caused by the large number of variables that can be used to
describe a given set of observations, as well as the typically accom-
panying sparsity. There is also an inherent heterogeneity in EHR
data, entailing that the various data types cannot be handled in
an identical fashion. The majority of EHR data is, for instance,
expressed in natural language, albeit in a form that is greatly spe-
cialized and domain-dependent: clinical text typically does not
conform to standard grammar rules and is often littered with
shorthand and misspellings [2,3], further exacerbating the afore-
mentioned dimensionality and sparsity issues. There is perhaps,
then, a particular need to adapt natural language processing
(NLP) techniques to the genre of clinical text, lest the potentially
valuable information contained therein should be ignored. It is
moreover critical that research is conducted on languages other
than English.
One public health activity that may be supported through sec-
ondary use of EHR data is pharmacovigilance, i.e. post-marketing
drug safety surveillance, as alternatives to spontaneous reporting
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rently being explored, not least in order to address the gross under-
reporting of ADEs that create obstacles in obtaining reliable
incidence estimates. In comparison to spontaneous case reports,
EHRs have several advantages, such as providing longitudinal
observations of patient treatment, including drug prescriptions
and administration. Unfortunately, ADEs are also heavily underre-
ported in EHRs, where they can be encoded by a, albeit rather lim-
ited, set of diagnosis codes. It is therefore important to develop
capabilities to process clinical notes, where clinicians may describe
and reason around suspected ADEs.
Extracting information pertaining to ADEs in clinical notes
requires a number of key components: (1) named entity recogni-
tion, i.e. being able to detect mentions of, for instance, drugs,
symptoms and disorders; (2) concept attribute labeling, e.g. being
able to determine if named entity mentions are expressed with
negation, speculation or a non-current temporality (past/future
events); and (3) relation extraction, i.e. being able to detect and
classify relations that may hold between pairs of named entity
mentions. Machine learning can be leveraged to construct predic-
tive models to perform such tasks automatically. Doing so, how-
ever, requires access to substantial amounts of labeled data,
which is typically not readily available and, to create for every
problem, domain and language, is prohibitively expensive, particu-
larly when medical experts are required to provide the
annotations.
In this paper, we describe the creation of such an annotated
resource – comprising clinical notes written by physicians in
Swedish – that is then used to construct predictive models, which,
in turn, are used to identify information pertaining to ADEs in clin-
ical notes. To address the aforementioned challenges – high
dimensionality and sparsity, on the one hand, and limited avail-
ability of annotated resources in the clinical domain, on the other
– we investigate how models of distributional semantics can be
leveraged to obtain enhanced predictive performance on the three
identified tasks. Distributional semantics essentially allow word
representations, typically in vector space, to be obtained in a
wholly unsupervised manner. These can be used to generate
(semantic) features that can subsequently be exploited by a learn-
ing algorithm when constructing predictive models. In a series of
experiments, such representations of the data are shown to be
more conducive to learning high-performing predictive models in
comparison to the commonly employed bag-of-words (BOW)
approach. The ability to exploit large amounts of unlabeled data
is critical when faced with volumes of EHR data that are approach-
ing ‘‘big data”.2. Background
Pharmacovigilance is carried out throughout the life-cycle of a
drug in order to inform decisions on its initial and sustained use
in the treatment of patients. The need to monitor the safety of
drugs post marketing is caused by the inherent limitations of clin-
ical trails in terms of sample size and study duration, making it
particularly difficult to identify rare and long-latency ADEs. There
are, in fact, several cases in which drugs have been discovered to
cause severe, even fatal, ADEs, resulting in their withdrawal from
the market [4,5]. Moreover, ADEs have been estimated to be
responsible for approximately 3–5% of hospital admissions world-
wide [6,7], causing suffering and inflated healthcare costs, often
unnecessarily so, as ADEs are in many cases preventable: according
to one meta-analysis, around 50% of adverse drug reactions are
preventable [8]. Post-marketing surveillance of drug safety has pri-
marily relied on case reports that are reported voluntarily by clin-
icians and drug users in so-called spontaneous reporting systems,such as the US Food and Drug Administration’s Adverse Event
Reporting System, the Yellow Card Scheme in the UK and the
World Health Organization’s Global Individual Case Safety Report-
ing Database: Vigibase. Relying solely on spontaneous reports has,
however, proven to be insufficient. In addition to several limita-
tions inherent in collecting information in this way, such as selec-
tive reporting, incomplete patient information and indeterminate
population information [9], spontaneous reporting systems suffer
heavily from underreporting: according to one estimate, more than
94% of ADEs are not reported in such systems [10].
As a result, alternative – and complementary – sources of infor-
mation for pharmacovigilance are being explored, including the
biomedical literature [11], user-generated data in social media
[12] and, as previously mentioned, EHRs. The latter has the distinct
advantage of containing data collected from the clinical setting,
thereby providing access to longitudinal observations of patients,
their medical condition and drug use. Health records contain vari-
ous types of data, which can crudely be categorized into structured
and unstructured: the structured data includes, e.g., diagnosis and
drug codes, clinical measurements and lab tests, while clinical
notes written in free-text make up the more unstructured parts.
Although ADEs signals can, to some extent, be detected from the
structured EHR data – and this constitutes an ongoing line of
research [13–17] – a substantial amount of information pertaining
to ADEs is expressed only in clinical notes, where clinicians may
describe and reason around potential ADEs. Methods that can iden-
tify information pertaining to ADEs in clinical notes would there-
fore be very valuable.
2.1. Detecting adverse drug events in clinical notes
In recent years, there have been a few studies investigating the
possibility of detecting and extracting various types of ADE infor-
mation from clinical notes. Some of the methods that have been
developed are based on hand-crafted rules, which tend to rely
heavily on the existence of extensive dictionaries in the target lan-
guage and domain. One such rule- and dictionary-based approach
was developed for Danish clinical notes and evaluated on around
six thousand health records of psychiatric patients [18]. The sys-
tem identified a large number of potential ADEs of various kinds
with, according to an evaluation through manual inspection, high
precision (0.89) and moderate recall (0.75). This approach has later
been employed in conjunction with temporal data mining tech-
niques to allow for the identification of dose-specific ADEs [19].
Rule-based approaches often tend to perform fairly well; however,
they are also known not to generalize well to other domains and
over time, while being cumbersome and expensive to create.
Another type of approach to the exploitation of clinical notes for
pharmacovigilance is primarily based on statistical methods. An
early attempt in this vein used an NLP system, MedLEE, to extract
relevant clinical events from discharge summaries, for which co-
occurrence statistics were calculated in order to detect drug-ADE
associations [20]. A small set of drugs with known ADEs were
selected to evaluate the system, yielding a precision of 0.31 and
a recall of 0.75. It was also shown that this method could be used
to detect novel ADEs. A similar approach is to extract events or
concepts from a large number of clinical notes – as many as fifty
million in one study – and then to apply disproportionality meth-
ods to detect drug-ADE signals, as well as ADEs caused by drug-
drug interactions [21–23]. The authors demonstrate the ability of
their methods to flag for ADEs, in some cases before an official alert
is made.
A third approach is to employ (supervised) machine learning to
build predictive models that can identify potential relations,
including ones that indicate an ADE, between drugs and medical
problems. In one study, 435 Japanese discharge summaries were
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tions. A binary support vector machine classifier was trained on the
data, yielding an average F1-score of around 0.6 on the relation
extraction task [24]. In another study, 194 Spanish discharge sum-
maries were similarly annotated for various named entities, as well
as relations between drugs and diseases [25]. Using the random
forest learning algorithm for the binary relation extraction task,
the authors report obtaining a macro-averaged F1-score of 0.88;
however, it is not clear what the F1-score on the positive – and pre-
sumably minority – class was. A possible source of error was nev-
ertheless long-distance relations. Commonly used features for this
task are information about the participating entities, the context
around/between the two entities and the distance between them.
2.2. Named entity recognition
An essential component of almost any NLP system, including
ones that aim to detect ADE information in clinical notes, is named
entity recognition (NER), i.e., the ability to recognize references to
entities of certain predefined semantic categories. The number of
shared tasks and challenges that have been organized in recent
years on recognizing various medical entities in clinical text is tes-
tament to the importance of domain-adapted NER systems
[26–29]. Most of the NER modules that are currently in use in
various clinical NLP systems, such as MedLEE [30], MetaMap [31]
and cTAKES [32], are rule-based and rely heavily on comprehensive
medical dictionaries. Despite this, the trend has increasingly
moved in the direction of machine learning; the state-of-the-art
clinical NER systems are primarily built on predictive models
[33–35].
Although most have focused on English clinical text, there is a
recent study in which supervised machine learning was used for
learning to recognize disorders, findings, drugs and body parts in
Swedish health records [36]. Approximately one thousand assess-
ment fields were manually annotated for the said categories; con-
ditional random fields was then used to learn to recognize these
automatically, yielding classwise F1-scores ranging from 0.69 to
0.88.
2.3. Concept attribute labeling
When extracting information from clinical notes, it is not suffi-
cient merely to identify relevant named entities, or concepts; it is
also important to take into account the context in which they are
mentioned in order to identify potential linguistic attributes, or
modifiers, of the concepts. Important attributes to consider, partic-
ularly so in the clinical domain, include negation, speculation, tem-
porality and event subject identification, i.e., whom the event
concerns, for instance someone other than the patient [2].
Negation detection in clinical text has been an active research
area for over a decade and most existing clinical NLP systems
include some form of negation analysis. A straightforward and
popular negation detection algorithm is NegEx [37], which uses a
list of negation triggers along with a set of regular expressions to
determine if a concept is referred to in a negated context. Despite
its simplicity, it has been shown often to perform well. NegEx has
since then been extended and adapted to several other languages
[38], including Swedish [39]. Although many negation detection
systems are based on hand-crafted rules, there have also been
attempts to cast negation detection as a machine learning classifi-
cation task [40], subsequently giving rise to hybrid solutions that
combine machine learning and hand-crafted rules [41]. Despite
the many good results that have been reported, a recent study
showed that current negation detection approaches are readilyoptimizable yet fail to generalize well across datasets, indicating
that negation detection is not, after all, a solved problem [42].
In addition to negation detection, it is also import, for the
purpose of information extraction from clinical text, to identify
certainty levels with which concepts, such as diagnoses, are
referred to. The distinction between speculation and assertions
made with certainty, for instance, obviously has great implica-
tions. This task is also known as assertion classification and typ-
ically involves distinguishing between assertions made with
respect to given medical concepts as being present, absent or
uncertain in the patient, as well as whether they are associated
with someone other than the patient. Both rule-based and
machine learning approaches have been proposed for this task
[27]. In the 2010 i2b2/VA challenge on concepts, assertions, and
relations in clinical text [43], the task was cast in a similar way.
Work on being able to distinguish between different levels of
factuality has also been conducted on Swedish clinical text with
the use of machine learning [44].
Lately, attempts to identify the temporal status of an assertion
have been made [45–48], as this is crucial for creating models of,
for instance, disease progression. Temporal information is of
course available in a structured form as document timestamps;
however, temporality is also expressed in the free-text sections,
for instance when describing a patient’s medical history. For
Swedish clinical text, work on temporal information extraction is
ongoing [49].2.4. Relation extraction
Once named entity mentions have been identified in a docu-
ment, it is often desirable to be able to detect various types of
semantic relations that may hold between them. In the broader
biomedical domain, relation extraction has received considerable
attention, such as for the purpose of extracting protein–protein
interactions from the biomedical literature [50,51]. In the afore-
mentioned i2b2 challenge, the relation extraction task consisted
of classifying relations between pairs of concepts – medical prob-
lems, treatments and tests – within sentences [27]. This latter con-
straint seems to be widespread, despite the fact that relations may,
and often do, hold across sentences, with two rare exceptions to
this described above [24,25]. In the latter case, the task becomes
substantially more challenging, particularly as the problem posed
by class imbalance – between the positive relation class(es) and
the No Relation class – is further exacerbated. The best-
performing system in the challenge was a support vector machine
classifier [52].
Current supervised solutions to relation extraction are either
feature-based or kernel-based [53]. The feature-based approach
extracts a variety of lexical, syntactic and semantic features that
are provided to an appropriate learning algorithm. Kernel-based
approaches, on the other hand, instead design kernel functions
over a structured representation of a sentence, such as a parse tree
to capture similarities between the various relation examples.
There are, moreover, two general paradigms for relation extrac-
tion: (1) a flat strategy, wherein relation detection and classifica-
tion is performed simultaneously, i.e. a multi-class classifier is
trained to discriminate between all relation classes, including the
No Relation class; and (2) a hierarchical strategy, wherein relation
detection is separated from relation classification, entailing that
two classifiers are trained: one binary classifier that distinguishes
between the Relation and No Relation class, followed by a multi-
class classifier that is trained to discriminate between the positive
classes.
1 This research has been approved by the Regional Ethical Review Board in
Stockholm (Etikprövningsnämnden i Stockholm), permission number 2012/834-31/5.
2 Diagnoses in the Stockholm EPR Corpus is encoded by the International Statistical
Classification of Diseases and Related Health Problems, 10th Edition (ICD-10).
3 These codes were classified as belonging to one of two categories: (1) a drug-
related causation was noted in the ICD-10, e.g., G44.4 ‘‘Drug-induced headache, not
elsewhere classified”, and (2) a drug- or other substance-related causation was noted
in the ICD-10, e.g., I42.7 ‘‘Cardiomyopathy due to drugs and other external agents.”
[67].
4 The annotation guidelines are available at http://dsv.su.se/health/guidelines/.
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Supervised approaches to the above described tasks have many
advantages, albeit with the caveat that they require substantial
amounts of labeled data. Such resources are often not readily avail-
able, particularly not for highly specialized domains like that of
clinical text. Creating large annotated resources is, however, pro-
hibitively expensive. To mitigate this problem, the notion of sup-
plementing labeled data with features derived from large
amounts of unlabeled data has been explored. The motivation
behind this idea is that sparsity in the labeled training data can
be reduced by using unlabeled data, effectively improving the gen-
eralization accuracy of semi-supervised approaches. For NLP prob-
lems, the unsupervised features typically come in the form of word
representations. A popular method for constructing these
word representations is to use clustering – see, for instance, [54].
Word representations can, however, be induced in many other
ways: several of these are compared in [55], where it is shown that,
by adding semantic word representations, near state-of-the-art
supervised baselines for both NER and chunking can be
outperformed.
Word representations can also be obtained with models of dis-
tributional semantics. Distributional semantics is a computational
approach to modeling the meaning of natural language that is
based on the observation – and captured in the distributional
hypothesis [56] – that words with similar meanings tend to appear
in similar contexts. Models of distributional semantics have pri-
marily been used to create (semantic) vector representations of
words, which have proved useful in a wide array of natural lan-
guage processing tasks [57]. In recent years, distributional seman-
tics has been leveraged also in the biomedical [58] and clinical [59]
domains.
It has been shown that the predictive performance can be
improved further by combining multiple distributional semantic
models (DSMs), either by deriving the semantic vectors from dif-
ferent types of corpora or by changing the parameters of the
models [60,61]. Although different DSMs have slightly different
hyperparameters, the definition of context is common to all.
The context definition affects the semantic properties of the
semantic space [62]. An important distinction exists, for instance,
between syntagmatic and paradigmatic relations, and which one is
modeled depends on the context definition that is employed. The
former holds between words that co-occur (e.g., {car, engine,
road}), while the latter holds between words that do not them-
selves co-occur but share neighbors (e.g., synonyms like {car,
automobile}). Context is usually defined as a (sliding) window
that is symmetric around the focus word. The size of the context
window has also been shown to play an important role in con-
trasting different semantic relations [63], and the optimal win-
dow size tends to be task-dependent [64]. For the task of
extracting medical synonyms from large corpora, it has been
shown that combining DSMs with different hyperparameters,
including window size, can lead to improved performance [60].
For NER, using multiple DSMs with different hyperparameters
was shown to lead to improved performance compared to using
only a single DSM [61,65].
3. Methods and materials
We report on the creation of a Swedish clinical corpus manually
annotated for various types of information potentially pertaining
to ADEs:
1. named entities (Drug, Disorder, Finding, Body Structure, ADE Cue),
2. attributes of named entities (Negation, Speculation, Past, Future,
Other) and3. relations between entities (Indication, Adverse Drug Event, ADE
Cause, ADE Outcome).
The annotated corpus is then used to learn predictive models in
order to study to what extent these three tasks can be automated.
The learning tasks correspond to the human annotation effort: (1)
named entity recognition, (2) concept attribute labeling and (3)
relation extraction. The common theme across the three tasks is
the leveraging of distributional semantic models in order to pro-
vide additional features from a much larger, unlabeled corpus in
the same domain. We primarily investigate the use of these dis-
tributed word representations in the representation of context
and compare it to using the commonly employed bag-of-words
representation. We furthermore explore the impact on predictive
performance of utilizing multiple distributional semantic models,
built with different context window sizes, which would thereby
provide multiple views of the data (Fig. 1).
3.1. Corpus annotation
The adverse drug event corpus was created by extracting all
notes1 from the Stockholm EPR Corpus [66] over a two-year period
(2009–2010) that have been assigned one or more ADE-related
ICD-102 diagnosis codes. Here, we selected the most frequently used
codes in our EHR database that have been identified as being used
for encoding ADEs3 [67]. Among these, there are a few broad codes
for allergic reactions, such as T78.2, that are not always related to
drug intake but to dietary allergies. We retained these and postu-
lated that it would be valuable to have (negative) examples closely
resembling some types of ADEs. Each note consists of one or more
free-text entries; however, only physician notes that belong to cer-
tain categories (Admission Note, Patient History, Hypersensitivity and
Drug Info, Assessment, Discharge Note), were included. These cate-
gories were deemed relevant for the task at hand and likely to
include information about ADEs. Each note describes an encounter
with a physician lasting no more than a single day.
The data extraction and filtering process resulted in 3690 notes
with a total of 12,510 entries. Out of these, 400 notes were then
randomly extracted for annotation. This dataset is henceforth
referred to as the Stockholm ADE Corpus and is described in
Table 1. The data was then split into two subsets, where each sub-
set was annotated by two people to allow for calculation of inter-
annotator agreement (IAA). The main annotator (A3) is a physician
with previous experience of annotating clinical notes. Both subsets
were annotated by A3 and only these annotations were used in all
subsequent machine learning experiments. The two subsets were
also annotated by two NLP researchers (A1 and A2) and, in this
domain, laymen. All annotators are native speakers of Swedish.
Two pairs of IAA scores were thus calculated: between A1 and
A3, and between A2 and A3.
Annotation guidelines4 were developed by the main annotator
based on discussions with the first author. For annotation of named
entities, previous guidelines developed for Swedish clinical text [36]
were used with certain modifications. For annotation of relations,
the guidelines developed for the previously described i2b2 challenge
[27] were used as inspiration. An important difference, however, was
Fig. 1. An overview of the study, which comprises the following stages: (1) data extraction, (2) corpus annotation, (3) feature engineering, and (4) machine learning. For each
of the three targeted tasks – named entity recognition, concept attribute labeling and relation extraction – features are generated from labeled and unlabeled data, in the
latter case by employing models of distributional semantics. The features are then provided to a machine learning algorithm – conditional random fields (CRF) or random
forest – to create predictive models that can be used for identifying adverse drug event information in clinical notes, in the endeavor of supporting pharmacovigilance
activities.
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reflect the nature of ADE relations in clinical text, which tend to
cross sentence boundaries. Trial annotations were made using data
from previous years in order to train the annotators and fine-tune
the guidelines. The annotation classes consisted of five named enti-
ties, five attributes and four relations. In addition to the named enti-
ties annotated for in [36], a fifth class, ADE Cue, was introduced. This
entity signifies the occurrence of an ADE without specifying its form,
making them distinct from the Disorder and Finding classes; exam-
ples include side effect, secondary effect, hypersensitivity and iatro-
genic. The named entities could also have certain attributes
attached to them, depending on the context in which they were
mentioned. The attributes are binary – i.e., present or absent – and
indicate whether a given named entity is expressed with negation,
speculation (uncertainty), temporality (past or future), or if it con-
cerns someone other than the patient; multiple attributes were
allowed to co-exist in the same named entity mention (e.g., nega-
tion + past). Finally, the third task involved determining if certain
semantic relations existed between the identified named entities.
In addition to the key task of distinguishing between an Indication
and an ADE – relations that may hold between Drug-Disorder/Finding
pairs – two classes were deemed necessary as a result of the inclu-
sion of the ADE Cue entity: (1) ADE Cause, possibly existing between
Drug and ADE Cue, i.e., identifying the drug causing the ADE without
specifying its nature, and (2) ADE Outcome, possibly existingbetween Disorder/Finding and ADE Cue, i.e., identifying the manifes-
tation of the ADE without mentioning the underlying reason. It
should be noted, however, that these two relations can, and often
do, co-occur, effectively describing a cause-and-effect sequence of
events. The annotation classes, along with permissible relations,
are depicted in Fig. 2.
All annotations were made in the Brat rapid annotation tool
[68]. To speed up and facilitate the human annotation effort, the
documents were preannotated for four of five named entities
(Drug, Disorder, Finding, Body Structure) using a conditional random
fields model trained on previously manually annotated health
records from an internal medicine emergency unit in Stockholm
– see [36] for details. In addition to calculating IAA, in terms of
F1-score, between the human annotators, we also calculate IAA
between the machine’s (pre-)annotations and the human annota-
tors. This evaluation of the preannotation serves, in effect, also as
an evaluation of the ability of a machine learning-based NER sys-
tem to generalize to a somewhat different (sub-)domain, given that
the notes under consideration here are drawn from a variety of
clinics and encompass several types of notes.3.2. Recognizing clinical entities
Using the annotations of the main annotator, the first step was
to learn to recognize mentions of the predefined clinical entities in
Table 1
Description of the Stockholm ADE Corpus.
Code Description Notes Tokens/note
E27.3 Drug-induced adrenocortical insufficiency 9 184.2 ± 148.4
G24.0 Drug induced dystonia 13 114.5 ± 85.1
G25.1 Drug-induced tremor 4 194.1 ± 134.3
G44.4 Drug-induced headache, not elsewhere classified 8 214.1 ± 143.5
G62.0 Drug-induced polyneuropathy 9 161.2 ± 128.6
I42.7 Cardiomyopathy due to drug and external agent 10 108.4 ± 82.9
I95.2 Hypotension due to drugs 4 144.1 ± 100.6
L27.0 Generalized skin eruption due to drugs and medicaments taken internally 38 132.1 ± 74.7
L27.1 Localized skin eruption due to drugs and medicaments taken internally 8 139.8 ± 77.6
N14.1 Nephropathy induced by other drugs, medicaments and biological substances 9 178.6 ± 107.1
T78.2 Anaphylactic shock, unspecified 13 221.8 ± 160.4
T78.3 Angioneurotic edema 99 190.6 ± 113.2
T80.8 Other complications following infusion, transfusion and therapeutic injection 70 60.1 ± 47.3
T88.7 Unspecified adverse effect of drug or medicament 104 185.1 ± 113.4
T88.6 Anaphylactic reaction due to adverse effect of correct drug or medicament properly administered 11 132.5 ± 102.8
Fig. 2. Annotation scheme.
5 For more precise details on these feature, see the paper by Skeppstedt et al. [36].
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model, we cast the problem as a sequence labeling task, aiming
to find the best sequence of labels for a given input, i.e., the
sequence of tokens in the note, which are described by various
features. IOB-encoding of the annotated entities was used, which
indicates whether a token is at the beginning (B), inside (I) or
outside (O) a given named entity mention. The training data was
then provided to the conditional random fields (CRF) algorithm
[69], as implemented in CRF++ [70], which is among the best and
one of the most popular choices for sequence labeling tasks such
as NER. The strength of CRF stems from its ability to model
multiple variables that are dependent on each other – as they are
in sequence labeling tasks – and simultaneously to exploit large
sets of input features. It achieves this by using an undirected
probabilistic graphical model that is discriminative, unlike
generative Hidden Markov Models. Here, we use a linear-chain
CRF that, in addition to being dependent on the input features, is
also dependent on the previous and subsequent output variable.
The main experiment involved investigating the impact on the
predictive performance of a CRF model with three different feature
sets:
1. a set of commonly used lexical, orthographic, syntactic and dic-
tionary features (B),
2. the baseline features supplemented with distributional seman-
tic features (+DSM),
3. the baseline features supplemented with distributional seman-
tic features derived from multiple DSMs, each constructed with
a different context window size (+mDSM).The baseline features were the same as those used in a previous
study on NER in Swedish clinical text [36] and consist of the fol-
lowing types5:
 Token: Token as a string.
 Lemma: Lemma form of token.
 POS: Part-of-speech of token.
 Casing: Capitalization of initial letter/all letters/no letters in
token?
 Compound splitting: Token split into its constituent parts if
compound.
 Terminology matching: Token present in terminology
(SNOMED CT, MeSH, etc.)?
To create distributional semantic features, a similar approach to
that proposed in [61] was taken. The idea is to learn prototypical
representations of each named entity class in distributional
semantic space, which is achieved by taking the centroid, defined
as the column-wise median values, of the semantic vectors that
correspond to the annotated tokens of a given class (Algorithm
1). In the previously proposed method, binary features are gener-
ated by, for each named entity class, first finding the cosine simi-
larity threshold that optimizes F1-score on the training set and
subsequently determining whether the cosine similarity of a given
word – or rather its representation in semantic space – and the
prototype vector is below or above that threshold. In contrast,
A. Henriksson et al. / Journal of Biomedical Informatics 57 (2015) 333–349 339the features are here simply the cosine similarity, rounded up to
one decimal point, between a given token and the prototype vector
for each of the named entity classes (+DSM). The third feature set
(+mDSM), then, repeats this process of creating distributional
semantic features with twenty different DSMs, each built with a
different context window size.
Algorithm 1. Learning Prototype Vector(s) for a Named Entity
Class3.3. Detecting attributes of entities
The second learning task consisted of detecting attributes of the
annotated named entity mentions. Here, we treated each attribute
independently of each other and created binary classifiers using
the random forest learning algorithm [71] to determine the pres-
ence or absence of a given attribute. Again, three feature sets were
compared, with some basic features shared by all: the class of the
named entity mention, along with one-hot encoding of unigrams
and bigrams in the mention.
The difference was in the representation of context in which the
named entity was mentioned. Here, context is defined as a sym-
metric window encompassing w tokens to the left and right of
the focus word, where w ¼ 0;1; . . . ;10. The purpose of this exper-
iment was to study the potential usefulness of context features for
each of the concept attribute labeling tasks; in doing so, three dif-
ferent representations of context were compared:
1. as a bag of words (words, or BOW),
2. as the sum of the words’ semantic vectors from a single DSM
(semantic vectors, or SV),
3. as the sum of the word’s concatenated semantic vectors, where
each type of semantic vector inhabits a different distributional
semantic space (multiple semantic vectors, or MSV).
3.4. Extracting relations between entities
The third learning task concerned the detection and classifica-
tion of semantic relations between named entity mentions. More
formally, the task can be defined as follows: given a relation
instance x ¼ ðd;mi;mjÞ, where mi and mj constitute a pair of men-
tions and d is the document containing the pair, the goal is to learn
a function that maps the instance x to a type c, where c is one of the
four predefined relation types or the type No Relation. Although theultimate goal is both to detect and label relations, there are several
paths one can take to get there. Here, we conduct a number of
experiments to explore the best way of achieving this goal. The fol-
lowing experiments are conducted:
1. A comparison of two strategies for relation extraction: flat vs.
hierarchical.
2. An investigation into whether it is advantageous to merge the
positive relation classes for relation detection.
3. A comparison of shallow and deep (distributional semantic)
representations of context.
4. A study of the impact on predictive performance as more con-
text features are used.
Labeled examples of the four (positive) relations are provided
by the annotations; in addition to these, examples of the negative
No Relation class are needed. These are derived by extracting all
permissible relations (see Fig. 2) in a document that have not
already been annotated. As this leads to a huge number of negative
examples, the negative class is downsampled in the training set –
but not in the test set – to the sum of the positive instances. This is
done primarily for computational reasons, as it is unclear whether
downsampling – and upsampling of the minority class(es) for that
matter – as a strategy to deal with skewed class distributions leads
to enhanced predictive performance: while more (equal) weight is
thereby given to the minority class(es), potentially useful informa-
tion is discarded [72]. To handle the much smaller skewness that
remains after downsampling, weights are assigned to each class
that are inversely proportional to the class frequencies in the input
data [73].
The hierarchical or cascading classifier, as described in the
Background section of this paper, separates the task into two parts:
first, detecting relations; then, determining the precise label of the
detected relations. For the task of detecting relations, it is thus
common to merge the multiple positive classes into a single posi-
tive, Relation, class. This is, however, not invariably a good choice,
especially when the positive classes are not similar enough. This
would then only make it more difficult for the learning algorithm
to separate the classes. For this reason, we investigate two
approaches to relation detection: (1) merging the positive classes
and (2) keeping the original class labels. To enable a fair and
straightforward comparison, the predicted classes are in the latter
case merged post classification.
Again, three different feature sets are compared, which differ in
how they represent context features. The following types of fea-
tures are, however, common to all:
1. Entity classes: One-hot encoding of the class of each respective
named entity mention, as well as their concatenation (Class of
Entity 1 + Class of Entity 2, e.g., Drug-Finding).
2. Entity unigrams: One-hot encoding of the unigrams in the
respective named entity mentions (lowercase lemmas).
3. Entity bigrams: One-hot encoding of the bigrams in the respec-
tive named entity mentions (lowercase lemmas).
4. Distance: The number of tokens between the two entities.
The difference between the feature sets was, again, in the repre-
sentation of context, in this case around and between the two
entity mentions. Here, we investigate the impact on predictive per-
formance of the size of the outer context window, i.e., an asymmet-
ric window of w tokens to the left of the first entity and to the right
of the second entity, where w ¼ 0;0;1; . . . ;10 and 0 means that
no inner context features are used; with all other values of w, inner
context features are used. Similar to the concept attribute labeling
experiments, the purpose of this is to study the potential useful-
ness of context features for the relation detection and classification
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text were compared: (1) words, or BOW, (2) semantic vectors,
or SV, and (3)multiple semantic vectors, or MSV (see Section 3.3).
Follow-up analyses are then conducted, both in the form of a fea-
ture analysis, using variable importance obtained from random
forest, and an analysis of how predictive performance for each of
the relation classes is affected by the distance between entities
in a relation.6 Continuous Bag of Words.3.5. Experimental setup
In all experiments, the notes were first randomly divided into a
training set (80%) and a test set (20%). Most of the experimentation
was done using 10-fold cross validation on the training set, while
the best-performing models were subsequently compared, with
accompanying significance tests, using the unseen test set.
As described above, CRF [69], as implemented in CRF++ [70],
was used as the underlying learning algorithm to generate NER
models. A grid search was conducted to find the best hyperparam-
eters on the training set. For the window size that determines to
what extent dependencies should be modeled between input fea-
tures and output variables, we employed a symmetric window size
and explored values between 1 and 4. Integer values for the regu-
larization hyperparameter, which governs the balancing between
under- and over-fitting, between 1 and 10 were explored; for this,
L2-regularization was employed. The hyperparameters were, of
course, optimized separately for each feature set.
For the latter two tasks – concept attribute labeling and relation
extraction – the random forest learning algorithm [71], as imple-
mented in scikit-learn [74], was used to generate predictive mod-
els. This particular choice was made for its reputation of achieving
high predictive performance, its ability to handle high-dimensional
data, as well as the possibility of obtaining estimates of variable
importance. The algorithm constructs an ensemble of decision
trees, which together vote for which class label to predict. Each
tree in the forest is built from a bootstrap replicate of the original
instances, and a subset of all features is sampled at each node
when building the tree – in both cases to increase diversity among
the trees. In this study, we used random forest with 500 trees, sam-
pling
ﬃﬃﬃ
n
p
features at each node.
For deriving the distributed word representations, or semantic
vectors, from a large, unlabeled corpus, word2vec was used. This
implements a recently developed DSM that stems from research
in deep learning and neural network-based language models
[75]. It was chosen for its demonstrated ability to producehigh-quality vector representations of words, outperforming tradi-
tional context-counting based methods on a range of NLP tasks
[76] and now considered state-of-the-art in distributional seman-
tics. We employ the skip-gram architecture, which, although
slower than the CBOW6 alternative, is better at capturing infrequent
words. The algorithm constructs a vocabulary from the training data
and learns vector representations of the words. It achieves this by
training a neural network with a single hidden layer; given a set D
of words w and their contexts c, the objective function is to set the
parameters H that maximize pðcjw;HÞ [77]. Context is defined as
an adjacent word within a (symmetric) window of a pre-specified
size around the input word. The parameters that are learned in the
hidden layer give us the semantic vectors. For the +DSM and SV rep-
resentations, a semantic space was built with a symmetric context
window size of 12, while the following window sizes were employed
in the +mDSM and MSV representations: 2, 4, 6, 8, 10, 12, 14, 16, 18,
20. A dimensionality of 200 was used when building all semantic
spaces.
The unlabeled corpus from which the DSMs were derived com-
prise all notes in the Stockholm EPR Corpus written during a two-
year period (2009–2010). This corpus contains approximately 3 M
unique words/types (700 M instances/tokens). The notes were pre-
processed by using Stagger [78] for tokenization and lemmatiza-
tion of Swedish text and by removing all digits and punctuation.
Stagger was also used for tokenization and lemmatization of the
Stockholm ADE Corpus. The size of the three types of feature sets-
for the three tasks is depicted in Fig. 3.
The considered performance metrics are precision(or positive
predictive value), recall (or sensitivity) and F1-score. In the case
of relation extraction, we also report accuracy; however, F1-score
is used for model selection. McNemar’s test was used for signifi-
cance testing when comparing models pairwise, as it has been
strongly recommended for comparing two models on a single
dataset [79,80]. The reported p-values were adjusted for multiple
comparisons using the Hommel method [81].4. Results
Some basic descriptive statistics regarding the annotations of
A3 – the main annotator – are shown in Table 2. The most common
named entities are Disorder and Finding, while instances of the
class ADE Cue are rare. Some of the frequently re-occurring
instances of ADE Cue are, however, reaction (Swedish: reaktion),
Table 2
Annotation types and tokens in the Stockholm ADE Corpus.
Types Tokens Ratio (types/tokens)
Named entities
Drug 853 1866 0.46
Disorder 976 3763 0.26
Finding 1533 3184 0.48
ADE Cue 130 341 0.38
Body Structure 297 1132 0.26
Overall 3789 10286 0.37
Attributes
Negation 501 828 0.61
Speculation 333 467 0.61
Past 414 699 0.59
Future 250 354 0.71
Other 144 290 0.50
Overall 1642 2638 0.62
Relations
Indication 1156 1392 0.83
Adverse drug event 776 855 0.90
ADE Outcome 129 144 0.90
ADE Cause 205 228 0.90
Table 4
Human annotation evaluation for named entity recognition: inter-annotator agree-
ment (IAA) scores, measured as F1-score, between the main annotator and A1 and A2.
Finding/Disorder⁄ was post-merged.
Named entity A1 A2 Average IAA
Finding 0.780 0.807 0.793
Disorder 0.838 0.872 0.855
Drug 0.914 0.905 0.909
Body Structure 0.936 0.923 0.930
ADE Cue 0.599 0.465 0.532
Micro-average 0.841 0.850 0.846
Macro-average 0.813 0.794 0.804
Finding/Disorder⁄ 0.854 0.872 0.863
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(Swedish: biverkan) and drug-induced (Swedish: läkemedelsutlöst).
Inspecting the type/token ratios reveals that Finding exhibits a
much larger lexical variation than Disorder. In the context of phar-
macovigilance, it is also interesting to note the lexical diversity in
referring to drugs: a total of 853 unique drug names, with 1,866
instances, have been annotated in the corpus. Furthermore, the
importance of concept attribute labeling is demonstrated by the
fact that around 8% of the named entity mentions are negated
and around 10% have a non-current temporality. In comparison
to the named entities, attributes are generally more distributed, i.
e. have higher type-token ratios, indicating that most named entity
mentions can potentially be modified. The highest type-token
ratios are obtained for the relations. This highlights the difficulty
of this task and possibly the need for large amounts of training
data. Indication is by far the most common relation, which shows
how important it is to develop capabilities to distinguish between
this class and Adverse Drug Event. The 776 unique Adverse Drug
Event relations rarely occur more than once in the corpus, with a
type-token ratio of 0.9.
4.1. Named entity recognition
In order to evaluate, in some sense, the usefulness of the prean-
notation, we compared the modified human annotations with
those of the original preannotations. Since we effectively have
three reference standards, one produced by each annotator, we
are able to report precision and recall in addition to F1-score
(Table 3), which is a common metric to measure inter-annotator
agreement proper. The average F1-scores are promising, as theTable 3
Preannotation evaluation: precision, recall and F1-score of the machine-learned pre-annota
Finding and Disorder.
Named Precision Recall
entity A1 A2 A3 A1 A
Finding 0.774 0.904 0.852 0.591 0
Disorder 0.722 0.901 0.825 0.754 0
Drug 0.959 0.959 0.962 0.747 0
Body structure 0.959 0.979 0.959 0.791 0
Micro-average 0.841 0.927 0.889 0.695 0
Macro-average 0.854 0.936 0.899 0.721 0
F/D⁄ 0.796 0.907 0.855 0.680 0macro-averaged score of 0.825 is, in fact, higher than the 0.808
obtained in the original study [36], indicating that the model gen-
eralizes well to a somewhat different (sub-)domain. Precision is
moreover higher than recall, which means that the named entity
mentions were more often added than removed or changed by
the human annotators. The scores also reveal substantial differ-
ences between the human annotators.
Pairwise differences between the two layman annotators (A1
and A2) and the main annotator – a physician – are expressed in
terms of F1-score in Table 4. The average F1-scores are above 0.8
and can be considered fairly high. The highest agreement scores
are, understandably so, observed for Body Structure and Drug.
Higher agreement is observed for Disorder than for Finding; how-
ever, these entities are sometimes confused, which is demon-
strated by the higher score obtained when post-merging the two
classes. Low agreement scores are obtained for the introduced
ADE Cue class, possibly as a result of not having defined it clearly
enough; it can also be mixed up with the Disorder and Finding
classes.
The annotations were then used as labels and, together with
one of three feature sets, provided to the CRF learning algorithm.
Tuning the hyperparameters on the training set resulted in the
identification of the following optimized values: a window size
of 1 + 1 and a regularization parameter of 9 for B; a window size
of 2 + 2 and a regularization parameter of 9 for +DSM; a window
size of 1 + 1 and a regularization parameter of 1 for +mDSM. NER
models were then trained on the entire training set with these
hyperparameter configurations. The results on the test set are
summarized in Table 5. The best results are obtained with +mDSM,
with which a macro-averaged F1-score of 0.795 is obtained – very
close to the macro-averaged IAA (0.804). For most classes, the per-
formance of the automatic NER systems are fairly close to the IAA
scores. In the case of ADE Cue, the machine-learned result is higher
than the human IAA. In general, B yields slightly higher precision,
while the two feature sets with distributional semantic features
(+DSM and +mDSM) result in higher recall. With +mDSM, a higher
F1-score was obtained for the merged Finding/Disorder class whentor against the three human annotators (A1, A2, A3). F/D⁄ is a merged class comprising
F1 Ave. F1
2 A3 A1 A2 A3 A1–A3
.836 0.691 0.671 0.869 0.763 0.768
.820 0.784 0.738 0.858 0.804 0.800
.818 0.724 0.840 0.883 0.826 0.850
.846 0.801 0.867 0.901 0.873 0.883
.827 0.734 0.761 0.874 0.804 0.813
.823 0.750 0.779 0.879 0.817 0.825
.833 0.738 0.734 0.869 0.792 0.798
Table 5
Results of NER on held-out data. For Finding/Disorder (1), the classes were merged prior to learning; for Finding/Disorder (2), the classes were kept separate during learning and
then post-merged. The best results are in bold.
Holdout Precision Recall F1
Named entity Instances B +DSM +mDSM B +DSM +mDSM B +DSM +mDSM
Finding 615 0.778 0.796 0.756 0.660 0.676 0.670 0.714 0.732 0.710
Disorder 362 0.837 0.804 0.830 0.779 0.760 0.793 0.807 0.781 0.811
Drug 501 0.909 0.890 0.897 0.838 0.858 0.874 0.872 0.874 0.886
Body structure 202 0.903 0.920 0.918 0.876 0.906 0.891 0.889 0.912 0.905
ADE Cue 76 0.741 0.706 0.796 0.566 0.473 0.566 0.642 0.567 0.661
Micro-average 0.843 0.839 0.835 0.756 0.763 0.775 0.797 0.799 0.804
Macro-average 0.834 0.823 0.839 0.744 0.735 0.759 0.785 0.773 0.795
Finding/Disorder (1) 977 0.838 0.856 0.833 0.760 0.777 0.772 0.797 0.814 0.801
Finding/Disorder (2) 977 0.850 0.863 0.865 0.747 0.764 0.779 0.795 0.810 0.820
Table 6
Human annotation evaluation for concept attribute labeling: inter-annotator agreement (IAA) scores, measured as F1-score, between the main annotator and A1 and A2.
Finding Disorder Drug ADE Cue All entities
Attribute A1 A2 A1 A2 A1 A2 A1 A2 A1 A2 Average IAA
Negation 0.973 0.912 0.950 0.855 0.726 0.671 0.889 0.667 0.897 0.840 0.868
Speculation 0.730 0.138 0.852 0.579 0.610 0.143 0.812 0.500 0.747 0.375 0.561
Past 0.675 0.388 0.725 0.559 0.659 0.425 0.793 0.421 0.683 0.459 0.571
Future 0.801 0.667 0.800 0.615 0.652 0.584 – – 0.674 0.592 0.633
Other 0.500 0.143 0.769 0.585 0.777 0.667 0.889 0.000 0.775 0.598 0.686
Macro-average 0.737 0.450 0.819 0.639 0.685 0.498 0.846 0.397 0.755 0.572 0.664
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true for B and +DSM. The differences between the three
representations are not statistically significant in terms of overall
accuracy.4.2. Concept attribute labeling
For the concept attribute labeling task, pairwise differences
between the two annotators, in terms of F1-score, are shown in
Table 6. The average agreement scores are generally lower in
comparison to the NER task. While the agreement is fairly high
for negation, it is generally quite low for the other attributes.
The agreement scores are much higher between A1 and A3 than
between A2 and A3. There are also interesting differences across
entity types. Negation, for instance, is high for Finding and Disor-
der, but much lower for Drug. In general, the agreement scores are
lower across the board for Drug in comparison to the other
entities.
The annotated attributes were then used for learning predictive
models. Here, the attributes were treated separately: a binary clas-
sifier was trained for each one, determining the presence or
absence of the attribute in a given named entity mention. The
impact on the predictive performance, in terms of F1-score on
the positive (minority) class, as increasingly more context informa-
tion – represented in three different ways – was provided to the
learning algorithm is depicted in Fig. 4.
For all but negation, the MSV representation yields the best
F1-score. It should be noted, however, that, for the temporality
attributes, including context information has a negative impact
on the predictive performance. None of the attributes seem to ben-
efit from incorporating a large extent of context, with performance
generally peaking after including only one or two of the adjacent
tokens. Interestingly, the MSV representation almost invariably
outperforms the SV representation. For negation, the BOW repre-
sentation appears to be the most advantageous.
For each of the three representations, predictive models were
then trained on the entire training set with the positive contextwindow size that yielded the best performance, respectively, and
applied to the unseen test set. The results, in terms of precision,
recall and F1-score are shown in Table 7. The overall best
F1-scores are obtained with the MSV representation. It is clear,
however, that the BOW representation yields higher precision,
while the distributional semantic representations, in particular
MSV, results in higher recall.
In Fig. 5, results are displayed separately for each named entity
class using the MSV representation. This provides some additional
insight into what is going on. One thing to note is that the perfor-
mance is considerably worse for many of the attributes when
attached to Drug, reflecting the low IAA scores that were observed
for this particular named entity class. At the same time does the
performance on Other for this class stand out. The predictive mod-
els seem better able to detect speculation for Disorder than for
Finding, perhaps indicating that it is to a larger extent clear when
a physician is considering possible diagnoses. This difference
between the two classes was also observed in the agreement
scores.4.3. Relation extraction
The third and final task concerned the detection and classifica-
tion of semantic relations that may hold between pairs of named
entity mentions. The agreement scores for this task, shown in
Table 8, are also lower compared to the NER task. The highest
agreement – save for the negative No Relation class – was observed
for ADE Cause. Otherwise the IAA scores are fairly consistent across
classes, indicating that they are equally difficult to agree on.
The machine learning experiments were separated into three
parts: (1) detecting relations, (2) discriminating between positive
relations, and (3) relation detection and classification. For the rela-
tion detection task – distinguishing between the existence and
absence of a relation between named entity pairs – two strategies
were evaluated and compared: one wherein the positive classes
were merged prior to learning, and one wherein the classes were
kept separate during learning and merged post prediction. This
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Fig. 4. F1-score of the minority positive class with three different representations of context, as the context window size is to the left and right of the named entity mention is
varied.
Table 7
Results of concept attribute labeling on held-out data. The best results are in bold.
Holdout Precision Recall F1
Attribute Instances BOW SV MSV BOW SV MSV BOW SV MSV
Negation 141 0.941 0.793 0.638 0.567 0.624 0.624 0.708 0.698 0.631
Speculation 110 0.833 0.519 0.360 0.182 0.255 0.291 0.299 0.341 0.322
Past 244 0.467 0.314 0.329 0.115 0.131 0.193 0.184 0.185 0.243
Future 87 0.370 0.220 0.211 0.115 0.126 0.230 0.175 0.161 0.220
Other 54 0.864 0.565 0.600 0.352 0.241 0.444 0.500 0.338 0.511
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Fig. 5. F1-score of models with multiple distributional semantic vectors for each
attribute on each entity.
Table 8
Human annotation evaluation for relation extraction: inter-annotator agreement
(IAA) scores, measured as F1-score, between the main annotator and A1 and A2.
Relation A1 A2 Average IAA
Indication 0.673 0.553 0.613
Adverse Drug Event 0.718 0.619 0.689
ADE Outcome 0.681 0.667 0.674
ADE Cause 0.731 0.772 0.751
No Relation 0.980 0.979 0.980
Micro-average 0.963 0.961 0.962
Macro-average 0.757 0.718 0.737
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strategies’ impact on predictive performance, in terms both of
accuracy and F1-score on the positive class, as different amountsof context information, and representations thereof, were provided
to the random forest learning algorithm is shown in Fig. 6. The
experimental results show quite clearly that merging the positive
classes into one is, in this particular case, not a good idea. Both
strategies and representations benefit to some extent from the
inclusion of context information, particularly when the positive
classes are kept separate. The distributional semantic representa-
tions consistently outperform their BOW counterpart. The
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part, however, negligent. Interesting to note is also that accuracy
generally keeps increasing as more context information is
included, whereas there appears to be a small drop in F1-score at
a certain point.
The results of the best-performing models, in terms of F1-score,
with the two strategies are shown in Table 9. With both strategies,
the highest F1-score is obtained with SV. Again, the scores are
higher when keeping the positive classes separate during learning.
The MSV representation appears to do better on the No Relation
class relative to the other representations.Table 9
Results, in terms of precision, recall, F1-score, of relation detection on held-out data. Two
Class Holdout Precision
Instances BOW SV MSV
M Relation 563 0.110 0.122 0.115
No relation 10184 0.975 0.971 0.966
Macro-average 0.543 0.547 0.541
S Relation 563 0.157 0.220 0.219
No Relation 10184 0.968 0.963 0.956
Macro-average 0.563 0.592 0.588
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were used, including inner context.A classifier that discriminates among the positive relation
classes would later be utilized in the hierarchical strategy.
However, we first studied the impact of context on this classifier
in isolation, as shown in Fig. 7. Surprisingly, the inclusion of
context information, irrespective of representation, degrades the
predictive performance, particularly swiftly with the distributional
semantic representations.
This analysis informed the construction of the hierarchical
classifier for the relation detection and classification task: context
information was exclusively utilized for the relation detection
stage, and not when labeling the positive relation instances. Thestrategies are compared: M = Merged, S = Separate. The best results are in bold.
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Table 10
Results of relation detection and classification on held-out data. The best results are in bold.
Relation Holdout Precision Recall F1
Instances BOW SV MSV BOW SV MSV BOW SV MSV
Flat Indication 302 0.146 0.184 0.073 0.566 0.477 0.241 0.233 0.265 0.112
Adverse Drug Event 196 0.218 0.173 0.048 0.189 0.087 0.153 0.202 0.116 0.073
ADE Outcome 26 0.088 0.333 0.083 0.192 0.038 0.154 0.120 0.069 0.108
ADE Cause 39 0.079 0.286 0.126 0.821 0.359 0.410 0.143 0.318 0.193
No relation 10184 0.968 0.964 0.955 0.850 0.929 0.839 0.905 0.946 0.894
Macro-average 0.300 0.388 0.257 0.524 0.378 0.359 0.321 0.343 0.276
Hierarchical Indication 302 0.085 0.089 0.120 0.611 0.586 0.546 0.149 0.155 0.197
Adverse Drug Event 196 0.081 0.071 0.091 0.411 0.429 0.367 0.135 0.123 0.146
ADE Outcome 26 0.034 0.056 0.040 0.565 0.769 0.538 0.063 0.104 0.074
ADE Cause 39 0.069 0.065 0.078 0.872 0.897 0.744 0.128 0.122 0.140
No Relation 10184 0.974 0.973 0.972 0.640 0.640 0.750 0.772 0.772 0.847
Macro-average 0.249 0.251 0.260 0.492 0.664 0.589 0.249 0.255 0.281
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cation task in one step and was thus provided with the original
class labels. The results (Fig. 8) strongly suggest that the flat strat-
egy is superior to the hierarchical for the detection and classifica-
tion of ADE-pertinent relations.
The results on unseen data are shown in Table 10. With the flat
strategy, the SV representations yields the highest macro-averaged
F1-score, while, with the hierarchical strategy, MSV yields the high-
est macro-averaged F1-score.
We then studied the impact of distance between the entities in
a given type of relation on the predictive performance (Fig. 9). All
positive relations reach their peak performance early on, and as
longer and longer relations are included, performance drops. The
negative class, on the other hand, steadily increases its perfor-
mance as increasingly longer relations are included, indicating that
a big portion of permissible long relations are, in fact, not actual
relations. This is confirmed by the plot in the bottom right corner,
showing the cumulative frequency of the positive vs. negative rela-
tions as the distance threshold is increased. The BOW representa-
tion yields the best F1-score for Adverse Drug Event; for ADE
Outcome, ADE Cause and No Relation, the SV representation does
best; finally, for Indication, MSV does best on short-distance rela-
tions, while BOW does better when all distances are considered.
Finally, a feature analysis in the form of variable importance
was conducted. Variables in each of the three feature sets were
ranked according to their Gini importance scores, where high Gini
importance means that a given variable plays a greater role in
splitting the data into the predefined classes. Due to the fact that
there are different numbers of variables in each model, the rankswere normalized into ascending scores between 0 and 1 by calcu-
lating maxðrankÞrankmaxðrankÞminðrankÞ. The results in Table 11 show that entity
classes and distance are important types of features. The entity
classes includes the entity class of each participating entity, as well
as their concatenation. Entity bigrams are more important than
entity unigrams in SV and MSV, but not in BOW. Context informa-
tion is, however, more important than entity ngrams.
Table 12 show p-values for pairwise comparisons between the
three types of representations; the p-values have been adjusted
for multiple comparisons. The p-values for the NER task are not
shown, as none of the pairwise differences were shown to be sta-
tistically significant.5. Discussion
We have here reported on a series of experiments involving
three distinct tasks that are critical for identifying information per-
taining to adverse drug events in clinical notes: named entity
recognition, concept attribute labeling and relation extraction. As
these tasks were tackled within the paradigm of supervised
machine learning, we created a human-annotated resource of
Swedish clinical notes. The documents were preannotated for
entity mentions, which was appreciated by the annotators and
allowed them to focus on the more difficult task of assigning rela-
tions. In a previous study, the impact of dictionary-based preanno-
tation was found to reduce the annotation effort, in terms of saved
time, while not harming agreement scores [82]; here, we showed
that it is also feasible to use a machine learning model for
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Table 11
Variable importance analysis.
Feature type BOW SV MSV
Entity classes 0.999 0.999 0.999
Entity unigrams 0.409 0.463 0.321
Entity bigrams 0.364 0.482 0.337
Left context 0.506 0.439 0.917
Right context 0.672 0.554 0.666
Inner context 0.596 0.550 0.646
Distance 0.999 0.978 1.000
Table 12
Significance tests.
BOW vs. SV BOW vs. MSV SV vs. MSV
Concept attribute labeling
Negation 0.165 <0.0001 0.003
Speculation 0.008 <0.0001 <0.0001
Past <0.0001 <0.0001 0.003
Future 0.061 <0.0001 0.0002
Other 1.000 0.019 0.049
Relation extraction
Detection (merged) <0.0001 <0.0001 0.011
Detection (separate) <0.0001 <0.0001 <0.0001
Classification (flat) <0.0001 <0.0001 <0.0001
Classification (hierarchical) 0.451 <0.0001 <0.0001
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generally high for named entities and lower for most attributes
and relations. This, to some extent, indicates that the latter are
more challenging tasks, particularly the relation classification.
The relation classification task in this case also required, or at least
benefited from, some degree of medical expertise. This constitutes
a potential limitation of this study – what types of conclusions can
be drawn from inter-annotator agreement scores between a med-
ical expert and laymen? In another study it was, however, shown
that there were no significant differences in inter-annotatoragreement between pairs of physicians and between pairs of
physicians and laymen [83]. The key is to have clear annotation
guidelines and to train the annotators before starting the actual
task. Although also true for the named entities, recognizing refer-
ences to concepts is arguably more straightforward. The low agree-
ment scores obtained for the various attributes is, in part, probably
due to the annotators putting less emphasis on this task. In future
annotation studies, it may be a good idea to keep these tasks
separate. Moreover, the high type-token ratios (0.90 for all but
Indication) shows how sparse the data is, necessitating larger
amounts of labeled data, as well as methods that mitigate sparsity;
distributional semantic representations can, to some extent,
achieve that effect by creating dense representations of words
based on large-scale observations of their use.
For the three tasks, the highest level of performance was gener-
ally obtained on named entity recognition, to a large extent
because of the many knowledge-based features, e.g. the use of
medical terminologies. No such features were here used for con-
cept attribute labeling and relation extraction, which, at least to
some extent, may explain the lower predictive performance on
these tasks. The results on the named entity recognition task are
in line with those presented in [36], with improvements observed
primarily for Finding, Body Structure and the merged Finding-
Disorder class when utilizing multiple models of distributional
semantics. In this study a new named entity class was introduced:
ADE Cue, which was intended to capture the occurrence of an ADE
yet distinguish it from ADEs that have a described manifestation in
the form of a Disorder or Finding. The results for this were, however,
disappointing, which can partly be attributed to its not being
clearly defined before the start of the annotation process; this is
also reflected by the poor inter-annotator agreement on this class.
When generating semantic features with multiple distributional
semantic spaces, it was not beneficial to merge the classes prior
to learning, indicating that there are real differences between the
two classes that the learning algorithm is able to exploit with this
representation. If the distinction is not important for a particular
task, it is advisable to merge the classes only post prediction.
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attributes, with the possible exception of negation. Given the
exclusion of many potentially useful features such as lists of nega-
tion triggers, the results are quite promising and not much lower
than a rule-based negation system [39]. Determining the temporal
status of named entities is of great importance for the purpose of
pharmacovigilance; the results obtained in this study are poor
and this task requires further research. It is somewhat surprising,
however, that the inclusion of context features did not improve
the predictive performance on this task. Perhaps dictionaries of
temporal markers would allow context features to be leveraged
in a better way.
The relation extraction task is key to enabling pharmacovigi-
lance activities based on data from electronic health records to
be supported in a more sophisticated manner, i.e., one that is not
simply based on global co-occurrence statistics. It is well-known
that this is a challenging task, which is probably why most studies
have chosen to limit the task by only focusing on intra-sentential
relations. For relation extraction to be useful in practice, however,
capabilities to detect and classify inter-sentential relations are
needed. Previous studies have indicated that long-distance rela-
tions are a major source of error [25]; this was confirmed here,
where the impact of distance on the predictive performance was
studied for each type of relation: it only went up steadily for No
Relation as increasingly longer distances were allowed. Closer
inspection moreover showed that there are also positive relations
between entity mentions that are far away from each; the random
forest models, however, rarely predicted any of the positive classes
when the distance grew larger than ten tokens. In future work, this
problem needs to be addressed.
The focus of this study was primarily on the relative predictive
performance as (1) increasingly more context information was
provided to the learning algorithm and (2) on the representation
of context. Three representations were systematically evaluated
on the three tasks. For all but some of the concept attribute label-
ing tasks, the incorporation of context features led to improved
predictive performance. In general, the representations that lever-
aged distributional semantic models outperformed the bag-of-
words representation, albeit with a few notable exceptions. In
future work, it would be interesting to combine shallow and deep
representations of context in an attempt to obtain further gains in
predictive performance.
A limitation of this study is that the results are confined to clin-
ical notes that have been assigned an ADE-related diagnosis code,
as well as to certain types of entries. The decision to include only
these types of notes was made in order to maximize the probability
of encountering reasoning around potential ADEs in the documents
that were annotated. The ultimate goal is, however, to be able to
identify information pertaining to ADEs in clinical notes irrespec-
tive of their associated diagnosis code, especially given the gross
underreporting of ADEs in EHRs by the use of diagnosis codes. Even
if it may not be the case that there are fundamental linguistic dif-
ferences between the manner in which potential ADEs are rea-
soned around depending on if an ADE-related diagnosis code has
been assigned or not, this needs to be verified in a future study.
If it is shown that the predictive performance of the models
degrades when applied to clinical notes that have not been
assigned an ADE-related diagnosis code, such notes need to be
included in the training data. In future work, it would also be inter-
esting to study if there are significant differences in the predictive
performance on clinical notes to which different diagnosis codes
have been attached.
In summary, three important clinical NLP tasks were addressed
that need to be performed well in order to allow pharmacovigi-
lance activities to be supported through secondary use of data from
electronic health records, great volumes of which are beinggenerated on a daily basis. Machine learning is an important key
to unlocking the valuable information contained therein, especially
as developing hand-crafted rules seems increasingly infeasible.
However, applying machine learning to EHR data is non-trivial
and comes with a great deal of challenges. This is perhaps particu-
larly true when dealing with text data of the kind produced in the
clinical setting: such data is often extremely noisy, high-
dimensional and sparse. This entails that substantial amounts of
labeled data are typically required to learn high-performing pre-
dictive models. Since this is not readily available and costly to cre-
ate, it is of great importance to be able to leverage unsupervised
methods that can exploit the enormous amounts of data that,
indeed, often are available. Distributed word representations
enable us to do just that: create inexpensive and dense features
that in many cases can lead to increased predictive performance.
Distributional semantic models moreover have the distinct advan-
tage of being language-agnostic and can readily be applied to any
language and domain in which large unlabeled corpora are avail-
able. Despite this, the use of distributional semantics in the clinical
domain remains underexplored, with a few recent exceptions
[84–88]. Here, we systematically evaluated the use of distributional
semantic spaces on three distinct tasks, which to a large extent
yielded improvements over the commonly employed bag-of-
words representation. For some tasks, further performance gains
were obtained by combining multiple semantic spaces. This can
be achieved in several ways, for instance by deriving models from
different corpora, better capturing variations in language use [60],
or, as was done here, by tinkering with the hyperparameters, such
as the size of the context window, which has been shown to affect
the semantic properties of the resulting space [62,63].6. Conclusions
We have reported on the creation of an annotated resource of
Swedish clinical notes that can be used for learning key tasks that
may ultimately help to enable secondary use of electronic health
records for the purpose of supporting pharmacovigilance activities.
To that end, relevant entity mentions, such as drugs and disorders,
first need to be recognized in the oftentimes noisy clinical text.
That is not enough, however, as the context in which the entities
are mentioned is key: an entity’s negation, uncertainty and tempo-
ral status needs to be determined. Once that has been achieved, it
is potentially very valuable to detect and classify relations that
may hold between pairs of entities, primarily between drugs and
symptoms. In this respect it is paramount to be able to distinguish
between indications and adverse drug events. We tackled all three
tasks within the supervised machine learning paradigm. To
address some of the challenges of applying machine learning to
electronic health records data, such as high dimensionality and
sparsity, and to minimize the amount of labeled data that is
needed, models of distributional semantics were leveraged to cre-
ate dense word representations. These were, in turn, used to model
context information, which for most tasks was shown to be impor-
tant to increase the predictive performance; this scalable approach
allows variable amounts of context information to be incorporated
without increasing the dimensionality, which is a consequence of
using bag-of-words representations. In most cases, employing dis-
tributional semantic features improved the predictive performance
and, in certain cases, further improvements were obtained by uti-
lizing multiple distributional semantic spaces.Acknowledgements
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