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Abstract
The aim of this paper is to introduce a group containing the mapping class
groups of all genus zero surfaces. Roughly speaking, such a group is intended
to be a discrete analogue of the diffeomorphism group of the circle. One defines
indeed a universal mapping class group of genus zero, denoted B. The latter is
a nontrivial extension of the Thompson group V (acting on the Cantor set) by
an inductive limit of pure mapping class groups of all genus zero surfaces. We
prove that B is a finitely presented group, and give an explicit presentation of
it.
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1 Introduction
The problem of considering all mapping class groups together has been considered
first by Moore and Seiberg ([21]), who worked with the somewhat imprecise dual-
ity groupoid, an essential ingredient in their definition of conformal field theories in
dimension two. Rigorous proofs of their results were obtained first by K.Walker
([26]), who worked out the axioms of a topological quantum field theory with corners
in dimension three, and were further improved and given a definitive treatment in
[1, 2, 9, 13] from quite different perspectives. The answer provided in these papers
is a groupoid containing all mapping class groups and having a finite (explicit) pre-
sentation, in which generators come from surfaces with χ = −1 and relations from
surfaces of χ = −2, illustrating the so-called Grothendieck principle. The extra struc-
ture one considers in the tower of mapping class groups (of surfaces with boundary)
is the exterior multiplication law (inducing a monoidal category structure) coming
from gluing together surfaces along boundary components. In some sense the duality
groupoid is the smallest groupoid in which the tower of mapping class groups and the
exterior multiplication law fit together.
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Nevertheless this answer is not completely satisfactory. We would like to obtain a
universal mapping class group, whose category of representations corresponds to the
(groupoid) representations of the duality groupoid. This group would be a discrete
analogue of the diffeomorphism group of the circle. This analogy suggests us to look
for a connection between the Thompson group and the mapping class groups. We
fulfill this program for the genus zero situation in the present paper, and will give
a partial treatment for the full tower (of arbitrary genus) surfaces in a forthcoming
article.
We introduce first the universal mapping class group of genus zero — denoted B —
by a geometric construction (see Section 2): the elements of B are mapping classes
of a certain surface Σ0,∞ of genus zero, which is homeomorphic to a sphere minus a
Cantor set. The mapping classes are assumed to preserve asymptotically some extra
structure on Σ0,∞, called the rigid structure of Σ0,∞. The defining properties of the
resulting group B are: first it contains uniformly all mapping class groups of holed
spheres and second, it surjects onto the Thompson group V .
Definition 1.1. Denote by K∗(g, n) = K∗(Σg,n) the pure mapping class group of
the n-holed orientable surface of genus g, which consists of classes of orientation
preserving homeomorphisms of Σg,n, modulo isotopies which are pointwise fixing the
boundary. Denote by M(g, n) = M(Σg,n) the full mapping class group, consisting
of mapping classes of homeomorphisms which respect a fixed parametrization of the
boundary circles, allowing them to be permuted among themselves. This group is
related to K∗(g, n) by the short exact sequence
1→ K∗(g, n)→M(g, n)→ Sn → 1
where Sn stands for the permutation group on n elements.
When g = 0 and n goes to infinity, this short exact sequence stabilizes to give rise to
the exact sequence
1→ K∗∞ → B → V → 1
where V is the Thompson group acting on the Cantor set (see [7]), K∗∞ is an inductive
limit
⋃
nK
∗(0, 3 · 2n), and B is the universal mapping class group of genus zero. The
inductive limit takes into account a suitable natural injection K∗(0,m) →֒ K∗(0, 2m)
which will become obvious in the sequel.
The main result of this paper is (see Section 3, Theorem 3.1 for a more precise
statement and explicit relations) as follows:
Theorem 1.1. The group B is finitely presented.
This is somewhat unexpected since B contains all the genus zero mapping class groups,
and the kernel of the surjection to V is an infinitely generated group. We will discuss
first the relationship between the group B and the the duality groupoid considered
in [9] (see Section 4), then present the proof of the main result in Section 5. The
method used to obtain the presentation is greatly inspired from Hatcher-Thurston’s
approach ([14]) to the mapping class groups of compact surfaces, insofar as it exploits
the action of B on the simply connected Hatcher-Thurston complex HT (Σ0,∞) of the
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(non-compact) surface Σ0,∞. However, the finiteness of the presentation is somewhat
miraculous, and relies on a deep connection between the Hatcher-Thurston complex
HT (Σ0,∞) and the Ptolemy-Thompson group T , the subgroup of V acting on the
circle. Indeed, the presentation of T enables us to find a simply connected subcomplex
of HT (Σ0,∞), which has only a finite number of orbits of 2-cells under the action of
B.
It is likely that, by strengthening the methods of the present paper, one is able to
prove that the group B is FP∞.
In the last section (Section 6), we investigate the relationship between the group B
and a group recently discovered by M. Brin (see [3]), of which we became aware upon
the completion of our work. This is the braided Thompson group BV , an extension
of V by an inductive limit of Artin pure braid groups. The relation between B and
BV is the same as that between the mapping class group of the holed sphere and the
usual braid group, and we prove therefore that B contains BV .
The original motivation in [3] for considering BV was the intimate relationship be-
tween coherence questions in categories with multiplication and Thompson’s groups.
Specifically, let us consider a category C with functorial multiplication ⊗, identity el-
ement, natural isomorphisms α : (A⊗B)⊗C → A⊗ (B⊗C), c : A⊗B → B⊗A and
t : A→ A. M. Brin ([3]) constructed groups and epimorphisms: ξ2 : G2(C,⊗, α, c)→
V , ξ3 : G3(C,⊗, α, c) → BV such that (C,⊗, α, c) is a symmetric, monoidal category
if and only if ξ2 is an isomorphism, and that (C,⊗, α, c) is a braided, tensor category if
and only if ξ3 is an isomorphism. Along these lines one can construct (but this is be-
yond the scope of this paper) a group and an epimorphism ξ4 : G4(C,⊗, α, c, t)→ B,
with the property that (C,⊗, α, c, t) is a ribbon category if and only if ξ4 is an isomor-
phism.
It should be mentioned that the link between (some of) Thompson’s groups and the
braid groups has been revealed for the first time in the work of P. Greenberg and
V. Sergiescu ([11]), where they construct an acyclic extension A of F ′ — the derived
subgroup of Thompson’s group F ⊂ T — by the stable braid group B∞. However, the
new approach to the group A given in [16] clarifies the differences between this group
and the groups B and BV : A has a description as a mapping class group braiding a
countable family of punctures on a certain non-compact surface (obtained from Σ0,∞
by adding some tubes with punctures, see [16] for the details), while B and BV rather
braid the ends at infinity of the surface Σ0,∞.
Another place where the duality groupoid and the tower of mapping class groups enter
as a key ingredient is in Grothendieck’s approach to Gal(Q/Q), as further developed
by Ihara, Drinfeld and explained and explored in a series of papers by Lochak and
Schneps (see e.g. [13, 18, 19]). One would like to understand the possible equalities
between the following groups:
Gal(Q/Q) ⊂ ĜT ⊂ Out(W),
where ĜT is the group of Grothendieck-Teichmu¨ller group (as introduced by Drinfeld
in [8]), and Out(W) is the outer automorphism group of the (various) towers W of
profinite completions of mapping class groups. One version ofW consists of the genus
3
zero surfaces, {M(0, n)}n≥3 and the gluing homomorphisms, while another version
consists of all surfaces.
It is known (see [18]) that ĜT acts naturally and faithfully on the profinite groups
K̂∗(0, n), respecting the (gluing surfaces) homomorphisms between these groups. In
[20, 22], the authors extended these results to higher genus. In the same way ĜT
acts on a suitable completion B̂ of the group B (cf. [17]). The group B̂ is a relative
profinite completion of B with respect to the morphism B → V . In fact, the extended
Grothendieck-Teichmu¨ller group ĜTe, which is an extension of ĜT by Ẑ, embeds into
Out(B̂). It is likely that the cokernel of the embedding ĜTe → Out(B̂) is Out(V ).
The computation of Out(V ) (which one might reasonably conjecture to be Z/2Z)
would permit to replace the tower of mapping class groups by a single group.
Acknowledgements. We are indebted to Joan Birman, Matthew Brin, Thomas
Fiedler and Bill Harvey for their comments and useful discussions. We are grateful to
the referee for his/her careful reading of the paper and for his/her numerous comments
which led to a considerable improvement of the accuracy and of the quality of the
exposition. Significant impetus for writing this paper was provided by the stimulating
discussions we had with Vlad Sergiescu, who introduced both of us to Thompson’s
groups.
2 The construction
The main step in obtaining the universal mapping class group B is to shift from the
compact surfaces to an infinite surface, and to consider those homeomorphisms hav-
ing a nice behaviour at infinity.
2.1 The genus zero infinite surface Σ0,∞
Definition 2.1. Let Σ0,∞ be the infinite surface Σ0,∞ of genus zero, built up as
an inductive limit of finite subsurfaces Sm, m ≥ 0: S0 is a 3-holed sphere, and
Sm+1 is obtained from Sm by gluing a copy of a 3-holed sphere along each boundary
component of Sm. The surface Σ0,∞ is oriented and all homeomorphisms considered
in the sequel will be orientation preserving, unless the opposite is explicitly stated.
Definition 2.2. 1. A pants decomposition of the surface Σ0,∞ is a maximal collec-
tion of distinct nontrivial simple closed curves on Σ0,∞ which are pairwise dis-
joint and non-isotopic. The complementary regions (which are 3-holed spheres)
are called pairs of pants.
2. A rigid structure (see [9]) on Σ0,∞ consists of two pieces of data:
• a pants decomposition, and
• a prerigid structure, i.e. a countable collection of disjoint line segments
embedded into Σ0,∞, such that the complement of their union in Σ0,∞ has
two connected components.
4
Figure 1: Canonical pants decomposition and rigid structure on Σ0,∞
These pieces must be compatible in the following sense: first, the traces of the
prerigid structure on each pair of pants (i.e. the intersections with the pairs of
pants) are made up of three connected components, called seams. Second, for
each pair of boundary circles of a given pair of pants, there is exactly one seam
joining the two circles.
One says then that the pants decomposition and the prerigid structure are
subordinate to the rigid structure.
3. By construction, Σ0,∞ is naturally equipped with a pants decomposition, which
will be referred to below as the canonical (pants) decomposition. One fixes a
prerigid structure (called the canonical prerigid structure) compatible with the
canonical decomposition (cf. Figure 1). The resulting rigid structure is the
canonical rigid structure. Note that it is not canonically defined.
4. The complement in Σ0,∞ of the union of lines of the canonical prerigid structure
has two components: we distinguish one of them as the visible side of Σ0,∞.
5. A pants decomposition (resp. (pre)rigid structure) is asymptotically trivial if
outside a compact subsurface of Σ0,∞, it coincides with the canonical pants
decomposition (resp. canonical (pre)rigid structure).
2.2 The universal mapping class group B of genus zero
Definition 2.3. 1. A compact subsurface Σ0,n ⊂ Σ0,∞ is admissible if its bound-
ary is contained in the canonical decomposition. The level of a (not necessarily
admissible) compact subsurface Σ0,n ⊂ Σ0,∞ is the number n of its boundary
components.
2. Let ϕ be a homeomorphism of Σ0,∞. One says that ϕ is asymptotically rigid
if there exists an admissible subsurface Σ0,n ⊂ Σ0,∞ such that: ϕ(Σ0,n) is also
admissible, and the restriction of ϕ : Σ0,∞ − Σ0,n → Σ0,∞ − ϕ(Σ0,n) is rigid,
meaning that it respects the traces of the canonical rigid structure, mapping the
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B
M(Σ) ∩M(Σ′)
M(Σ′)
M(Σ)
M(Σ ∩ Σ′)
Figure 2: Diagram of embeddings into B of the various M(Σ)
pants decomposition into the pants decomposition, the seams into the seams,
and the visible side into the visible side. Such a surface Σ0,n is called a support
for ϕ. Note that we are not using the word “support” in the usual sense, as the
map outside the support defined above might well not being the identity.
It is easy to see that the isotopy classes of asymptotically rigid homeomorphisms form
a group, which one denotes by B, and which will be called the universal mapping class
group in genus zero.
Remark 2.1. The subgroup of B consisting of those mapping classes represented by
globally rigid homeomorphisms is isomorphic to the group of automorphisms of the
planar tree T of the surface (see Definition 2.5) which respect the local orientation of
the edges around each vertex: this is the group PSL(2,Z). In the notation of Section
3, this subgroup is freely generated by the elements α2 (of order 2) and β (of order
3).
Remark 2.2. Subsets of Σ0,∞ have a visible side, which is the intersection with the
visible side of Σ0,∞, and a hidden side which is the complement of the former. In
particular each boundary circle of an admissible subsurface Σ0,n ⊂ Σ0,∞ has a visible
and a hidden side, which are both half-circles. The full mapping class groupM(Σ0,n)
may be equivalently defined as the group of isotopy classes of orientation preserv-
ing homeomorphisms of Σ0,n which permute the boundary components but preserve
their visible sides. The isotopies stabilize the half-circles. There is an obvious injec-
tive morphism i∗ : M(Σ0,n) →֒ B, obtained by extending rigidly a homeomorphism
representing a mapping class of M(Σ0,n).
Furthermore, if Σ and Σ′ are two admissible subsurfaces, we denote by M(Σ) ∩
M(Σ′) the intersection in B of the natural images of M(Σ) and M(Σ′), i.e. the
set of those mapping classes of M(Σ ∩ Σ′) which extend rigidly to both Σ and Σ′.
The compatibility of the embeddings of the various mapping class groups into B is
summarized in Figure 2.
Definition 2.4. Let Σ be an admissible subsurface, K∗(Σ) its the pure mapping class
group. Each inclusion Σ ⊂ Σ′ induces an injective embedding jΣ,Σ′ : K∗(Σ)→ K∗(Σ′)
(though not always a morphism M(Σ) →M(Σ′)). The collection {K∗(Σ), jΣ,Σ′} is
a direct system, and one denotes by K∗∞ its direct limit.
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Figure 3: The tree T for Σ0,∞
2.3 The group B as an extension of Thompson’s group V
Definition 2.5 (Tree for Σ0,∞). 1. Let T be the infinite binary tree. There
is a natural projection q : Σ0,∞ → T , such that the pullback of the set of
edge midpoints is the set of circles of the canonical pants decomposition. The
projection q admits a continuous cross-section, that is, one may embed T in
the visible side of Σ0,∞, with one vertex on each pair of pants of the canonical
pants decomposition, and one edge transverse to each circle. Since the visible
side of Σ0,∞ is a planar surface, T will be viewed as a planar tree.
2. A finite binary tree X is a finite subtree of T whose internal vertices are all 3-
valent. Its terminal vertices (or 1-valent vertices) are called leaves. One denotes
by L(X) the set of leaves of X , and calls the number of leaves the level of X .
Definition 2.6 (Thompson’s group V ). 1. A symbol (T1, T0, σ) is a triple con-
sisting of two finite binary trees T0 and T1 of the same level, together with a
bijection σ : L(T0)→ L(T1).
2. If X is a finite binary subtree of T and v is a leaf of X , one defines the finite
binary subtree ∂vX as the union of X with the two edges which are the descen-
dants of v. Viewing ∂vX as a subtree of the planar tree T , one may distinguish
the left descendant from the right descendant of v. Accordingly, one denotes by
vl and vr the leaves of the two new edges of ∂vX .
3. Let R be the equivalence relation on the set of symbols generated by the fol-
lowing relations:
(T1, T0, σ) ∼v (∂σ(v)T1, ∂vT0, ∂vσ)
where v is any leaf of T0, and ∂vσ is the natural extension of σ to a bijection
L(∂vT0) → L(∂σ(v)T1) which maps vl and vr to σ(v)l and σ(v)r , respectively.
One denotes by [T1, T0, σ] the class of a symbol (T1, T0, σ), and by V the set of
equivalence classes for the relation R. Given two elements of V , one may rep-
resent them by two symbols of the form (T1, T0, σ) and (T2, T1, τ) respectively,
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and define the product
[T2, T1, τ ] · [T1, T0, σ] = [T2, T0, τ ◦ σ]
This product endows V with a group structure, with neutral element [T, T, idL(T )],
where T is any finite binary subtree. The present group V is Thompson’s group
V (cf. [7]).
Remark 2.3. We warn the reader that our definition of the group V is slightly different
from the standard one (as given in [7]), since the binary trees occurring in the symbols
are unrooted trees. Nevertheless, the present group V is isomorphic to the group
denoted by the same letter in [7].
We introduce Thompson’s group T , the subgroup of V acting on the circle (see [10]),
which will play a key role in the proof of Theorem 3.1.
Definition 2.7 (Ptolemy-Thompson’s group T ). 1. Let TS0 be the smallest
finite binary subtree of T containing q(S0). Choose a cyclic (counterclockwise
oriented, with respect to the orientation of Σ0,∞) labeling of its leaves by 1, 2, 3.
Extend inductively this cyclic labeling to a cyclic labeling by {1, ..., n} of the
leaves of any finite binary subtree of T containing TS0, in the following way: if
TS0 ⊂ X ⊂ ∂vX , where v is a leaf of a cyclically labeled tree X , then there is a
unique cyclic labeling of the leaves of ∂vX such that:
• if v is not the leaf 1 of X , then the leaf 1 of ∂vX coincides with the leaf 1
of X ;
• if v is the leaf 1 of X , then the leaf 1 of ∂vX is the left descendant of v.
2. Thompson’s group T (also called Ptolemy-Thompson’s group) is the subgroup
of V consisting of elements represented by symbols (T1, T0, σ), where T1 and T0
contain q(S0), and σ : L(T0)→ L(T1) is a cyclic permutation. The cyclicity of
σ means that there exists some integer i0, 1 ≤ i0 ≤ n (if n is the level of T0 and
T1), such that σ maps the i
th leaf of T0 onto the (i + i0)
th (mod n) leaf of T1,
for i = 1, . . . , n.
Proposition 2.4. We have the following exact sequence:
1→ K∗∞ → B → V → 1
Moreover this extension splits over the Ptolemy-Thompson group T ⊂ V i.e. there
exists a section T →֒ B.
Proof. Let us define the projection B → V . Consider ϕ ∈ B and let Σ be a support
for ϕ. We introduce the symbol (Tϕ(Σ), TΣ, σ(ϕ)), where TΣ (resp. Tϕ(Σ)) denotes the
minimal finite binary subtree of T which contains q(Σ) (resp. q(ϕ(Σ))), and σ(ϕ) is
the bijection induced by ϕ between the set of leaves of both trees. The image of ϕ in
V is the class of this triple, and it is easy to check that this correspondence induces a
well-defined and surjective morphism B → V . The kernel is the subgroup of isotopy
classes of homeomorphisms inducing the identity outside a support, and hence is the
direct limit of the pure mapping class groups.
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Denote by T the subgroup of B consisting of mapping classes represented by asymp-
totically rigid homeomorphisms preserving the whole visible side of Σ0,∞. The image
of T in V is the subgroup of elements represented by symbols (T1, T0, σ), where σ
is a bijection preserving the cyclic order of the labeling of the leaves of the trees.
Thus, the image of T is Ptolemy-Thompson’s group T ⊂ V . Finally, the kernel of the
epimorphism T→ T is trivial. In the following, we shall identify T with T.
2.4 Universality of the group B
We will show below that B is, in some sense, the smallest group containing uniformly
all genus zero mapping class groups.
The tower {M(Σ), Σ ⊂ Σ0,∞ admissible} is the collection of mapping class groups
of admissible subsurfaces Σ ⊂ Σ0,∞, endowed with the following additional structure:
for any subsurfaces Σ and Σ′, there is defined the subgroupM(Σ)∩M(Σ′) ofM(Σ),
M(Σ′), and M(Σ ∩ Σ′).
Definition 2.8. The tower {M(Σ), Σ ⊂ Σ0,∞ admissible} maps (respectively em-
beds) in the group Γ if there are given homomorphisms (respectively embeddings)
iΣ :M(Σ)→ Γ satisfying the property expressed in the diagram of Figure 2.
For x ∈ M(Σ), Σ ⊂ Σ0,∞ admissible, let x̂ : Σ0,∞ → Σ0,∞ be its rigid extension
outside Σ (see Remark 2.2). Let Σ̂ ⊂ Σ0,∞ be any admissible surface, not necessarily
invariant by x̂, which contains Σ. There exists then (at least) one element λ ∈ T such
that λ(x̂(Σ̂)) = Σ̂. In fact, T acts transitively on the set of admissible surfaces of
fixed topological type. In particular, λ ◦ x̂ |Σ̂ keeps Σ̂ invariant.
Definition 2.9. The tower {M(Σ), Σ ⊂ Σ0,∞ admissible} is left T -equivariantly
mapped to Γ if
iΣ̂(λ ◦ x̂ |Σ̂) = ρx̂(Σ̂),Σ̂(λ)iΣ(x)
for all x,Σ, Σ̂ and λ as above. Here one supposes that ρΣ,Σ′(λ) ∈ Γ (defined for λ ∈ T
such that λ(Σ) = Σ′) is a groupoid representation of T , i.e.
ρΣ′,Σ′′(λ
′)ρΣ,Σ′(λ) = ρΣ,Σ′′(λ
′λ)
whenever this makes sense.
The right T -equivariance is defined in the same way, but using the right action of T .
The tower is T -equivariantly mapped if it is right and left T -equivariantly mapped to
Γ and the left and right groupoid representations of T agree.
Proposition 2.5. B is universal among T -equivariant mappings of the tower {M(Σ), Σ ⊂
Σ0,∞ admissible}. More precisely, any T -equivariant map into Γ is induced from a
uniquely defined homomorphism j : B → Γ.
Proof. Let x ∈ B. Assume that x has an invariant support Σ ⊂ Σ0,∞. We must set
then
j(x) = iΣ(x|Σ) ∈ Γ
Lemma 2.6. j(x) does not depend upon the choice of the invariant support Σ ⊂ Σ0,∞.
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Proof. Let Σ′ be another invariant support. Then Σ ∩ Σ′ is admissible and also
invariant by x. Let us show that the intersection is nonvoid whenever x is not the
identity. Assume the contrary. Then the connected component of Σ0,∞−Σ containing
Σ′ must be fixed, since Σ′ is invariant and x can only permute the components of
Σ0,∞ − Σ. Then the restriction of x at this component should be the identity. In
particular, x|Σ′ is identity. Since Σ′ is an invariant support for x one obtains that x
is the identity.
Now Σ ∩ Σ′ is also a support for x. In particular x|Σ∩Σ′ ∈ M(Σ) ∩M(Σ′) and thus
from definition 2.9 we derive that iΣ(x|Σ) = iΣ∩Σ′(x|Σ∩Σ′ ) = iΣ′(x|Σ′ ).
By the results of the next section, B is generated by four mapping classes with in-
variant supports. Notice however that not all elements have invariant supports. So
each x ∈ B may be written as x = x1x2 · · ·xp ∈ B where x1, x2, . . . , xp have invariant
supports, and one defines
j(x) = j(x1) · · · j(xp)
One needs to show that this definition is coherent with the previous one, and thus
yields indeed a group homomorphism. For this purpose it suffices to show that, using
the first definition, j(xy) = j(x)j(y) holds, when x, y and xy have invariant supports
Σx,Σy and Σ, respectively. Choose λ ∈ T such that λ(y(Σ)) = Σ. Then
iΣ(xy|Σ) = iΣ(xλ−1|Σ)iΣ(λy|Σ) = iΣx(x|Σx)ρΣ,y(Σ)(λ−1)ρy(Σ),Σ(λ)iΣy (y|Σy ) =
= iΣx(x|Σx )iΣy (y|Σy )
where we used the fact that y(Σ) = x−1(Σ). This proves the claim.
3 A presentation for B
Let us define now the elements of B described in the Figures 4 to 7. Specifically:
• t is a right Dehn twist around a circle C parallel to the boundary component
of S0 labeled 3. Given an outward orientation of the surface, this means that t
maps an arc crossing C transversely to an arc which turns right as it approaches
C. The effect of the twist on the seams is shown on the picture. An invariant
support is S0.
• π is the braiding, acting as a braid in M(S0). Assume that S0 is identified
with the complex domain {|z| ≤ 7, |z − 3| ≥ 1, |z + 3| ≥ 1} ⊂ C. A specific
homeomorphism in the mapping class of π is the composition of the counter-
clockwise rotation of 180 degrees around the origin — which exchanges the small
boundary circles labeled 1 and 2 in the figure — with a map which rotates of
180 degrees in the clockwise direction each boundary circle. The latter can be
constructed as follows.
Let A be an annulus in the plane, which we suppose for simplicity to be A = {1 ≤
|z| ≤ 2}. The homeomorphism DA,C acts as the counterclockwise rotation of
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t2 12 1
3 3
Figure 4: The twist t
pi
2 1
3
2 1
3
Figure 5: The braiding π
180 degrees on the boundary circle C and keeps the other boundary component
pointwise fixed:
DA,C(z) =
{
z exp(π
√−1(2− |z|)), if C = {|z| = 1}
z exp(π
√−1(|z| − 1)), otherwise
The map we wanted is D−1A0,C0D
−1
A1,C1
D−1A2,C2 , where A0 = {6 ≤ |z| ≤ 7}, C0 ={|z| = 7}, A1 = {1 ≤ |z − 3| ≤ 2}, C1 = {|z − 3| = 1}, A2 = {1 ≤ |z + 3| ≤ 2},
and C2 = {|z + 3| = 1}.
A support for π is S0. One has pictured also the images of the rigid structure.
• β is a rotation of order 3. It is the unique globally rigid mapping class which
permutes counterclockwise and cyclically the three boundary circles of S0. An
invariant support for β is S0.
• α is a rotation of order 4. Let Σ0,4 be the 4-holed sphere consisting of the union
of S0 (labeled P in the picture) with the pair of pants above S0 (labeled Q).
The element α is the unique mapping class which preserves globally the prerigid
structure and permutes counterclockwise and cyclically the four boundary circles
of Σ0,4. An invariant support for α is Σ0,4.
In the following, the notation gh for two elements g and h of a group stands for g−1hg.
Theorem 3.1. The group B has the following presentation:
• Generators: t, π, β, and α.
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β
2 1
3 2
1 3
Figure 6: The rotation β
Q
4
α
4
P Q
P
12 1
2 33
Figure 7: The rotation α
• Relations:
1. Relations at the level of the pair of pants.
(a) [t, ti] = [t, π] = 1, i = 1, 2, where t1 = βtβ
−1, t2 = β
−1tβ
(b) t1π = πt2, t2π = πt1
(c) π2 = tt−11 t
−1
2
(d) β3 = 1
(e) β = tπβπ
2. Relations coming from the triangle singularities.
(a) (βα)5 = 1
(b) (απ)3 = t−12
3. Relations coming from permutations.
(a) α4 = 1
4. Relations coming from commutativity (one sets t3 = α
2t1α
2 and t4 =
α2t2α
2).
(a) [π, α2πα2] = 1
(b) [t3, π] = [t4, π] = 1
(c) αt1α
−1 = t2
(d) [t1, t3] = 1, [t3, π
βt3
(
πβ
)−1
] = 1, [t3, π
βπα
2 (
πβ
)−1
] = 1
(e) [πα
2
, πβπα
2 (
πβ
)−1
] = 1
(f) [βαπβ , πα
2
] = 1
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(g) βαt2(βα)
−1 = πβt3(π
β)−1, βαt3(βα)
−1 = πβt4(π
β)−1, βαt4(βα)
−1 =
t2
5. Consistency relations.
(a) t = α2tα2
6. Lifts of relations in T
(a) (α2πβα3β2)2 = (πβα3β2α2)2
(b) α2βα2ππβα3β2α2β2α2 = (α3β2α2βα2πβ)2
The terminology used for the classification of the relations is borrowed from [9].
As a corollary, one obtains a new presentation of Thompson’s group V , with 3 gen-
erators and 11 relations (the presentation in [7] has 4 generators and 14 relations).
Corollary 3.2. Thompson’s group V has the following presentation:
• Generators: π, β, and α.
• Relations:
1. π2 = 1
2. β3 = 1
3. α4 = 1
4. πβπ = β
5. (βα)5 = 1
6. (απ)3 = 1
7. [π, α2πα2] = 1
8. [βαπβ , πα
2
] = 1
9. [πα
2
, πβπα
2
πβ ] = 1
10. (α2πβα3β2)2 = (πβα3β2α2)2
11. α2βα2β2α3β2α2β2α2 = (α3β2α2βα2πβ)2
Proof. The pure mapping class group K∗∞ is the normal subgroup of B generated by
t, and V ∼= B/K∗∞. Notice that relation 11 comes from 6(b), after replacing ππβ by
β2.
4 B versus the stable duality groupoid of genus zero
Ds0
4.1 The stable duality groupoid of genus zero Ds0
Definition 4.1. The stable duality groupoid of genus zero, Ds0, is the category defined
as follows:
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• The objects are the isotopy classes of asymptotically trivial rigid structures of Σ0,∞,
with a distinguished oriented circle (among the circles of the rigid structure). The
pair of pants bounded by the distinguished circle, which induces on the latter the
opposite orientation, is called the distinguished pair of pants (see Figure 8).
• The morphisms are words in the moves T,B,Π and A, defined as follows:
– The moves T and Π change a rigid structure as t and π do on Figures 4 and
5, respectively, where the represented supports must be viewed as the distinguished
pairs of pants, the circles labeled 3 being the distinguished circles. Thus T and Π
leave unchanged the pants decomposition subordinate to the rigid structure and the
distinguished circle.
– The moves B and A change a rigid structure as β and α do on Figures 6 and
7, respectively: on Figure 6, the represented supports must be viewed as the distin-
guished pairs of pants, the circles labeled 3 being the distinguished circles; on Figure
7, the circles which separate the adjacent pairs of pants are the distinguished circles,
and the distinguished pants are labeled by P (see also Figure 8). Thus, the moves B
and A leave unchanged the prerigid structure subordinate to the rigid structure.
• The relations between the moves are encoded in the assumption that for any rigid
structure r, the group of morphisms Mor(r, r) must be trivial.
One denotes by Rig(Σ0,∞) the set of objects of Ds0. If r and r′ belong to Rig(Σ0,∞)
and W ∈ Mor(r, r′) (or its inverse) is a move, one denotes its target r′ by W · r.
Remark 4.1. The moves are only changing the rigid structure locally. In particular,
the moves B and A do not rotate the whole picture. Rather in the first case, it just
changes which circle is distinguished, and similarly for A.
Definition 4.2. Let M be the free group on {T,Π, A,B}. The group M acts on
Rig(Σ0,∞) via
M ×Rig(Σ0,∞)→Rig(Σ0,∞)
(W = W1 · · ·Wn, r) 7→ W1 · · ·Wn−1Wn · r
where W±1i ∈ {T,Π, A,B}. Let K be the kernel of the resulting morphism M →
Aut(Rig(Σ0,∞)). The quotient M/K is called the group of moves of the groupoid
Ds0.
Proposition 4.2. The group B and the group of moves M/K are naturally anti-
isomorphic. The anti-isomorphism is induced by W = Wn · · ·W1 ∈ M 7→ w =
w1 · · ·wn ∈ B, where w±1i = α if W±1i = A, w±1i = β if W±1i = B, w±1i = π if
W±1i = Π, and w
±1
i = t if W
±1
i = T . For all W = Wn · · ·W1 ∈ M/K, W (r∗) =
w(r∗), where r∗ is the canonical rigid structure.
Proof. We first prove the last assertion. By definition of the generators α, β, π, t, we
have indeed W1(r∗) = w1(r∗). But W2 acts on W1(r∗) as the conjugate of w2 by
w1: W2(W1(r∗)) = (w1w2w
−1
1 ) · w1(r∗) = w1(w2(r∗)). Inductively we check that
W (r∗) = w(r∗).
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Since M is free, the anti-morphism W ∈M 7→ w ∈ B is well-defined. It is surjective,
since the image contains the generators of the group B. Let W = W1 · · ·Wn ∈M be
in the kernel of the anti-isomorphism i.e. w = wn · · ·w1 = 1 in B. We prove that W
belongs to K.
For any rigid structure r, there exists some w′ ∈ B such that r = w′(r∗). Choose
W ′ ∈ M in the preimage of w′. Then W (r) = WW ′(r∗) = w′w(r∗) = w′(r∗) = r,
so W ∈ K. Clearly, K lies in the kernel of the anti-morphism, since if w ∈ B fixes
pointwise a rigid structure, then it must be trivial. Hence M/K is anti-isomorphic to
B.
Remark 4.3. We note from the proof above that K coincides with the stabilizer of
any rigid structure. Thus, for all r, r′ in Rig(Σ0,∞), there exists a unique W ∈M/K
such that r′ = W · r.
4.2 Ds0 is a stabilization of D0, the duality groupoid in genus
zero
The purpose of this subsection is to relate Ds0 with the the duality groupoid evoked
in the Introduction. Its content will not be used in the sequel.
Definition 4.3. The duality groupoid D considered in [9, 21] consists of the transfor-
mations of rigid structures. The duality groupoid of genus zero, D0, is the subgroupoid
of D consisting of the transformations involving only genus zero surfaces:
• Its objects are pairs (Σ, rΣ), where Σ is a compact surface of genus zero, and rΣ is
a rigid structure on Σ, which, in the sense of [9], consists of a decomposition of Σ into
pairs of pants, a collection of seams on the pairs of pants, a numbering of the pairs
of pants, and for each pair of pants, a labeling by 1,2,3 of the boundary circles. They
are defined up to isotopy.
• Its morphisms are changes of rigid structure.
There is a tensor structure ⊗ on D0, which corresponds to the connected sum along
boundary components.
A finite presentation for D has been obtained in [9]. It is easy to check that the subset
of generators T1, B23, R, F and P together with the relations provided in [9], which
are involving only these generators, form a presentation for D0.
Proposition 4.4. The duality groupoid of genus zero, D0, has the following presen-
tation:
Generators: T1, R,B23, F, P and their inverses.
Relations (Moore-Seiberg equations):
1. at the level of a pair of pants:
a) T1B23 = B23T1, T2B23 = B23T3, T3B23 = B23T2, where T2 = R
−1T1R and
T3 = RT1R
−1,
b) B223 = T1T
−1
2 T
−1
3
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c) R3 = 1
d) R = B23RB23R
−1T1
2. relations defining inverses:
a) P (12)F 2 = 1
b) T−13 B
−1
23 S
2 = 1
3. relations coming from “triangle singularities”:
a) P (13)R(2)
2
F (12)R(2)
2
F (23)R(2)
2
F (12)R(2)
2
F (23)R(2)
2
F (12) = 1
b) T
(1)
3 FB
(1)
23 FB
(1)
23 FB
(1)
23 = 1
4. relations coming from the symmetric groups:
a) P 2 = 1
b) P (23)P (12)P (23) = P (12)P (23)P (12)
Remark 4.5. We used the convention that superscripts tell us on which factors of the
tensor product the move acts. Here the tensor structure is implicit. The pentagon
relation 3.a) is corrected here since it was erroneously stated in [9] p.608 (see p.635)
while the relation 1.d) was omitted.
The following proposition clarifies in which sense the stable groupoid in genus zero,
Ds0, is indeed a stabilization of the duality groupoid D0.
View the group of movesM/K of the groupoid Ds0 as the tautological groupoid (with
a unique object, and M/K as the set of morphisms).
Proposition 4.6. There exists a surjective morphism of groupoids s : D0 →M/K.
Proof. First, s maps the objects of D0 on the unique object of M/K. Let (Σ, rΣ) be
an object of D0. The source and the target of any morphism of D0 may be represented
by two rigid structures rΣ and r
′
Σ on the same support Σ. So, let ϕ : (Σ, rΣ)→ (Σ, r′Σ)
be such a morphism. One may identify Σ with an admissible subsurface of Σ0,∞ (in
a non-unique way). Let r (resp. r′) be the object of Ds0 with the following properties:
• it coincides ith the canonical rigid structure of Σ0,∞ outside Σ;
• it is induced by rΣ (resp. r′Σ) on Σ;
• its oriented circle is the labeled 1 circle of the labeled 1 pair of pants of rΣ (resp.
r′Σ), viewed as the distinguished pair of pants of r (resp. r
′), and oriented as
explained in Definition 4.1.
There is a unique W ∈ M/K such that r′ = W · r (see Remark 4.3). Moreover, W
does not depend on the choice of the representative (Σ ⊂ Σ0,∞, rΣ), but only on ϕ.
One sets s(ϕ) = W and this completes the definition of s. It is easy to check that
s(ϕψ) = s(ϕ)s(ψ).
If ϕ is a morphism of type T
()
1 , R
(), B
()
23 or F
() (where the superscript tells us on
which factors of the tensor product the move acts), then s(ϕ) is conjugate (by some
element W ∈ M/K depending on the superscript) to a morphism of type T,B,Π or
A−1 respectively. This easily implies the surjectivity of s. Notice that the image by
s of a move P which transposes the numberings of two pairs of pants is a word in A2
and B.
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Figure 8: Moves in the Ptolemy groupoid
4.3 The stable duality groupoid Ds0 generalizes the universal
Ptolemy groupoid
The universal Ptolemy groupoid Pt appears in [23, 24, 15, 19]. We translate its
definition to a language related to our framework:
Definition 4.4. The universal Ptolemy groupoid Pt is the full subgroupoid of Ds0
whose objects are the isotopy classes of asymptotically trivial pants decompositions
(with distinguished oriented circles) which are compatible with the canonical prerigid
structure. Hence the morphisms are the composites of the A and B moves (which
suffice, since A−1 = A3 and B−1 = B2).
From Proposition 4.2, we may deduce that the group of moves of Pt is anti-isomorphic
to the subgroup of B generated by α and β: this is precisely the Ptolemy-Thompson
group T ⊂ V , cf. Proposition 2.4. From the presentation of the group T , a presenta-
tion of the groupoid Pt has been obtained in [19]: Pt is presented by the generators
A, B, and relations:
A4 = 1, B3 = 1, (AB)5 = 1
[BAB,A2BABA2] = 1, [BAB,A2B2A2BABA2BA2] = 1
This means that if a sequence of A and B moves starts and finishes at the same object,
then the sequence is a product of conjugates of the sequences of the presentation.
Equivalently, Ptolemy-Thompson’s group T is presented by the generators α, β, and
the relations:
α4 = 1, β3 = 1, (βα)5 = 1, [βαβ, α2βαβα2] = 1, [βαβ, α2β2α2βαβα2βα2] = 1
Definition 4.5. Let Gr(Pt) be the graph whose vertices are the objects of Pt, with
edges corresponding to A or B moves.
Thus, Gr(Pt) is a subcomplex of the classifying space of the category Pt, and is
exactly the Cayley graph of Ptolemy-Thompson’s group T , generated by α and β.
This assertion relies on the fact that in the Cayley graph of a group (with a chosen
set of generators), there is an edge between two elements g1 and g2 if and only if
g−11 g2 is a generator of the group.
Remark 4.7. The subgroup of T generated by α2 and β is isomorphic to PSL(2,Z),
viewed as the group of orientation preserving automorphisms of the planar tree T (see
also Remark 2.1). Using the duality between T and the canonical pants decomposi-
tion, one deduces that, given two objects r1 and r2 of Pt differing only by the position
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and the orientation of the distinguished circles, there exists a unique sequence of B
moves and squares of A moves connecting r1 to r2.
5 The group B is finitely presented
The method we develop here follows the approach of Hatcher-Thurston in their proof
that the mapping class groups of compact surfaces ([14]) are finitely presented. How-
ever, the Hatcher-Thurston complex of the (non-compact) surface Σ0,∞, even re-
stricted to the asymptotically canonical pants decompositions, is too large for provid-
ing a finite presentation of B. Instead, the B-complex we construct (§5.3, Definition
5.5) will use Hatcher-Thurston complexes of compact holed-spheres with bounded
levels only, together with simplicial complexes closely related to those used by K.
Brown in the study of finiteness properties of the Thompson group V (Brown-Stein
complexes of bases, cf. [6]). By adding some cells to link both types of complexes
and to kill some combinatorial loops, we shall obtain a simply connected B-complex,
with a finite number of cells modulo B. By a standard theorem ([4]), it will follow
that B is finitely presented.
As several complexes will appear throughout this section, we give below a road map
for all of them. An arrow “X −→ Y ” means that the complex X is introduced and
studied for proving that the complex Y is connected and simply connected.
HT red(Σ0,∞)
D˜P(Σ0,∞) DP(Σ0,∞)
Gr(Pt)
DP+5 (Σ0,∞)
BS3,7(p)
BS(p)
HT (Σ0,∞)
Nota bene: From now on, the topological objects associated to Σ0,∞, namely, the
circles, the pants decompositions and the (pre)rigid structures, will be considered up
to isotopy. This way, the group B acts on them.
5.1 Hatcher-Thurston complexes of the infinite surface
Definition 5.1. Let HT (Σ0,∞) denote the Hatcher-Thurston complex of Σ0,∞:
1. The vertices are the asymptotically trivial pants decompositions of Σ0,∞.
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2. The edges correspond to pairs of pants decompositions (p, p′) which differ by a
local A move, i.e. p′ is obtained from p by replacing one curve γ in p by a curve
γ′ that intersects γ twice.
3. The 2-cells are introduced to fill in the cycles of moves of the following types: tri-
angular cycles, square cycles (of disjointly supported A moves) and pentagonal
cycles (cf. [14, 13]).
Remark 5.1. A pants decomposition is codified by a Morse function on the surface.
Then the A move is the elementary non-trivial change induced by a small isotopy
among smooth functions which crosses once transversally the discriminant locus made
of functions in Cerf’s stratification, and it is therefore a local change in this respect,
too.
Remark 5.2. We should mention that an A move involves unoriented circles, unlike
the A move in the Ptolemy groupoid.
Remark 5.3. A triangular (resp. pentagonal) 2-cell σ is determined by a connected
subsurface Σ ⊂ Σ0,∞ of level 4 (resp. 5), an asymptotically trivial pants decomposi-
tion pσ on Σ0,∞ \ Σ, and a cycle of three (resp. five) A moves inside Σ (cf. Figure
9).
A square 2-cell, generically denoted (DC), is determined by two disjoint or adjacent
connected subsurfaces Σ and Σ′ of level 4, an asymptotically trivial pants decomposi-
tion p(DC) on Σ0,∞ \ (Σ∪Σ′), and two A moves, supported in Σ and Σ′, respectively.
One defines an integer associated to (DC), called the distance d(DC): this is the
minimal integer r ≥ 0 such that there exists pairs of pants P1, . . . , Pr belonging to
p(DC), with P1 adjacent to Σ, Pr adjacent to Σ
′, and Pi adjacent to Pi+1, for all
i = 1, . . . , r − 1.
Proposition 5.4. The complex HT (Σ0,∞) is connected and simply connected. The
group B acts cellularly on it, with one orbit of 0-cells, one orbit of 1-cells, one orbit of
triangular 2-cells, one orbit of pentagonal 2-cells, but countably many orbits of square
2-cells. Two square 2-cells (DC) and (DC′) are in the same orbit if, and only if,
d(DC) = d(DC′).
Proof. The first assertion results from [14, 13], by describing the complex as an in-
ductive limit of the Hatcher-Thurston complexes HT (S) of the admissible supports
S ⊂ Σ0,∞, with respect to the various inclusions S ⊂ S′. Equivalently, if one wants
to connect p to p′, it is enough to do so in the pants complex for some surface “con-
taining” both, and similarly for the simple connectedness.
That B acts transitively on the set of 0-cells and on the set of 1-cells is obvious. Con-
sider next two triangular 2-cells σ1 and σ2. Let Σi (i = 1, 2) be the subsurface of level
4 of Σ0,∞ which supports the three A moves involved in σi (i = 1, 2) and pσi (i = 1, 2)
be the pants decomposition outside Σi (cf. Remark 5.3). Denote by σi the triangu-
lar 2-cell corresponding to σi, viewed in HT (Σi). Since M(0, 4) acts transitively on
the 2-cells of HT (Σ0,4), one deduces that there exists a homeomorphism from Σ1 to
Σ2 mapping σ1 onto σ2. The pants decomposition pσ1 and pσ1 being asymptotically
trivial, one can extend h to an asymptotically rigid homeomorphism of Σ0,∞ which
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Figure 9: Triangular cycle and pentagonal cycle in HT (Σ0,∞)
maps pσ1 onto pσ2 . The resulting mapping class belongs to B, and maps the cell σ1
onto σ2.
Using the transitivity of the action of M(0, 5) on the pentagonal 2-cells of Σ0,5, one
proves similarly that there exists a unique orbit of pentagonal 2-cells in HT (Σ0,∞).
Finally, one proves by similar arguments that two square 2-cells (DC) and (DC′) are
equivalent modulo B if and only if d(DC) = d(DC′).
Definition 5.2. (Reduced Hatcher-Thurston complex)
Let HT red(Σ0,∞) be the subcomplex of HT (Σ0,∞) whose vertices, edges, triangular,
and pentagonal 2-cells are those of HT (Σ0,∞), but whose square 2-cells are of two
types:
1. Square (DC1), associated with two commuting moves on two 4-holed spheres
adjacent along a common boundary circle (hence d(DC1) = 0), cf. Figure 10;
2. Square (DC2), associated with two commuting moves on two 4-holed spheres
separated by a pants surface (hence d(DC2) = 0), cf. Figure 10.
The next proposition plays a key role in the proof of Theorem 1.1. It relies on the
existence of a cellular map ν : Gr(Pt)→ HT (Σ0,∞).
Proposition 5.5. The reduced Hatcher-Thurston complex HT red(Σ0,∞) is connected
and simply connected. The group B acts cellularly on it, with one orbit of 0-cells, one
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DC1 A2BABA2
DC2
A2BABA2
A2BA2BABA2B2A2
BAB
BAB
A2BA2BABA2B2A2
BAB
BAB
Figure 10: Cells (DC1) and (DC2)
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orbit of 1-cells, one orbit of triangular 2-cells, one orbit of pentagonal 2-cells, and two
orbits of square 2-cells.
Proof. It suffices to prove that each square cycle (DC) corresponding to two commut-
ing moves which are supported on arbitrarily far disjoint 4-holed spheres is a product
of conjugates of square cycles of types (DC1) and (DC2) and of pentagonal cycles.
We use the Ptolemy groupoid. Let Gr(Pt) be the graph introduced in Definition 4.5.
There is an obvious forgetful cellular map
ν : Gr(Pt)→ HT (Σ0,∞)
defined on the set of vertices by forgetting the orientation of the distinguished circle
and the fact that it is distinguished. The cycles of Gr(Pt) corresponding to the first
three relations of Pt project by ν onto cycles ofHT (Σ0,∞). The projection by ν of the
cycle CA4 corresponding to A
4 is a degenerate cycle of the form ee−1ee−1, where e is
an oriented edge and e−1 the edge with the opposite orientation; ν(CB3) is a 0-cell and
ν(C(AB)5) is a pentagonal cycle. It is elementary to check that ν(C[BAB,A2BABA2]) is
a square cycle of type (DC1), and ν(C[BAB,A2BA2BABA2B2A2]) a square cycle of type
(DC2).
Now let (DC) be an arbitrary square cycle of HT (Σ0,∞). We can find an asymp-
totically trivial prerigid structure r such that the four vertices of (DC), that is, the
four pants decompositions, are all compatible with r. At the price of replacing (DC)
by an equivalent (hence homeomorphic) cycle modulo B, we may suppose that r is
the canonical prerigid structure. It follows that we can find a “lift” (˜DC) of (DC) in
Gr(Pt) as follows. We first lift the 4 edges e1, . . . , e4 of (DC) to 4 edges e˜1, . . . , e˜4,
corresponding to A moves in Pt. Since the terminal vertex t(e˜i) of e˜i and the origin
o(e˜i+1) of e˜i+1 (for i = 1, . . . , 4 mod 4) are pants decompositions which differ by the
positions of the distinguished circle, we must (and can) find an edge-path γi in Gr(Pt)
joining t(e˜i) to o(e˜i+1). By Remark 4.7, γi is a composite of B moves and squares of
A moves. Let now (˜DC) be the cycle e˜1γ1e˜2γ2e˜3γ3e˜4γ4. Since ν(B) is a point and
ν(A2) is homotopic to a point, ν((˜DC)) is homotopically equivalent to (DC). But the
cycle (˜DC) can be expressed as a product of conjugates of cycles of the presentation of
Pt. We then project this product of cycles onto HT (Σ0,∞), and obtain ν((˜DC)), ex-
pressed as a product of conjugates of cycles of the subcomplex HT red(Σ0,∞) (namely,
pentagons, squares (DC1) and (DC2), and degenerate cycles of the form ν(A2)).
Therefore, the cycle (DC) is homotopically trivial in HT red(Σ0,∞).
The last assertion of the proposition is a direct consequence of Proposition 5.4.
5.2 An auxiliary pants decomposition complex
Our main object will be a B-complex DP(Σ0,∞), which is connected, simply con-
nected and finite modulo B. In order to prove its simple connectivity, we introduce
an auxiliary complex D˜P(Σ0,∞) containing DP(Σ0,∞), and prove that it is simply
connected. By studying the inclusion DP(Σ0,∞) ⊂ D˜P(Σ0,∞), we finally prove the
same property for DP(Σ0,∞).
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Figure 11: A vertex (p, S, r) of level 4 of D˜P(Σ0,∞)
Definition 5.3 (Complex D˜P(Σ0,∞)). The complex D˜P(Σ0,∞) is a two-dimensional
cellular complex whose vertices are triples (p, S, r), where:
• p is an asymptotically trivial pants decomposition of Σ0,∞,
• S is a surface of level l ∈ {3, . . . , 7}, compatible with p (or p-compatible), that is,
a connected compact subsurface of Σ0,∞ of level l bounded by circles of p, and
endowed with the pants decomposition induced by p (but devoid of its seams),
and
• r is a rigid structure on Σ0,∞ \ S, to which p is subordinate outside S.
One says that the level of (p, S, r) is l (see Figure 11), and that S is its support.
There are 1-cells associated with moves of three kinds:
1. Amoves: they are defined as in the Hatcher-Thurston complexes, but we restrict
to those which preserve the support S and the rigid structure r of a vertex
(p, S, r), and change the pants decomposition p inside S.
2. Propagation moves P : a P move on (p, S, r) consists of choosing (finitely many)
pairs of pants of p inside Σ0,∞ \ S, all adjacent to S, and erasing their seams.
This changes (p, S, r) into (p, S′, r′), where S′ ⊃ S, and r′ coincides with r on
Σ0,∞ \ S′. One also says that (p, S, r) results from (p, S′, r′) by a P−1 move.
3. Braiding moves Br: a braiding move on (p, S, r), supported on a pair of pants
P ⊂ Σ0,∞ \ S belonging to p, consists of changing only the rigid structure r
on P . The terminology is justified by the fact that a braiding move may be
realized by an element of M(P).
The 2-cells are introduced to fill in the following cycles of moves:
1. Triangles (see Figure 16), pentagons, squares of commutativity of A moves of
type (DC1) and (DC2) (see Figure 10, forgetting about the orientation of the
circles, or Figures 18 and 19): they all involve vertices with the same support,
of level 4, 5, 6 or 7, respectively.
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Relation PP=P Relation PA=AP
AP
P P
P
P A
Figure 12: 2-cells PP = P and PA = AP
2. Triangles of P moves: suppose that the action of a P move on (p, S, r) yields
(p, S′, r′) and consider another P move on (p, S′, r′) which is erasing seams of
pairs of pants adjacent to S, and hence to S′. Then the composition of the two
P moves is again a P move, and there results a triangle PP = P (see Figure
12).
3. Squares of commutativity of P moves with A moves (see Figure 12).
4. (a) Triangles of Br moves: suppose that the action of a Br move on (p, S, r),
supported on a pair of pants P ⊂ Σ0,∞ \S belonging to p, yields (p, S′, r′),
and consider another Br move on (p, S′, r′) supported on the same P .
Then the composition of the two Br moves is again a Br move, and there
results a triangle BrBr = Br.
(b) Squares of commutativity of Br moves supported on two distinct pairs of
pants: let (p, S, r) be a vertex, P and Q be two pairs of pants of Σ0,∞ \ S,
belonging to p. If BrP and BrQ denote braiding moves supported on P
and Q, respectively, then the actions of BrPBrQ (i.e. BrQ followed by
BrP ) and BrQBrP on (p, S, r) yield the same vertex.
5. Squares of commutativity of Br moves with A moves, and squares of commu-
tativity of Br moves with P moves (see Figure 13).
6. Triangles P−1P = Br (see Figure 13): a P move erasing the rigid structure on a
single pair of pants followed by a P−1 move introducing a new rigid structure on
the same pair of pants has the same effect as a Br move. (Notice that these may
be seen as degenerate squares of commutativity of P moves with Br moves).
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P
Relation BrP=PBr
Relation PBr=P, or P   P=Br 1
P
Relation BrA=ABr
AA
Br
Br
PP
Br
Br
Figure 13: 2-cells involving Br moves
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Proposition 5.6. The complex D˜P(Σ0,∞) is connected and simply connected.
The proof will use twice the following lemma of algebraic topology from ([2], prop.
6.2, see also a variant of it in [9]):
Lemma 5.7. Let M and C be two CW -complexes of dimension 2, with oriented
edges, and f :M(1) → C(1) be a cellular map between their 1-skeletons, surjective on
0-cells and 1-cells. Suppose that:
1. C is connected and simply connected;
2. For each vertex c of C, f−1(c) is connected and simply connected;
3. Let c1
e−→ c2 be an oriented edge of C, and let m′1 e
′
−→ m′2 and m1” e”−→ m2”
be two lifts in M. Then we can find two paths m′1
p1−→ m′′1 in f−1(c1) and
m′2
p2−→ m′′2 in f−1(c2) such that the loop
m′′
2
m′′
1
p1 p2
e′
e′′
m′
2
m′
1
is contractible in M;
4. For any 2-cell X of C, its boundary ∂X can be lifted to a contractible loop of
M.
Then M is connected and simply connected.
Proof of Proposition 5.6. Let F : D˜P(Σ0,∞) → HT red(Σ0,∞) be the cellular map
induced by the map (p, S, r) 7→ p on the set of vertices, which forgets about the rigid
structure (and support S). The restriction of F to the 1-skeletons is indeed surjective.
We have proved also that HT red(Σ0,∞) is connected and simply connected. The
squares of commutativity of A moves with P moves and Br moves insure condition
3. Condition 4 is satisfied by using 2-cells of type 1. It remains to check condition 2.
Let p be a 0-cell of HT red(Σ0,∞), i.e. an asymptotically trivial pants decomposition
of Σ0,∞. Then F
−1(p) is the subcomplex of D˜P(Σ0,∞) with vertices (p, S, r) and
edges corresponding to P moves and Br moves.
To study the connectivity of F−1(p), we introduce a new map which forgets about
the pants decomposition and the rigid structure:
G : F−1(p)→ sk2(BS3,7(p))
where sk2(X) denotes the 2-skeleton of the complex X and BS3,7(p) is a subcomplex
of a simplicial complex BS(p) that we now define:
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Definition 5.4 (A variant of Brown-Stein’s complex of bases, cf. [6]). Let S
and S′ be two surfaces compatible with p (see Definition 5.3). One says that S′ is a
simple expansion of S if S′ is the union of S with a pair of pants of p adjacent to S
(so that l(S′) = l(S) + 1). Further S′ is an expansion of S if it is obtained from S by
a sequence of simple expansions.
One denotes by S ≤ S′ when S′ is an expansion of S: this endows the set of p-
compatible surfaces with a poset structure. One denotes by B(p) the associated
simplicial complex.
One says that S′ is an elementary expansion of S if S′ is the union of S with (finitely
many) pairs of pants of p adjacent to S.
One defines the elementary n-simplices as the (n+ 1)-tuples (U0, . . . , Un) with U0 ≤
. . . ≤ Un and Un an elementary expansion of U0 (so that each Uj is an elementary
expansion of Ui, 0 ≤ i ≤ j ≤ n). The set of all elementary simplices forms a simplicial
subcomplex BS(p) of B(p).
Remark 5.8. The complexes BS(p) ⊂ B(p) are closely related to simplicial complexes
introduced by K. Brown and M. Stein ([6]) in the study of Thompson’s group V . Since
the complex B(p) is associated to a direct poset, it is contractible. It happens that
BS(p) is also contractible: this can be proved by repeating step by step M. Stein’s
proof of the contractibility of the analogous bases complex of elementary simplices
([6]).
Denote by BS3,n(p), n ≥ 3, the full subcomplex of BS(p) whose vertices are the p-
compatible surfaces S ⊂ p of level in {3, . . . , n}.
Lemma 5.9. For all n ≥ 5, BS3,n(p) is contractible.
Proof. Since BS(p) is the ascending union of the subcomplexes BS3,n(p), n ≥ 5, it
suffices to prove that each inclusion BS3,n(p) ⊂ BS3,n+1(p) is a homotopy equivalence.
We pass from BS3,n(p) to BS3,n+1(p) by considering each p-compatible surface S of
level n + 1, and attaching to BS3,n(p) a cone on S over the link of S. But the
link, which is contained in BS3,n(p), is contractible, since it can be contracted on
the minimal vertex S′, obtained from S by removing all its outermost pairs of pants.
Note that this is possible because n ≥ 5.
In particular, the 2-skeletons sk2(BS3,n(p)), n ≥ 5, are connected and simply con-
nected.
The forgetful map G : F−1(p) → sk2(BS3,7(p)) is induced on the set of vertices by
the map (p, S, r) 7→ S. It maps a P move onto an edge of BS3,7(p), and a 2-cell of
type PP = P onto a 2-simplex of BS3,7(p). It follows from the above lemma that
condition 1 of Lemma 5.7 is satisfied. The preimage of a 0-cell is contractible in the
full complex, since the combinatorial cycles in this preimage can be filled in by 2-cells
of types 4a and 4b of Definition 5.3. Condition 4 is satisfied, since G is surjective on
the set of 2-cells. Finally the squares of commutativity of P moves with Br moves
together with the triangles P−1P = Br imply condition 3. This completes the proof
that F−1(p) is connected and simply connected, and thus completes the proof of
Proposition 5.6. 
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5.3 The complex DP(Σ0,∞) and the main theorem for B
Definition 5.5. Let DP(Σ0,∞) be the subcomplex of D˜P(Σ0,∞) obtained from the
latter by eliminating all edges and 2-cells involving Br moves. In other words,
DP(Σ0,∞) is the cellular complex whose vertices are triples (p, S, r) as in Definition
5.3, with edges corresponding to A moves and P moves, and three distinct families of
2-cells:
1. Hatcher-Thurston-type cells: triangles, pentagons, and squares (DC1) and (DC2);
2. Brown-Stein-type cells (2-simplices): PP = P ;
3. Squares of commutativity PA = AP .
Notice that the cells of third kind are connecting Hatcher-Thurston-type cells to
Brown-Stein-type cells.
Theorem 5.10. The complex DP(Σ0,∞) is a connected and simply connected B-
complex, with finite quotient DP(Σ0,∞)/B. In particular, B is a finitely presented
group.
Proof. By adapting the arguments of the proof of Proposition 5.4, one proves that
DP(Σ0,∞) has a finite number of cells modulo B. The last assertion is therefore
a direct application of K. Brown’s theorem on presentations for groups acting on
simply connected CW -complexes, in the case of finitely presented vertex stabilizers
and finitely generated edge stabilizers (which is the case here, cf. the next subsection).
To prove the first assertion, we show that D˜P(Σ0,∞) is obtained from DP(Σ0,∞) by
attaching countably many 2-spheres at each 0-cell of DP(Σ0,∞). Our strategy is to
examine below cells of type 4a in step 1, 4b in step 2, and 5-6 in step 3.
1. Consider first a 2-cell ωa bounded by a triangle of Br moves, all supported on
the same pair of pants P ⊂ Σ0,∞ \ S, with vertices (p, S, ri), i = 1, 2 and 3, cf.
Definition 5.3, 4a). The rigid structures ri only differ from each other on the
pants P . We may find a sequence of P moves and P−1 moves P±11 P±12 · · ·P±1n
translating S to another p-compatible surface S˜ containing P , since l(S) ≥ l(P).
By using the squares of commutativity PiBr = BrPi and the degenerate squares
(or triangles) PiBr = Pi, the initial triangle of Br moves is replaced, P
±1 move
by P±1 move, by a conjugate triangle. The edge-paths of P±1 moves starting
from the 3 different vertices (p, S, ri) end at the same vertex (p, S˜, r˜) (since S˜
contains the pants P on which the 3 rigid structures differ from each other).
Thus, adding the 2-cell ωa to DP(Σ0,∞) is homotopically equivalent to attaching
2-spheres at the vertex (p, S˜, r˜).
2. Consider now a 2-cell ωb bounded by a square cycle of commutativity between
two Br moves supported on two distinct pairs of pants P and P ′ (subordinate
to the same (p, S), cf. Definition 5.3, 4b)). The four vertices of the square
correspond to pairs (p, S, ri), i = 1, . . . , 4, the pants decomposition p being
fixed as well as the support S, but the rigid structure ri differing from each
other only on P and/or P ′.
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S˜ (of level 5)
P
P
P ′
P ′
ΣPP′
Pants decomposition p
Pants decomposition p˜
Figure 14: From p to p˜
Let ΣPP′ be the minimal compact subsurface, compatible with p, connecting P
to P ′ (see Figure 14). By changing the pants decomposition p inside ΣPP′ , we
may find a pants decomposition p˜ such that P and P ′ (which are still compatible
with p˜) belong to a same surface S˜ of level at most 5, compatible with p˜ (see
Figure 14).
Consider next the pants decompositions p and p˜ in the Hatcher-Thurston com-
plex of Σ0,∞. Since they only differ on ΣPP′ , the connectedness of the Hatcher-
Thurston complex of ΣPP′ enables us to find a sequence of A moves A1A2 · · ·An
connecting p to p˜, and all supported in ΣPP′ . Now an A move in DP(Σ0,∞)
is possible only inside a support devoid of its seams. Therefore, we lift to
DP(Σ0,∞) the sequence of moves A1A2 · · ·An into four edge paths starting
from each (p, S, ri), by inserting an adequate number of P
±1 moves between
the A moves of the sequence A1A2 · · ·An. The four edge paths end at a same
vertex (p˜, S˜, r˜), and we conclude as in 1), using the squares PBr = BrP and
ABr = BrA.
3. Notice finally that each square PBr = BrP , ABr = BrA, belongs to a 2-sphere
obtained in 1) or 2), and thus can be eliminated with the cells ωa and ωb.
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6 A finite presentation for the group B
6.1 Reduction of DP(Σ0,∞) to the complex DP+5 (Σ0,∞)
Consider the full subcomplex DP5(Σ0,∞) whose levels of vertices belong to {3, 4, 5}.
The boundaries of the 2-cells of type (DC1) and (DC2) in DP5(Σ0,∞) do not belong
to DP5(Σ0,∞), but are homotopic to cycles C1 and C2 of DP5(Σ0,∞), respectively (cf.
Figure 18 and Figure 19). Indeed, the “area” between the boundary of (DC1) and
the cycle C1 (resp. (DC2) and the cycle C2) may be filled in by squares PA = AP
and simplices PP = P .
Note that the cycles C1 (resp. C2), which are of length 12 (resp. of length 20), are all
equivalent modulo B.
Definition 6.1. LetDP+5 (Σ0,∞) be the complex obtained fromDP5(Σ0,∞) by adding
2-cells to fill in the cycles of types C1 and C2.
Proposition 6.1. The B-complex DP+5 (Σ0,∞) is connected and simply connected,
and finite modulo B.
Proof. From Figures 18 and 19, each cell of type (DC1) or (DC2) gives rise to count-
ably many “big squares”, which are therefore homeomorphic to 2-cells, attached to
DP+5 (Σ0,∞) along contractible cycles C1 or C2. They are made up of squares (DC1)
or (DC2), squares PA = AP , and simplices PP = P .
Similarly, consider the other 2-cells of the closure of DP(Σ0,∞) \ DP5(Σ0,∞): the
Hatcher-Thurston triangles and pentagons (on supports of levels 6 or 7) are attached
along similar triangular and pentagonal cycles of DP5(Σ0,∞), via squares PA = AP ;
the simplices PP = P also are attached along contractible cycles via other simplices
PP = P .
All squares PA = AP and simplices PP = P have been used in proceeding to the
above attachments. It follows that the closure of DP(Σ0,∞) \ DP5(Σ0,∞) is home-
omorphic to a union of closed 2-cells, all attached to DP+5 (Σ0,∞) along contractible
cycles.
Set F of essential 2-cells: Notice first that the triangles of DP+5 (Σ0,∞) on supports
of level 5 are conjugate, via P -edges, to triangles on supports of level 4. Further,
replace the simplices PP = P by squares PP = PP involving two adjacent simplices
(cf. Figure 15).
This does not affect the homeomorphism type of DP+5 (Σ0,∞), and by abuse of
notation, we still denote the modified complex by DP+5 (Σ0,∞). It follows that there
are 6 essential 2-cells in DP+5 (Σ0,∞) modulo B (cf. Figures 16, 17, 18 and 19).
6.2 The method: K. Brown’s theorem for groups acting on
simply connected complexes
Let us denote by Tr a tree of representatives of DP+5 (Σ0,∞) modulo B, with set of
vertices V ert = {v1, v2, v3}, linked by P edges e1 and e2 as indicated in Figure 20. We
assume that all the representatives are subordinate to the canonical rigid structure.
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PP
P
P
Figure 15: Square PP = PP
We have only displayed the supports of the vertices, so that one has to imagine the
canonical rigid structure outside each support. Each edge of DP+5 (Σ0,∞) is equivalent
modulo B to an edge with origin in Tr. There are exactly two such edges (modulo
B) which do not belong to Tr:
• the edge e−: v2 A−→ α(v2), and
• the edge e+: v3 A−→ g(v3), where g rotates the boundary components of the
support of v3 as indicated in Figure 21.
The orientation of the first edge e− can be inverted by the action of the group B. We
denote by σ− the cell underlying the oriented edge e−.
Let E+ be the set of edges of Tr plus the edge e+, whose orientation cannot be
inverted by B.
If e is an edge, denote by o(e) its initial vertex, and by t(e) its terminal vertex. For
each e ∈ E+, denote by we the unique vertex of Tr equivalent to t(e) modulo B, and
choose ge ∈ B such that t(e) = ge · we: for instance ge = 1 if e is an edge of Tr, and
ge = g if e is the edge v3
A−→ g(v3).
Theorem 1 of [4] states that B is generated by the stabilizer groups of the vertices
Bvi , i = 1, 2, 3, the stabilizer group Bσ− of the cell σ−, the elements ge, e ∈ E+ (thus,
essentially the element g), subject to the following relations:
• Pres. (i): For each e ∈ E+, g−1e ie(h)ge = ce(h) for all h ∈ Be, where ie is
the inclusion Be →֒ Bo(e) and ce : Be → Bw(e) is the conjugation morphism
h 7→ g−1e hge.
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v3
v2 α(v2)
Relation 2 (b): (απ)3 = t−12
Relation 2 (a): (βα)5 = 1
1
g
5
4
g
gg
2 3
g
piα
1
α
23piα
Figure 16: Relations associated to the pentagon and the triangle
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1
v3
Relation g−1α−1pi−1 = βpi−1 in Bv3
g−1
A
v2
Relation piβ in Bv3 = β
−1piβ in Bv1
Commutation PP=PPCommutation PA=AP
1
1
α−1
P
piβ1
A
3
2pi−1 P−1 1P 4 3 P−1P
2
4
P−1
v1
1
Figure 17: Relations associated to the cells PA = AP and PP = PP
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AA
AA DC1A1
2 P−1
P−1
5
A 7
8
PP−1
P
10
A
9
g−1
piβ
α2
P 6 α2
α2
3
P
g−1
4
A
piβ
P−1
11
1
12
Relation 6 (a): (α2πβα3β2)2 = (πβα3β2α2)2
1
g
α2
piβg
Figure 18: Relation associated to the cell (DC1)
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PP
PP
P
P
DC2
A
AA
A
9/10
g1
2/3
β
β−1
α2
11
(piβ)−1
α2
β α2 g−1
16
β−1
α2
1α2 piβg α2pi
1
α2piβg
g−1
P−1P−1
7/8 4/5
P−1
P−1
P−1P−1
P P
P−1
P−1
Relation 6 (b): α2βα2ππβα3β2α2 = (α3β2α2βα2πβ)2
12/13
6
α2
17/18
19/20
14/15
Figure 19: Relation associated to the cell (DC2)
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v1 v3v2
α
Tr
A
P
g A
E+
e− e+
P
e1 e2
Figure 20: Tree Tr and set of edges E+
v3 g(v3)
g
01
2
4 g(2)
g(3)g(4)
3
g(0)
g(1)
Figure 21: Homeomorphism g
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t1
α2
t2
πβ
πα
2
t4
t2
v3
t2
t3 t4
v2
β
t1
v1
t
π π
t3
Figure 22: Stabilizers of the vertices
• Pres. (ii): ie−(h) = je−(h) for h ∈ Be− , where ie− : Be− →֒ Bo(e−) and
je− : Be− →֒ Bσ− are inclusions.
• Pres. (iii): rτ = 1 for each essential 2-cell τ ∈ F , where rτ is a word in the
generators of Bvi , α and g, associated with the 2-cell τ in the way described in
[4] (see §6.4).
6.3 Presentations of the stabilizers
The method: Each stabilizer group Bvi (i = 1, 2 or 3) permutes the 2i+1 circles of
the pants decomposition of the support of vi. Thus, there is a morphism Bvi → S2i+1,
whose image is denoted Pi, and whose kernel, which is generated by the Dehn twists
around the circles of the pants decomposition, is therefore isomorphic to Z2i+1. It
follows that Bvi determines an extension
1→ Z2i+1 −→ Bvi −→ Pi → 1.
We first find a presentation of Pi, and use Hall’s Lemma (cf. [25]) to deduce a
presentation of Bvi . Recall that Hall’s Lemma states that if a group N is normal
in a group G, with given presentations N = 〈x1, . . . , xm|r1 = 1, . . . , rk = 1〉 and
G/N = 〈y¯1, . . . , y¯n|s¯1 = 1, . . . , s¯l = 1〉, then G is generated by x1, . . . , xm, y1, . . . , yn
with relations:
1. ri = 1, i = 1, . . . , k
2. si = ti(x), i = 1, . . . , l, where ti(x) is a word in x1, . . . , xm
3. yjxiy
−1
j = uij(x), y
−1
j xiyj = vij(x), i = 1, . . . ,m, j = 1, . . . , n, where uij(x)
and vij(x) are words in x1, . . . , xm
Proposition 6.2. The stabilizer Bv1 is generated by the rotation β, the braiding π
and the Dehn twist t, subject to the following relations:
1. [t, ti] = [t, π] = 1, i = 1, 2, where t1 = βtβ
−1, t2 = β
−1tβ (cf. Rel. 1. (a))
2. t1π = πt2, t2π = πt1 (cf. Rel. 1. (b))
37
3. π2 = tt−11 t
−1
2 (cf. Rel. 1. (c))
4. β3 = 1 (cf. Rel. 1. (d))
5. β = tπβπ (cf. Rel. 1. (e))
Denote by α2 the rotation which interchanges the adjacent pairs of pants of the support
of v2, by π, t1, t2 respectively the braiding and the Dehn twists as above. The stabilizer
Bv2 is generated by α2, π, t1 and t2, subject to the following relations:
1. (α2)2 = 1 (cf. Rel. 3. (a))
2. [π, α2πα2] = 1 (cf. Rel. 4. (a))
3. t1π = πt2, t2π = πt1, [t1, α
2πα2] = 1, [t2, α
2πα2] = 1 (cf. Rel. 1. (b), Rel. 4.
(b))
4. [t1, t2] = 1 (redundant in the presentation of B), and if t3 = α2t1α2, t4 =
α2t2α
2, then [t1, t3] = 1 (cf. Rel. 4. (d)), [t1, t4] = [t2, t3] = [t2, t4] = 1
(redundant in the presentation of B)
5. π2t1t2 = α
2π2t1t2α
2 (Rel. 5. (a), using Rel. 1. (c) )
The stabilizer Bv3 is generated by πβ, which is the natural extension of the braiding
βπβ−1 of Bv1 , by πα
2
which corresponds to the element α2πα2 in Bv2 , and by the Dehn
twists t1, t2, t3, t4 and t, subject to the following relations:
1. (πα
2
)2 = tt−13 t
−1
4 (cf. Rel. 1. (c), after conjugation by α
2)
2. (πβ)2 = t2t
−1t−11 (cf. Rel. 1. (c), after conjugation by β)
3. [πα
2
, πβπα
2
(πβ)−1] = 1 (cf. Rel. 4. (e))
4. t3π
α2 = πα
2
t4, t4π
α2 = πα
2
t3, [π
α2 , t] = 1 (cf. Rel. 1. (a), (b), after con-
jugation by α2), [πα
2
, t1] = 1 (cf. Rel. 4. (b), after conjugation by α
2),
[πα
2
, (πβ)−1t3π
β ] = 1 (cf. Rel. 4. (d)), [πα
2
, (πβ)−1t4π
β ] = 1 (redundant
in the presentation of B)
5. πβt = t1π
β, πβt1 = tπ
β, [πβ , t2] = 1 (cf. Rel. 1. (a), (b), after conjugation by
β)
6. [t2, t3] = [t2, t1] = 1 (redundant in the presentation of B), [t3, t] = [t3, t1] =
[t3, π
βt3(π
β)−1] = 1 (cf. Rel. 4. (d)), [t, t1] = 1 (cf. Rel. 1. (a))
The stabilizer Bσ− of the cell σ− is generated by α, t1, t2, t3 and t4, subject to the
relations:
1. α4 = 1 (cf. Rel. 3. (a))
2. αtiα
−1 = ti+1 (∀ i mod 4) (cf. Rel. 4. (c))
3. [ti, tj ] = 1 (∀ i, j mod 4) (cf. Rel. 4. (d))
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Equivalently, Bσ− ∼= 〈α, t1| α4 = 1, [t1, αt1α−1] = 1, [t1, α2t1α2] = 1〉.
Proof. 1. Bv1 is precisely M(0, 3). Its presentation is well known. It may be
deduced from the presentation of S3 as S3 = 〈β, π|β3 = 1, π2 = 1, β = πβπ〉.
We note that the relation [t1, t2] = 1 has been deliberately omitted, as it is a
consequence of the others.
2. The permutation group P2 is isomorphic to the semi-direct product (Z/2Z ⊕
Z/2Z) ⊲⊳ Z/2Z. The generators of the three factors are the images of π, α2πα2
and α2, respectively. The presentation of P2 is therefore P2 = 〈π, α2|π2 =
1, (α2)2 = 1, [π, α2πα2] = 1〉. One applies Hall’s Lemma and obtains a presen-
tation of Bv2 with generators α2, π, t1, t2, t3, t4 and t, and relations:
• (α2)2 = 1
• (π2 = tt−11 t−12 ), from which one can eliminate the generator t
• [π, α2πα2] = 1
• t1π = πt2, t2π = πt1, ([π, t] = 1), [t1, α2πα2] = 1 (equivalent to [t3, π] = 1),
[t2, α
2πα2] = 1 (equivalent to [t4, π] = 1)
• t3 = α2t1α2, t4 = α2t2α2, t = α2tα2
• The 10 commutation relations between the 5 Dehn twists are:
[t1, t2] = 1, ([t, t1] = 1), ([t, t2] = 1), [t1, t3] = 1, [t2, t3] = 1, [t1, t4] = 1,
[t2, t4] = 1 (and the conjugates by α
2 of the first three: [t3, t4] = [t, t3] =
[t, t4] = 1)
The parentheses indicate redundant relations, and omitting them provides the
presentation of Bv2 .
3. The permutation group P3 is isomorphic to the semi-direct product (Z/2Z ⊕
Z/2Z) ⊲⊳ Z/2Z. The generators of the three factors are the images of πα
2
,
πβπα
2
πβ and πβ , respectively. The presentation of P3 is therefore P3 = 〈πα2 , πβ |(πα2)2 =
1, (πβ)2 = 1, [πα
2
, πβπα
2
πβ ] = 1〉. One applies Hall’s Lemma and obtains a
presentation of Bv3 with generators πα
2
, πβ , t1, t2, t3, t4 and t, and relations:
• (πα2)2 = tt−13 t−14
• (πβ)2 = t2t−1t−11
• [πα2 , πβπα2(πβ)−1] = 1
• t3πα2 = πα2t4, t4πα2 = πα2t3, [πα2 , t] = [πα2 , t1] = [πα2 , (πβ)−1t3πβ ] =
[πα
2
, (πβ)−1t4π
β ] = 1
• πβt = t1πβ , πβt1 = tπβ , [πβ , t2] = 1
• The 21 commutation relations between the 7 Dehn twists are:
[t2, t3] = ([t2, t4]) = [t2, t1] = ([t2, t]) = ([t2, π
βt3(π
β)−1]) = ([t2, π
βt4(π
β)−1]) =
1
([t3, t4]) = [t3, t] = [t3, t1] = [t3, π
βt3(π
β)−1] = ([t3, π
βt4(π
β)−1]) = 1
([t4, t]) = ([t4, t1]) = ([t4, π
βt3(π
β)−1]) = ([t4, π
βt4(π
β)−1]) = 1
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[t, t1] = ([t, π
βt3(π
β)−1]) = ([t, πβt4(π
β)−1])=1
([t1, π
βt3(π
β)−1]) = ([t1, π
βt4(π
β)−1]) = 1
([πβt3(π
β)−1, πβt4(π
β)−1]) = 1
The commutations relations in parentheses may be deduced from the others by
conjugation by πβ or πα
2
.
4. Bσ− is an extension of Z/4Z (generated by α) by Z4 (generated by t1, t2, t3 and
t4).
6.4 The relations
1. By the relations of type Pres. (i) applied to the edges e inside the tree Tr, we
immediately identify the generator π of Bv1 with the generator of Bv2 denoted
the same way, and the generators t1, t2, t3, t4 and t denoted the same way in the
presentations of the stabilizers of the vertices.
2. By the relation of type Pres. (ii), the generator denoted α2 in Bv2 is identified
with the square of the generator α of Bσ− , and the generators t1, t2, t3, t4 of Bσ−
are identified with the generators denoted the same way in the stabilizers of the
vertices.
3. By the relation of type Pres. (i) applied to the edge v2 −→ g(v2), we obtain
the relation g−1πβπα
2
(πβ)−1g = πα
2
and the relations g−1t2g = π
βt3(π
β)−1,
g−1t3g = π
βt4(π
β)−1, g−1t4g = t2. They give the relations Rel. 4. (f), (g),
after g is identified with (βα)−1.
4. For each of the 6 essential cells, we compute an associated relation by the pro-
cedure described in [4]. Following closely the exposition of [4], we recall it for
the convenience of the reader:
Each edge of the complex starting in Tr has one of the following forms:
(a) v1
h(e1)−−−→ h(v2), h ∈ Bv1 , v2
h(e2)−−−→ h(v3), h ∈ Bv2
(b) v2
h(e−)−−−→ h(α(v2)), h ∈ Bv2
(c) v3
h(e+)−−−→ h(g(v3)), h ∈ Bv3
(d) v3
hg−1(e+)−−−→ h(g−1(v3)), h ∈ Bv3 , where e+ is the edge obtained from e+ by
inverting its orientation.
To such an edge e we associate an element of γ ∈ B such that e ends in γ(Tr):
γ = h in case (a), γ = hα in case (b), γ = hg in case (c), and γ = hg−1 in case
(d).
Let τ be one of the 6 cells. One chooses an orientation and a cyclic labeling of
the boundary edges, such that the labeled 1 edge a1 starts from a vertex v of
the tree Tr.
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Let γ1 be associated to a1 as above. It ends in γ1(Tr), so the second edge is
of the form γ1(a2) for some edge a2 starting in Tr. Let γ2 be associated to a2.
The second edge ends in γ1γ2(Tr). If n is the length of the cycle bounding τ ,
one obtains this way a sequence γ1, . . . , γn such that γ1 · · · γn(v) = v.
Note that for each of the 6 cycles, we have indicated the corresponding γi above
the ith edge.
Let γ be the element of the stabilizer Bv computed as γ1 · · · γn when each element
γi is viewed in B. Then the relation associated to τ is
γ1 · · · γn = γ
where the left-hand side is viewed as a word in g, α, and elements of Bvi (i =
1, 2, 3).
We finally give the corresponding 6 relations:
(a) Cell PP = PP : it gives the relation πβ = β−1πβ in B.
(b) Cell PA = AP : its associated relation identifies the word g−1α−1π−1 on
the generators α, π and g, with the element of βπ−1 of the stabilizer Bv3 .
As can be guessed, this will give the relation g = (βα)−1, but this is
more tricky than it seems: πβ−1 (in Bv3) = παg ⇐⇒ πβπβ−1 (in Bv3)=
πβπαg. Now πβπβ−1 (in Bv3) = t−1 (in Bv3), and by Pres. (i), t−1 (in
Bv3)= t−1 (in Bv1). In Bv1 , t−1 = β−1πβπβ−1, and using the previous
relation πβ = β−1πβ, one obtains β−1πβπβ−1 (in Bv1)=β−1πβπαg, hence
g = (βα)−1.
(c) The remaining cells (Hatcher-Thurston type cells) give relations 2. (a),
(b) and 6. (a), (b).
7 The group B and the braided Thompson group of
M. Brin
Definition 7.1. 1. Let c denote the boundary circle of the support S0 labeled 3
on Figure 4. The rooted dyadic surface Σr0,∞ is the closure of the connected
component of Σ0,∞ \ c that contains S0.
2. A rooted admissible surface Σr0,n+1 of level n + 1 is an admissible surface of
Σ0,∞ containing S0 and contained in Σ
r
0,∞. It is endowed with a cyclic labeling
of its boundary circles by 1, . . . , n+ 1, in such a way that c corresponds to the
label n+ 1.
Lemma 7.1. Let Σr0,n+1 be an admissible rooted surface of level n + 1. If n ≥ 2,
there is a canonical embedding ιΣr
0,n+1
: Bn −→ M(Σr0,n+1), where Bn is the Artin
braid group.
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Proof. Let σ1, . . . , σn−1 denote the standard generators of Bn. For i = 1, . . . , n,
denote by ci the i
th boundary circle of Σr0,n+1. For i = 1, . . . , n − 1, there exists a
unique (up to isotopy) pair of pants Pi containing ci and ci+1 in its boundary, which
is homeomorphic to S0 by a homeomorphism representing a class of T . Let gi ∈ T
such that gi(S0) = Pi, which maps the circle labeled 1 (resp. labeled 2) of S0 (see
Figure 4 or 5) on the circle ci (resp. ci+1) of Pi. One defines
ιΣr
0,n+1
(σi) = giπg
−1
i
The result does not depend on the choice of gi, since another choice g
′
i should coincide
with gi on S0.
In fact, the embedding we have constructed ιΣr
0,n+1
: Bn −→M(Σr0,n+1) is quite stan-
dard, and we have only expressed it using mapping classes in B. By abuse of notation,
we will denote by σ1, . . . , σn−1 the images of the Artin generators in M(Σr0,n+1).
We introduce a subgroup of B which has been recently introduced and studied by M.
Brin in [3]:
Definition 7.2. The braided Thompson group BV is the subgroup of B generated
by the four mapping classes A,B,C and π0 (cf. Figure 23) represented by homeo-
morphisms supported on Σr0,∞ (fixing pointwise the root circle c):
• A and B are the elements of T ⊂ B represented on Figure 23 by symbols of
the form Σl → Σr, where Σl and Σr are admissible rooted surfaces. The left
surface Σl is canonically labeled (see Definition 7.1), while a circle labeled i of
the boundary of Σr is the image of the i
th boundary circle of Σl. Contrary to
the conventions of Figures 4 to 7, we have not represented on Σl the change of
rigid structure induced by the mapping class.
• The mapping class C is represented by a symbol ΣC → ΣC (with the conventions
as above), where ΣC is a rooted admissible surface of level 4. Via the embeddings
B3
ιΣC→֒ M(ΣC) →֒ B
C corresponds to σ2σ1 (see Lemma 7.1).
• The mapping class π0 corresponds to the braiding σ1 occurring in the above
definition of C.
Proposition 7.2. 1. Denote the natural images of A,B,C and π0 in V by A,B,C
and π0, respectively. They generate a subgroup V of V isomorphic to V .
2. For an admissible rooted surface Σ, let K(Σ) denote the image by ιΣ inM(Σ) of
the Artin group of pure braids, and K∞ be the inductive limit lim
→
Σ
K(Σ) induced
by the inclusions Σ ⊂ Σ′. There is a short exact sequence
1→ K∞ −→ BV −→ V→ 1
which splits over the subgroup F of V generated by A and B.
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Figure 23: Elements of the braided Thompson group
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Proof. 1. The standard way to present the Thompson group acting on the Cantor
set is precisely as the group V generated by A,B,C and π0 (see [7]).
2. Since A and B belong to T , the extension splits over F. It remains to prove
that the kernel of the projection BV −→ V is K∞. Clearly, the kernel must
be contained in K∞, and it suffices to check that BV contains K∞. For an
integer n ≥ 1, set Cn = A−n+1CBn−1. Define π1 = C−12 π0C2, and πn =
A−n+1π1A
n−1 for n ≥ 2. By an easy computation, π1 = ιΣpi1 (σ2), where Σpi1
is the support of π1 represented on Figure 23. Conjugating by A
−n+1, one
immediately obtains that πn = ιΣpin (σn+1), where Σpin , the support of πn, has
level n+ 4, and ιΣpin embeds Bn+3 into M(Σpin). It follows that BV contains
sufficiently many standard Artin generators (namely π0, Cπ
−1
1 , π1, . . . , πn, . . .
and all their conjugates by F = 〈A,B〉) to contain the images of the Artin
braid groups in M(Σ) for any rooted admissible surface Σ. In particular, BV
contains K∞.
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