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Abstract
Embryonic stem cells serve as powerful models for the study of development and disease
and hold enormous potential for future therapeutics. Yet, over two decades after mouse
embryonic stem cells (mESCs) were first isolated, there is still little known about the role
of cell-cell signaling in self-renewal. Since traditional cell-culture techniques do not
provide significant control of the stem cell microenvironment, the goal of this thesis was
to develop a cell patterning technology that allows us to precisely control stem cell
signaling and monitor cell proliferation over time.
In the first aim of this thesis, we describe the development of our first cell
patterning technology using dielectrophoresis (DEP). DEP uses nonuniform electric
fields to trap cells on or between electrodes. We first used beads as model particles to
validate the strength of our DEP square trap, and then demonstrated efficient cell
patterning with multiple cell types.
In the second aim of this thesis, we describe the development of a novel cell
patterning technology that we created, called the Bio Flip Chip (BFC). The BFC is a
microfabricated polymer chip, containing thousands of microwells, that enables cell
patterning with single-cell resolution anywhere on a substrate and onto any substrate.
In the last aim of this thesis, we used our BFC technology to control the stem cell
microenvironment, allowing us to incrementally and independently modulate cell-cell
contact. We present the first quantitative evidence that cell-cell contact depresses mESC
colony formation and show that E-cadherin signaling is responsible for this negative
regulatory pathway.
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Chapter 1: Introduction
In this thesis, we describe the development of two cell patterning technologies. The first
uses dielectrophoresis (DEP) to trap and position cells. The second is a cell patterning
technology that we created, called the Bio Flip Chip (BFC). Using the BFC, we then
answer an important biological question - how do the seeding conditions of mouse
embryonic stem cells (mESCs) affect their proliferation? More specifically, why do
mESCs need to be seeded as single cells?
In this chapter, we will first describe the factors affecting mESC self-renewal and
further discuss the role of cell-cell signaling in this process. Then, in order to answer the
above biological questions, we describe the types of experiments that are required, thus
motivating the need for new types of cell patterning tools. We will then discuss our two
cell patterning technologies and conclude with an outline of the rest of the thesis.
1.1 Mouse Embryonic Stem Cell Self-Renewal
Embryonic stem cells (ESCs) serve as powerful models for the study of development and
disease and hold enormous potential for future therapeutics. Stem cells can generally be
manipulated in culture in two ways. The first is to drive them to differentiate to a specific
phenotype - such as cardiomyocytes', hematopoietic cells 2, hepatocytes 3, pancreatic
islets4, neurons5'6, etc. The second is expand ESCs thru self-renewal, allowing
proliferation and maintaining pluripotency so that they can form derivatives of all three
embryonic germ layers .
While ESCs have been isolated from a number of organisms, the most useful
applications have come from studying mouse and human ESCs. However, mouse
embryonic stem cell (mESC) biology is more mature, primarily because mESCs were
isolated almost two decades before human embryonic stem cells (hESCs) were first
derived in 19987. mESC self-renewal is thought to involve both intracellular and
extracellular factors (Figure 1-1). Intracellularly, Oct4 and Nanog are thought to be the
two most important transcription factors. Both factors are required in order to maintain
self-renewal, although the level of Oct4 expression must be tightly controlled8' 9,10
Extracellularly, there have been a number of signals that are necessary for self-
renewal. It was discovered that mESCs remain undifferentiated when grown in the
presence of Leukemia Inhibitory Factor (LIF) and serum". LIF binds to its receptor
(LIFR), complexes with gpl30 , and activates the STAT3 pathway. While there is
evidence to suggest STAT3 activation alone is sufficient for self-renewal' 3-15, these
analyses where done in serum or at relatively high cell densities, and thus serum or
autocrine diffusible signaling could have been involved in affecting self-renewal'0 .
Recently, other important extracellular mediators of self-renewal have been identified.
Researchers have shown that culturing with LIF and Bone Morphogenetic Protein (BMP)
can cause mESCs to self-renew in the absence of serum, by inducing the Id family of
genes via the Smad pathway' 6. The Id proteins block lineage-specific transcription
factors, enabling the self-renewal response to LIF/STAT3. The Wnt family of proteins
also seems to be important in self-renewal, as researchers have been able to cause mESCs
to self-renew by using a small-molecule inhibitor of glycogen synthase kinase-3 (GSK-
3), facilitating efficient Wnt pathway activation .
Extracellularly, there is another important component of mESC self-renewal, cell-cell signaling - consisting of diffusible signaling and cell-cell contact (e.g., juxtacrinesignaling). The contribution of cell-cell signaling in mESC self-renewal is described indetail in the next section.
Figure 1-1: Intracellular and extracellular factors involved in mESC self-renewal. Extracellularly, theeffects of cell-cell signaling - including diffusible signaling and cell-cell contact - also contribute to self-renewal.
1.2 Cell-Cell Signaling in mESC Self-Renewal
Cell-cell signaling can be modulated in vitro in several ways, using molecularinhibitors 17" 9 or genetic approaches 8'9,14, but both are limited to manipulating single orknown molecules. Alternatively, one can manipulate the general class of cell-cellinteractions by modulating the cells' relative positions, which has generally been
accomplished by modulating the cell seeding density.
Several examples have demonstrated that cell seeding density affects stem cellbehavior. Central nervous system stem cells differentiate into neurons, astrocytes, and
oligodendrocytes when plated at high density, but generate smooth muscle at lowdensity20. Rat mesenchymal stem cells have been shown to expand more rapidly andformed more single-cell-derived colonies as the cell seeding density was decreased 21,
while rat osteogenic cells expanded more rapidly as the cell seeding density wasincreased22. In serum without LIF, ESCs differentiate less as the cell seeding density isincreased' 9, supporting the belief that ESCs secrete autocrine diffusible factors that
maintain self-renewal . However, these cells were seeded at densities up to 25,000
cells/cm2, allowing cells to combine, confounding their results with effects from cell-cell
contact.
There are several possible candidates for the diffusible factors involved in self-
renewal. Even without LIF supplementation of the medium, some cells stay
undifferentiated, consistent with the fact that ESCs are known to secrete LIF 9,23, whichhas shown to be activated upon early differentiation24 . The evidence for autocrine LIF
secretion is further supported by the fact that the addition of anti-LIF antibody to media
without LIF increases differentiation' 9 and LIF-deficient clones exhibited more
differentiation than normal ESCs23. However, the fact that ESC self-renewal is not
completely abolished in these two cases suggests that soluble factors other than LIF
might prevent ESC differentiation and that they are synthesized by both wild type and
LIF-deficient cells. This factor has been given the name ES cell renewal factor (ESRF)23.
Although ESRF is present in conditioned medium, it has not been identified using
standard protein purification and COS cell expression cloning strategies'0 . Another
candidate for autocrine factors involved in self-renewal is BMP. ESCs have the receptors
for BMP and may have the potential for autocrine stimulation via BMP production 6 .
Furthermore, some suggest there may also be ESC secretion of a differentiation-inducing
19
agent .
Unfortunately, even less is known about the effects of cell-cell contact on mESC
self-renewal. Convention has dictated that mESCs should be seeded as single
cells8,9,13,16, 25,26 - anyone propagating mESCs follows these protocols and is certain to
triturate down to single cells during cell seeding. However, these strict recommendations
are based on qualitative observations that seeding mESCs as clusters decreases self-
renewal. Of the studies that have quantitatively investigated this phenomena, they
showed that seeding mESCs as clusters of thousands of cells can cause differentiation2
Therefore, most of the research exploring the importance of the cell seeding conditions
on self-renewal (e.g., whether or not cell-cell contact has an effect) only investigated
mESC behavior at both extremes of cell seeding conditions, as single cells or clusters of
thousands of cells. However, there have been no reports quantitatively studying the
effects of seeding smaller cell clusters, such as a few cells, allowing incremental changes
in cell-cell contact. Traditional cell-culture techniques cannot reliably seed small groups
of cells in a scalable fashion, with or without cell contact. To do this, we require cell
patterning.
1.3 Cell Patterning
Cell patterning - the ability to place cells in a desired location - has become an
increasingly important tool for control of the cellular microenvironment. Cell patterning
can be used to manipulate cell-cell interactions, varying the contact area between two cell
types in co-culture2 . Cell patterning can also be used to direct cell-matrix interactions,
controlling the amount of contact area with the extracellular matrix (ECM)29 or the type
of ECM that the cell sits on30 . Techniques have even been developed to extend these
planar interactions into a three-dimensional cellular matrix 3 . Cell patterning also has the
potential to improve devices like cell-based biosensors - using living cells as sensing
elements for applications like toxin detection32 and defense monitoring33. Cells have
successfully been interfaced to sensing elements to form cell-based biosensors and recent
advances in cell patterning may enable reproducible and manufacturable biosensor
devices34
Several techniques exist for patterning cells. Some techniques use physical
barriers to place cells, such as elastomeric stencils35' 36 or microwells ,38. The substrate
that the cells sit on can also be modified to selectively pattern cells. Microcontact printing
uses a PDMS stamp to pattern matrix proteins onto a substrate 29'39 while electroactive
substrates use an applied voltage to switch the surface properties of a substrate, both
allowing cells to selectively attach in specific areas40,4 1. Electromagnetic forces can also
be used to pattern cells. Electrophoresis utilizes the negative charges of cell-membrane
proteins to exert forces on cells in a constant (DC) electric field, creating patterned
cellular arrays42. Optical tweezers use optical frequency non-uniform electromagnetic
fields to manipulate cells 43,44, while dielectrophoresis (DEP) uses non-uniform AC
electric fields in the range of 10 kHz-100 MHz to position cells on or between
electrodes45,46
When choosing a cell patterning technology, there are several capabilities to
consider: patterning cells with single-cell resolution, patterning large numbers of cells,
allowing the patterned cells room to grow and move, being gentle on the cells, and being
easy to use. To answer our questions about the seeding conditions of mESCs, we need to
be able to create patterns of single (or small numbers of) cells onto a variety of substrates
and monitor their proliferation over time. Therefore, first we need a technique that can
pattern with single-cell resolution. Second, since mESCs divide rapidly (with a doubling
time of -14 hoursl9), we also need to be able to pattern cells onto an unconfined area,
allowing the patterned cells room to proliferate. ptCP, for instance, restricts motility and
proliferation by chemically patterning the substrate, leading researchers to develop
switchable substrates that in turn require chemical synthesis41 or uncommon materials 40
(e.g., ultrapure gold). Third, to ensure meaningful results, we need to perform our
experiments with significant numbers of cells, so we require a cell patterning technique
that is scalable. Lastly, since mESCs are so sensitive to their microenvironment, we need
a technology that is gentle on the cells. Both of our chosen cell patterning technologies,
DEP and the Bio Flip Chip, can be operated to meet these requirements.
1.4 Dielectrophoresis
Dielectrophoretic (DEP) traps use the interaction of an induced multipole with a
nonuniform electric field to create forces that will stably position particles . DEP traps
can use either positive dielectrophoresis (pDEP) - pulling cells toward the electrodes
(Figure 1-2A) - or negative dielectrophoresis (nDEP) - pushing cells away from the
electrodes (Figure 1-2B). DEP forces can be used to trap a variety of particles - including
micron and submicron polymer beads48' 49, cells 50-52, viruses 53,54, and bacteria55' 56.
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Figure 1-2: The two kinds of DEP traps: (A) pDEP trapping, where the cells are pulled towards the
electrodes and (B) nDEP trapping, where the cells are pushed away from the electrodes.
DEP fulfills many of our requirements in a cell patterning technique. Since DEP
traps consist of scalable electrode arrays, they can be designed to pattern thousands of
I i -11·. I
eecro es d
cells on a single glass slide and be made small enough to ensure single-cell resolution57.
In addition, DEP can be used to place cells without the need for patterning the substrate58 ,
thus giving the cells room to proliferate52'58. This ability to simultaneously pattern single
cells and allow them room to proliferate is not possible using many other scalable, cell
patterning techniques (Figure 1-3). Lastly, the effects of DEP on cell health can be
quantitatively modeled, allowing DEP trap operation that minimizes damage to the cells
while still maximizing trap performance.
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Figure 1-3: Comparison of substrate modification techniques and DEP. DEP can pattern with single-cell
resolution and allow room for cells to proliferate, while substrate modification techniques cannot
simultaneously enable both of these capabilities.
1.4.1 DEP Trap Requirements
Prior single-cell DEP traps include nDEP octopole 59, nDEP cages60, nDEP posts61, pDEP
circles 58, and a pDEP points-and-lid geometry 52,57. Previous single-cell DEP traps
designed for cell patterning all use pDEP, which require the cells to be immersed in an
artificial low-conductivity media5 2' 57,58. Although these pDEP traps only need to use this
low-conductivity media while trapping, which can be accomplished within minutes,
overnight exposure to this media caused cells to detach more frequently and proliferate
more slowly than controls"7 . mESCs were even more sensitive and showed decreased
proliferation after only thirty minutes of exposure to this low-conductivity media (Figure
1-4). nDEP traps, however, allow the use of normal cell-culture media. Therefore, in
order to avoid any negative interactions with the pDEP media, we chose to restrict
ourselves to the use of nDEP to pattern mESCs.
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Figure 1-4: Effects of low-conductivity media exposure on proliferation. mESCs were exposed to low-
conductivity media (21% of 50% w/v sucrose solution in 18.2-Mf)-cm deionized water, 1% ES-qualified
fetal bovine serum (Invitrogen, 16141-079), 78% 18.2-MO-cm deionized water) for 30-90 min and then
transferred to normal mESC media and grown for five days. At day 5, cell numbers were counted using a
Coulter counter (Beckman Coulter, Z2), measured three times for each of three separate wells. The 5-day
cell expansion was calculated by dividing the number of cells on day 5 by the starting cell number, showing
that the pDEP media significantly affects mESC proliferation even for exposures as short as 30 min. Bars
on experimental data indicate I standard deviation from the mean.
In addition to using nDEP, we require a trap that has multidirectional stability (in
x, y, and z), allowing the particle to remain stably held in the trap. And while some DEP
traps can operate without using flow52,58,62-65, most scalable, single-cell DEP traps require
this wash step to remove untrapped cells. Therefore, the DEP traps need to be strong
enough to hold particles against this fluid flow. Stability in the plane of the electrodes (x
and y) had been achieved with previous single-cell nDEP traps by surrounding the
trapped particles with electrodes, usually in a quadrupole geometry59 6 1,66,67 . This creates
a stabilizing force that pushes the particle back into the center of the trap, awa from the
electrodes (Figure 1-5A). However, these planar quadrupole geometries 66  have an
upward DEP force everywhere in the trap (Figure 1-5B) and are not stable in the z-
direction. Once a certain voltage is reached, the upward DEP force exceeds the
gravitational force, causing the particles to be levitated into higher velocity flows and
washed away. This causes the maximum flow rate, the highest flow rate where a particle
is stably held in the trap, to decrease with increasing voltage67
One can add trap stability in the z-direction by building the trap in three
dimensions, either by using electrodes on a top and bottom substrate, forming an
octopole59,68 (Figure 1-5C), or by extruding the actual electrodes into posts61 (Figure
1-5D). However, the octopole trap positions cells in the center of the chamber, away from
the bottom substrate, making it less appropriate for cell patterning. In addition, if the top
and bottom quadrupoles are not precisely aligned, trap performance is compromised,
making packaging difficult. The DEP posts, on the other hand, are difficult to fabricate
and would not allow unobstructed cell proliferation. Overall, we need a strong, planar,
single-cell nDEP trap. These requirements necessitate a quantitative modeling tool
capable of designing a trap to meet these increased demands.
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Figure 1-5: DEP trap requirements. (A) The planar quadrupole has stability in the x and y direction, but (B)
does not have stability in the z-direction, since the DEP force is upward everywhere in the trap. To provide
the planar quadrupole with stability in the z-direction, the trap can be made 3-D, into either (C) an octopole
trap68 or (D) extruded quadrupole posts61
1.4.2 Modeling DEP Trap Behavior
For a variety of reasons, much of the DEP-based trap design to date has been qualitative
in nature. Most current microscale DEP traps are meant to capture many particles at once.
The electrostatic interactions between the many particles in such a trap make the trapping
behavior very difficult to quantitatively analyze. Additionally, traps for large particles,
such as cells, are relatively simple to design and fabricate - many electrode
configurations and experimental conditions will generate some kind of trapping, and thus
detailed analysis may not be necessary. However, the maturation of DEP-based
microsystems necessitates a quantitative modeling tool that enables trap designs that can
meet these increased demands.
Before the creation of our modeling software, several groups had performed
quantitative analysis of DEP-based microsystems. Pioneering work in validating the
shape of the force fields was first reported by the German group for quadrupole6 and
octopole DEP traps59. DEP forces have also been quantified using gravity as a
counterforce, by measuring particle levitation over quadrupoles 66,69 or interdigitated
electrodes6 5' 70 . Several other groups have analyzed the balance of DEP forces and
hydrodynamic drag. Watarai et al. measured the migration velocity of a particle traveling
through a quadrupole trap 7 . Similar experiments where later done by the German group
measuring the particle displacement in an octopole trap against flow 72 and the critical
flow velocity needed to break through paired electrodes on the top and bottom of the flow
chamber 73 - both correlating modeling predictions to experiments. Hughes et al.
quantified the DEP force by using quadrupole traps to confine motile bacteria 4. From the
DEP trapping force, they calculated the bacterial swimming velocity and found good
agreement compared to published values. While all of these quantitative analyses have
worked well for their specific applications, they investigate only limited aspects of DEP
trapping behavior - such as particle levitation, velocity, or displacement within a DEP
trap. Therefore, we created a novel modeling software, described below, that could
perform comprehensive analysis of DEP trapping and allow us to create the types of
highly-functional DEP traps that we require.
The software was originally created by Joel Voldman in his PhD thesis75 , which
he validated with both beads6 1'67 and cells 76, allowing him to create the extruded
quadrupole electrodes, the strongest-known 3-D, nDEP trap61. Since then, we have made
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further improvements to the modeling software, increasing its performance and ease-of-
use, described below in Section 1.4.3:Modeling Software Overview.
Furthermore, since the initial creation of our modeling software, other groups
have started to comprehensively model DEP trapping for other applications. Li et al. used
a 2-D model, very similar to ours, to create a microfluidic DEP filter for yeast, spores,
and bacteria 48.
1.4.3 Modeling Software Overview
We wrote the software using Matlab (The Mathworks, R14) to take advantage of the
diverse numerical and visualization algorithms available within. The modeling software,
though general, was written expressly for analyzing the problem of DEP trapping of
single particles against fluid flows. An overview of the software is given in Figure 1-6.
The software takes electric-field data and other experimental parameters and computes
each of the five forces on the particle - the multi-order DEP force (Eq. 1-3), the
hydrodynamic drag force (Eq. 1-6 and 1-7), the gravitational force (Equation 1-8), the
hydrodynamic lift force (Equation 1-9), and the normal force from the top and bottom
substrates.
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Figure 1-6: Overview of the modeling software, showing the major steps. From user-provided electric field
data and other experimental parameters, the forces on the particle (DEP, HD drag, gravitational, HD lift,
and normal) are computed everywhere in space. The total force on the particle is used to generate
streamlines that determine if the particle is stably held in the trap.
The DEP force can be in the x, y, and z directions, depending on the trap geometry.
The HD drag force is applied in the +x direction in our microsystem. The gravitational
force pushes down on the particle in the -z direction, since the particles are more dense
than the surrounding media. The HD lift force is caused by low-Reynolds-number
viscous flow over an object near a solid plane, which tries to levitate the particle in the +z
direction 77 78. Our final force is the normal force in the -z and +z direction, respectively
defined by the top and bottom of the flow chamber.
After each force is individually calculated, the total force in all directions (x, y, and
z) is summed on a uniformly spaced grid. Streamlines are then generated from these total
force calculations, mapping its trajectory from a specified starting position, allowing us to
determine whether the particle is stably held in the trap. If the particle is held at that flow
rate, the program continues to step up the flow rate to determine the maximum flow rate
- the highest flow rate where the particle is still stably held in the trap. Any increase in
flow above this rate will knock the particle out of the trap, producing streamlines
highlighting this removal (Figure 1-7).
In calculating the maximum flow rate, we can easily vary certain parameters in the
microsystem to determine their effects on the trapping behavior. Such parameters may
include the applied voltage, the applied signal frequency, the particle diameter, the flow
chamber geometries, and a number of other variables. In its current form, the program
allows for the simultaneous variation of two parameters at once, so that for instance,
sweeps in voltage and frequency can be performed, thus enabling the user to rapidly test a
large range of experimental conditions simultaneously.
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Figure 1-7: Particle streamlines. (A) The cell is stably held in the DEP trap. (B) The flow exceeds the
maximum flow rate and the cell is pushed out of the trap. The color bar on the bottom substrate shows the
electric field intensity in a given DEP trap.
Since its initial creation, we have improved the modeling software, using
streamlines to make the program more efficient and visually-interactive. Originally, the
software calculated the particle's stable points by using Matlab's isosurface function,
finding the surface for each component of total force (Fx, Fy, Fz) where that force is
zero75. Then, by determining if the three-way intersections of these points are stable, the
software determined if the particle was held in the trap for a given set of experimental
conditions. The use of streamlines obviates the need for these isosurfaces, since the
streamlines generate the particle's trajectory directly from the total forces, automatically
determining if a stable point exists. Brian Taff first explored using streamlines to
investigate DEP trapping behavior. Then, to make the improved version of the software,
we incorporated the streamline function into the automated software, replacing the
isosurface subprogram to solve for the maximum flow rate. Currently, everyone in the
Voldman Lab now uses this improved version to do their DEP modeling and trap design.
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In addition, we used this improved version to create our nDEP square traps, the
strongest-known planar, nDEP trap (see Section 2.1.1: nDEP Square Trap Design) and
demonstrated its functionality by comparing this trap to two other common traps in the
literature79 (see Appendix A). We have made this latest version of the software freely
available to the scientific community at: www.rle.mit.edu/biomicro.
1.4.4 The DEP Force
The dielectrophoretic force in its simplest implementation is the interaction of a
nonuniform electric field with the dipole moment it induces in an object. The typical case
is the induced dipole in a lossy dielectric spherical particle. The force in this case, where
the particle is much smaller than the electric field nonuniformities, is given by:
F = 2;r7R 3 Re[CM(o). -VE2 (r,) (1-1)
where F refers to the dipole approximation to the DEP force, em is the permittivity of the
medium surrounding the sphere, R is the radius of the particle, o is the radian frequency
of the applied field, r refers to the spatial coordinate, and E is the complex applied
electric field. CM is the Clausius-Mossotti (CM) factor, which, for a lossy dielectric
uniform sphere, such as a bead, is given by:
CM = -2 1 (1-2)
£2 + 2e1
where E, and 62 are the complex permittivities of the medium and the particle,
respectively, and are each given by e = e + a /(jco), where e is the permittivity of the
medium or particle, aois the conductivity of the medium or particle, andj is r-1 . If the
CM factor is positive, then the DEP force pulls particles toward the electric-field maxima
(positive DEP, or pDEP). If the CM factor is negative, the DEP force pushes the particles
towards the electric-field minima (negative DEP, or nDEP).
Most previous analyses incorporate only the dipole approximation to the DEP
force51 '5 7 which does not account for higher-order components, where the field is
sufficiently spatially nonuniform (in comparison to the size of the particle) to induce
significant quadrupole and higher-order moments in the object. Analyses including
higher-order multipoles have shown that these terms often make significant contributions
to the total DEP force4 8,79,80 (see Appendix A: Multipolar DEP Force Effects). In the mid-
nineties, Washizu and Jones8183 developed a computationally accessible approach to
calculating higher-order DEP forces. A compact tensor formulation of their result8' is:
F) = (n) [.]"(V)"E (1-3)
where n refers to the force order (n=1 is the dipole, n=2 is the quadrupole, etc.), p(") is
the multipolar induced-moment tensor, and []" and (V)" represent n dot products and
gradient operations. Thus, we see that the n-th force order is given by the interaction of
the n-th-order multipolar moment with the n-th gradient of the electric field. This
expression can be rewritten more explicitly for the time-averaged force in the i-th
direction as:
F )> =27,R 3 Re CM( E'E E
(2) CR' Re CM(2) E EE (1-4)
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for the dipole (n=l) and quadropole (n=2) force orders 81 . The Einstein summation
convention has been applied in Eq. 1-4. The multipolar CM factor for a uniform lossy
dielectric sphere, such as a bead, is given by:
CM"_ = _2 -E (1-5)
ne 2 + (n + 1)E1
while the CM factor for cells, viruses, and bacteria is calculated using expressions from
the literature84
1.4.5 The Other Forces
In our modeling software we include four other forces - the hydrodynamic (HD) drag
force, the HD lift force, the gravitational force, and the normal force from the rigid
substrate top and bottom boundaries.
The HD drag force imposed on a stationary particle by a moving fluid is governed
by low-Reynolds-number flow because of the small dimensions and low flow rates
involved in these microsystems. When the particle sits close to the substrate, we are
justified in using a shear flow approximation. The HD drag force is then similar to
Stokes' drag on a sphere, with a correction for the effects of the wall85:
Fdrg = 6q1RjfF*drg z = 6ru R (6Q/wh2) F *d,g z (1-6)
where p is the viscosity of the liquid, F*drag is a nondimensional factor incorporating the
wall effects, z is the distance from the particle center to the substrate, and f is the shear
rate at the wall in a parallel plate flow chamber, where Q is the flow rate, w is the
chamber width, and h is the chamber height . Li et al. showed that this shear flow
approximation is valid even when the particle diameter occupies a significant fraction of
the chamber height48.
When the particle is not near the substrate, we use a parabolic Poiseuille flow
profile. The HD drag force is then 7:
Fdrag = 6;rpRVeF(z) = 6zpR (1.5Q/wh) F(z) (1-7)
where Vc is the centerline velocity in the flow chamber and F(z) is a nondimensional
factor incorporating the height of the particle in the chamber. Other analytical or non-
analytical flow profiles can also be implemented.
The magnitude of the gravitational force is given by:
F 4v = 3 7rR'(pp -pm)g (1-8)
where p, and pp refer to the densities of the medium and the particle, respectively, and
g is the gravitational acceleration constant.
The HD lift force is caused by low-Reynolds-number viscous flow over an object
near a solid plane, which tries to levitate the particle. For a stationary sphere in contact
with the plane, the lift force becomes77' 78:
Fl, = 9.22 2p mR4 = 9.22(36Q2 /w 2h4 ) PmR 4  (1-9)
At lower flow rates, the lift force is negligible compared to the z-directed DEP force and
gravity. However, since the lift is proportional to Q2 and R4 , the lift force could become
significant for higher flow rates and larger bead diameters.
Our final force is the implementation of a normal force produced by the top and
bottom substrates. We implement this force using an algorithm that automatically adjusts
the z-directed total force on the particle so that it is zero when the particle contacts the top
or bottom surface. For example, when a particle contacts the bottom surface, the particle
center will be located at z = R. Without this algorithm, if the total z-directed total is less
than zero for z < R, then the particle would get pushed downward, which is physically
impossible because the normal force of the bottom substrate would push back. Therefore,
if the total z-directed force is less than 0 for z < R, this algorithm modifies the total z-
directed force to equal zero, removing any downward force and keeping the particle
sitting on the bottom substrate at z = R.
1.5 Microwells and the Bio Flip Chip
In addition to using DEP, we looked into other methods of cell patterning that could
pattern large numbers of cells, with single-cell resolution, were easy to use, and gentle on
the cells. Microwells have started becoming widely-used in the last few years as a cell
patterning technique and offer all of these capabilities. The microwells can be made from
a variety of materials - including polystyrene8 , polyethylene glycol (PEG)3 7'89, and most
commonly, polydimethylsiloxane (PDMS)38,90'9' (Figure 1-8).
BFigure 1-8: Microwells can be made from a variety of materials - including (A) polystyrene 88, (B)
polyethylene glycol (PEG)37, and (C) polydimethylsiloxane (PDMS).
Microwells are generally made using soft lithography, using a transparency mask
to photopattern the microwell array, either directly into the desired material 37, or into a
photoresist that will later be used as an inverse mold for the final microwell array. Using
the latter process, molding requires only initial fabrication of the master wafer.
Afterward, whenever a new chip needs to be made, the desired material is simply poured
onto the master wafer, cured, and then peeled off (Figure 1-9A). The master wafer can be
reused numerous times, making the overall chip creation fast and inexpensive (e.g., a
microwell chip made from PDMS costs less than fifteen cents to make).
The operation of the microwells is also very easy. A single-cell solution is
deposited onto the microwell array. The cells settle into the microwells, generally after a
few minutes. Then, the remaining cells are washed away, while the cells in the
microwells are protected from the high shear flows and remain trapped (Figure 1-9B).
While microwells can be used for non-adherent cells 88, patterning adherent cells requires
coating the bottom of the microwells with an adherent protein - such as collagen 37 or
fibronectin 89,90
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Figure 1-9: Fabrication and operation of microwells38. (A) Polymer is poured over the master wafer,
molding the microwell array. (B) A single-cell solution is poured over the microwell, allowing the cells to
settle in the wells, while the other cells are washed away.
To date, most microwell research has simply demonstrated patterning cells in
microwells - with variations on the microwell material, the proteins inside and outside
the microwell, or the microwell dimensions - although some groups are beginning to use
them for enabling applications. Yamamura et al. patterned single B-cells in microwell
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arrays, monitoring which cells were activated after stimulation with antigen, then
retrieved the activated cells using a micromanipulator 88 (Figure 1-10).
Micromanipulator
Figure 1-10: Using microwells for monitoring cell behavior, with subsequent retrieval of desired cells
using a micromanipulator8 8.
In our case, to answer how seeding conditions affect stem cell proliferation, we
need to be able to pattern small numbers of cells, with and without cell contact, and
monitor their proliferation over time. The use of microwells in its current state only
enables short-term assays (usually < 24 hours), before the cells start to proliferate and
require additional space. In addition, while microwells can pattern small clusters of cells
inside a microwell (allowing cell-cell contact), they do not offer precise enough
patterning resolution to pattern single cells close together (but without cell-cell contact).
Therefore, to combine the benefits of the microwell mentioned above, while still enabling
increased patterning resolution and room for cell proliferation, we created a new cell
patterning tool called the Bio Flip Chip (BFC). Essentially, it traps the cells exactly like
other microwell applications, depositing a single-cell solution onto an array of PDMS
microwells and washing away the cells outside the microwells. However, the BFC then
takes an additional step that enables some powerful capabilities. By flipping the
microwell array upside down onto another substrate, the cells fall out onto an unconfined
area. While still retaining the same pattern as when they were in the microwells, the cells
now have room to proliferate and move. In addition, having the flexibility to pattern cells
onto any substrate allows us to seed mESCS on their standard in vitro substrate of tissue-
culture polystyrene (TCPS). We describe the development and use of the BFC in detail in
Chapter 4.
During the time we were working on the BFC, Love et al. used microwells in a
similar fashion for another elegant application 91 (Figure 1-11). By trapping single cells in
microwells, they also flipped the microwell chip upside down, onto a glass slide. But,
instead of patterning cells, they patterned the cells' secreted products on the glass slide.
Those products were then recovered and identified, while the cells were still retained in
their original microwells, allowing subsequent recovery of desired cells for clonal
expansion. This technology has already been successfully used for fast antibody
screening and efficient isolation of monoclonal hybridomas.
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Figure 1-11: Flipping cells in microwells to recover their cell-secreted products91 .
1.6 Scope of the Thesis
The primary goal of the thesis is to develop a cell patterning technology that allows
precise control of the stem cell environment, allowing us to modulate cell-cell signaling
and monitor cell proliferation over time.
In Chapter 2, we describe the initial design and development of our DEP cell
patterning technology, using beads as model particles. In Chapter 3, we describe the
challenges associated with transitioning from beads to cells, along with creation of our
second generation DEP trap, designed for use with cells. In Chapter 4, we describe the
design and development of a new cell patterning technology, the Bio Flip Chip (BFC),
and demonstrate the numerous capabilities this technology has to offer. In Chapter 5, we
use the BFC to control the mouse embryonic stem cell (mESC) microenvironment to
answer the question - why do mESCs need to be seeded as single cells? We finish in
Chapter 6 with remarks on the significance of the thesis, ongoing collaborations to extend
the BFC applications, and directions for future work.
Chapter 2: DEP Bead Trapping
Now that we have presented an overview of our cell patterning technologies - DEP traps
and the Bio Flip Chip - we will further describe the functionality of each technique. In
this chapter, we present a novel nDEP trap geometry that is strong and capable of single-
cell trapping45. We demonstrated the trap strength by measuring the maximum flow rate
that test particles could withstand while remaining trapped, and matched this to our
predictive model with excellent agreement. In addition, the model provided us with a
clear understanding of how our traps work and allowed us to create a set of design rules
describing how the trap behavior changes as a function of the trap geometry.
2.1 The nDEP Square Trap
2.1.1 nDEP Square Trap Design
In the Introduction, we motivated the requirements of patterning mESCs and determined
that the trap needed to be a planar, single-cell nDEP trap that had multidirectional
stability and was strong enough to hold cells against substantial fluid flows. To create a
trap with x- and y-directed stability, we decided to use a similar principle as the
quadrupole electrodes and closely surround the particle with stabilizing electrodes.
However, since the quadrupole geometry lacks z-directed stability, we decided to try a
variation of this geometry and combine the four separate electrodes into a single
surrounding electrode (Figure 2-1A). To minimize the loading of multiple particles, we
made the surrounding electrode just bigger than the size of the desired cell. Furthermore,
since cells are spherical, we first tried a circular electrode geometry. However, the
circular geometry was not optimally strong because the curving electrode splits up the
DEP force into x and y components, providing less force to counteract the x-directed flow
(Figure 2-1B).
Therefore, in order to hold against higher velocity flows, we decided to remove the
curvature, thus maximizing the x-directed DEP force. This provides us with two possible
geometries for the simplest surrounding electrode, a rectangle and a square. Rectangular
geometries did have an increased trap strength due to this higher x-directed DEP force,
but also had an increased probability of trapping more than one particle in the trap
(Figure 2-iC). Therefore, to maximize trap strength and the probability of single-cell
trapping, we chose a square electrode geometry for our nDEP trap (Figure 2-1D).
However, we still needed an opposite polarity electrode to create the electric field,
and in order to maximize trap strength, we wanted it close to the square electrode. We
chose a simple line electrode, placed 10 ýtm away from the square electrode (Figure
2-1E). This was a large enough distance to allow us to still use a transparency mask for
processing, allowing lower fabrication costs, while still being close enough to produce a
strong DEP trap.
Finally, returning to the requirement for z-directed stability. It turns out that this
square and line electrode trap creates a unique electric field geometry, producing the
required downward DEP force inside the trap, thus providing stability in the z-direction
(Figure 2-1F). We describe this unique geometry of the force fields in detail in Section
2.3.2: Size-Selectivity Behavior.
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Figure 2-1: nDEP square trap design. (A) Instead of using a quadrupole geometry, we chose to surround
the trapped particle with a single electrode. (B) The circular electrode geometry splits the DEP force into x
and y components, providing less force to counteract the x-directed flow. (C) The rectangle electrode
increased the probability of trapping more than one particle. (D) The square geometry provided a higher
DEP force to counteract the x-directed flow. (E) We made the opposite polarity electrode a line electrode,
spaced 10 gLm away from the square electrode edge. (F) This nDEP square trap has a downward DEP force
within the square electrode, thus providing stability in the z-direction.
2.1.2 nDEP Square Trap Operation
The operating scheme for our single-particle traps consists of three steps. First, with the
flow on and the traps off, we initially flood the patterning space with a high density
solution of particles (Figure 2-2A). Because of the z-directed DEP forces outside the trap
(Figure 2-1F), particles are only able to be trapped if they initially reside within the inner
square electrode. Therefore, we initially flood the patterning space with an excess of
particles, increasing the probability that at least one particle will be located within the
trap. The flooding time is small because the particles can be flowed in at very high
speeds, being limited by the maximum pressures the flow chamber can withstand. The
flooding time will then be a function of the maximum flow rate and the combined
chamber and tubing volume. The smaller this combined volume, the less time it takes for
flooding.
Once the patterning space is covered with particles, with enough particles filling
the square traps, we turn off the flow and then turn the traps on (Figure 2-2B). The time
needed for trapping is negligible, usually within seconds. The particles in the trap are
forced into the electric field minimum, which without flow, is in the center of the square
electrode. The particles outside of the square electrodes also align with the minimum
electric field, which is located in between the traps in the array (Figure 2-2B).
Third, with the traps on, we turn the flow on, washing away the untrapped
particles and leaving only single particles within each trap (Figure 2-2C). This wash step
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is usually the rate-limiting step in patterning particles since the flow rate cannot exceed
the maximum flow rate of the trapped particle. Therefore, we require a strong trap that
allows high enough flow rates for practical experimental times. The wash time is also
dependent on the combined chamber and tubing volume, so minimizing this volume will
help to reduce wash times. Once the particles are washed away, leaving only particles
within the traps, the flow and the traps can be turned off.
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Figure 2-2: nDEP square trap operation. (A) Flood the patterning space with a high-density solution of
particles. (B) Turn off the flow and turn on the DEP traps. (C) Turn on the flow and clear away the
untrapped particles.
2.2 Materials and Methods
2.2.1 Beads and Bead Stock Solutions
We used polystyrene beads, with density of 1.062 g/cm3, at five different bead diameters.
The 4.2- and 8.2-ptm diameter beads (Polysciences), with standard deviation of 0.33 and
0.17 p.m respectively, were packaged as 1% solids in water. We made these bead
solutions by using a 2.0-mL aliquot of the beads, washed in 1.0 mL of stock solution, and
resuspended in 1.0 mL of stock solution.
The polystyrene beads (incorporating 2% divinyl benzene) with diameters of 9.7,
14.2, and 19.5 ptm (Bangs Laboratories) with standard deviations of 0.10, 0.72, and 0.31
pm respectively, were packaged as 10% solids in water. We made these bead solutions
by using a 0.5-mL aliquot of these beads, washed in 0.5 mL of stock solution, and
resuspended in 1.0 mL of stock solution.
Bead stock solutions were made with conductivity of 0.01 S/m by combining
appropriate volumes of 18.2-MO-cm deionized water and Dulbecco's PBS (Gibco), both
containing 0.1% Triton X-100 (Sigma). Conductivities were measured using a
conductivity meter (Thermo Orion, 555A).
2.2.2 Electrode Traps
We fabricated the DEP traps by patterning gold onto glass slides. We cleaned standard
microscope slides of 38 x 75 mm in a Piranha solution (3:1 H2SO4 :H20 2) for 10 min,
blow dried them with N2, and then dehydrated them in a 225 °C oven for 30 min (Figure
2-3A). We coated the slides with Hexamethyldisiloxane (HMDS oven, recipe #4) and
then coated them with image-reversal photoresist (Hoechst, AZ-5214), dispensed at 500
rpm for 6 s, spread at 750 rpm for 6s, and ramped to 3000 rpm for 30s (Figure 2-3B).
After spinning, we baked the slides in an oven at 95 'C for 30 min. Afterward, we
exposed the slides to a UV dose of 390 mJ/cm2 on a contact aligner (Karl Suss, MA6
Mask Aligner) using a dark-field mask printed at 40,640 dpi (Fine Line Imaging). We
placed the slides on a 125 TC hotplate for 10 min. We then flooded the slides with a 1200
mJ/cm2 on the same contact aligner (Figure 2-3C) and developed them for 2.5 min
(AZ422-MIF developer). We then deposited them with metal, 250 A of titanium and
2500 A of gold (Figure 2-3D). Lastly, liftoff was performed by developing the slides in
acetone for 30 min (Figure 2-3E).
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Figure 2-3: nDEP square trap fabrication. (A) We cleaned the slides in a Piranha solution and dehydrated
them at 225 *C. (B) Then we coated them with image reversal photoresist (Hoechst AZ-5214). (C) Next we
exposed the pattern using a transparency mask. (D) Then we deposited the Ti and Au. (E) Lastly, we
performed liftoff using acetone.
The traps were designed as one square electrode with inner square side length
(ISSL) of 25 .tm and another line electrode spaced 10 ýpm away. All electrode widths
were 10 ýpm (Figure 2-4A). The as-fabricated trap dimensions differed from the designed
dimensions submitted to the transparency mask manufacturer (Figure 2-4B). This is
because our minimum feature size of 10 ptm is also the minimum allowed by the mask
manufacturer, and the variance at this feature size is 3.2 ptm. In addition, variations in
photolithography exposure times significantly changed the trap dimensions and our
exposure times were chosen to yield as-fabricated dimensions that were closest to the
designed dimensions. However, this discrepancy in designed and as-fabricated trap
dimensions did not significantly affect the trapping behavior. For example, using a 5 Vp
applied voltage to trap a 12-ptm-diameter bead, the maximum flow rate was 43 ýpL/min
using the designed trap geometry and 44 pUL/min using the as-fabricated geometry, a
difference of only 2%.
The DEP traps were designed in a 5x5 square array, with a trap-to-trap distance of
200 p.m (Figure 2-4C). The minimum feature size of the traps is > 10 p.m, which allows
the use of inexpensive transparency masks for photolithography (CAD Art Services).
... ·;
.. ·
Designed As-fabricated
Figure 2-4: Overview of the DEP trap and trap array. The DEP geometry consists of a square electrode and
a line electrode. (A) The designed trap dimensions. (B) The as-fabricated trap dimensions. (C) A
micrograph of the fabricated 5x5 trap array.
2.2.3 Flow Chamber, Packaging, and Fluidics
The flow chambers were made using a Si master wafer to mold the polydimethylsiloxane
(PDMS) gasket. The Si wafers were cleaned for 10 min using the same Piranha solution
described above, blow dried with N2, and dehydrated for 10 min at 130°C.
Photolithography was then performed using SU8-50 (Microchem) to define the flow
chamber patterns. The wafers were developed for 10 min using PM acetate (Doe and
Ingalls) and then silanized for 30 min using hexamethyldisiloxane (Shin-Etsu MicroSi).
PDMS (Sylgard 184, Dow Coming) was then poured over the master Si wafer to form a
gasket, using the "sandwich molding process92. The PDMS gasket was then plasma
oxidized and bonded to a standard (25x75 mm) microscope slide and two holes were
drilled to define inlet and outlet ports for the tubing. The tubing was epoxied
(Radioshack, Quick Setting Epoxy) to this chamber top. The chamber top was then
clamped to the bottom electrode slide using 4 binder clips for easy assembling and
disassembling. Wires were electrically connected to the electrodes using conductive
epoxy (Circuit Specialists). An overview of the packaging is shown in Figure 2-5A.
For the fluidics, the two inputs of a 4-way valve (Upchurch Scientific, V-101D)
were connected to a 5-mL syringe filled with beads and a 10-mL syringe filled with stock
solution. The 10-mL syringe was controlled using a syringe pump (KD Scientific, 210C).
One output on the 4-way valve was connected to 1/16" OD PEEK tubing (Upchurch
Scientific, 1536) and the other was connected to waste. The 1/16" OD tubing was then
adapted to the 1/32" OD PEEK tubing (Upchurch Scientific, 1575) at the inlet on the
flow chamber top. The 1/32" OD tubing connected to the outlet on the flow chamber top
was connected to waste. The fluidics setup is shown in Figure 2-5B.
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Figure 2-5: Overview of the flow chamber, packaging, and fluidics. (A) Flow chamber packaging involved
bonding a glass slide to a PDMS gasket, drilling holes into the top chamber and epoxying tubing, and
aligning and sealing to the electrode slide using 4 binder clips. (B) The fluidics consisted of one free
syringe and one syringe powered by a syringe pump, connected to a 4-way valve, with valve output
connected to the flow chamber. The flow chamber output was connected to waste.
2.2.4 Optics and Measuring Chamber Height
An automated upright microscope (Zeiss Axioplan 2 imaging) was used in the bead
experiments and an inverted microscope (Zeiss Axiovert 200), along with a SPOT digital
camera (Diagnostic Instruments), was used to take pictures of the trap geometries to
determine as-fabricated trap dimensions.
We measured the flow chamber height with an automated microscope by focusing
on the electrodes on the bottom glass slide and then focusing on the top of the PDMS
gasket. The difference between the two focus points was called the chamber height. The
microscope has a motorized focus, allowing a minimum step resolution of 25 nm.
Since the device flow chamber is sealed using binder clips, the height of the flow
chamber varied depending on how the slides were clipped together. Because the HD
force is very sensitive to the flow chamber height (Eq. 1-6), the flow-chamber height was
measured at the same location in the flow chamber, twice before the experiment and once
after the experiment. These three values were averaged together to give the height used in
the model. The two chamber heights measured before the experiment differed by up to -5
ptm, due to the variability in focusing on the substrate. The chamber height after the
experiment never varied by more than -2 ptm from the before measurements, suggesting
that the chamber height did not significantly drift over the course of the experiment. Bead
experiments for bead diameters 4.2 and 8.2 pm were performed sequentially with the
same experimental setup at a flow chamber height of 103 p.m and bead diameters 9.7,
14.2, and 19.5 ptm were performed sequentially with the same experimental setup at a
flow chamber height of 95 ptm.
2.2.5 Determining Peak Holding Diameter
For the design rule simulations, to be objective in choosing the peak holding diameter
from the size-selectivity curves, the curves were cubically fit using MATLAB and the
peak holding diameter was chosen as the diameter at the peak maximum flow rate.
2.2.6 Electrical Excitation
Sine wave excitation at 5 MHz was generated by a signal generator (Agilent, 33250A).
One trap electrode was set to ground while the other trap electrode was set to either 0, 1,
2, 3, 4, or 5 Vp (peak voltage), while the signal was measured using a digital oscilloscope
(Tektronix, TDS 2024) and found to be 0, 1.08, 2.08, 3.08, 4.08, and 5.08 Vp.
2.2.7 Bead Experiments
The flow chamber was initially primed with ethanol to remove any bubbles and then
flushed with stock solution to remove the ethanol from the chamber. The bead solution
was then injected into the flow chamber so the maximum number of traps in the 5x5
array had beads in them (n 2 3). The signal generator was turned on to 5 Vp, trapping
beads that were already inside the square electrode. The syringe pump was then turned on
and stock solution was flowed through the chamber at 20 tL/min to clear all the
untrapped beads from the field. The flow rate was then set to 1 tL/min so the signal
could be set to the desired voltage without losing any of the trapped beads. The flow rate
was then stepped up, at 1 pL/min intervals, until the maximum flow rate was reached.
The maximum flow rate was determined to be the highest flow rate at which the beads
would remain trapped for 1 min, observed through the microscope. This time was chosen
empirically by observing that beads held for 1 min, if the flow was continued, would
usually (> 90%) be held indefinitely. The maximum flow rate was recorded for all the
trapped beads in the array. Then the procedure was repeated at a different applied
voltage. For each bead diameter, maximum flow rate measurements were made every 1
V, from 0-5 Vp.
2.2.8 Modeling Parameters
We generated electric field data from simulations using the commercial field solver
FEMLAB (Comsol) (Figure 2-6). The simulated domain includes a flow chamber with
variable height, sandwiched between two 1-mm-thick glass slides. The boundary
conditions are electric potential on the electrodes, electric insulation on the outer
surfaces, and continuity at the interfaces of different materials in the system. Field data is
written to a 3-D grid, using a grid spacing of 1.0 jpm, and smoothed using a Gaussian
low-pass filter. Simulations are run using a 5Vp (peak voltage) potential difference
between electrodes. We evaluate results for other applied voltage differences by scaling
the electric field, using the linear dependence of electric field on voltage.
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Figure 2-6: Electric-field magnitude (in V/m) inside a DEP trap at an applied voltage of 5 Vp. The contour
lines show the lines of equal electric-field magnitude.
The simulations were performed on polystyrene beads with a bead density of 1062
kg/m3, medium density of 1000 kg/m3, bead conductivity of 2x 10 "4 S/m and relative
permittivity of 2.5, in media with a conductivity of 0.01 S/m and relative permittivity of
80.
The applied signal was always a sine wave at 5 MHz. For the bead experiment
simulations, the maximum flow rate was determined for each of the bead diameters as a
function of the measured voltages of 0, 1.08, 2.08, 3.08, 4.08, or 5.08 Vp. For the size-
selectivity simulations, the maximum flow rate was determined at a fixed voltage of 5.08
Vp, as a function of bead diameter that ranged from 2-24 pm, with 2-ptm resolution. For
the design rule simulations, the maximum flow rate was determined as a function of
electrode geometry, at a fixed voltage of 5 Vp.
The flow chamber geometry was 3-mm wide. The chamber height was either 95- or
103-gm high for the bead experiment simulations, 95 gpm for the size-selectivity
simulations, and 100 p.m for the design rule simulations. All simulations used a flow rate
resolution of 1.0 pL/min. The bead experiment simulations (shown in Figure 2-7 and
Figure 2-8) used the as-fabricated geometry (Figure 2-4B) while the design rule
simulations (shown in Figure 2-9 and Figure 2-10) used the designed trap geometry
(Figure 2-4A).
2.3 Results
Since flowing away untrapped cells is often the rate-limiting step during cell patterning,
with the fluid flow limited by the maximum x-directed DEP force, the DEP traps need to
be strong. To demonstrate the strength of our DEP traps, we used beads as model
particles to measure the flow rate that test particles could withstand while remaining
trapped. Compared to cells, beads are simpler to model and have less variability in size,
making them an ideal particle for trap proof-of-concept9.,6 ,62,67,93,94. The measurements
were in excellent agreement with our modeling predictions. By modeling the maximum
flow rate as a function of bead diameter, we were able to determine that the trap
displayed a size-selectivity behavior, being optimized to hold -9 glm diameter beads.
2.3.1 Bead Experiments
For each bead diameter of 4.2, 8.2, 9.7, 14.2, and 19.5 gm, maximum flow rate
measurements were made every 1 Vp from 0-5 Vp, allowing us to generate the holding
characteristic for the trap (Figure 2-7). We then compared these measurements to
predictions generated by our modeling software. Each subfigure represents a different
bead diameter and plots the predicted and experimental maximum flow rate versus the
applied voltage. The maximum flow rate always increased as the applied voltage
increased. In addition, at 0 V, the maximum flow rate was always zero, suggesting that
the beads did not stick to the glass slide. The difference between the predictions and
experimental mean was found to be •< 16% in all cases, except for the 4.2 gtm beads
which had a difference of 26%. The difference was calculated as:
-Qm odel (2-1)
amodel
where Qexp is the experimental mean maximum flow rate at a given voltage and Qmodel is
the predicted maximum flow rate at a given voltage. These maximum flow rate
measurements were shown to be repeatable over different days.
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Figure 2-7: Experimental and simulated results for 5 different diameter beads. We vary the applied voltage
from 0-5 V, and measured the maximum flow rate at which the beads are still trapped. Bead diameters are
(A) 4.2 pm (B) 8.2 pm (C) 9.7 pm (D) 14.2 pm (E) 19.5 pm. Shown are the predicted values (--), mean
(o), and standard deviation (-) (n > 3, at least 3 of the 25 traps were filled at each voltage). Model and
experiment differ by < 16% in all cases, except for the 4.2 pm beads which had a difference of 26%.
Over the course of all the experiments, certain traps in the 5x5 array were
repeatedly stronger while others were repeatedly weaker, which we believe is the major
contributor to the standard deviation in the experiments. In order to understand this
observed behavior, we analyzed the differences in maximum flow rate caused by
variations in the most sensitive parameters in the system - the trap geometry, the bead
size, and the flow chamber height. The upper and lower limits for these parameters were
used to calculate the upper and lower limits for the maximum flow rate. By taking the
difference of these flow rates and dividing by the average, we were able to calculate a
contribution to the variability.
There were variations in trap geometry due to fabrication heterogeneity, so we
measured the dimensions of both the strongest and weakest DEP trap and used our
modeling software to determine how it affected the maximum flow rate. Most dimensions
differed by less than 1 tm, with maximum flow rates that yielded a -7% contribution to
variability. Although the standard deviations in bead sizes were all < 1 pm, we looked at
how differences in bead diameter of ± 1 pm affected the maximum flow rate. Our model
predicted that these bead variations caused a contribution to variability of -13%. Finally,
we looked at variations in flow chamber height because we noticed that the stronger and
weaker traps were located on different sides of the 5x5 array, suggesting that the flow
chamber height was non-uniform across the array. We measured the flow chamber height
three times at both sides of the array and found a height difference of -7 pm, which
caused differences in maximum flow rates that yielded a contribution to variability of
-13%. This variation in flow chamber height is probably due to differences in clamping
force for the 4 binder clips or non-uniform height of the PDMS gasket.
2.3.2 Size-Selectivity Behavior
Using the 5 Vp data of each bead diameter from Figure 2-7, we can plot the maximum
flow rate as a function of bead diameter (Figure 2-8A). Since the 4.2 and 8.2 pm bead
diameter experiments were performed at a different flow chamber height than the other
three bead diameter experiments, we normalized the experimental maximum flow rate for
these two smaller bead sizes. As the maximum flow rate is determined by the detailed
interactions between the DEP, drag, and gravitational forces, we chose to normalize the
experimental maximum flow rate numerically by using the ratio of the simulated
maximum flow rates at both chamber heights.
Since the DEP force increases with R3 (Eq. 1-1), we would expect the maximum
flow rate to increase with bead size for a given DEP trap. However, in our trap, the
maximum flow rate increases and then decreases with bead diameter, creating a size-
selectivity behavior that is optimized for -9 pm particles. The trapped bead experiences
x, y, and z-directed electric fields and is pushed out of the trap when its center of mass
sees upward z-directed electric fields, pushing it up into higher shear flows and therefore
out of the trap. The bead remains trapped when the bead center of mass experiences the
downward z-directed electric fields. The line defining the transition from upwards to
downwards z-directed electric fields - the stability transition line - was determined from
the modeling software to have the shape in Figure 2-8B. Although the trap has strong
enough x-directed electric fields to resist flow rates > 100 pL/min, it is the upward z-
directed fields that push the beads out of the trap at lower flow rates. Therefore, this
stability transition line is the critical determinant of the size-selectivity behavior.
The size-selectivity behavior occurs because of two effects. First, at low flow
rates, the geometry of the electric fields pushes larger beads further away from the right
side of the square electrode (RSSE), allowing them to travel a greater distance in the +x-
direction (to the right) before they get to the upward z-directed electric fields near this
electrode (Figure 2-8C). Second, at higher flow rates the beads are pushed to the right,
towards the upward z-directed fields near the RSSE. The smaller-diameter beads started
out closer to the RSSE, so with flow they get pushed near this electrode and experience
the upward z-directed fields there (Figure 2-8D, top). The larger-diameter beads have
centers of mass that are high enough to experience the upward z-directed fields further
away from the RSSE (Figure 2-8D, bottom). The medium-sized beads do not experience
the upward z-directed fields until higher flow rates, making the trap optimized for these
bead sizes (Figure 2-8D, middle).
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Figure 2-8: Size-selectivity behavior. (A) Experimental and simulated results for all bead diameters at a 5
V,, 5 MHz applied signal. Shown are the predicted values (--), mean (o), and standard deviation (-) (n _ 3
at each voltage). Experimental results were normalized for flow chamber height variations between
experiments. (B) The stability transition line was determined from the modeling software. (C) Low flow
rates. All bead centers are in the stable region such that the bead is being pushed down by the downward
DEP force. Importantly, larger beads are trapped further away from the right side of the square electrode
(RSSE). (D) High flow rates. Upon starting flow, the beads are pushed to the right. Both smallest and
largest bead centers leave the stable region and are pushed out of the trap by the upward DEP force, while
the medium-sized beads do not leave the stable region until higher flow rates are reached.
2.3.3 Multiple- and Single-Bead Trapping
The 4.2, 8.2, and 9.7 pm beads were small enough to have multiple beads trapped inside
the inner square area, while the 14.2 and 19.5 ptm diameter beads were large enough that
we never observed trapping of more than one bead. When the traps were turned on with
two of these larger beads inside, the additional bead would always be pushed out of the
trap, leaving one remaining trapped bead. Therefore, one can ensure single-particle
trapping using size exclusion. Our 25 ptm-ISSL trap was shown to ensure single-particle
trapping for beads 2 14.2 gpm. Thus, to ensure single-particle trapping, we recommend a
square trap with ISSL that is < 10 ptm bigger than the diameter of the desired particle.
And although this trap is optimized for - 9 gpm particles, the difference in maximum flow
rate between 9 and 14.2 pm bead diameters is < 5 ýpL/min (Figure 2-8A), a minimal
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decrease in trap strength. Overall, we demonstrated a strong, planar, nDEP trap that is
capable of single-particle trapping.
Besides size exclusion, another way to ensure single-particle trapping is using
flow. It was observed during the 4.2, 8.2, and 9.7 jm bead experiments that when there
were multiple beads trapped inside the inner square, the multiple-particle maximum flow
rate was less than the single-particle maximum flow rate. When the flow rate exceeded
the multiple-particle maximum flow rate, sometimes all of the beads were removed at
once, while other times only some of the beads were removed until a single bead
remained in the trap. Therefore, one could operate the flow rate near the single-particle
maximum flow rate so multiple particles are unable to remain trapped.
2.3.4 Design Rules
Because the bead-trapping experiments show excellent agreement with our predictions,
we can use the modeling software to extend beyond the experimental space and develop a
set of design rules to tune the size-selectivity behavior shown in Figure 2-8A. This allows
us to design traps optimized for placing cells of various sizes. We show that changing the
electrode inner square area and the spacing between electrodes grants us the freedom to
optimize the traps for a specific particle size.
Since it is the z-directed electric fields that determine the stability of the trap, this
stability transition line is the critical determinant of the size-selectivity behavior.
Therefore, when analyzing how changing the trap dimensions affects the size-selectivity
behavior, we only needed to look at the stability transition line. For instance, increasing
the slope of the stability transition line allows larger particles to remain in the downward
z-directed electric fields, and therefore increases the peak holding diameter, the bead
diameter where peak holding occurs. Shifting the stability transition line further from the
RSSE decreases the magnitude of the maximum flow rate because it takes less flow to
push the particles into the upwards z-directed electric fields, but with the slope
unchanged, will not change the peak holding diameter.
We simulated varying the electrode inner square side length (ISSL) from 15-35
pm (Figure 2-9A). The maximum flow rate was calculated at 5 V, as a function of bead
diameter for a given ISSL (Figure 2-9B). As the ISSL increases, the stability transition
line increases in slope (Figure 2-9C), causing the peak holding diameter to increase
(Figure 2-9D). As the ISSL increases, the stability transition line also shifts further from
the RSSE (Figure 2-9C), causing a decrease in the maximum flow rate magnitude (Figure
2-9E). Notice that for the smaller ISSL traps, the size-selectivity curve ends before 24
gm. This is because these larger beads experience the upward z-directed electric fields no
matter where they are in the smaller inner square area traps, causing them to be pushed
out of the trap even at zero flow. Therefore, as the ISSL decreases, the size-selectivity
curve ends at smaller bead diameters with larger peak maximum flow rates, making the
degree of size-selectivity more pronounced. The converse is also true: as the ISSL
increases, the degree of size-selectivity becomes less pronounced.
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Figure 2-9: Size-selectivity behavior due to changing inner square side length (ISSL). All other dimensions
were held constant. (A) The ISSL was varied from 15-35 ýLm to determine the effects on size-selectivity
behavior. (B) The maximum flow rate was calculated at 5 V, as a function of bead diameter for a given
ISSL. (C) Increasing the ISSL increases the slope of the stability transition line and shifts it further away
from the RSSE. (D) As the ISSL increases, the peak holding diameter increases. The peak holding diameter
was determined by cubically fitting the size-selectivity curves. (E) As the ISSL increases, the maximum
flow rate magnitude decreases.
Varying the ISSL was designed to allow control over the peak holding diameter,
but additionally affected the maximum flow rate magnitude. Therefore, we wanted to find
a way to independently control the maximum flow rate magnitude. We did this by
varying the spacing between the electrodes (SBE) from 5-25 pm (Figure 2-10A) and
calculated the maximum flow rate at 5 V, as a function of bead diameter (Figure 2-10B).
As SBE was varied, the stability transition line did not significantly change, so the bead
peak holding diameter stayed roughly the same (Figure 2-10C). However, as the SBE
increases the electric fields become weaker, causing the maximum flow rate magnitude to
decrease (Figure 2-10D).
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Figure 2-10: Size-selectivity behavior due to changing spacing between electrodes 
(SBE). All other
dimensions were held constant. (A) The SBE was varied from 5-25 pm to determine the effects on size-
selectivity behavior. (B) The maximum flow rate was calculated at 5 V, as a function of bead diameter for a
given SBE. (C) As the SBE increases, the peak holding diameter stays roughly the same. The peak holding
diameter was determined by cubically fitting the size-selectivity curves. (D) As the SBE increases, the
maximum flow rate magnitude decreases.
In addition to varying the ISSL and SBE, we also varied the actual electrode
width and the inner square length and width independently. Although these variations
produced similar size-selectivity profiles to those generated by varying ISSL and 
SBE,
these variations did not offer any additional ways to tune the profiles - they also 
only
altered the bead diameter where peak holding occurs and the maximum flow rate
magnitude. Therefore, by varying only the ISSL and SBE, we maintain the trap geometry
in its simplest form, keeping the inner electrode shape as a square and all electrode
widths as 10 ptm.
2.4 Discussion
The bead experiment results showed remarkable agreement with our modeling
predictions, without the use of fitting parameters. Our modeling software has now been
validated numerous times45,61,67,76, enabling one to design and evaluate a new trap's
performance against previously-used DEP traps (see Appendix A: Modeling Software
Functionality), understand how a new trap works, and optimize its geometry - all before
the trap is even fabricated. We have made this modeling software freely available to the
public at: www.rle.mit.edu/biomicro.
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Overall, we demonstrated the functionality of our strong, planar, single-particle
nDEP trap using beads as model particles. While transitioning from beads to cells has
been demonstrated repeatedly in the past 50,60,62,76,93, there are several issues that make thisjump less than trivial. Since beads are not damaged by high strength electric fields, higher
operating voltages can be used, making strong trapping against fluid flow much easier.
Yet, cells are affected by electric fields that can damage them through cell heating or
transmembrane loading, forcing us to use lower operating voltages that might not enable
strong trapping. Furthermore, beads can be mixed with a surfactant to make them less
sticky, preventing them from sticking to the glass bottom substrate or each other.
Reducing stickiness in cells is much harder, and they tend to significantly stick to the
glass substrate and clump with each other, reducing both pattern fidelity and single-cell
trapping. These issues will be addressed in the next chapter.
Chapter 3: DEP Cell Trapping
In this chapter, we show how we model the media temperature rise and induced
transmembrane voltage, allowing us to minimize effects on cell health while maximizing
trap strength. In addition, we demonstrate efficient cell patterning with multiple cell
types, using two generations of DEP traps. The second generation trap has the capability
to minimize cell-substrate interactions, using DEP to levitate the cells outside the traps,
preventing them from sticking to the glass substrate.
3.1 Materials and Methods
3.1.1 Cell Culture
We cultured ABJI mESCs with a stably integrated GFP reporter for Oct-4 without
feeders in mESC media: DMEM (Invitrogen, 11960-044) supplemented with 15% ES-
qualified fetal bovine serum (Invitrogen, 16141-079), 4 mM L-glutamine (Invitrogen,
25030-081), 1 mM non-essential amino acids (Invitrogen, 11140-050), 50 U/mL
penicillin, 50 jpg/mL streptomycin (Invitrogen, 15140-122), 100 pM P-mercaptoethanol
(Sigma-Aldrich, M7522), and 500 pM leukemia inhibitory factor (Chemicon, ESGRO
ESG 1107).
We cultured 3T3 murine fibroblasts and HeLa cells in: DMEM (Invitrogen,
11960-044) supplemented with 10% bovine calf serum (Hyclone, SH30072.03), 4 mM L-
glutamine (Invitrogen, 25030-081), and 50 U/mL penicillin, 50 ptg/mL streptomycin
(Invitrogen, 15140-122).
We cultured cells directly on 100x20 mm TCPS dishes (Corning, 430167) in a 37
OC humidified environment with 7.5% CO 2. For maintenance of cells, we fed cells daily
and passaged using 0.25% trypsin-EDTA (Invitrogen, 25200-056). We passaged the
ABJ 1 cells every other day and the 3T3 and HeLa cells when they were 90% confluent,
seeding all cell types at a density of -5x 105 cells/cm2.
3.1.2 Cell Solution
Since our traps use nDEP to position cells, we can use normal cell-culture media when
trapping, measured to have conductivity of 1.5 S/m, using a conductivity meter (Thermo
Orion, 555A). Our cell solution is cell-culture media with cells at a density of lx 106
cells/cm 2.
3.1.3 Cell Trapping Electrodes
The DEP traps were fabricated in a similar manner to the traps used in the bead trapping
experiments (Section 2.2.2: Electrode Traps), however these electrodes were patterned
onto pyrex wafers instead of glass slides. Patterning onto the glass slides often caused
parts of the gold electrodes to rip off, either leaving missing parts in the electrode patterns
or causing shorts between opposite polarity electrodes, which can sometimes render an
entire electrode array useless. The pyrex wafers, however, turned out to be a much better
substrate, creating electrode patterns that were much closer to our mask.
We cleaned 6" pyrex wafers in a Piranha solution (3:1 H2SO 4:H20 2) for 10 min,
followed by a spin rinse. We coated the wafers with hexamethyldisiloxane (HMDS oven,
recipe #4) and then coated them with image-reversal photoresist (Hoechst, AZ-5214),
dispensed at 0 rpm for 8 s, spread at 500 rpm for 6s, and ramped to 2500 rpm for 30s.
After spinning, we baked the wafers in an oven at 95 "C for 30 min. Then we exposed the
wafers to a UV dose of 30 mJ/cm2 on a contact aligner (Electronic Visions, EV620 Mask
Aligner) using a dark-field mask printed at 40,640 dpi (Fine Line Imaging). We placed
the wafers in an oven at 95 "C for 30 min. We then flooded the wafers with a 600 mJ/cm2
on the same contact aligner and developed them for 90 s (AZ422-MIF developer). We
then deposited them with metal, 100 A of titanium and 2000 A of gold. Lastly, liftoff was
performed by developing the wafers in acetone overnight, then continuing to develop in
acetone for 15 min with the wafers floating in an ultrasonic bath. We then rinsed with
Methanol and Isopropanol, followed by another spin rinse. Then the wafers were coated
with a thick resist (Hoechst, AZ-4620), dispensed at 0 rpm for 8 s, spread at 500 rpm for
6s, and ramped to 2000 rpm for 20s. Finally, they were then baked at 95 °C for 1 hr, cut
into separate chips using a diesaw, and developed in acetone to remove the thick resist.
For patterning cells, we used the same nDEP square trap design (Figure 2-4A).
The square electrode had inner square side length (ISSL) of 25 or 35 jpm, to
accommodate various cell diameters, and the line electrode was still spaced 10 pm away,
enabling us to utilize a transparency mask to reduce fabrication costs. All electrode
widths were 10 p.m. These DEP trap arrays consisted of a 10xl0 square array, with a
trap-to-trap distance of 200 pim. Our second generation DEP traps for cell patterning, the
DEP Microwells (Figure 3-5B), used this same trap design, except with interdigitated
electrodes (IDEs) spaced between the traps, helping to prevent cells from sticking to the
substrate outside the traps.
3.1.4 Flow Chamber, Packaging, and Fluidics
The flow chamber, packaging, and fluidics were also similar to that used in the bead
trapping experiments (Section 2.2.3: Flow Chamber, Packaging, and Fluidics), however
we made the PDMS gasket for the flow chamber (Figure 2-5A) using a significantly
easier method. Rather than forming the gaskets around microfabricated SU8 features,
requiring extra fabrication costs and time, we instead stamped out the flow chambers
using a metal stamp (MIT Machine Shop) and a PDMS sheet (Silicone Specialty
Products).
3.1.5 Optics
An inverted microscope (Zeiss Axiovert 200), along with a SPOT digital camera
(Diagnostic Instruments), was used to take pictures of cell trapping and measure the
chamber height in the cell loading experiments.
3.1.6 Electrical Excitation
Sine wave excitation at 10 MHz was generated by a signal generator (Agilent, 33250A).
One trap electrode was always set to ground. For the initial cell trapping experiments, the
other trap electrode was set to I Vp. For the DEP Microwell trapping experiments, this
electrode was initially set to 0.75 VP during cell loading, and then increased to 1.25 Vp
when clearing away the untrapped cells at higher flows. For the cell loading experiments,
this electrode was varied between 0.25, 0.5, 0.75, 1.0, and 1.25 Vp,
3.1.7 Resistor-On-Chip Experiments and Modeling
The resistor-on-chip (ROC) was placed between eight rows of twenty-four nDEP traps
(Figure 3-1A-B). To calibrate the ROC, in order to determine electrical resistance as a
function of temperature, we placed the chip on a hotplate and measured the resistance for
a range of temperatures. Using a thermocouple placed over the ROC, it was determined
that the temperature of the chip differed slightly from the temperature of the hotplate, so
we used the thermocouple temperature as the measured temperature. We measured the
resistance at five degree increments between 25-60 'C, allowing us to generate a
resistance versus temperature curve (Figure 3-3A).
We then measured resistance as a function of applied signal voltage, with a flow
chamber over our ROC (Figure 3-1C). We flowed 70% ethanol through the chamber at a
low flow rate to remove any bubbles, using our fingers pressed against the flow chamber
to apply pressure and keep a tight seal. We then flowed 1 mL of PBS through the
chamber to make sure all the ethanol was cleared away and then let the flow stabilize to
zero. Then, at a frequency of 10 MHz, we applied a voltage of 0, 2.5, 3.5, 4.5, 5.5V and
recorded the ROC resistance.
For the FEMLAB modeling of the ROC, due to memory limitations, we used a
quarter symmetry model, consisting of four rows of twelve DEP traps, with the resistor
located on the symmetric boundary. We first solved for the electric fields (described in
2.2.8: Modeling Parameters) and then restarted the simulation to solve for temperature,
using thermal insulation boundary conditions on the outer surfaces and heat flux on the
interfaces of different materials in the system.
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Figure 3-1: Resistor-on-chip (ROC) devices. Autocad layout of: (A) the entire ROC electrode slide and (B)
one ROC array, showing the ROC between eight rows of twenty-four DEP traps. (C) Actual experimental
setup with electrode slide and flow chamber over the ROC array.
3.1.8 Cell Health Modeling
When electric fields exist in a conductive medium, heating of the medium occurs, which
can increase cell temperatures and damage cells. The power generation per unit volume
of the media (W) is defined by95:
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where a is the media conductivity.
Transmembrane loading occurs when the induced cell membrane voltage exceeds
critical values, possibly causing electroporation or disruption of cell-cycle dynamics96'97.
This maximal induced transmembrane potential, for a spherical cell, in a uniform electric
field, assuming the cytoplasm and surrounding electrolyte are purely conductive (e.g.,
a >> weE), is given by98:
1.5ER 1V, = (3-2)l+RG,(pA +0.5p, ) 1+ jor
where G, is the membrane conductance, pi is the cytoplasm resistivity, Pa is the media
resistivity, and r is defined as:
RC,(Pi +0.5pa)
r = (3-3)1 + RG,(P, + 0.5p,)
where C, is the membrane capacitance. Because the membrane acts like an electrical
high-pass filter, operating at applied signal frequencies in the MHz range and limiting the
applied signal voltage helps to minimize transmembrane loading 96' . Therefore, we
choose to operate our DEP traps at a frequency of 10 MHz.
3.1.9 Initial Cell Trapping Experiments
The flow chamber was initially primed with ethanol to remove any bubbles and then
flushed with PBS to remove the ethanol from the chamber. Blank cell-culture media was
then injected into the flow chamber, followed by a plug of cell solution. The traps are
operated as described in detail in Section 2.1.2: nDEP Square Trap Operation (Figure
2-2). Briefly, with the flow on and the traps off, we initially flood the patterning space
with a high density cell solution, maximizing the number of particles located inside the
square electrodes. Second, we turn off the flow and then turn the traps on to 1.0 Vp.
Third, with the traps on, we turn the flow on, washing away the untrapped cells.
3.1.10 DEP Microwell Experiments
The DEP Microwells are operated in a similar fashion, with some minor changes. First,
when flooding the cells into the flow chamber, we keep the electrodes on at 0.75 Vp,
allowing the IDEs to levitate the cells outside the DEP traps to prevent them from
sticking to the glass surface there (Figure 3-2A). Second, keeping the electrodes on at
0.75 Vp, we use low flow (-10 piL/hr) to load the cells into the traps, letting them attach
to the substrate (Figure 3-2B). Third, we increase the voltage to 1.25 V, and increase the
flow rate to -100 pL/hr in order to wash away the untrapped cells (Figure 3-2C).
Flood: inject cells Load: trap cells wl Clear: Flow away
into chamber low flow and let settle untrapped cells
Figure 3-2: DEP microwell operation. (A) Flooding the cells into the flow chamber with the electrodes on,
using the IDEs to prevent cells from sticking outside the traps. (B) Using low flow to load the cells into the
DEP traps. (C) Increasing the voltage and the flow rate to wash away the untrapped cells.
3.1.11 Cell Loading Experiments and Modeling
The cell loading experiments were performed by flowing in cells into the flow chamber at
a given flow rate, with the electrodes on at 0.25, 0.5, 0.75, 1.0, or 1.25 Vp. Although the
flowed-in cells were located all over the trap array, we only observed cells that were
flowing into and symmetrically aligned with the center of the square trap, since that is
how we modeled the cells using our software. The maximum loading flow rate, at a given
voltage, was determined to be the flow rate at which nine out of ten cells are able to
successfully load into the DEP trap, without getting flowed away.
The electric fields were calculated as previously described (see Section 2.2.8:
Modeling Parameters) and modeling was performed using the following parameters. The
applied signal was a 10 MHz sine wave varied between 0.25, 0.5, 0.75, 1.0, and 1.25 Vp.
The media density was 1000 kg/m3 with a relative permittivity of 80. The solution
conductivity was 1.5 S/m, which is the typical conductivity of cell-culture media.
We modeled all cells with a density of 1071 kg/m3, a cell cytoplasmic relative
permittivity of 75, and a cytoplasmic conductivity of 0.75 S/m. The cell membrane had a
conductance of 22 mS/cm 2, a capacitance of 1.6 pF/cm2, and a thickness of 1 nm. These
values were taken from Gascoyne99. The cell diameter was 20 p.m.
For all cases, the chamber width was 4 mm and the chamber height was 100 ptm.
The simulations used a flow rate resolution of 1 ptL/hr. The starting position of the cell
was placed 20 ptm before the center of the square trap and at a height of 20 ptm, which
was determined by our software as the equilibrium height of the levitated cells.
3.2 Results
3.2.1 Resistor-on-Chip Experiments
In order to validate our temperature modeling of cell health, we wanted to match our
modeling predictions to measured temperature values, caused by DEP-induced media
heating inside a closed flow chamber. Since thermocouples are incredibly large in
relation to a DEP trap, they can only measure the average temperature across a large area
of the chip. In addition, it would be difficult to use a thermocouple while still keeping the
flow chamber completely sealed. Therefore, in order to obtain a more precise
measurement of the temperature near the nDEP trap and make the measurement process
easier, we used a resistor-on-chip (ROC) to measure media heating.
The ROC was placed between eight rows of twenty-four nDEP square traps
(Figure 3-1B). Since electrical resistance is a function of the resistor temperature, we can
use the resistance value to determine temperature at the microscale level of the DEP trap.
However, we must first calibrate the ROC to determine what the resistance values are at
known temperatures. We measured the temperature between 30-60 'C, in five degree
increments, and recorded the ROC resistance, allowing us to generate a resistance vs.
temperature curve (Figure 3-3A).
Once we calibrated the ROC, we could now investigate the amount of media
heating occurring in our DEP traps. We turned on the DEP traps, using an applied signal
between 0-5.5 Vp, and recorded the corresponding ROC resistance. Then, using the
resistance versus temperature calibration curve, we converted our resistance
measurements to temperature values. This enabled us to create a temperature versus
voltage curve, which we can then compared to our modeling predictions (Figure 3-3B).
We see that at lower voltages, the modeling predictions are within a few degrees of the
experimental measurements, while at higher voltages, the model begins to overpredict the
measured temperature. The model temperature increase is proportional to V2, however at
higher voltages, the experimental measurements increase at a slower rate than this. This
could be due to convection, from either unintentional flows within the chamber, or from
electrohydrodynamic (EHD) flows, caused by a temperature gradient existing in the
conductive media. However, from the results of our cell health modeling (Figure 3-4), we
see that our voltages are limited to below 1.5 Vp, where the model and experimental
results match within a few degrees.
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Figure 3-3: ROC experiments. (A) ROC calibration, resistance versus temperature measurements. (B)
Media heating experimental measurements and modeling predictions, temperature versus voltage curve.
3.2.2 Cell Health Modeling
While a cell's transmembrane voltage can be measured directly through patch-clamp
techniques'", some groups have measured it indirectly using specialized dyes and
sensitive optical techniques' 01'- 4. However, both of these types of techniques are
cumbersome and require single-cell measurements of transmembrane voltage. For our
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traps, we have relied on a commonly-used model of transmembrane voltage98, allowing
us to predict the induced transmembrane voltages in the DEP Microwells (Figure 3-4A).
In term's of predicting the cell temperature, we could also use specialized dyes to
indirectly measure the temperature inside the cell'0 5, however these methods suffer from
the same disadvantages described above. Instead, we chose to indirectly measure the
temperature of the cell by measuring the temperature of the media near the cell,
bypassing the need to interrogate individual cells. The ROC experiments allowed us to
validate our temperature model, which we then used to determine the effects of media
heating in the DEP Microwells (Figure 3-4B).
In operating our DEP Microwells, we chose to limit the induced transmembrane
voltage to below 70 mV, since previous experimental studies 1 6',107 indicated that
transmembrane voltages under 200 mV did not adversely affect cell physiology, and the
cell media temperature to below 38 'C, which is the approximate maximum daily
variation in body temperature' 0 8. According to our modeling predictions, for an applied
signal frequency of 10 MHz, we must keep the applied voltage under 1.5 V, to satisfy
both of these requirements. In our case, media heating is the limiting factor that restricts
our operating voltage; however this is not always the case in DEP trapping. When using
pDEP, requiring the cells to be immersed in a low-conductivity media, media heating is
rarely an issue, since the temperature rise is directly proportional to the media
conductivity (Eq. 3-1). Also, when using a substrate with a higher thermal conductivity,
such as Si, media heating is reduced significantly. In addition, we chose an operating
frequency of 10 MHz to minimize the induced transmembrane voltage, while still
maximizing trap strength57 .
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Figure 3-4: Cell health modeling. (A) Induced transmembrane potential and (B) media temperature as a
function of the applied signal voltage in the DEP Microwell. The applied signal frequency was f = 10MHz.
3.2.3 Initial Cell Trapping Experiments
Now that we have modeled the effects of DEP trapping on cell health, we can use these
restrictions on the signal voltage to safely operate our DEP traps. Keeping the signal
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voltage below 1.5 Vp, we used our DEP trapping protocol (Figure 2-2) to attempt
trapping of 3T3 murine fibroblasts.
While we were able to successfully load single 3T3 fibroblast cells into the nDEP
square traps and keep them trapped there against flow, cells were also getting stuck to the
bottom substrate in areas outside of the square traps, thus ruining the overall cell pattern
(Figure 3-5A). This cell sticking occurred as soon as cells were flowed into the chamber,
happening immediately upon making contact with the bottom substrate. These cell-
substrate interactions were so large that the cells could not be removed, even with flow
rates as high as 100 ptL/min. Unfortunately, we were not able to solve this problem by
modifying the substrate, making it non-adherent to cells, because we want the cells to
eventually attach and proliferate (Figure 1-3).
3.2.4 The DEP Microwell
Since we could not prevent cells from sticking to the bottom substrate using chemical
methods, we decided to use a DEP approach. We added interdigitated electrodes (IDEs)
between the square traps, creating a z-directed DEP force that levitates the cells, thus
preventing cells from ever contacting the bottom substrate and sticking (Figure 3-2).
Using this design, cells directly over the square traps can still fall down and attach to the
bottom substrate (Figure 3-2B). This second generation nDEP square trap prevented
almost all the cells from sticking to the substrate (< 5 cells across the entire 10x 10 array),
allowing us to successfully pattern single mESCs (Figure 3-5B). Using this design, we
have also been able to pattern other cell types, such as HeLa cells. Overall, cell patterning
efficiencies were consistently between 60-70% across the entire array.
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Figure 3-5: Our nDEP square trap. (A) The original design, which allowed cells to stick to the substrate.
(B) The improved design with IDEs outside the traps, the DEP Microwell, preventing cells from sticking to
the substrate.
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3.2.5 Cell Loading Experiments
While we have validated our modeling software many times with beads45,61',67, we have
validated it only once with cells76 . Since our nDEP square traps operated very differently
than the extruded quadrupole posts, we preferred to validate the modeling predictions
again using cells in our traps. However, unlike the extruded quadrupole posts that trap
cells levitated above the substrate, and beads in our square traps that are immersed in a
surfactant to prevent substrate adhesion, cells in our traps do indeed stick to the substrate
once trapped (Figure 3-5A). This prevents us from making maximum flow rate
measurements of already-trapped cells, since they are stuck to the bottom glass and
cannot be removed with practical flow rates. Furthermore, since the magnitude of these
cell-substrate adhesion forces is not currently known, we cannot incorporate them into
our modeling software. Therefore, in order to still validate our modeling software for cell
trapping in the DEP Microwells, we performed cell loading experiments - measuring the
flow rate that a cell can flow into a square trap, without being washed away. We defined
this maximum loading flow rate, at a given applied voltage, as the flow rate at which nine
out often cells are able to successfully load into the DEP Microwell.
For mESCs, we measured the maximum loading flow rate at a voltage of 0.25,
0.5, 0.75, 1.0, or 1.25 Vp, allowing us to generate the loading characteristic for the trap
(Figure 3-6, top). These voltages are all under the restricted voltage of 1.5 Vp, to ensure
safe operation for cell health. First, we see that the modeling predictions and the
experimental measurements match well, thus validating our modeling software for use
with cells in these traps. Second, we notice that the maximum flow rate increases as a
function of voltage, and then decreases, creating a peak loading flow rate. This behavior
is completely unexpected, but was elucidated using the modeling software.
Since in our traps, the z-directed stability determines the trap strength, we can
look at the stability transition line to try and understand the peak behavior (Figure 2-8B).
In Figure 2-8B, the stability transition line was plotted for only about half of the inner
square trap area. Here, we plotted the stability transition behavior for a much larger area,
reaching far outside the DEP Microwell, allowing us to observe the symmetry of the
stability transition area on both halves of the square trap (Figure 3-6A-C). In addition, in
order to make these stability plots easier to read, we colored in the areas of upwards z-
directed DEP force in blue and the areas of downwards z-directed DEP force in white.
The white areas then indicate where it is possible for the cell to fall in and load into the
trap.
These stability plots are able to help explain the peak loading behavior. For low
voltages, the cells are able to fall into the trap, yet the streamlines show the cell breaking
through the trap and flowing away, indicating that x-directed DEP forces are too weak to
hold the cells in the trap at higher flow rates (Figure 3-6A). For the peak voltage of 0.75
Vp, the cells are still able to fall into the trap, but now the x-directed DEP forces are
strong enough to hold cells at 4x higher flow rates (Figure 3-6B). At even higher
voltages, the region of upwards z-directed DEP force is much larger, taking up most of
the DEP Microwell (Figure 3-6C). At higher flow rates, the particle streamlines show the
cells passing over the trap, not being allowed to fall down into the trap where the x-
directed DEP forces are strong enough to resist these higher fluid flows.
Without our predictive modeling software, we would not have been able to
explain this phenomenon behind the peak loading behavior. However, because we could
quantify all the forces in our microsystem and use the streamlines to visualize the cell
trajectories, we were able to determine exactly how the cells behave in our DEP
Microwells.
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Figure 3-6: Cell loading experiments and modeling - maximum loading flow rate as a function of the
applied signal voltage. Bars on experimental data indicate 1 standard deviation from the mean. (A) At low
voltage, the cell can fall into the DEP Microwell but the x-directed force is too weak to hold the cell against
higher flows. (B) At the peak voltage, the cell can fall into the DEP Microwell and the x-directed force is
strong enough to hold against higher flow. (C) At higher voltages, the cell can not fall into the DEP
Microwell and passes over the trap.
3.3 Discussion
3.3.1 Future Improvements for the DEP Microwells
While the IDEs worked well to prevent most cells from sticking to the substrate, there
were still a few cells that managed to fall down and stick to the glass slide. These cells
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were stuck in areas where the IDE spacing was largest, greater than 15 jtm, suggesting
that there were some vulnerable spots in the levitation field. In order to minimize these
cell-substrate interactions, we recommend an IDE spacing of < 10 ýtm for future
generations of the DEP Microwell. In addition, many cells stuck to the substrate in areas
outside the IDE array (Figure 3-7). To prevent this in the future, the IDE arrays could be
expanded further so that they cover the entire surface inside the flow chamber. However,
note that increasing the IDE array size will also increase media heating within the flow
chamber. Therefore, in order to safely operate the traps to maintain cell health, the
maximum applied voltage will need to be even less.
Figure 3-7: Cells sticking to the substrate in the areas outside the IDE arrays. To prevent this, the IDE
arrays can be expanded further so that they cover the entire surface inside the flow chamber.
3.3.2 Cell Proliferation and Movement in the DEP Microwells
In order to demonstrate that the operating protocols for the DEP Microwells are indeed
safe, we observed the trapped cells over multiple days. I trained Nick Mittal on how to
use the DEP Microwells with various cell types. Using my DEP chips, he was then able
to trap HeLa cells in the DEP Microwells, successfully enabling proliferation and
movement, which he tracked for four days (Figure 3-8A-D). We see that by day 1, the
cells are beginning to grow and move, while by day 4, the cells are already partially
confluent -- suggesting that the DEP trapping is not grossly affecting cell health. Nick
Mittal is continuing to use these DEP Microwells to pattern multiple cell types on the
same substrate, attempting to reconstruct various stem cell niches.
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Figure 3-8: Cell proliferation and movement in the DEP Microwells. Trapped HeLa cells on: (A) day 0,
(B) day 1, (C) day 2, and (D) day 4.
3.3.3 Challenges Using DEP for Cell Patterning
One of the main challenges we encountered when increasing the size of the DEP trap
array was cell-cell interactions - the cells immediately stuck to each other upon contact.
This problem was manageable with our smaller 10x10 arrays, but became difficult to
solve when we scaled up to larger 10x48 arrays. With all DEP Microwell array sizes, we
are able to initially fill -90% of the traps with single cells. However, pattern efficiency
and fidelity significantly decrease when flowing away the high numbers of untrapped
cells. The cells start to stick to each other, causing flowing cells to either: stick to cells in
the traps and pull them out, stick to cells in the traps and get pulled into the trap so that
multiple cells are held in one trap site, or stick to each other outside the traps and cause
very large cell clumps that cannot be removed with practical flow rates (Figure 3-9).
Figure 3-9: For larger trap arrays, cell-cell sticking is a significant issue, causing large cell clumps on the
trap array that cannot be removed.
We tried to reduce this cell-cell clumping by immersing the cells in either PBS or
cell-dissociation buffer (Invitrogen, 13151-014), in order to reduce cell stickiness, but
neither was sufficient enough to improve pattern fidelity. Future generations of the DEP
Microwells might be able to minimize this cell clumping by levitating the cells even
higher, so that they are not able to interact with the cells that are already held in the traps.
Another approach could be to reduce the cell solution density, so that fewer total cells are
present across the DEP trap array. However, in order to maintain the high number of cells
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loaded into the traps, we would need to be able to actively direct these fewer cells into the
traps, possibly by using a DEP funnel93.
Overall, in addition to the problems with scalability, there are still disadvantages
of using DEP as a cell patterning technique. The substrate for cell patterning is somewhat
restricted because we need to pattern the DEP electrodes on glass or silicon. Since many
cells behave differently on various substrates, this could prevent us from using certain
cell types with DEP patterning. In addition, there is still the possibility that the electric
fields are affecting cell health and/or cell physiology. Even though we used our modeling
software to determine safe operating voltages, and demonstrated HeLa proliferation and
movement after DEP trapping, the electric fields could still be affecting cellular
physiology in other ways. These effects are even more of a concern when using DEP with
more sensitive cell types, such as ESCs, since these effects could affect self-renewal and
differentiation. Therefore, due to these additional challenges associated with DEP cell
patterning, we decided to explore alternative cell patterning techniques that may be more
suitable for use with ESCs.
Chapter 4: The Bio Flip Chip
Since cell patterning with our DEP traps had certain limitations, such as difficulty
patterning large numbers of cells and possible effects on cell health, we decided to
explore other approaches to patterning mESCs. Thus, we created the Bio Flip Chip
(BFC). In this chapter, we demonstrate the numerous capabilities of the BFC, such as
patterning large numbers of cells, with single-cell resolution, while allowing the cells
room to grow and move. The BFC is also the only cell patterning technology that can
pattern cells onto any substrate. Finally, the BFC is gentle on the cells, while remaining
very simple to use.
4.1 Materials and Methods
4.1.1 Fabrication of the Bio Flip Chip
We made the BFCs by molding polydimethylsiloxane (PDMS) over a 4" Si master wafer.
We dehydrated the Si wafers for 30 min at 130 OC. SU8-2050 (Microchem) was poured
onto the wafer, ramped at 300 rpm/s to 3000-4000 rpm, and spun for 30 s to yield feature
heights of 40-30 pm, respectively. After spinning, we placed the wafer on a 65 "C
hotplate, immediately ramped up the temperature to 95 °C for 5-6 min, and then ramped
it down to 65 'C. We exposed the wafers to a UV dose of 200 mJ/cm2 on a contact
aligner (Karl Suss, MJB-3 Mask Aligner) using a dark-field mask printed at 20,000 dpi
(CAD/Art Services). We placed the wafers on a 65 'C hotplate, immediately ramped up
the temperature to 95 oC for 4-5 min, and then ramped it down to 65 *C. Next, we
immersed the wafers in PM acetate (Doe and Ingalls) and Isopropanol while we spun
them at 500 rpm for 3 min. Actual heights of the SU8 features were measured with a
profilometer (Sloan, Dektak 11).
We then silanized the wafers for 30 min using hexamethyldisiloxane (Shin-Etsu
MicroSi) to prevent PDMS from adhering to the Si master wafer. We mixed PDMS (Dow
Coming, Sylgard 184) in a 10:1 ratio, poured it over the master Si wafer (-10 g per
wafer), and let it cure overnight at room temperature. The cured PDMS was then slowly
peeled off the Si wafer and each chip was cut out using a razor blade and bonded to a 1"
xl" cut microscope slide for easy handling (Figure 4-1 B-C).
4.1.2 Bio Flip Chip Operation
We soaked the BFC overnight in PBS in order to prevent absorption of media into the
PDMS during the experiment (see Section 4.2.1: Initial Challenges with BFC Patterning).
After soaking, we sprayed the chips with ethanol and dried them with a Kimwipe
(Kimtech Science). In the tissue-culture hood, we coated the BFC surface with 200 pL of
7.5% Bovine Serum Albumin (BSA) (Invitrogen, 15260-037) and scraped it with a
pipette tip to disperse the BSA and remove any bubbles from the wells. The BSA helped
to prevent cells from sticking in the microwells after flipping. We left the BSA on the
BFC surface for -1 hr and agitated with a pipette tip every 20 min to prevent crusting.
To fit the BFC inside a 35x 10 mm TCPS dish (Falcon, 35-3001), we cut the rims
of the TCPS dish half way down so that the 3/" binder clips (Office Depot) would fit over
the dish rim to clamp the chip and dish together (Figure 4-1A). We cut the PDMS spacer
gasket (frame-shaped with 20x20 mm outer edge, 15xl5 mm inner edge, and 250 g±m
thickness) from a PDMS sheet (Silicone Specialty Products) and then applied it to the
dish using tweezers. This spacer gasket was required in order to provide the cells with
enough media to prevent nutrient depletion (see Section 4.2.1: Initial Challenges with
BFC Patterning). We were able to pattern cells with a range of gasket thicknesses, from
100-600 pm, without any significant differences in cell patterning precision.
We sterilized the dish, gasket, BSA-coated chip, and 2 binder clips under UV
light for 1 hr. Afterward, we aspirated the BSA and rinsed the BFC with 200 tL PBS.
After aspirating the PBS, we applied 200 pL of cell solution (-lx 106 cells/mL ) to the
BFC surface. We let the cells settle for 5-10 min (Figure 4-lD). To clear away the cells
outside the microwells, we tilted the BFC to one corner at a 150 angle and slowly pipetted
the cell solution off with a 200 piL pipette. Next, we placed the BFC flat and added 100
pL of PBS or blank media to the opposite BFC corner. We observed the BFC under the
microscope to make sure cells were still loaded in the wells and rinsed the BFC an
additional 2-4 times if necessary (Figure 4-1E). Initially, we tried clearing away the cells
outside the microwells using a cell scraper (Falcon, 35-3085), scraping off the cell-
solution on the BFC surface, however this method was too aggressive and also ended up
removing the cells inside the microwells.
We added 100 gtL of media to both the chip surface and the dish inside the PDMS
gasket. We spread the media around to wet the entire dish surface in order to prevent
bubbles from forming in the chamber after flipping. We then inverted the pre-wetted dish
and slowly pushed up the BFC into the dish. We applied a binder clip to each side and
removed the metal prongs so that dish remained level when flipped over. Lastly, we
quickly flipped over the setup onto the incubator shelf while avoiding any unnecessary
movement (Figure 4-lF).
The cells fell out of the wells within minutes and attached to the dish after a few
hours (Figure 4-1G), where the cells now have room to grow and move (Figure 4-1H).
The BFC can then be removed or left on the substrate. To remove the chip without
disturbing the cells, we reinserted the metal prongs into the binder clips and removed
them slowly at equal speeds. We then added 0.75 mL media to the dish, around the BFC,
and returned the setup to the incubator. This allows the media to slowly release the BFC
from the substrate, preventing disruption of the cell pattern (< 5% of the cells are
disturbed). After 4 hrs, the BFC can be carefully removed. We aspirated and replaced the
old media with 1.0 mL of fresh media. We then maintained the dishes by feeding daily
with 1.0 mL media.
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Figure 4-1: BFC device and operation. (A) BFC packaging, consisting of a BFC, spacer gasket, and cell-
culture dish, all held together using binder clips. (B) SEM image of the BFC microwells, spaced 200 gm
apart. (C) SEM image of a single microwell, with diameter and height of 30 iLm. (D) The cells are pipetted
onto the surface of the chip, allowing cells to fall into the microwells. (E) The cells are trapped in the
microwells and the other cells are rinsed away. (F) The BFC is flipped upside down onto the dish with a
spacer gasket. (G) The cells then fall out of the microwells onto the substrate, where they attach after a few
hours. (H) The cells now have room to grow and move.
4.1.3 Preparation of the Substrates
To pattern the cells onto the surface with patterned gelatin, the 3-D substrate, and another
layer of cells - we used the same protocol described above, with prior modification to the
substrate before flipping the BFC. The surface with patterned gelatin was made by
placing an elastomeric stencil onto a 60x15 mm TCPS dish (Falcon, 35-3002) and
immersing the dish with fluorescent gelatin at 1 ptg/mL (Molecular Probes, G13186). We
incubated the dish for 15 min at 37 'C and then washed it twice with PBS before
removing the stencil. The elastomeric stencils had 100 ptm circular holes that formed the
pattern (Figure 4-6A). Somponnat Sampattavanich helped with this preparation and
provided the patterned gelatin substrates for this experiment.
To create the 3-D substrate, we placed a 100 Cpm thick layer of PDMS (Silicone
Specialty Products) onto half of a 35 x 10 mm TCPS dish, creating a stepped surface. The
cells were then flipped onto the dish, with half of the cells falling directly onto the dish
and the other half falling onto the PDMS step (Figure 4-6B).
To create the layer of cells, we seeded murine embryonic fibroblasts (MEFs) at a
density of 3x106 cells/mL onto a 35x10 mm TCPS dish one day prior to patterning the
murine embryonic stem cells. We incubated this dish with MEFs overnight and removed
it from the incubator several minutes before flipping. We aspirated the old media from
the dish, placed a PDMS gasket on the dish over the MEFs, and added 100 gL of media
to the dish inside the gasket. We then inverted the dish with cells and slowly pushed up
the BFC into dish, as described above.
4.1.4 Calculating Cell Patterning Efficiency and Precision
To calculate the cell patterning efficiency, a 50x50 grid of cells was patterned onto a
35x10 mm TCPS dish and the entire chip was scanned and imaged at 5x magnification
(Zeiss, Axioplan 2 imaging microscope). We then used Matlab-based imaging software
to stitch together the individual pictures into one stitched image of the entire chip. From
the final stitched image, we calculated the cell patterning efficiency by dividing the
number of spots with cells within one well diameter from the well edge, by the total
number of available spots (n = 4 chips).
To calculate the cell patterning precision, we took pictures of the 50x50 grid of
patterned cells across the chip at 10x magnification (Zeiss, Axiovert 200 microscope).
From the pictures, we measured the number of pixels between adjacent cells (n = 211
measurements over 4 chips). We converted the number of pixels to a distance using a
conversion factor, determined using a cell-counting chamber with a known grid spacing
(VWR, 15170-208).
4.1.5 Cell Culture
We cultured ABJ1 mESCs with a stably integrated GFP reporter for Oct-4 without
feeders in mESC media: DMEM (Invitrogen, 11960-044) supplemented with 15% ES-
qualified fetal bovine serum (Invitrogen, 16141-079), 4 mM L-glutamine (Invitrogen,
25030-081), 1 mM non-essential amino acids (Invitrogen, 11140-050), 50 U/mL
penicillin, 50 ptg/mL streptomycin (Invitrogen, 15140-122), 100 ptM P-mercaptoethanol
(Sigma-Aldrich, M7522), and 500 pM leukemia inhibitory factor (Chemicon, ESGRO
ESG1107). We cultured cells directly on 100x20 mm TCPS dishes (Nunc, 172958) in a
37 'C humidified environment with 7.5% CO2. For maintenance of mESCs, we fed cells
daily and passaged every other day using 0.25% trypsin- EDTA (Invitrogen, 25200-056)
at a density of 5x10 5 cells/cm2 . The mESC passage number was always below P30. To
demonstrate large-scale cell patterning, we stained the mESCs with a live green-
fluorescent stain (Molecular Probes, Calcein AM).
We cultured the murine embryonic fibroblasts (MEFs) in media identical to
mESC media, except without the leukemia inhibitory factor and P-mercaptoethanol. The
MEFs were thawed, previously being mitotically inactivated with mitomycin C (Sigma-
Aldrich, M4287), and seeded at a density of ~-3 x 106 cells/mL. The MEF passage number
was P5.
4.2 Results
I trained and supervised two undergraduate students in this BFC research, Alice
Macdonald and Steph Flavin. Alice Macdonald was pivotal in demonstrating the BFC
proof-of concept, helping to show effective patterning with mESCs. She took several of
the pictures in this chapter, such as Figures 4-2, 4-4, 4-5, 4-7, and 4-8. Steph Flavin
helped to demonstrate patterning cells onto any substrate and took the pictures in Figure
4-6.
4.2.1 Initial Challenges with BFC Patterning
When we initially came up with the concept of the BFC, we envisioned flipping the BFC
directly onto the desired substrate, without a spacer gasket between the two surfaces. Our
initial trials showed that, without the gasket, the cells in the BFC microwells (Figure
4-2A) died within a few hours after flipping, rupturing the cell membrane and causing the
cells to spill out their inner contents (Figure 4-2B). We hypothesized that the cause of cell
death was due to a lack of nutrients, since there was only a small amount of media
available to each cell in its corresponding microwell. Since the 30 ýpm-diameter, 30 ýpm-
height microwell has a volume of 21 pL and a single 20 ýpm-diameter mESC has a
volume of -4 pL, this leaves only -17 pL of media in the microwell with the cell.
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Figure 4-2: Using the BFC without a spacer gasket causes cells to die. (A) Cells in three of the four
microwells (shown in yellow circles) immediately after flipping the BFC directly onto the cell-culture dish.
(B) The same set of microwells, showing the cells dying after a few hours. Images were taken from the
initial and final frames of a video sequence.
By placing a spacer gasket between the BFC and the substrate, we simultaneously
exposed all the cells in the microwells to a much larger volume of media, -22.5 tiL. This
provided the cells with enough nutrients to thrive for several days. Even keeping the BFC
clamped to the substrate for five days, without feeding the cells, they were able to grow
into large, spherical colonies, representing normal mESC colony morphology (Figure
4-3).
Figure 4-3: Cells proliferating in the BFC environment. mESC colonies after five days in the BFC, without
being fed, and still showing a normal morphology.
After solving the nutrient issues, the next challenge we encountered involved
preventing the cells from getting stuck in the microwells. After flipping the BFC, only
about half of the cells were falling out of the wells onto the substrate, while the rest
remained stuck in the microwells (Figure 4-4). Our initial approach to solve this worked
well - pre-coating the BFCs with Bovine Serum Albumin (BSA). BSA is a serum
albumin protein that is commonly used in cell-culture to prevent cell-substrate adhesion.
Coating the BFCs for one hour before depositing the cell solution remarkably helped to
reduce the number of cells sticking in the microwells (< 1% remained stuck). We
hypothesized that continuous absorption of media into the PDMS microwells also
increased the chance of cells sticking in the wells. Therefore, in order to saturate the
PDMS chip absorption capability; we soaked the BFCs overnight in PBS, which also
helped to decrease sticking. After overcoming the initial challenges with BFC patterning,
we were then able to demonstrate effective patterning.
Figure 4-4: Cells sticking in the microwells. After flipping the BFC (without coating the BFC surface with
BSA), about half of the cells fell out onto the substrate, while the other remained stuck in the microwells
(shown with yellow circles).
4.2.2 Large-Scale and Precise Cell Patterning
Scalability, efficiency, and precision are important capabilities of any new approach to
cell patterning. We demonstrated the scalability of BFCs by creating large-scale (50x50)
cell patterns of murine embryonic stem cells (mESCs) onto a tissue-culture polystyrene
(TCPS) dish (Figure 4-5A). We consistently achieved high cell patterning efficiencies,
with an overall efficiency of 75.9% (n = 4 chips), calculated by dividing the number of
spots with cells within one well diameter from the well edge, by the total number of
available spots. In addition, we have achieved stem cell patterning with extremely high
precision (Figure 4-5B, inset). Using a microwell-to-microwell spacing of 200 jim, we
can pattern the cells onto a TCPS dish with a cell-cell spacing of 195 ± 18 jým (n = 211
measurements over 4 chips), thus seeding a cell within one cell diameter away from its
target location (Figure 4-5B). We have further demonstrated cell patterning down to
single-cell resolution, with 50% of the patterned spots resulting in single cells (n = 4
chips).
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Figure 4-5: Large-scale and precise cell patterning. (A) Patterning of mESCs in a 50x50 grid, stained with
a live green-fluorescent stain on day 1 after seeding. (B) Histogram showing the distribution of cell-cell
distances, with mean spacing of 195 ± 18 Wlm. Inset: high precision patterning, seeding cells within 1 cell
diameter of their target. Inset scale bar, 100 gim.
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4.2.3 Cell Patterning onto Any Substrate
Cell behavior can vary significantly depending on the substrate that the cells are seeded
on (e.g., glass vs. TCPS). Since ESCs are very sensitive to cell-substrate interactions109
we wanted to be able to pattern them onto TCPS, their standard in vitro substrate. Most
existing cell patterning tools require modification of the substrate - adhesive patterning
(e.g., 1tCP) requires patterning different ECMs29,4 1 while techniques that use
electromagnetic fields require metal electrodes to be deposited onto glass" or silicon62.
Because the process of patterning with BFCs intrinsically transfers the patterned cells
onto another substrate, substrate modification is avoided, allowing patterning of mESCs
onto TCPS (Figure 4-5A).
We also patterned cells onto a TCPS dish patterned with gelatin (Figure 4-6A),
showing the compatibility of BFCs with cell patterning techniques that do modify the
substrate. One can even use BFCs to pattern over 3-D topography, which we
demonstrated by patterning mESCs onto a stepped surface (Figure 4-6B). Lastly, because
most cell patterning techniques trap and pattern cells with the same substrate, they are
incapable of patterning cells on top of an already-existing layer of cells, limiting their
utility to one cell layer. However, patterning onto another layer of cells is possible using
BFCs, which we demonstrated by patterning mESCs on top of a layer of murine
embryonic fibroblasts (Figure 4-6C-D). We can thus use BFCs to pattern onto any
substrate - including different materials (e.g., glass, polystyrene), different chemistries
(e.g., fibronectin, gelatin, matrigel), different topographies, or different cells.
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Figure 4-6: Patterning onto any substrate. (A) Cell patterning of mESCs onto a TCPS dish with patterned
fluorescent gelatin (top right), showing the compatibility of these two approaches. (B) Cell patterning of
half the cells onto a TCPS dish (left, in-focus) and half the cells on a 100 um step of polydimethylsiloxane
(PDMS) (right, out-of-focus). (C) Cell patterning of mESCs onto a layer of murine embryonic fibroblasts.
(D) Fluorescent picture of (C), showing only the mESCs.
4.2.4 Multi-Day Cell Tracking: Proliferation and Migration
One of our goals in developing BFCs was to allow patterned cells to proliferate and
migrate. mESCs, for instance, divide rapidly (-14 hour doubling time19) and the resulting
colonies also migrate. In order to study these phenomena, tracking cell growth and
movement over multiple days, one needs a technique that patterns cells onto an
unconfined area. Currently, there are several existing cell patterning techniques that are
suitable for cell tracking over timescales where proliferation or migration is not
significant (usually < 24 hours). However, these techniques trap the cells in a confined
area, such as an extracellular matrix island29 or a microwell3 7' . Using BFCs, however,
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we can pattern cells onto substrates that are entirely unconfined, enabling both
proliferation and migration.
In addition, since each cell has a unique coordinate within the patterned grid, it is
possible to track the resulting cells or colonies if desired. In Figure 4-7 we show tracking
of one area of patterned mESCs over two days. By day 2, almost all of the initially
patterned cells have proliferated into mESC colonies, suggesting that our technique is
gentle on the cells and not grossly affecting cell health. The fast doubling time of mESCs
causes some deterioration of the pattern by day 2 (Figure 4-7C), which is strong evidence
that the cells can indeed migrate freely and is a key feature of our approach. While this
precludes the use of BFCs for creating long-term stationary patterns, we emphasize that
stationary patterns are exactly what we are trying to avoid.
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Figure 4-7: Multi-day cell tracking. Proliferation and migration of mESCs on (A) day 0, (B) day 1, and (C)
day 2.
4.2.5 Modulating the Cell Seeding Density
Diffusible signaling between cells has been shown to be an important component of the
stem cell microenvironment. For instance, stem cell seeding density can affect both
differentiation and self-renewal 19,21' 22. However, traditional cell culture techniques
control the cell density only at the macroscopic level of the cell-culture dish, creating
poor uniformity in cell density and resulting in a cellular microenvironment that varies
from cell to cell. However, we can use BFCs to pattern the cells into a grid so that every
cell experiences a more uniform microenvironment. Additionally, by varying the spacing
of the microwells across the chip (Figure 4-8A), we can pattern cells at multiple seeding
densities on the same substrate. We demonstrated this functionality by patterning mESCs
on a 60x15 mm TCPS dish at three seeding densities - with a cell-cell spacing of 200,
400, and 800 tpm (Figure 4-8B-D).
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Figure 4-8: Modulating the cell seeding density. (A) By varying the well-well spacing across the chip, we
can pattern cells at multiple seeding densities on the same 60x 15 mm TCPS dish. Cell patterning with cell-
cell spacing of: (B) 200 pm, (C) 400 pm, and (D) 800 gm.
4.3 Discussion
The BFC, in principle, should be able to be used with any cell type. We measured the
unattached mESC diameter as 20 ± 3 jtm (n = 30) and therefore tried a range of
microwell diameters (30, 35, and 40 jtm) and heights (30, 40, and 50 gim) to optimize
single single-cell trapping. The optimal well diameter and height was 30 gm. To use the
BFC to pattern single cells of another cell type, we recommend using a microwell
diameter and height equal to 10 jtm greater than the unattached cell diameter. In general,
a well diameter-to-height ratio of one maximized single-cell patterning efficiency. When
the ratio was >1, the wells were too shallow and the cells were washed out of the wells
during clearing, reducing overall efficiency. When the ratio was <1, the wells were too
deep, and multiple cells were trapped in each well.
Our results demonstrate the key advantages of this new technology and suggest
additional applications. First, the ability to pattern single motile cells (Figure 4-7A-C)
enables patterned chemotaxis assays. These are currently performed using switchable
substrates 0o, which trade off substrate chemistry requirements and ease of use for
temporal control of motility. Second, BFCs can be used to pattern cells onto other cells
(Figure 4-6C). Many cell types or in vitro assays require support cells; including
maintaining hESCs on feeders ", differentiating stem cells in the presence of stroma" 
l
or co-culture of primary cells with non-parenchymal cells" . [iCP is the predominant
approach for patterning such interactions, but is limited to side-by-side patterning where
the second cell type fills the interstitial spaces of the first patterned cell type. This is a
general feature of cell patterning methods that trap and pattern cells with the same
substrate, whereas the BFC technique is completely substrate-independent. This substrate
independence is what allows us to pattern one cell type onto another cell type.
A key factor for the impact of various patterning technologies is their ease-of-use
and transferability. Many existing patterning technologies are either difficult to fabricate
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or use40 46, a barrier that prevents their wide adoption. Indeed, the most common cell
patterning technique is ±CP29'39, which is simple enough to be used by those with
moderate skill in a typical biological laboratory. BFCs are poised to have similar
adoptability, since they require no external equipment or chemicals. Using BFCs is
complementary and orthogonal to use of jtCP (Figure 4-6A); AtCP provides higher
patterning efficiencies and a greater range of pattern shapes, while the BFCs provide
substrate-independence with no restrictions on motility or proliferation.
Lastly, in comparing the BFC to our DEP traps, both have patterned cells with
high efficiencies and single-cell resolution. However, the BFC has proven to be a much
more effective tool for patterning large numbers of mESCs. The main difference in
trapping between these two technologies is that the DEP traps position the cells such that
they are still vulnerable to interacting with the cells being washed away, causing cells to
clump inside and outside the traps (see Section 3.3.3: Challenges Using DEP for Cell
Patterning). The BFCs on the other hand, traps the cells in microwells, protecting them
from the cells that are being washed away. In addition, since the BFC uses a physical
microwell to hold the cells in place, the traps are incredibly resistant to high-velocity
flows. The DEP traps, however, are only as strong as the DEP force which, even in a
strong DEP trap, is limited in order to minimize effects on cell health. Furthermore, the
BFC technology has the additional advantages of being able to pattern cells onto any
substrate, being gentler on the cells, and extremely easy to use.
Chapter 5: Using the BFC to Control mESC Signaling
Now that we have demonstrated the numerous capabilities of the BFC, we will use it to
answer the interesting biological question: why do mESCs prefer to be seeded as single
cells? In this chapter, we used the BFC to pattern small groups of cells, with and without
cell-cell contact, allowing incremental and independent control of contact-mediated
signaling. We present quantitative evidence that cell-cell contact plays an important role
in depressing mESC colony formation, and show that E-cadherin is involved in this
negative regulatory pathway.
5.1 Materials and Methods
5.1.1 Controlling Starting Cell Number
The BFC technology has several parameters that can be modulated - such as microwell
diameter and height, microwell-to-microwell spacing, and array size - allowing a wide
range of cell patterning configurations. By making the well dimensions large enough to
trap multiple cells, we can vary the number of cells patterned at each spot. Using a BFC
with 0.75 mm microwell-to-microwell spacing, well diameter of 40 gm, and well height
of 50 ýtm (Figure 5-1A), we patterned small clusters of 1-4 mESCs (Figure 5-1B),
allowing them to experience cell-cell contact (Figure 5-1C).
To selectively turn off cell-cell contact, we used small groups of single-cell sized
microwells. Using a BFC with 0.75 mm microwell-to-microwell spacing, well diameter
of 30 gm, and well height of 30 gm (Figure 5-1D), we patterned small groups of 1-4
single mESCs at each spot (Figure 5-lE), without cell-cell contact (Figure 5-iF). These
microwells had an edge-edge distance of -20 gm (n = 30), which generated patterned
cells with a membrane-membrane distance of 45 ± 15 gm (n = 33).
All of these patterning experiments were performed by leaving the BFC on the
cell-culture dish after patterning, forming a closed chamber and therefore minimizing
convection of the cell-culture media inside.
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Figure 5-1: Controlling starting cell number. (A) By making the well dimensions large enough to trap
multiple cells, we can vary the number of cells patterned at each spot. (B) Using a BFC with 0.75 mm
microwell-to-microwell spacing, well diameter of 40 /tm, and well height of 50 lam, we patterned clusters
of cells with 1-4 cells at each spot. (C) Patterning the cells as clusters allows them to experience cell-cell
contact. (D) Using multiple single-cell sized wells, we can pattern small groups of cells without any cell-
cell contact. (E) Using a BFC with 0.75 mm microwell-to-microwell spacing, well diameter of 30 gm, and
well height of 30 pm, we patterned small groups of 1-4 single mESCs at each spot. (F) Patterning mESCs
as small groups of single cells allows us to turn off cell-cell contact.
5.1.2 Cell Culture
We cultured ABJI, D3, and CCE mESCs without feeders in mESC media, as described
in Section 4.1.5: Cell Culture. We cultured cells directly on 100x20 mm TCPS dishes
(Nunc, 172958) in a 37 'C humidified environment with 7.5% CO 2. For maintenance of
mESCs, we fed cells daily and passaged every other day using 0.25% trypsin- EDTA
(Invitrogen, 25200-056) at a density of 5x 105 cells/cm 2. The mESC passage number was
always below P30.
5.1.3 mESC Pluripotency Staining
To observe Oct-4, we used ABJI mESCs with a stably integrated GFP reporter for Oct-4.
To observe Alkaline Phosphatase, we stained the cells with Vector Red Alkaline
Phosphatase Substrate Kit 1 (Vector Laboratories, SK-5100), using two drops of all three
reagents in 5 mL of 100 mM Tris-HC1, incubated at room temperature for 20 min. Both
of these markers were observed on day 4.
5.1.4 Testing the Effects of Anti-E-Cadherin Antibody
We incubated mESCs with 40 pig/mL anti-E-cadherin antibody (clone DECMA-1,
Sigma, U3254) in mESC media for 2 hrs; control experiments were run with cells
incubated with mESC media for the same length of time.
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5.2 Results
5.2.1 Precise Control of the Stem Cell Microenvironment
We patterned cells into variable-sized clusters for three mESC lines - ABJ1 (Figure
5-2A), D3 (Figure 5-2B), and CCE (Figure 5-2C). We found that the single-cell colony-
forming efficiency was -37.5% (Figure 5-2A-C), which is typical for mESCs
Interestingly, as we increase the number of starting cells per cluster, we do not observe a
proportional increase in colony-forming efficiency. Assuming there was no signaling
between the cells in a group, the probability that at least one of n independent cells in a
group would form a colony is 1 - (probability that all the cells in a cluster die). As the
number of cells increases, the probability that a colony will form approaches 100%. For n
= 4 cells, this translates into a 1-(1-0.375) 4 = 85% colony-forming efficiency (Figure
5-2A-C, solid yellow bars), whereas we observe a colony forming efficiency of 48 ± 13%
with ABJls (n = 5 chips, 156 total colonies counted) (Figure 5-2A, solid blue bars). All
three mESC lines showed similar results, as did repeating the experiments with the ABJ 1
cell line - ruling out time, population, or cell line artifacts.
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Figure 5-2: Precise control of the mESC microenvironment. Colony-forming efficiency (2 days after cell
seeding) as a function of starting cell number for two cases - model of no cell-cell signaling (solid yellow
bars) and experiment with cell-cell contact (solid blue bars). Results are for three mESC lines: (A) ABJ1,
(B) D3, and (C) CCE. Bars on experimental data indicate 1 standard deviation from the mean.
5.2.2 Removing the Effects of Cell-Cell Contact
In order to investigate the cause of this decreased colony-forming efficiency, we used
BFCs with different well configurations to selectively turn off cell-cell contact. We did
this for both the ABJI mESC line (Figure 5-3A) and the D3 mESC line (Figure 5-3B).
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Turning off cell-cell contact, we find that the mESC colony-forming efficiency reverts to
that expected for independently acting cells (e.g., no cell-cell signaling) (Figure 5-3A-B,
solid red bars), suggesting that cell-cell contact plays a primary role in depressing colony
formation.
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Figure 5-3: Removing the effects of cell-cell contact. Colony-forming efficiency (2 days after cell seeding)
as a function of starting cell number for three cases - model of no cell-cell signaling (solid yellow bars),
experiment with cell-cell contact (solid blue bars), experiment without cell-cell contact (solid red bars).
Results are for two mESC lines: (A) ABJI and (B) D3. Bars on experimental data indicate 1 standard
deviation from the mean.
5.2.3 Molecular Determinants of Cell Contact-Mediated Depression
To investigate the molecules involved with this cell contact-mediated depression in
colony formation, we used a blocking antibody to inhibit E-cadherin signaling. E-
cadherin is a transmembrane protein that has been shown to regulate cell-cell adhesion
signaling in mESCs 114. We incubated a single-cell suspension of ABJ 1 mESCs in anti-E-
cadherin antibody before patterning and repeated the patterning experiments (Figure
5-lA-F). Compared to the depressed colony-forming efficiency that we observed
previously for cells in contact (Figure 5-4, solid blue bars), the cells exposed to anti-E-
cadherin had colony-forming efficiencies that were similar with and without cell contact
(Figure 5-4, striped blue and red bars), suggesting that E-cadherin is involved in this
negative regulatory pathway.
Figure 5-4: Investigating the effects of anti-E-cadherin antibody. Colony-forming efficiency of ABJ
mESCs as a function of starting cell number for three cases - cells in contact without exposure to anti-E-
cadherin (solid blue bars), cells in contact with exposure to anti-E-cadherin (striped blue bars), and cells
without contact with exposure to anti-E-cadherin (striped red bars). Bars on experimental data indicate 1
standard deviation from the mean.
5.2.4 mESC Pluripotency in the BFC
To ensure that the BFC microenvironment was not negatively affecting mESC
physiology, we patterned mESCs onto a cell-culture dish and, with the BFC clamped to
the dish, grew the cells in this enclosed environment for 4 days. We then stained the cells
for two markers of pluripotency: Oct-4 and Alkaline Phosphatase. On day 4, the colonies
still retained their normal spherical morphology (Figure 5-5A) and exhibited high levels
of both Oct-4 (Figure 5-5B) and Alkaline Phosphatase (Figure 5-5C).
Phase Oct4 Alkaline Phosphatase
A B
Figure 5-5: mESC pluripotency in the BFC. mESC colony on day 4 in the BFC environment: (A) phase
image, (B) staining for Oct-4, and (C) staining for Alkaline Phosphatase.
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5.3 Discussion
5.3.1 Diffusible Signaling
Previous experiments have shown that autocrine diffusible factors can be important for
maintenance of pluripotency 9, showing that increasing the cell seeding density causes an
increase in levels of SSEA-1 expression (Figure 5-6A, rightmost column). We performed
similar density experiments, using Oct-4 GFP as a marker for pluripotency, also showing
that increasing seeding density increases pluripotency (Figure 5-6B). Looking at
proliferation, Zandstra et al. reports that the cell number on day 5 increases as the cell
seeding density increases (Figure 5-6A, third column from the right), an obvious result.
However, if you use their numbers to calculate the actual increase in cell number (total
cell number on day 5 divided by input cell number), it increases from 60x, to 63x, to 70x,
showing an increased rate of proliferation as the cell seeding density increases, indicating
that diffusible factors are important in supporting growth. However, for a cell seeding
density of 25,000 cells/cm2, the increase in cell number on day 5 significantly decreases
to 18x (Figure 5-6A, second column from right). We hypothesize that, at this high cell
seeding density, the single cells are able to start clustering by the first day, allowing cell-
cell contact to decrease proliferation. These results would then agree with our results, that
increasing cell-cell contact causes a decrease in proliferation (e.g. colony formation).
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Figure 5-6: Cell seeding density effects on mESC pluripotency. (A) Day 5 cell number and SSEA-1
expression as a function of the cell seeding density 19. (B) Oct-4 GFP expression as a function of the cell
seeding density.
In the two patterning experiments (Figure 5-1B and Figure 5-1E), we are turning
cell-cell contact on and off. However, the question arises whether or not we are
significantly modulating diffusible signaling between the contact and no contact
experiments. To analyze the transport kinetics in our system, Batsilas et al. generated a
stochastic model for autocrine cell cultures that characterizes the spatial range of secreted
products"15. We used their model to look at the transport of LIF, using published kinetic
parameters: the LIF-LIFR association constant is -10x l0 M- minu , the number of
LIF receptors per mESC is -500116,117, LIF diffusivity is 2.8x 107 cm2/s (estimated using
the molecular size, since diffusivity scales as the reciprocal of the cube root of its
molecular weight), the mESC radius is 10 pLm (which we measured), and the BFC
chamber height is 250 p.m. Using their model, we determined that 99% of the LIF
secreted by a cell is not recaptured by that same cell, thereby diffusing to adjacent,
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neighboring cells. Their model can also be used to determine the diffusion distance of
secreted molecules; however this model only works for larger chamber heights, on the
millimeter scale. They have published another stochastic model, to be used for smaller
chamber heights, that we can use to characterize our experiments" . Using this model,
we determined that the average trapping distance for a secreted LIF molecule is -1.35
mm. This is a much larger distance compared to the clustered cells (spaced -45 pm
apart), and is large because the number of LIF receptors per cell is only -500, so most of
the secreted LIF does not become bound and continues to travel to other cells. Since the
diffusion distance is so large, it would suggest that transport differences between the
contact and no contact cases (-45 pim difference in cell spacing) are negligible. We can
look at the differences in diffusion times between these two conditions, t = LED, where t
is the diffusion time, L is the characteristic diffusion length (the cell-cell membrane
spacing), and D is the diffusivity of the secreted molecule. The difference in diffusion
times for the cells in contact and without contact is only -1 min. Therefore, compared to
the mESC doubling time of -14 hours19, differences in diffusible signaling between the
contact and no contract experiments are probably negligible.
However, there are other factors that could affect diffusive transport between
cells. Convection in the flow chamber could speed up or slow down transport times,
depending on the direction of flow. In these experiments, we tried to minimize any
convective effects using a closed volume of media, keeping the BFC clamped to the cell-
culture during the entire assay. We also left the BFC in the incubator, untouched, during
the entire assay. To determine if these convective flows were significant enough to alter
transport times, we could use fluorescent beads"19 to measure the magnitude and direction
of flow inside a BFC chamber. If the flows were significant, we could try to isolate the
flow source and minimize it (e.g., vibrations inside the incubator, absorption of media
into the PDMS, variation in the clamping force of the binder clips). Another possibility is
that diffusible factors are getting sequestered in the ECM, since LIF is already known to
be trapped in ECM'12 . This could significantly reduce the amount of diffusible factors
reaching the cells in the no contact experiment. To investigate this, we could use a LIF
antibody to stain for LIF that was captured in the ECM. Furthermore, diffusible factors
could also be absorbed by permeation driven-flow in the PDMS 21. We hypothesized that
this mechanism was occurring when loading the BFC microwells with cells, causing the
cells to stick in the microwells. To correct this, we soaked the BFCs in PBS overnight,
supersaturating the PDMS, thus making it unlikely to affect transport of diffusible factors
here.
To further investigate whether diffusible signaling was transport-limited due to
any of the reasons mentioned above, we could perform additional no contact experiments
for cell spacings less than 45 p.m, such as 15 p.m or 30 pnm, as long this spacing is not too
close to enable cell-cell contact before measuring colony formation on day 2. If colony-
forming efficiency increases compared to the 45 pm spacing, then that would suggest that
the diffusible factors support colony formation, and that in 45 pm case, a significant
amount of these factors were indeed transport-limited. There are several candidates for
these autocrine diffusible factors, such as LIF' 9,23 or BMP' 6, which we could test by using
antibodies against these diffusible molecules to try and lower colony-forming efficiencies
back to the 45 pm spacing levels. This is similar to how we used anti-E-cadherin to
restore colony forming efficiency in the contact experiments (Figure 5-4, striped blue
bars). If colony-forming efficiency decreases compared to the 45 pm spacing, then that
would suggest that diffusible factors inhibit colony formation, also being transport-
limited in the 45 .m case. This could be caused by the hypothesized differentiating
diffusible factors"9. If colony-forming efficiency stays the same compared to the 45 pm
spacing, then that suggests that the diffusible factors were not transport-limited in the 45
pm spacing case and that differences in diffusible signaling in the contact and no contact
experiments were in fact negligible.
If this is true, then because the colony-forming efficiency for the 45 pm case is
similar to the no cell signaling case (Figure 5-3A-B, solid red and yellow bars), this
suggests that diffusible signaling is not playing a role in any of these patterning
experiments. This would most likely be because there are too few cells compared to
normal cell-culture conditions (-200 cells/cm 2 in the BFC vs. 5 x 105 cells/cm 2 in a normal
cell-culture dish, a difference of 2500x). To estimate the local LIF concentration at a
neighboring cell from a single secreting cell, assuming no uptake, we used a continuous
point source model in 3-D86. For a cell concentration of 2.5x 105 cells/mL, the LIF
secretion was estimated using ELISA to be -1-2 pM/day (experiment performed by Asiri
Ediriwickrema in our lab). Therefore, assuming the secretion rate scales linearly, this
yields a LIF secretion of -4x 10-6 pM/day/cell. For a neighboring cell, located 45 p.m
away, the LIF concentration after 2 days is calculated to be -6x10 4 pM. This
concentration is extremely low compared to the media LIF concentration of 500 pM, and
therefore autocrine effects of LIF are probably negligible in our experiments. To further
investigate the autocrine effects of LIF, we could repeat these experiments in no-LIF
media. If the colony-forming efficiencies change, this indicates that LIF diffusible
signaling can affect colony-formation, even for this low number of cells secreting such
low concentrations of LIF. If the colony-forming efficiencies remain the same, it suggests
that either the concentrations of LIF are still too low to affect colony formation, or that
LIF may not directly affect colony formation at all.
Another potential issue to address is whether or not there are significant amounts
of diffusible signaling between colonies. When fabricating the BFCs, we made the
spacing between colonies 0.75 mm (Figure 5-1A and Figure 5-1D) to minimize any
intercolony signaling. In terms of the diffusion distances, we used the above stochastic
model" 8 to determine that over 60% of secreted LIF can travel to distances larger than
0.75 mm. However, there are several reasons to believe that this intercolony signaling is
negligible. First, we did not observe any spatial patterns in colony-forming efficiency,
meaning that colony formation was independent of the presence of nearby colonies.
Second, colony-forming efficiencies in the no contact experiments were similar to the
efficiencies in the no cell signaling case (Figure 5-3A-B, solid red and yellow bars),
indicating that even at this 45 jpm spacing, diffusible factors are not important. Therefore,
for the intercolony distances of 0.75 mm, almost 20x larger, diffusible signaling should
also be negligible. To further investigate the effects of diffusible signaling at these larger
distances, we could increase the cell-cell spacing within a group of cells above 45 jpm, to
100-200 ptm spacing, expecting that these colony-forming efficiencies would be similar
to the 45 pin spacing and no signaling efficiencies.
Lastly, while we could turn on and off cell-cell contact, diffusible signaling was
always present in our patterning experiments. It would then be interesting to try and
remove diffusible signaling while maintaining cell-cell contact, which we might be able
to accomplish using continuous flow. We have previously demonstrated that the BFC
could successfully be interfaced to a flow chamber and used to pattern cells inside the
chamber. Using continuous flow (operating at Peclet numbers > 1) to wash away the
diffusible factors, we could then measure the colony-forming efficiencies from contact
alone. We would make sure to keep the shear stress below -6-10 dyn/cm 2, levels which
Fok et al. showed did not affect mESC proliferation or differentiation122. It is important
to note, however, that continuous flow cannot be started until after the patterned cells
have attached to the substrate (usually after a few hours). Therefore, if diffusible
signaling during these first few hours is significant enough to affect colony-forming
efficiency, this experiment would not yield different results from our previous contact
experiments. Yet, if colony-forming efficiencies did turn out to be greater in the contact
experiments with diffusible signaling present, it would suggest the diffusible factors
promote colony formation. If these efficiencies were less, it would suggest the diffusible
factors inhibit colony formation. If colony-forming efficiencies remained the same,
regardless of whether diffusible factors were present or not, it would suggest that either
the flow was not fast enough to effectively sweep away the diffusible factors, that
diffusible signaling was significant during the first few hours of cell attachment (when
there was no flow), or that these diffusible factors are not actually playing a significant
role in colony formation.
5.3.2 Contact-Mediated Signaling
Assuming that we have ruled out effects from diffusible signaling, the question is
whether factors other than cell-cell contact could be causing this depression in colony
formation. One possibility is that in our closed chamber experiments, with minimal
convection, larger cell clusters are being locally depleted of nutrients. To test this, we
would repeat our BFC experiments, removing the BFC after patterning, so the cells are in
an open cell-culture dish. This will allow media convection to take place and possibly
restore any local depletion of nutrients around the cells. Note that adding this convection
will also affect the transport of diffusible factors. In addition, in these open chamber
experiments, we could try replacing the media every 12 hours, to determine if this helps
to restore colony-forming efficiency. Overall, it is unlikely that nutrient depletion is
responsible. First, based on the arguments above for diffusible signaling, it is unlikely
that there were significant differences in nutrient transport between the contact and no
contact cases. And since the no contact experiments did not show a depression of colony-
forming efficiency in larger cell clusters, this was probably not occurring for the cells in
contact. Second, in the closed chamber experiments, without feeding the cells after five
days, we were still able to grow up mESCs into colonies (Figure 4-3), making nutrient
depletion unlikely over the course of our two-day assays.
We will now consider the possibility that the depression in colony-forming
efficiency is indeed a cell contact-mediated effect. We saw that, for cells in contact,
colony-forming efficiency flattens out as a function of starting cell number, therefore a
cluster of four cells behave with a similar colony-forming efficiency as a single cell
(Figure 5-2A, solid blue bars). This flattening out of colony-forming efficiency is most
likely caused by two competing effects - the increasing number of starting cells increases
the chance that any one of those cells in a cluster will proliferate (as we saw in the no cell
signaling case), while the contact-mediated signaling decreases colony-forming
efficiency, overall resulting in a curve that flattens out. To determine the effects from
contact alone, we need to look at the difference in efficiencies between the contact and no
signaling cases, which does increase with starting cell number, suggesting that contact-
mediated signaling is playing an increasing role in this negative regulatory pathway.
Another way to do these experiments that would allow us to observe the isolated
effects of contact-mediated signaling would be to measure the colony-forming
efficiencies at the single-cell level. For example, for each cell in a four-cell cluster,
determine whether each of those four cells formed into a colony or not, rather than if any
of them did. We could compare each of these efficiencies, for each starting cell number,
to the expected single-cell colony-forming efficiencies, which was determined by us, and
other groups25, to be -37.5%. Note that this type of single-cell analysis could be done
fairly easily for the no contact case, since cells in a group have discrete borders and even
with colony-formation, separate colonies are formed. However, in the contact case, it
would be more difficult to determine cell fate for each of the cells in a cluster, and might
require imaging of the cells every few hours, to make individual cell tracking easier.
Additionally, one could use live microscopy to video the cells over the entire two-day
assay. Note, however, that both of these additional manipulations could affect the cell
signaling environment due to induced convection from handling the chip. Additionally, if
the cells are going to be imaged for long periods of time, we would recommend using an
incubated microscopy stage, to ensure maintenance of temperature and CO 2 levels.
Furthermore, it would also be interesting to investigate colony-forming efficiency
as a function of the geometry of cell-cell contact. In mouse development, the geometry of
cell-cell contact has shown to be important in determining cell fate' 23 - the development
and orientation of cell polarity in early embryonic blastomeres is initiated more
effectively in the presence of cell-cell contact' 24 5. In our BFC experiments, we could
measure the colony-forming efficiency as a function of the level of cell-cell contact. For
example, the cells in a four-cell cluster could be patterned in a tight cluster (Figure 5-1 B),
as a line of four cells, or any configuration in between. These different patterns will
generate differences in the level of cell-cell contact, which in turn, may affect colony
formation. In our experiments, we observed the majority of clusters being patterned as
tight clusters, although this might not have always been the case. To effectively modulate
the degree of cell-cell contact, for a constant number of starting cells, we could fabricate
a BFC that used different-shaped microwells, from a circular well to generate tight cell
clusters to a high-aspect ratio oval well to generate lines of cells. We could then image
the cells in a cluster and use image processing software (e.g., MATLAB) to quantify the
level of cell-cell contact (e.g., the percentage of cell membrane perimeter that is
overlapping with other cells). After patterning, we would observe colony-forming
efficiency for each cell in the cluster, as described above. These results would also be an
excellent way to validate that the depression in colony-forming efficiency was indeed
caused by cell-cell contact, and not diffusible signaling. Since we are keeping the number
of cells in a cluster constant, diffusible signaling between a tight cell cluster and a line of
cells should be similar. Therefore, any differences in colony-forming efficiency should be
due to cell-cell contact alone. As our lab continues to increase its automated microscopy
capabilities, imaging large arrays of patterned cells, and develop efficient post-processing
algorithms, this type of quantitative analysis becomes feasible.
To further investigate the mechanism behind the contact-mediated depression in
colony formation, we should look at the timing of the observed events. We first
determine the starting cell number a few hours after patterning, once the cells are
attached to the substrate. Then, at day 2, we determine whether or not any of the cells in a
cluster have formed a colony. If there is not a colony there, as is the case for many of the
larger cell clusters with contact, then that means that all of the cells in that cluster died.
So after patterning, the contact-mediated signaling triggers downstream signaling
pathways that most likely led to apoptosis for all those cells. Now, it is possible that it is a
non-contact apoptotic event. With a single-cell colony-forming efficiency of -40%, that
means that 60% of cells are most likely undergoing apoptosis on their own anyway.
Therefore, it is possible that if one cell in a cluster dies, it could then signal the other cells
in a cluster to die, either through the release of pro-apoptotic diffusible factors or toxic
metabolites 126. However, this is less likely because of the higher colony-forming
efficiencies in the no contact case. As described above, we could repeat the no contact
experiments with cell spacings less than 45 g.m in order to rule this out. Overall, it seems
that apoptosis may be responsible when a colony has not formed from a cluster of cells
and it would be worthwhile to test for this.
Apoptosis is characterized by specific cellular changes. In the early stages of
apoptosis, caspases are activated and the mitochondrial transmembrane potential
dissipates. Then, phosphatidylserine, normally located on the cytoplasmic surface of the
cell membrane, becomes exposed to the extracellular environment. Plasma membrane
integrity is also lost and nuclear chromatin becomes condensed. Many of these cellular
changes can be assayed to test whether or not a cell is undergoing apoptosis. However,
since we wish to investigate apoptosis of the patterned cells, retaining the spatial
information of the starting cell number, we are limited to in-situ assays. There are several
apoptosis kits that we can utilize for these in-situ assays - including Annexin-V staining
of phosphatidylserine (Invitrogen, V13241), stains to test membrane integrity or
condensed chromatin (Invitrogen, V23201), and staining for intracellular caspase
activation (Invitrogen, V35118).
To best understand the mechanism and timing of the contact-mediated signaling
leading to apoptosis, it would be beneficial to perform these apoptosis assays at multiple
time points between cell attachment and when we assay for colony formation on day 2.
Since the highest degree of contact-mediated apoptosis is for the four-cell clusters, we
only need to observe apoptosis for this starting cell number. We could start by flipping
four BFCs, each BFC to be used to assay a different time point (t = 4, 12, 20, 28 hrs after
flipping). Then, after the cells have attached (t > 2 hrs after flipping), we would
determine the locations of all the four-cell clusters in all four BFCs. Afterward, using one
of the above apoptotic kits, we would stain the cells in a BFC at its appropriate time point
and image all the four-cell clusters Using these images we could determine how many of
the four starting cells were undergoing apoptosis, at each time point. This might allow us
to characterize the dynamics of apoptosis. For example, if a majority of the four-cell
clusters had one cell undergoing apoptosis at t = 4 hrs, two cells at t = 12 hrs, three cells
at t = 20 hrs, it might suggest that the apoptosis was occurring in one cell and then
signaling other cells in a cluster to undergo apoptosis. It would be worthwhile to repeat
these experiments for the no contact case to determine if this was a pro-apoptotic
diffusible factor. However, if a majority of the four-cell clusters had zero cells
undergoing apoptosis at t = 4 hrs, t = 12 hrs, and t = 20 hrs, and then had three cells
undergoing apoptosis at t = 28 hrs, it would suggest that while the contact-mediated
signaling begins early on in all of the cells, it takes some time to eventually trigger
apoptosis.
Assuming that the depression in colony formation was caused by a contact-
mediated signaling leading to apoptosis, the next obvious question is why doesn't this
signaling occur when cells are proliferating within a colony? If increasing levels of cell-
cell contact lead to apoptosis, it would suggest that colonies would not be able to grow at
all, because as they got larger, the level of cell-cell contact would increase and inhibit
their growth. One possibility is that the cells respond differently to the cells patterned
next to them versus the cells proliferating from them. However, our cells are clonal and
were in colonies just hours before they were patterned. Though, this does raise the
interesting question of how breaking up colonies into single cells changes their behavior.
In our experiments, we trypsinized and then triturated the cell solution to ensure that they
were first broken up into single cells before they were reformed into clusters inside the
BFC microwells. It could be that enzymatic digestion and triturating removes membrane-
bound factors, initially making the cells more sensitive to the contact-mediated signaling,
and by the time they start proliferating in colonies these membrane-bound factors are
restored. We could test this is multiple ways. First, we could measure colony-forming
efficiency for intact clusters (e.g., cells that were broken up from colonies into 2-4 cells,
but not into single cells and then reformed) to determine if there is a difference in
behavior between intact and reformed cell clusters. If there was no longer a contact-
mediated depression in colony-forming efficiency, it might suggest that enzymatic
digestion was actually removing important membrane-bound factors. We could then
repeat the patterning experiments, using non-enzymatic digestion to separate the colonies
into single cells, to see if this recreates the depression in colony formation.
Another possibility is that in colonies, there are so many cells that the increased
number of cells wins out over the negative effects of the contact-mediated signaling. To
test this out, we could repeat our contact experiments for larger numbers of starting cells.
Previously, we patterned clusters of 1-4 cells, however, by using larger-sized microwells
we could easily increase the starting cell number up to 10-20 cells. Looking at colony
formation as a function of these increased number of starting cells, we would determine if
the colony-forming efficiency starts to eventually increase for > 4 cells or if continues to
flatten out. If it does start to increase, approaching 100%, it might indicate that the
contact-mediated signaling eventually saturates. After all, the level of cell-cell contact
can only go so high. This relates to the "kissing number problem" in mathematics, which
states that in 2-D (since the cells are patterned on a bottom substrate), that a maximum of
six spheres can surround an inner sphere. Therefore, it is possible that in a colony, the
contact-mediated signaling saturates with this maximum level of cell-cell contact, and as
the number of cells increase beyond this, it starts to increase the colony-forming
efficiency.
5.3.3 Signaling Pathways
Overall, it seems likely that contact-mediated signaling is playing a role in the depression
in colony formation. The next important question is - what signaling pathways come
between the initial cell-cell contact and apoptosis? Our E-cadherin experiments suggest
that E-cadherin is involved in this negative regulatory pathway. Previous studies have
shown that cell agglomeration of mESCs in embryoid bodies negatively affects cell
proliferation' 27 and that E-cadherin mediates this process 28, possibly occurring in a
similar fashion to what we observed here.
To further investigate whether E-cadherin signaling was indeed responsible for
the depression in colony formation, we could pattern the cells in contact with E-cadherin-
coated beads 129,130. Since the concentration of E-cadherin on the bead can be varied, we
could modulate E-cadherin signaling independently of the level of contact. For example,
by patterning a single mESC next to a single E-cadherin-coated bead, we could then
measure colony-forming efficiency as a function of E-cadherin concentration on the bead.
Since these experiments would only require a single mESC, the efficiencies would not
include the effects from having multiple cells in a cluster, which increases the chance that
a colony will form. Instead, the efficiencies would only include the effects from E-
cadherin signaling. We could then compare the colony-forming efficiencies of this single
mESC-bead pair to the single mESC colony-forming efficiency of -37.5%. As the bead
E-cadherin concentration increases, we would expect this colony-forming efficiency to
decrease.
In contrast to modulating the amount of E-cadherin signaling, using the E-
cadherin-coated beads, we can also control the removal of E-cadherin signaling by
varying the concentration of anti-E-cadherin antibody in the media. We used a
concentration of 40 gg/mL, since that was what Dang et al. used to prevent contact-
mediated agglomeration of embryoid bodies' 28. However, it would be interesting to
repeat these experiments for lower concentrations of antibody, seeing if we could phase
out the restoring effects of the antibody, returning the colony-forming efficiencies back to
the depressed levels as in the contact experiments. We could also use an anti-E-cadherin
antibody concentration greater than 40 pg/mL, however we would expect that the colony-
forming efficiencies would not get any higher, since they are already at the no contact
levels.
It would also be useful to rule out non-specific effects of the anti-E-cadherin
antibody by doing an isotype control experiment. While the anti-E-cadherin antibody did
actually help to restore colony formation in our experiments, suggesting that the antibody
was binding to its specific target, it is also possible that the antibody had non-specific
effects that were the cause of this restoration in efficiency. Since our anti-E-cadherin
antibody isotype is rat IGgl (clone DECMA-1, Sigma, U3254), we should repeat our
contact and no contact experiments using a rat IgG1 isotype control (Ebioscience, 16-
4301), immersing the cells in the same antibody concentration of 40 pg/mL for 2 hrs. It is
unlikely that the colony-forming efficiencies are greater in the isotype control
experiment, since the anti-E-cadherin efficiencies were already at the no contact levels.
However, if the colony-forming efficiencies are the same, that would suggest that there
are non-specific effects from this antibody isotype and that E-cadherin signaling was not
directly responsible for the restoration in efficiencies. If the colony-forming efficiencies
are less in the isotype control experiments, at the contact experiment levels, this would
suggest that the anti-E-cadherin antibody was binding to its specific target, causing the
observed restoration in colony formation.
Furthermore, we could also modulate E-cadherin signaling in other ways, such as
using siRNA to repress expression of the E-cadherin gene at the transcriptional level' 12
Or, we could target the downstream products of E-cadherin, such as P-catenin. We could
use a glycogen synthase kinase-3 (GSK-3) inhibitor, such as 6-bromoindirubin-3'-oxime
(BIO), to increase Wnt signaling 17. This would lead to an increase in the levels of 3-
catenin, since Wnt signaling has been shown to increase cytoplasmic levels of 3-
catenin'3 1 . In the contact experiments, we could determine if adding BIO to the media
depresses colony-forming efficiency even further. More interestingly, in the no contact
experiments, we could determine if adding BIO would depresses colony-forming
efficiency at all, thus simulating the downstream effects of E-cadherin signaling without
actually requiring cell-cell contact.
It is also important to look at the downstream signaling pathways of E-cadherin,
and other mESC cell-cell adhesion molecules, to see if we can determine how contact
leads to a depression in colony formation. Nagano et al. characterized a large subset of all
the proteins expressed in mESCs and found that there were several proteins that were
important in cell-cell adhesion signaling 14. In addition to E-cadherin, three other proteins
were expressed - including radixin, tight junction protein, and integrin binding protein.
Radixin helps regulate the cytoskeleton, and while little is known about its downstream
signaling pathways, radixin is suspected to be essential for cellular proliferation' 32. Tight
junction protein 1, or zonula occludens 1 (ZO-1) protein, has been shown to be important
in numerous cell processes, including proliferation. In endothelial cells, ZO-1
overexpression leads to a reduction in ZO-1 nucleic acid binding protein (ZONAB),
followed by a decrease in nuclear cell division kinase CDK4, stopping cell
proliferation 33 ,13 4. Therefore, ZO-1 could also be involved in our contact-mediated
depression in colony formation. Integrins are involved mostly in cell-ECM adhesions and
many of their signals converge on cell cycle regulation, directing cells to proliferate or
die'3 . In mESCs, integrin signaling leads to an increase in cytoplasmic levels of 3-
catenin'36 '137. It would be useful to repeat our patterning experiments using antibodies to
knock out signaling from radixin, tight junction protein, and integrin to determine the
effects on colony formation.
Looking at E-cadherin signaling, E-cadherin is known to increase levels of 3-
catenin in the cytoplasm and nucleus. p-catenin forms a complex with T cell factor and
lymphoid enhancer family transcription factors, to stimulate STAT3 transcription,
followed by STAT3 protein accumulation in the cytoplasm, leading to an increase in
pluripotency 13 . Therefore, it seems unlikely that E-cadherin signaling would cause a
depression in colony-forming efficiency. One possibility is that colony formation and
pluripotency are not necessarily connected. Zandstra et al. demonstrated that increasing
amounts of LIF in the media led to increases in mESC pluripotency (as demonstrated
with SSEA-1 staining), but did not change overall proliferation' 9. He later showed that
increasing LIF increased the levels of Oct4-GFP, and that growth rates either slightly
increased or stayed the same, depending if the cells were differentiated or
undifferentiated' s. Overall, Zandstra's results demonstrate that pluripotency and
proliferation are not always coupled, and therefore our E-cadherin mediated depression in
colony formation might be consistent with the pro-pluripotency effects of E-cadherin
signaling.
Another interesting possibility is that the depression in colony-formation is not
directly caused by E-cadherin signaling, but instead, caused by a lack of integrin
signaling. It has been shown that higher levels of cell-cell contact cause decreased levels
of cell-ECM interactions 38. Therefore, for our larger cell clusters with contact, it is
possible that cells are adhering more to each other than the bottom substrate, decreasing
cell-ECM interactions and integrin signaling. Depending on the influence of both
signaling pathways, it is possible that the lack of integrin signaling and decreased levels
of P-catenin wins out over the E-cadherin-mediated increase in P-catenin, overall
resulting in decreased pluripotency. If pluripotency and colony formation are coupled,
this could cause our observed contact-mediated depression in colony-forming efficiency.
This mechanism would still be consistent with our anti-E-cadherin antibody experiments,
since the antibody reduced cell-cell interactions, possibly allowing increased cell-ECM
interactions that led to the restoration in colony-forming efficiency. We could investigate
this potential mechanism in two ways. First, we could try and increase the level of cell-
ECM interactions for the cells in contact. Our BFC experiments were performed on a
bare TCPS dish. By patterning the cells onto more adhesive ECMs, like gelatin, this
could increase the level of cell-ECM interactions and integrin signaling, possibly
restoring colony-forming efficiency for the cells in contact. Second, we could try and
decrease the level of cell-ECM interactions for the cells not in contact. By using an anti-
integrin antibody on patterned cells not in contact, this may reduce integrin signaling,
leading to a depression in colony formation without even requiring any cell contact.
Chapter 6: Conclusions
In this chapter, we conclude with the major contributions of the thesis. We then discuss
several ongoing collaborations using the BFCs, demonstrating the ease-of-use and
transferability of this technology. Lastly, we describe several potential applications of the
BFC.
6.1 Thesis Contributions
The contribution in this thesis consists of several technical achievements, the
development of our two cell patterning technologies, and a biological achievement,
determining the effects of cell-cell contact on mESC colony formation.
With the creation of our DEP square trap, we demonstrated the strongest, planar,
single-cell, nDEP trap realized to-date. We were also able to further validate our
modeling software, matching experimental results to modeling predictions for both beads
and cells. We showed that we could use this software to evaluate the performance of new
trap designs, optimizing their geometries even before the traps are fabricated.
Furthermore, we made the software freely available to the scientific community. We also
further improved the nDEP square trap to include interdigitated electrodes, allowing
almost complete prevention of cells sticking to the substrate, yielding a high-efficiency
cell patterning tool that worked with multiple cell types.
With the creation of our BFCs, we demonstrated a novel cell patterning
technology that enables us to pattern cells with single-cell resolution anywhere on a
substrate and onto any substrate. We demonstrated large-scale patterning of mESCs, with
patterning efficiencies > 75%, onto a variety of substrates - a cell-culture dish patterned
with gelatin, a 3-D substrate, and even another layer of cells. In addition, the ease-of-use
of this technique has allowed this technology to be transferred to several engineering and
biology labs, as discussed in Section 6.2: Ongoing Collaborations with the BFC.
Lastly, we used the BFCs to answer an interesting biological question - how do
the seeding conditions of mouse embryonic stem cells affect their proliferation? We used
the BFC to pattern small groups of cells, with and without cell-cell contact, allowing
incremental and independent control of contact-mediated signaling. We present
quantitative evidence that cell-cell contact plays an important role in depressing mESC
colony formation, and show that E-cadherin is involved in this negative regulatory
pathway. We thus provide an enabling technology that can be used to manipulate and
monitor cells in unique ways.
6.2 Ongoing Collaborations with the BFC
Due to the numerous capabilities of the BFC, including its ease-of-use, we have begun
several collaborations with other labs. The Kristen Van Vliet lab, in the Department of
Materials Science and Engineering at MIT, has started using BFCs to pattern
mesenchymal stem cells. The Van Vliet lab creates their own substrates using
polyelectrolyte multilayers (PEMs), allowing tunable substrate mechanical
compliance' 39. They have been investigating cell-substrate interactions, particularly the
effects of substrate compliance on stem cell fate. They would like to use the BFC to
pattern mesenchymal stem cells in a grid, enabling cell tracking of visual markers and
cellular physical properties (using atomic force microscopy (AFM)).
We have also been collaborating with the George Daley Lab, at the Children's
Hospital in Boston, working with Frank Yates and Elayne Chan. In this collaboration, we
are interested in using BFCs to pattern human embryonic stem cells (hESCs) for cell
tracking and control of cell-cell signaling. We have already demonstrated BFC patterning
of H9 hESCs (a tryspin-adapted cell line), patterning single hESCs on top of a layer of
matrigel or a layer of murine embryonic fibroblasts (MEFs). The single hESCs on top of
matrigel did not proliferate in these experiments, but the single hESCs on top of a layer
of MEFs did form hESC colonies (Figure 6-1).
Figure 6-1: hESC colony formation after BFC patterning of single, trypsin-adapted H9 hESC on top of a
layer of MEFs.
Another collaboration of ours is with Sridhar Ramaswamy's lab at the
Massachusetts General Hospital's Cancer Center, working with Andrew Yee. In this
project, we are interested in exploring the existence of cancer stem cells, possibly
enabling targeted cancer therapies. In this collaboration, we wish to use the BFCs to
pattern cancer cells in a grid (A375-melanoma and H1975-lung), allowing easy long-term
cell tracking of cell proliferation. By staining the cells before seeding, the intensity of the
stain can be monitored as the cell proliferates and the dye is partitioned. This could
provide insight into the proliferation rates of the cancer cells, and whether there is any
asymmetric cell division, possibly validating the existence of any cancer stem cells. So
far, we have demonstrated patterning of H1975 cancer cells and tracked proliferation
over three days (Figure 6-2A-C) and are just beginning to stain the cells and demonstrate
automated large-scale cell tracking.
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Figure 6-2: BFC patterning of lung cancer cells (H 1975) on (A) day 0, (B) day 1, and (C) day 2.
We recently began additional collaborations using the BFC. Peter Sorger, in the
Department of Systems Biology at Harvard Medical School, would like to use BFCs to
pattern single cells to monitor heterogeneous behavior of apoptosis induced by various
drugs. And lastly, Bevin Engelward, in the Biological Engineering department at MIT,
would like to use the BFCs for two different projects. The first is a similar application to
one of the aims in this thesis, using the BFC to control cell-cell signaling in embryonic
stem cells. The second application is to use BFCs for long-term cell tracking of
immunofluorescence.
6.3 Future Applications of the BFC
In addition to the collaborations mentioned above, there are numerous other potential
applications that can be explored with the BFC technology. In general, since the BFC is
compatible with any cell type, it can be used for long-term tracking or controlling cell-
cell signaling in other cell types of interest.
More specifically, we could also look into the effects of starting cell number on
maintenance of mESC pluripotency. By extending our cell patterning assays to the fourth
day in culture, we could observe various pluripotency markers in the colonies that formed
- such as Oct-4, Nanog, or Alkaline Phosphatase - to determine if starting cell number
affects pluripotency as it did proliferation. While pluripotency levels were maintained
when seeding clusters of 1-4 mESCs (Figure 5-5B-C), others have shown that seeding
clusters of thousands of mESCs can cause differentiation2 7. It would therefore be
interesting to use the BFC to seed larger clusters of cells - from tens, to hundreds, to
thousands - to determine a quantitative relationship between cluster size and pluripotency
levels, and if the relationship is linear or binary (e.g., at around five hundred cells
pluripotency is suddenly lost) .
We could also explore the effects of starting cell number on hESC colony
formation. Typically, hESCs are seeded as clusters of hundreds of cells 140, however it
would be interesting to use the BFCs to precisely control starting cell number to optimize
hESC colony-forming efficiency. The BFC can be engineered to seed different sized
clusters of hESCs on the same substrate, from 25-800 cells, using a BFC with a constant
microwell depth, but a varying the microwell diameter (Figure 6-3A). This will produce
clusters of varying diameters, but all having the same height. Alternatively, the height of
the hESC cluster could also be modulated, using a constant cluster diameter (Figure
6-3B). Modulating colony shape could enable us to investigate whether colony
st
morphology actively regulates self-renewal, or whether it is merely the byproduct of
undifferentiated cells clustering together.
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Figure 6-3: BFC patterning of hESCs to control colony formation. (A) Patterning a range of cell cluster
sizes, from 25-800 cells, varying cluster diameter but keeping cluster height constant. (B) Patterning
clusters with the same diameter but with a range of heights.
In addition to self-renewal, stem cell differentiation could also be explored using
BFCs. These experiments would be very similar to the patterning experiments in Chapter
5, except using a mixed population of differentiated and undifferentiated cells (Figure
6-4A). The cells would randomly be trapped in different ratios in the microwells,
allowing incremental control of differentiating factors. If differentiation does indeed
increase with the number of differentiated cells, cell-cell contact could again be turned on
(Figure 6-4B) and off to determine if these differentiating factors are diffusible or
contact-mediated.
S-ES cell
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Figure 6-4: BFC patterning for studying differentiation. (A) Repeating the patterning experiments in
Chapter 5, except with a mixed population of ESCs and differentiated cells. These mixed populations can
be patterned without or (B) with cell-cell contact.
Another potential application for the BFC is patterned chemotaxis assays. These
are currently performed using switchable substrateso 0 , which trade off substrate
chemistry requirements and ease of use for temporal control of motility. The BFC can be
used to pattern cells on a substrate with another cell type. Cells could then be monitored
to determine the influence of chemotactic factors on cell migration (Figure 6-5A).
Additionally, BFCs could be used to investigate cell migration, particularly over various
kinds of topography. Since the BFCs can pattern onto any substrate, cells can be
monitored as they travel over 3-D obstacles (Figure 6-5B).
A B
Figure 6-5: BFC patterning for (A) chemotaxis assays or (B) cell migration studies over obstacles.
In collaboration with the George Daley lab, we are also looking into using the
BFC as a novel cloning tool. Currently, most researchers use an automated FACS
machine in order to place single cells in different wells of a 384-well plate. This is not
only expensive ($60/hr), but the technique also has a substantial error, sometimes placing
zero or multiple cells in a well instead of a single cell. By making a BFC with single-cell
sized microwells, with the same spacing as the wells on a 384-well plate, the BFC could
trap single cells and then flip each cell into a separate well of a 384-well plate (Figure
6-6). We have already begun to demonstrate this on a smaller scale using a 5x5 BFC
array that flips single 3T3 murine fibroblasts into 25 wells of the 384-well plate. We are
continuing to improve the technique and will eventually expand it for use with hESCs
adapted for single-cell cloning.
Flip chip and let cells fall into Single cells can grow up into
wells of 384-well plate isolated clonal populations
Figure 6-6: BFC to be used for a novel cloning technology. By flipping single cells into the wells of a 384-
well plate, clonal populations can grow up in isolation.
Lastly, in additional to the numerous applications mentioned above, there can also
be improvements to the chip-making process. Currently, we photopattern SU8 posts on Si
master wafer, pour the PDMS over the wafers, cure it, and then manually peel off the
BFC microwells. While it is fairly reliable, the SU8 posts sometimes do rip off the Si
master wafer, decreasing the overall microwell pattern fidelity, which translates to
decreased cell patterning efficiencies. Only a small fraction of the chips on a given wafer
become like this, so we usually just throw out those corrupted chips, given that they only
cost fifteen cents per chip. However, making this fabrication process more robust, so the
SU8 posts do not rip off, would increase throughput when making up new BFCs.
Furthermore, none of our collaborators currently have the capabilities to fabricate
their own BFCs. Therefore, not only are we doing the initial fabrication of the Si master
wafer, but we are also making up new BFCs for them every time they need more. While
we could give them the Si master wafers, allowing them to pour the PDMS themselves,
the frailty of the SU8 posts make this option undesirable. Therefore, Salil Desai in our lab
recently came up with a new process that uses a plastic mold (Smooth-On, Smooth-Cast
310) as a replacement for the Si master wafers (Figure 6-7A-D). By molding plastic into
an already-made BFC, an inverse mold with posts is formed, identical to the Si master
wafer. The PDMS can then be poured onto these plastic posts, instead of the SU8 posts,
allowing repeated manufacturing without damaging the post structures. While Salil
already has created these molds at the single chip level, he is now working on making
them at the whole-wafer level.
H
Figure 6-7: SEM images of the plastic posts: (A) array with text, (B) array with MIT posts, (C) closer view
of the array, and (D) a single post.
Appendix A: Modeling Software Functionality
In this appendix, we demonstrate the functionality of the modeling software by using it to
investigate the trapping behavior for three different trap geometries - our planar nDEP
square trap45, the 3-D nDEP octopole 68 , and a 3-D pDEP points-and-lid-geometry 57. The
model revealed interesting trapping behavior - such as multipolar DEP force effects, trap
size-selectivity, and effects from varying the flow chamber height - and enabled
quantitative explanations of these behaviors.
Modeling Parameters
We compare the trapping behavior of three trap geometries found in the literature: our
planar, nDEP square trap45, the 3-D nDEP octopole68, and a 3-D pDEP points-and-lid-
geometry57 (Figure A-0-1).
For these results, the applied signal was always a 5 Vp sine wave at 5 MHz. The
media density was 1000 kg/m3 with a relative permittivity of 80. The solution
conductivity was 1.5 S/m for the nDEP square and octopole traps, which is the typical
conductivity of cell-culture media, and 0.01 S/m for the pDEP trap, which approximates
the conductivity for previous pDEP cell trapping experiments5 2' 57.
We modeled all particles as cells with a density of 1071 kg/m3 , a cell cytoplasmic
relative permittivity of 75, and a cytoplasmic conductivity of 0.75 S/m. The cell
membrane had a conductance of 22 mS/cm 2, a capacitance of 1.6 pF/cm 2, and a thickness
of 1 nm. These values were taken from Gascoyne 99. The cell diameter was 14 gm, except
when varying cell diameter, in which case it ranged from 2-24 4m in 2-jim increments.
For all cases, the chamber width was 4 mm. The chamber height was 40 jm,
except when varying chamber height when it ranged from 40-200 jim in 40-jm
increments. The simulations used a flow rate resolution of 10 jiL/hr for the nDEP square
trap, I jiL/hr for the nDEP octopole, and 10 iL/min for the pDEP trap. The starting
position of the cell was in the center of the square electrode and on the bottom substrate
for the nDEP square trap, the center of the point electrode and on the bottom substrate for
the pDEP trap, and in the center of the quadrupole and in the center of the flow chamber
for the nDEP octopole trap. These positions were chosen based on the trapped particle
locations in each of these traps45,57 , although the software allows the user to specify the
particle starting position anywhere within the simulated space.
Figure A-0-1: The three simulated trap geometries. (A) The planar nDEP square trap, consisting of one
square electrode with inner square side length of 25 pm and another line electrode spaced 10 pm away. All
electrode widths are 10 pm. (B) The 3-D nDEP octopole with no phase shifts between the quadrupoles on
the top and bottom surface. The electrode width is 12 pm and the tip-to-tip electrode spacing is 40 pm. (C)
The 3-D pDEP points-and-lid geometry, consisting of a 3-pm point electrode on the bottom surface and a
planar electrode on the top surface.
Multipolar DEP Force Effects
For all three trap geometries, we simulated the maximum flow rate versus cell diameter
for multipole contributions ranging from n=1 to n=7 (where n=1 corresponds to the
dipole contribution, n=2 corresponds to the dipole plus quadrupole contribution, etc).
n=7 was the highest multipole contribution we could simulate at our 1-pm grid resolution
before running out of memory (Intel Pentium 4, 2.26 GHz processor, 1 GB RAM). We
defined the "number of multipoles needed" as the number of multipoles required to best
approximate the true maximum flow rate. We set this value as the number of multipoles
that bring the maximum flow rate within 15% of the maximum flow rate when n=7.
The nDEP square trap is only symmetric in the y-direction (Figure A-0-1A),
making its electric fields more complex than the other two traps, which are symmetric in
both the x and y-directions. We see that as the cell size increases, the number of
multipoles needed also slowly increases (Figure A-0-2A). The trap size is of the same
order as the cell size, so higher-order poles are expected to be induced8 .
O1m1
.. .. .. . .. . .
. •
... .............. ....
B L.r··c~
..
C i,
3pm
0
. .
" 41.....111 ".......7
'
The nDEP octopole was simulated with no phase shifts between the upper and
lower plane (Figure A-0-2B). Therefore, every positive electrode on the top of the flow
chamber has a positive electrode positioned directly below it on the bottom of the
chamber. The same is true for the negative electrodes. This type of configuration creates
the strongest trapping against the direction of fluid motion6". We see that the maximum
number of multipoles needed for this geometry is n=l - the dipole contribution alone is
enough to approximate the maximum flow rate (Figure A-0-2B). Although inclusion of
the quadrupole force (n=2) was necessary to levitate the cells in the center of the trap,
also shown previously68 , this levitation effect did not significantly change the maximum
flow rate. Therefore, n=1 was still sufficient to solve for the maximum flow rate in this
trap.
The pDEP trap consists of a 3-gm point electrode on the bottom surface with a lid
electrode on the top surface (Figure A-0-1C). We see that the number of multipoles
needed increases with cell diameter, at an even faster rate than the square nDEP trap
(Figure A-0-2C). This effect occurs because the point electrode is much smaller than the
size of the cell. As the size of the cell gets larger compared to the size of the electrode,
the electrode starts to look like a point source, requiring the contribution of all the
multipolar moments for proper modeling 4.
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Figure A-0-2: Trapping behavior for the three DEP traps. (A-C) DEP multipolar force effects. The number
of multipoles needed to bring the maximum flow rate to within 15% of the maximum flow rate when n=7,
as a function of cell diameter, for the: (A) nDEP square trap, (B) nDEP octopole, and (C) pDEP trap. Note
that although we show these plots as continuous functions, only integer numbers of multipoles are possible.
(D-F) Size-selectivity behavior. The maximum flow rate versus cell diameter, for the: (D) nDEP square
trap in jiL/min, (E) nDEP octopole in pL/hr, and (F) pDEP trap in pL/min. (G-1) Flow chamber height
effects. The maximum flow rate versus chamber height, for the: (G) nDEP square trap in jpL/min, (H)
nDEP octopole in gLL/hr, and (I) pDEP trap in mL/min.
Trap Size-Selectivity
To determine how the three traps' operating characteristics changed with cell size, we
simulated the maximum flow rate as a function of cell diameter with all other parameters
held constant (e.g., voltage, frequency, etc.). For the nDEP square trap, we see that there
is size-selectivity such that the maximum flow rate initially increases with cell diameter,
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approaching a peak maximum flow rate, and then starts to decrease with cell diameter
(Figure A-0-2D). Since the dipole contribution of the DEP force increases as R', we
would expect the maximum flow rate to keep increasing with cell size for a given DEP
trap. We already elucidated the reasons for the size-selectivity in Section 2.3.2: Size-
Selectivity Behavior. Briefly, this effect results from the complex geometry of the force
fields in the z-direction. There exists a stability transition line below which the cell
experiences a downward force, pushing it into the trap and keeping it stably held. Above
the stability transition line, the cell experiences an upward force, pushing it out of the
trap. The smaller and larger particles cross this stability transition line into the region of
upward force at lower flow rates than the medium-sized particles, producing size-
selectivity behavior.
The nDEP octopole trap displays the expected behavior for a DEP trap - the
maximum flow rate, and therefore the DEP force, increases with cell size (Figure
A-0-2E). The increase scales approximately as R2 . This result is best explained with a
scaling analysis, similar to that used by Jones' 4 1. At the stable point where the cell is
trapped, the DEP force and HD drag force from Poiseuille flow must balance, so
Fg = F . Looking at the relevant components of these forces (Eq. 1-1 and 1-7), we
can set up a proportionality for the maximum flow rate, QR a: R'VE2 , where Q is the
flow rate and VE2 is the gradient of the electric field squared. If we cancel the R term
from both sides, we see that Q cc R2VE2 . Since VE2 at the cell center does not
significantly change with cell size, the maximum flow rate will scale approximately as
R 2.
The pDEP trap shows size-selectivity similar to the nDEP square trap (Figure
A-0-2F). In this case, the force fields in the z-direction do not affect the size-selectivity,
since the trap pulls cells to the point electrode with incredibly strong forces (on the order
of nanoNewtons). A similar scaling analysis as above helps to explain this size-
selectivity. Once again, at equilibrium the DEP force and HD drag force from the shear
flow are equal in magnitude. Looking at the relevant components (Eq. 1-1 and 1-6), we
set up a proportionality for the maximum flow rate, QRz oc R'VE 2 , where z is the
distance from the particle center to the bottom surface. Since the cell is trapped on the
bottom surface at the point electrode, z = R, and QR2 oc R3VE 2 . If we cancel the R2
term from both sides, we see that Q oc RVE 2 . If we look at the individual contributions
from each of these terms as a function of the cell diameter, we see the trivial relation that
R increases with cell diameter (Figure A-0-3A). However, VE 2 decreases significantly
with cell diameter (Figure A-0-3B). This effect occurs because the electric fields decrease
quickly as one moves further and further away from the point electrode. Since the larger
cells occupy more volume further away from the point electrode, the field gradients at the
particle center will be smaller. By multiplying these two contributions together, we are
able to reproduce the same size-selectivity shape as seen in Figure A-0-2F (Figure
A-0-3C). Thus, the size-selectivity is due to a combination of factors, including the
increased DEP force due to the cell size, the decreased DEP force due to the electric field
geometry, and the increased drag force due to the cell size (which was hidden in the
scaling analysis by the cancellation of the R2 term).
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Figure A-0-3: pDEP size-selectivity scaling analysis. (A) The cell radius versus cell diameter. (B) VE 2 at
the cell center versus the cell diameter. (C) R x VE 2 at the cell center, which is proportional to the flow
rate, versus the cell diameter.
Chamber Height Effects
We have seen previously that some traps highly benefit from an increase in flow chamber
height, since it allows for an increase in the trap's maximum flow rate45. For the three
electrode geometries, we simulated the maximum flow rate as a function of the flow
chamber height for a 14 gm-diameter cell. For the nDEP square trap, we see that the
maximum flow rate increases with chamber height (Figure A-0-2G). This behavior
occurs because for any trapped cell, the DEP force and drag force must be equal in
magnitude. Since the HD drag force from the shear flow is proportional to Q/h 2 (Eq. 1-
6), where h is the flow chamber height, and the DEP force is independent of Q and h,
increasing the chamber height will allow an increase in the maximum flow rate. For this
trap, the DEP force is independent of h because both electrodes are on the bottom
surface, so changing the chamber height does not change the electrode spacing.
For the nDEP octopole trap, we see that the maximum flow rate quickly decreases
as the chamber height increases (Figure A-0-2H). This effect occurs because the DEP
force is now dependent on h, since the electrodes are on both the top and bottom
surfaces. By doubling the chamber height, from 40 to 80 g.m, we can see the
disappearance of the octopole cage - the stable octopole geometry essentially turns into
two separate quadrupole geometries (Figure A-0-4). Quadrupole traps are much weaker
due to their lack of stability in the z-direction - they levitate the cells away from the traps
into higher shear flows and the cell is pushed out of the trap67. Above a chamber height
of 80 gm, further increases in chamber height do not decrease the maximum flow rate as
significantly.
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Figure A-0-4: nDEP octopole electric fields. FEMLAB 3-D plot of the electric fields for the (A) a 40-grm
chamber height and (B) an 80-Ltm chamber height.
For the pDEP trap, we see the maximum flow rate increases with chamber height
(Figure A-0-2I). This behavior is unexpected since increasing the chamber height
increases the distance between the two electrodes. We would assume that this should
decrease the electric field and therefore the DEP force and maximum flow rate as well.
To investigate this effect, we solved for the z-directed electric field as a function of
chamber height, since this quantity should be the most sensitive to chamber height. We
found that there is only a slight decrease (-6%) in electric field magnitude over this range
of chamber heights. For further validation, we also examined the analytical solution to
the cone-plate electrode geometry 142, which is very similar to this points-and-lid
geometry. Using the analytical solution to the z-directed electric fields, for an electrode
separation of 40-200 ýtm, we also found that the electric field magnitude only decreases
slightly (2%) over this range of chamber heights. Therefore, for the pDEP trap, these
chamber heights are far enough away that the 3 plm-diameter point electrode operates like
a point source. We saw this behavior earlier for the same trap when examining the DEP
multipolar force effects. Furthermore, we looked at the x-directed DEP force to determine
if it was also as insensitive to variations in chamber height. We found that the DEP force
only varies by about 5% over this range of chamber heights and therefore is not
significantly dependent on h, so an increase in chamber height allows an increase in the
maximum flow rate for the same reasons as the nDEP square trap above.
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Comparing Various DEP Trap Geometries
In addition to quantitative analyses on a given DEP trap geometry, the modeling software
permits comparisons of trapping behavior across multiple trap geometries rather easily.
The three traps simulated here are very different in nature: nDEP vs. pDEP, symmetric
vs. asymmetric traps, planar vs. 3-D, and small vs. large trap sizes when compared to the
size of the cell.
From the three plots in Figure A-0-2D-F, we are able to compare the trap strength
of these traps under the same set of experimental conditions. For a 14 .m-diameter cell,
the nDEP octopole traps withstand flows of 0.6 gpL/min, the nDEP square trap holds
against 4.3 p.L/min, and the pDEP trap operates up to 270 IpL/min. However, this may be
an unfair comparison since the nDEP octopole traps cells towards the center of the
chamber, where the velocity, and thus the HD drag force is greatest. The difference in
maximum linear flow velocities between the nDEP traps is somewhat less, 0.2 mm/s for
the nDEP octopole and 0.8 mm/s for the nDEP square trap, while the pDEP trap is still
much stronger with a linear velocity of 50.2 mm/s. The high strength of the pDEP trap is
due to several factors. First, pDEP traps usually have a greater CM factor, which has a
maximum of +1.0, while nDEP traps can only have a maximum magnitude of 1-0.51. If
the nDEP traps are in cell-culture media, which is one of the advantages of using nDEP
for cell trapping, then the CM factor is only --0.2. This gives the pDEP traps a 2-5x
stronger advantage, depending on the media conductivity. In addition, pDEP trap
geometries generally produce higher electric field gradients in close proximity to the
trapped particles. nDEP traps usually position the cell far away from the electrodes at the
electric-field minima, where the DEP force is smallest, whereas the pDEP traps hold the
cell at the electric-field maxima, where the DEP force is highest. Our nDEP square trap
capitalizes on this fact by placing the cell in the electric field minima, yet very close to
the electric field maxima, thus creating the first planar nDEP trap that can resist
significantly high flow rates.
Furthermore, we can compare the trapping behavior as a function of cell size. If
trying to trap a mixed-size population of cells, all three of these examined trap geometries
will discriminate in their trapping behavior. The nDEP octopole selects for larger cells,
since the maximum flow rate increases with cell diameter. The nDEP square trap and
pDEP trap are both size-selective, being optimized to trap cells with certain diameters.
However, because the nDEP square trap is much weaker than the pDEP trap, it is only
selective over a range of a few ýpL/min, whereas the pDEP trap is selective over hundreds
of p.L/min. This size-selectivity behavior, easily tuned by changing the trap dimensions 45
could serve as an advantage if trying to sort cells based on size.
Aside from their trapping behavior, these traps demonstrate other inherent
differences, most of which were already described in the Introduction (Section 1.4.1:
DEP Trap Requirements). The pDEP trap and the nDEP octopole trap are both 3-D
geometries, implemented using electrodes on both the top and bottom surfaces of the
flow chamber. Since the pDEP top electrode is a plane, alignment with the bottom point
electrode is unnecessary. However, the nDEP octopole requires proper alignment
between the top and bottom quadrupoles for effective operation. The pDEP trap also
requires the cells to be immersed in an artificially low-conductivity media, which can
affect cell physiology, whereas the nDEP traps can be used with normal cell-culture
media. Lastly, the nDEP square trap and pDEP trap hold cells near the bottom-surface
electrodes, while the nDEP octopole traps cells near the center of the flow chamber.
Therefore, the nDEP octopole is advantageous if trying to prevent cells from
inadvertently sticking to the bottom substrate, while the nDEP square trap and pDEP trap
are more appropriate for cell patterning. However, the nDEP octopole could also
potentially trap cells near the bottom substrate by varying the applied voltages.
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