Query formulation and efficient navigation through data to reach relevant results are undoubtedly major challenges for image or video retrieval. Queries of good quality are typically not available and the search process needs to rely on relevance feedback given by the user, which makes the search process iterative. Giving explicit relevance feedback is laborious, not always easy, and may even be impossible in ubiquitous computing scenarios. A central question then is: Is it possible to replace or complement scarce explicit feedback with implicit feedback inferred from various sensors not specifically designed for the task? In this paper, we present preliminary results on inferring the relevance of images based on implicit feedback about users' attention, measured using an eye tracking device. It is shown that, in reasonably controlled setups at least, already fairly simple features and classifiers are capable of detecting the relevance based on eye movements alone, without using any explicit feedback.
INTRODUCTION
For text retrieval it is relatively easy to define a good set of keywords to be used as query terms. For most other information retrieval (IR) tasks, such as image searches, it is far more difficult to construct efficient queries. Existing solutions typically apply either of two predominant strategies: text-based queries on metadata, or iterative retrieval based on low-level features computed from the content. For the metadata strategy, all the readily available textual IR tools can be used, but the results depend heavily on the quality of the metadata. Constructing good metadata is laborious, time-consuming, expensive and, furthermore, the metadata cannot cover all aspects of the images.
The content-based approach [3, 10] sidesteps the need for metadata, but faces the problem that constructing useful and reliable features is difficult. Even with a good feature representation, it is not straightforward to formulate a query in terms of the features. In an image retrieval task the features may be complex descriptors of local image characteristics, such as color or texture, and a user cannot be expected to specify those manually. The most practical solution is to use pictorial examples for querying, as is done in the QBIC system [5] and in most state-of-the-art methods.
Regardless of the type of query, the modern content-based image retrieval (CBIR) systems, such as PicSOM [9] , are typically highly interactive. The user is asked to refine the search by providing explicit feedback on the results, for instance by clicking on the relevant images. The images can then be analyzed and compared with images in a dataset for retrieval. Methods for image comparison have been progressing steadily, both in accuracy and in robustness, as reported in yearly benchmarks such as the PASCAL VOC [4] classification task. In classification, though, the set of classes is known a priori, and there is usually a significant number of training samples from each class.
For CBIR tasks, explicit feedback is accurate, but laborious for the user and limited in complexity. A user may at most be willing to click a few relevant images. In addition to explicit feedback, it is also possible to collect implicit feedback from sources not directly controlled by the user [8] .
Various sensors can be used for monitoring the user and the context of the search, and the implicit feedback from them could be used to either complement the explicit feedback to improve search quality, or even to replace it completely. Indeed this is the approach we take in this paper. It is important to note that sensors are typically noisy and they cannot be focused to measure solely relevance. One particular challenge of this approach is to infer the correct relevance feedback from amongst the noise and nuisance signals.
Using Eye Movements
We consider one particular source of implicit feedback, namely eye movements of the user in an information retrieval task. Eye movements can be collected by relatively inexpensive and small-scale non-invasive equipment, making them a promising source for implicit feedback in practical applications in the near future.
Eye tracking has been used extensively in the psychology literature, and more recently also in tracking users' attention in information retrieval settings. Some examples include the human-computer interaction aspects of how users perform searches [2] , analysis of user behavior in web search [6] , and using eye movements as implicit relevance feedback in textual IR [7, 13] . In particular, [13] showed that in controlled settings it is possible, to a degree, to infer the relevance of document titles based on the gaze trajectory of the user. The promising results on the textual IR task suggest that using eye movements for relevance determination could be possible also in image retrieval tasks, where they would be even more severely needed.
In this paper we report on the first feasibility studies on using eye movements to improve content-based image retrieval. The task of the users is to search for images matching a literal query, and we try to infer the relevance of the images using the eye movements alone. No image features or metadata are used, but instead the relevance is inferred solely based on the trajectory of eye saccades and fixations on a collage of images. The focus is on inferring the relevance, not in using the inferred relevance as a feedback source in a real CBIR system. However, we also provide a demonstration that the image collection used in the experiments would provide sufficient content-level information for searching similar images based on the feedback.
The test setup of the first experiments is highly controlled, and even though it is simplified (small number of images, relevance determination rather than full search) it does start to reflect the kinds of activities occurring in a complete CBIR system. Even though the idea of using eye movements to detect the attention of the user has been discussed earlier (see e.g. [6, 11] ), there has been very little work on inferring the relevance of images based on gaze patterns. Hence, we considered it worthwhile to start with a controlled setting that can then be expanded later. The preliminary results are very encouraging and show that in the chosen setup it is indeed possible to infer the relevance of the images with reasonably high accuracy, and hence eye movements can be used as a source of implicit relevance feedback. This justifies moving to more advanced test setups, using also contentbased features instead of just the eye movements, applying more advanced learning algorithms, and using the inferred relevance as a feedback source in a real CBIR system.
Eye tracking provides a non-invasive way to obtain accurate information from the users, without asking them to perform any additional tasks that might interfere with their main task. Only initial calibration is required. As the devices continue to reduce in size and cost, they may become one of the most informative and natural sensor mechanisms for gathering useful user data at low cost. Ubiquitous use of such devices would facilitate personalization and adaptivity of user interfaces, and application-driven scenarios such as information retrieval. One of the goals of this study is to give evidence about the potential of such systems given the current hardware.
TEST SETUP AND LEARNING TASKS
We study a simple search task, where the user is searching for images related to sports. The rationale behind choosing sports as a search target is that it is a broad and abstract concept, making it challenging for content-based image retrieval methods. Use of implicit feedback will be very valuable for this type of query. The task is intentionally left slightly vague, and some images (such as motorbikes or static shots of a sports celebrity) are open to user-specific interpretation.
The user is searching for the relevant images in a collection of 400 images, which are displayed on 100 pages of 4 images each. Each page has either zero or one sports-related image. Figures 1 and 2 show sample pages, including both simple and challenging examples.
In a complete feedback-driven CBIR system the images would probably be shown as larger collages. Instead of just 4 images, the collage might contain tens of thumbnail images. We start with the small collage to be able to present the images in a larger size, and to avoid any issues related to matching the gaze to the thumbnails. The restriction to at most one relevant image per page was done to ease collecting the data; in a collection phase the users gave explicit feedback, and only two possible values (the page is relevant or it is not) allowed using keyboard as a feedback source. That avoids the problem of the explicit feedback interfering with the eye movements.
Given the eye movements, we want to predict the relevance of the target, training the predictor with explicit feed- back as an indicator of the true relevance. Two different relevance determination tasks can be considered. The first is to detect pages with a relevant image. That is, we try to utilize the gaze pattern on the set of four images to infer whether any one of them was about sports. The second possible task is to find out which of the images was relevant on the pages that had a relevant image. We present preliminary results for both of these tasks.
The tasks can be further categorized based on what kind of data is available for training. The simplest learning task is to predict the relevance of a new page or image based on training data from the same user. This corresponds to learning to predict the future behavior of a single user. Alternatively, we might be interested in learning to predict the behavior of a new user, training the classifier with data collected from other users solving the same tasks. That is, this second task is to predict the behavior of a new user in a known task.
The most difficult and interesting task would be to predict the relevance of a new page or image for a new query, possibly performed by a new user. This can only be done if the gaze patterns are sufficiently universal over users and queries. Content-based methods typically do not generalize well to completely new scenarios, such as databases of different kinds of images or queries of clearly different type, but gaze patterns can potentially be partly invariant to the actual content. Alternatively, we could consider a kind of collaborative filtering task, where we would have a few example pages for the new query and user, and a larger collection of training data for users and queries. Here, however, we study only the two more straightforward types of learning, generalization to new pages with a given query and generalization to new users. The question of generalization to new queries is left for future research.
DATA COLLECTION AND FEATURE EX-TRACTION
The measurements were done with a Tobii X120 eye tracker. The machine has a set of infra-red leds and an infra-red stereo camera, and the tracking is based on detection of pupil centers and corneal reflection. The machine has an accuracy of 0.5 degrees, has a sample rate of 120Hz, and it allows relatively free head movement. The tracker was connected to a PC with a 19-inch flat-panel monitor, using a resolution of 1280x1024. The experiment was done using a standard web browser. In short, the setup mimics the way people typically would use a workstation in a search task.
Out of a total of 400 images, 70 were relevant (i.e., about sports, collected from local databases and internet using simple keyword searches) and 330 were not (taken mainly from the Pascal Visual Objects Challenge VOC2007 [4] ). This gives us 70 relevant pages, each including one relevant image and 3 non-relevant images, and 30 pages where all 4 images are non-relevant. The database intentionally contains images that may lead to bias different users (through different personal definitions of 'sport' and a wide variety of subject matter in the non-relevant image set).
A total of 27 test users performed the search task. Each user searched through the same 100 pages, and pressed a key for relevant/non-relevant accordingly. The users were asked to perform the task as quickly as possible, to avoid eye movements not related to the task. Summary statistics gathered from the data are shown in Table 1 .
The accuracy of the users was good; on average people got more than 95% of the relevance judgments correct. The best user only made one mistake, whereas the worst made 12. The range of timings for the task was quite variable, and does not seem to correlate well with the accuracy. In the analysis, we ignored the first 10 pages for each user; it typically took a few pages for people to adapt to the task.
We preprocessed the raw eye movement data by finding fixations with the built-in fixation filter provided by Tobii Technology. The filter judges a series of raw coordinates to be a single fixation if the coordinates stay sufficiently long within a sphere of a given radius. We used a threshold of 100ms and a radius of 30px. Example illustrations of the measured data and fixations for a page with nonrelevant and relevant images are shown in Figures 3 and 4 respectively. Based on the fixations, we then computed a simple feature vector for the trajectory of each page. The features are listed in Table 2 . Finally, we discarded all user/page pairs for which we had no fixations, typically due to the tracker being unable to detect the pupils during the page. Num. of images with at least one fixation 6-9 Number of fixations within each image 
EVALUATING THE IMAGE SET
Although the primary focus of this paper is in evaluating the possibility of inferring the relevance of images based on eye movements, relevance feedback alone is however of little use unless we can find new images that are similar to the ones deemed relevant. Next, we briefly demonstrate that given a set of images labeled as relevant and non-relevant, it is possible to find new images that are predicted as more likely to be relevant in the image database used for the experiments. Based on these predictions one could then use exploration/exploitation strategies to return a subset of images to the user (from possibly a very large database) in order to get further relevance information and narrow the search criteria.
The technique of [12] is used as it was shown to exhibit state-of-the-art performance in the PASCAL VOC 2007 challenge [4] and the image retrieval competition in CLEF 2007 [1] . This method is based on Fisher scores of a bag-or-visualwords (BOV) representation for the images. First, a generative model, here a Gaussian mixture model (GMM), is trained to approximate the distribution of the low-level features in images. It can be seen as a visual vocabulary, where each Gaussian component N (µ i , Σi) models a visual word. Based on the GMM, a new fixed-dimensional representation for each image is obtained as the normalized Fisher score of the image. This representation can then be subsequently fed to a discriminate classifier for categorization, or used to compute the similarities between images for retrieval.
Given a maximum likelihood estimate for the parameters of the GMM,Φ = {wi, µ i , Σi, i = 1, · · · , K} (where wi is the mixture's weight, and K is the number of mixture components), the Fisher score u(x,Φ) of an image represented with low-level features x is defined as the gradient vector of the log-probability:
u(x,Φ) = ∇Φ log p(x|Φ), evaluated at the maximum likelihood estimate. This gradient describes the direction in which the model parameters should be modified to best fit the image features. Each score is then normalized using the Fisher Information matrix FΦ, giving the final representation of an image as the normalized Fisher score
with
. Details on how to compute (1) for a GMM are available in [12] . Note that this is a fixed length representation, whose size only depends on the number of parameters in the model.
For the purposes of this paper, the Fisher score representation is used to retrieve images that are more likely to be relevant, using the implicit feedback from eye movements to define the target of the retrieval. The retrieval can be performed either by looking for images similar to the ones marked relevant, or by building a classifier that tries to predict for the rest of the database whether the images are relevant or not. Here, the latter approach is demonstrated, with sparse logistic regression classifiers in the Fisher score representation. We extract locally a set of low-level image features in each image. Two different features are used: a histogram of edge orientations, which describes texture, and the local mean and variances in RGB to describe color. For each feature type, one visual vocabulary was built and one classifier was trained. The two separate classifiers were combined linearly.
To evaluate the sports dataset, we used 10-fold cross validation, obtaining a classification accuracy of 91.2%, with the confusion matrix shown in Table 3 . These results show that despite the fact that sport relevance is a broad and abstract concept, it is possible to distinguish between relevant and non-relevant images with a relatively high accuracy, indicating that if enough feedback is gathered, accurate retrieval can be achieved. However, Figure 5 shows some of the images that were miss-classified by this system. Note that such images are not ambiguous for human observers in the sport/not-sport query. This means that if they are presented to the user as intermediate results of the query, the implicit feedback gathered from eye tracking will easily teach the retrieval system that these are not relevant samples, which will improve the chances of reaching the target.
DETERMINING THE RELEVANCE
Having shown that if one has sufficient relevance information it is possible to retrieve images more likely to be relevant from a database, we now return to using the eye-movements alone to infer relevance and obtain the necessary feedback for the retrieval mechanism to operate. In this initial study we use a simple classifier, linear discriminant analysis (LDA), in order to predict the relevance. LDA searches for a linear subspace such that the classes become discriminated as well as possible in that subspace. The method assumes that each class follows a normal distribution with a shared covariance matrix, and measures the separation S in direction w as
Here Σ b is the sample covariance of the class means, and Σ is the covariance of the data. Given a data with C classes, the optimal set of C −1 directions wc can be found as eigenvectors of Σ b Σ −1 . The actual classification task in the subspace is solved by assigning the test samples to classes with the highest likelihood, weighted by the class sizes.
RESULTS

User-specific Model for Relevance
The ability to infer user-specific models of relevance is studied with a leave-one-out procedure. Each user has a separate model, and for each page the classifier is trained using all other pages. We considered both the binary classification task of detecting the pages with at least one relevant image, and the task of detecting which of the images was relevant (a four-class classification task, applied only to pages that had a relevant image).
For the binary classification task we use the traditional information retrieval quality measure of area under the ROC curve. That is, the pages are ordered according to the predicted relevance, and we study the curve of true positives versus false positives when lowering the relevance threshold. A perfect retrieval algorithm would obtain a score of 1, whereas random ordering gives 0.5. For the image detection task, we compute the percentage of correct classifications. As there are 4 images on each page, the baseline accuracy obtained by random guessing would be 25%.
The scores for each of the test subjects are collected in Table 4 (columns labeled as "User-specific"). For all subjects, the scores for both tasks are clearly above the random baseline, showing that both the relevant pages and the relevant images on the pages can be detected reasonably well solely based on the gaze pattern. Note that the quality measures of the two tasks are different, and hence are not directly comparable.
Learning Relevance from Other Users
To test how well the gaze patterns generalize over the users, we use a different kind of leave-one-out procedure. This time each user is left out at a time, and the classifier is trained using all the data measured from the other users. The identity of neither the pages nor the users is used in the learning. Instead, all of the training data is pooled together as if it were a collection of independent identically distributed samples. The learning tasks and error measures are shared with the previous case.
The results can be found in Table 4 (columns labeled as "Global"). Again, all classification results are clearly above the random baselines. For both tasks and most users, the accuracies are slightly better compared to the user-specific models. This is most likely caused by having considerably larger amount of training data; in the user-specific model the relevance of a single page is predicted based on at most 89 training examples, whereas here all pages of the 26 other users are used for training. The good performance without using measurements from the user at all suggests that the gaze patterns are relatively universal in this kind of a task. For some subjects the scores for a user-specific model are higher even with a small training set, which hints towards user adaptation still being useful. Combining both approaches should further improve the accuracy.
DISCUSSION
In this paper, we made preliminary experiments on inferring relevance of images from the eye movement trajectory of the users. It was shown that at least in a simplified test setup it is possible to detect the relevant images reasonably accurately, even with a simple classifier that uses a set of relatively simple eye movement features. This classifier is able to detect the relevance even when not using any training data from the particular user in question, which suggests that the gaze patterns of different users are similar enough for tasks of this kind.
The visual information contained in the image dataset was evaluated with the image categorization method of [12] , showing that it is possible to obtain accurate search results if enough feedback is provided, even if the querry is not straightforwardly described by image features. A natural continuation of this work is to integrate the implicit feedback obtained from eye tracking with a CBIR system based on [12] .
Relevance of texts has earlier been estimated based on eye movements. In the most closely related works [13] , wordspecific features were computed from the gaze trajectory, averaged over the text, and classified with a simple classifier. The features were derived from reading studies, and include total lengths of fixations, lengths of transitions between words etc. We used similar features, modified to be suitable for images. Features more optimal for images need to be developed in future studies, although even the current set performed very well. Another direction forward is to model the sequence of browsing interleaved with inspection of the images, instead of simply averaging all features over the images. For the texts the browsing was modeled with a Markov Chain, in which each state is a Hidden Markov Model which models the reading pattern. Table 4 : Results of the relevance determination tasks. The first two columns (Page relevance) are for the experiment on detecting whether the page contains a relevant image. The reported values are area under curve (AUC) scores, and the baseline of random guessing would be 0.5. The last two columns (Image relevance) are for predicting which of the 4 images was relevant, and the reported values are classification accuracies (percentage of correct choices). Random guessing would achieve a score of 25%. In both experiment types, user-specific refers to a model trained with all other pages of the particular user, whereas global refers to a model trained with all other users except the one being tested. 
