Abstract. Consider a family of infinite tri-diagonal matrices of the form L + zB, where the matrix L is diagonal with entries L kk = k 2 , and the matrix B is off-diagonal, with nonzero entries
Introduction
Since the famous 1969 paper of C. Bender and T. Wu [2] , branching points and the crossings of energy levels have been studied intensively in the mathematical and physical literature (e.g., [8, 1, 4, 3] and the bibliography there). In this paper our goal is to analyze -mostly along the lines of J. Meixner and F. Schäfke approach [10] -a toy model of tri-diagonal matrices.
We consider the operator family L + zB, where L and B are infinite matrices of the form Sometimes we impose a symmetry condition:
Under the conditions (1.2)-(1.4) the spectrum of L + zB is discrete. If α < 1 then a standard use of perturbation theory shows that there is r > 0 such that for |z| < r (1.6) Sp(L + zB) = {E n (z)} ∞ n=1 , E n (0) = n 2 ,
where each E n (z) is well-defined analytic function in the disc {z : |z| < r}. If α ∈ [1, 2), then in general there is no such r > 0. But the fact that n 2 is a simple eigenvalue of L guarantees (see [9] , Chapter 7, Sections 1-3) that for each n there exists r n > 0 such that, on the disc {z : |z| < r n }, there are an analytic function E n (z) and an analytic eigenvector function ϕ n (z) with (L + zB)ϕ n (z) = E n (z)ϕ n (z), |z| < r n , (1.7) ϕ n (0) = e n , E n (0) = n 2 .
be the Taylor series of E n (z) about 0, and let R n , 0 < R n ≤ ∞, be its radius of convergence. The asymptotic behavior of the sequence (R n ) is one of the main topics of the present paper.
It may happen that R n > r n . Then, by (1.9), E n (z) is defined in the disc {z : |z| < R n } as an extension of the analytic function (1.7) in {z : |z| < r n }. But are its values E n (z) eigenvalues of L + zB if z is in the annulus r n ≤ |z| < R n ? The answer is positive as one can see from the next considerations.
In a more general context let us define Spectral Riemann Surface
This notion is justified by the following statement (coming from K. Weierstrass, H. Poincare, T. Carlemann -see discussions on the related history in [6, 11, 7] ). Proposition 1. If (1.1)-(1.4) hold, then there exists a nonzero entire function Φ(z, w) such that
Therefore, w is an eigenvalue of the operator L + zB if and only if 1 is an eigenvalue of the operator A(z, w).
On the space S 1 of trace class operators T the determinant
is well defined (see [6] , Chapter 4, Section 1 or [12] , Chapter 3, Theorem 3.4), and 1 ∈ Sp(T ) if and only if d(T ) = 0 (see [12] , Theorem 3.5 (b)).
Of course, the second term L −1 in (1.14) is an operator of trace class (even in S p , p > 1/2) by (1.2). But (1.3)-(1.4) imply that L −1/2 BL −1/2 is in the Schatten class S p , p > 1/(2 − α); only α < 1 would guarantee that it is of trace class.
However, (1.15) could be adjusted (see [6] Chapter 4, Section 2 or [12] , Chapter 9, Lemma 9.1 and Theorem 9.2). Namely, for any positive integer p ≥ 2 we set
where
In our context we define, with A(z, w) ∈ (1.14) and p > 1/(2 − α),
Now, from Claim 8, Section 1.3, Chapter 4 in [6] it follows that Φ(z, w) is an entire function on C 2 .
The function Φ vanishes at (z, w) if and only if 1 is an eigenvalue of the operator A(z, w), i.e., if and only if (z, w) ∈ G. This completes the proof.
In particular, the above Proposition implies that Φ(z, E n (z)) = 0 if |z| < r n , so by analyticity and uniqueness Φ(z, E n (z)) = 0 if r n ≤ |z| < R n . Equivalence of the two definitions (1.10) and (1.11) for the Spectral Riemann Surface G explains now that E n (z) is an eigenvalue function in the disc {z : |z| < R n }.
Our main focus in the search for an understanding of the behavior of R n will be on the special case where In this case J. Meixner and F. W. Schäfke proved ( [10] , Thm 8, Section 1.5; [11] , p. 87) the inequality R n ≤ Cn 2 and conjectured that the asymptotic R n ≍ n 2 holds. This has been proved 40 years later by H. Volkmer [13] .
But what can be said if 0 < α < 2? Proposition 4 in [5] shows that if (1.1)-(1.3) and (1.18) hold, then
This estimate from below cannot be improved in the class (1.1)-(1.3), (1.18) as examples in Section 4 show. But in the special case (1.18)-(1.19) one could expect the asymptotic
We show that
at least for 0 < α < 11/6. Notice that in the Hill-Mathieu case we have α = 0, b k = 1 ∀k, so the operator B is bounded, while it could be unbounded in the case α > 0. We use the approach of Meixner and Schäfke [10] , but complement it with an additional argument to help us deal with the cases where the operator B is unbounded (but relatively compact with respect to L). The main result is the following. 6 ) there exist constants C α > 0 and
Proof is given in Section 3. It has two parts. In Section 2, we prove an upper bound for Taylor coefficients |a k (n)| in terms of k, n, R n and α (see Theorem 3) . In Section 3 we show how a certain lower bound on |a k (n)| , in terms of k, n, and α, can be used to prove the desired inequality on particular subsets of [0, 2). In the same section we provide such lower bounds for |a 2 (n)|, |a 4 (n)|, . . . , |a 12 (n)|. This general scheme could be used in an attempt to prove (1.22) for larger subsets of [0, 2). One would then need to compute (and manipulate) a k (n) for values of k > 12. See Section 3 for details.
An upper bound for |a k (n)|
In what follows in this section, suppose that n is a fixed positive integer. 
where C = C(α, M ).
Proof. For r > 0, let ∆ r = {z ∈ C : |z| < r}, C r = {z ∈ C : |z| = r}.
Let us choose, for every z ∈ ∆ Rn , an eigenvector g(z) = (g n (z)) ∞ n=1 such that g(z) ℓ 2 = 1 (this is possible by Proposition 1). Then
which implies (after multiplication from the right by g(z))
The functions ℓ(z) and b(z) are bounded if |z| ≤ ρ < R n . Indeed, by (2.4) we have ℓ(z) > 0. By (2.5) and (1.3)
so, estimating the latter sum by Hölder's inequality, we get
Therefore, in view of (2.3).
so, in view of (1.18), ℓ(z) is bounded by
By (2.7), the function b(z) is also bounded if |z| ≤ ρ. Since in (2.2) the vectors g(z), z ∈ ∆ Rn , are chosen in an arbitrary way, we cannot expect the function z → g(z) to be continuous, or even measurable. But the functions ℓ(z) and b(z) are measurable. The explanation of this fact is the only difference in the proof of (2.1) in the cases (a) and (b).
(a) The functions ℓ(z) and b(z) are continuous on ∆ Rn \ (−R n , R n ). Indeed, in view of (2.5) the symmetry assumption (1.5) implies that the function b(z) is real-valued. Therefore, from (2.3) it follows yb(z) = Im E n (z) with z = x+iy, so ℓ(z) and b(z) are continuous on ∆ Rn \(−R n , R n ) because
(b) For every z such that E n (z) is a simple eigenvalue of L + wB the values ℓ(z) and b(z) are uniquely determined by (2.4) and (2.5) and do not depend on the choice of the vector g(z) in (2.2). Therefore, the functions ℓ(z) and b(z) are uniquely determined on the set
On the other hand, the set ∆ Rn \ U is at most countable and has no finite accumulation points (see Section 5.1 in [5] ). If w ∈ U, then it is known ( [9] , Ch.VII, Sect. 1-3, in particular, Theorem
Then the coordinate functions g k (z) are continuous, and by (2.4) the function ℓ(z), z ∈ D(w, τ ), is a sum of a series of positive continuous terms. Therefore, the function ℓ(z) is lower semi-continuous in D(w, τ ), so it is lower semi-continuous in U. Thus, ℓ(z) is measurable on ∆ Rn . By (2.3) we have b(z) = (E n (z) − ℓ(z))/z for z = 0. Thus, b(z) is measurable in ∆ Rn as well.
For each ρ ∈ (0, R n ), consider the space L 2 (C ρ ) with the norm · ρ defined by f 2 ρ = 1 2π 2π 0 |f (ρe iθ )| 2 dθ. The functions ℓ(z) and b(z) are integrable on each circle C ρ , ρ < R n because they are bounded and measurable on C ρ .
From (2.7) and Hölder's inequality it follows that
ρ . Since ℓ(z) > 0, by (2.3) and (2.7) we have
If f is an analytic function defined on ∆ Rn with f (0) = 0, then Re(f ) ρ = Im(f ) ρ . In particular, we have
which implies, by (2.10),
In view of (2.3) and (2.11), the triangle inequality implies
Therefore, from (2.9) it follows that (2.12)
Thus, by (2.12), we have
In view of (2.11) and (2.9), this implies (2.13)
By Cauchy's formula, we have
From (2.13) it follows that
which implies (2.1) with C = 3M (2 + 2C 1 ) α/2 . This completes the proof of Theorem 3.
Remark. In fact, to carry out the proof of Theorem 3 we need only to know that there exists a pair of functions ℓ(z) and b(z) which satisfy (2.3) and (2.7), and are integrable on each circle C ρ , ρ < R n . We explained that the pair defined by (2.2), (2.4) and (2.5) has these properties. In the case (a) of Theorem 3 the same argument could be used to define a pair of real analytic functions functions ℓ(z) and b(z) which satisfy (2.3) and (2.7).
Indeed, by (1.5) the operator B is a self-adjoint, so L+xB, x ∈ R, is selfadjoint as well. Thus, the function E n (z) takes real values on the real line and its Taylor's coefficients are real. Since the quotients 1 y Im(x + iy) k , k ∈ N, are polynomials of y, it is easy to see by the Taylor series of E n (z) that 1 y Im(E n (z)) (defined properly for y = 0) is a real analytic function in ∆ Rn . Therefore, if one defines a pair of functionsl(z) andb(z) by (2.8), then (2.3) holds immediately, and (2.7) follows because on ∆ Rn \ (−R n , R n ) these functions coincide with ℓ(z) and b(z).
An upper bound for R n
In this section we use (2.1) in the case of (1.19) to prove Theorem 2. Roughly speaking, the bound (1.22) will be achieved for α ∈ [0, 11 6 ) by inserting the known (from [5] ) formulas for a 2 (α, n), . . . , a 12 (α, n) into inequality (2.1). With our approach, using only a 2k , k ≤ 6, it is possible to get good lower bounds only if 0 ≤ α < 11/6. We begin with the following observation.
Lemma 4. Suppose the conditions (1.2),(1.3) and (1.18) hold.
(a) If for some fixed k, n ∈ N and α ∈ [0, 2
therefore, (3.1) fails for sufficiently large ρ. Thus, R n ≤ sup{ρ : ρ ∈ (3.1)} < ∞, which proves (a).
If R n = ∞, then (a) shows that a k (n) = 0 for all k such that k > 
Proof. It is enough to prove that
Then (3.3) follows if we let ρ → R n . By (2.1) we have
Thus, whenever α < 2−2/k, this inequality implies (3.3) withC = (2C/A) γ , where γ = (2 − α)/(k(2 − α) − 2).
According to the preceding lemma, all one needs in order to get an upper bound on R n of the form (3.3) (or even to explain that R n is finite) is to find a lower bound on |a k (n)| of the form (3.2) (or at least to explain that a k (n) = 0). We now describe a technique to provide such lower bounds. Theorem 2 will follow when we get such lower bounds for |a 2 (n)|, . . . , |a 12 (n)|. Lemma 6. Under conditions (1.4) and (1.19), for each fixed α < 2, the coefficient a k (n, α) can be written in the form
is analytic on the disk |w| < 1/k, and P k (j, α) are polynomials of α.
Proof. We begin this proof by stating the equation (3.7) from [5] 
where R 0 λ = (λ − L) −1 , e j is the j th unit vector, and Π is the square centered at n 2 of width 2n. This formula appears in [5] only in the case of α ∈ [0, 1), but its proof therein holds for α < 2 as well. It follows from (1.1) that for each j ∈ N ,
So, (λ − n 2 ) R 0 λ (BR 0 λ ) k e j , e j can be written as a finite sum each of whose terms is of the form
with j ′ i and d ′ i integers satisfying |j ′ i |, |d ′ i | < k for each i. So, from a residue calculation on (3.6), a k (n) can be written as a linear combination of terms of the form
(2j i ) −1 and |j i |, |d i | < k for each i. For n > k, we have |d i /n| < 1 and |j i /(2n)| < 1. Thus,
are analytic functions of z = 1/n whenever n > k. Combining (3.7) with (3.8)-(3.9), we deduce that a k (n) can be written as in (3.5) with f α (z) analytic for |z| < 1/k.
The preceding lemma guarantees that whenever α < 2,
When a 2 (n), . . . , a 12 (n) were computed (following the approach of [5, p.305-306] ), an interesting phenomenon was observed. If 2 ≤ k ≤ 12, then
In particular, if (1.18) and (1.19) hold, then
the polynomials P k (k − 1, α), k = 2, 4, . . . , 12, are given in the following table.
Numerical computations tell us that in the following table, each inequality in the second column holds on the union of intervals shown in the first column.
Set
Inequality |P 12 (11, α)| > 1
Proof of Theorem 2. In view of (3.11) and the above table, there is a constant A > 0 such that, for each α ∈ [0, 2 − 1 6 ), we have
Therefore, Lemma 5 implies that there exists a constant C α such that
Thus, (1.22) holds for n ∈ N, which completes the proof of Theorem 2.
General discussion
In this section we give a few examples to show that the order 1−α of lower bound (1.20) for R n is sharp in the class of matrices B with (1.2)-(1.4). So, the branching points of these branches of E(z) occur at (4.7) z 1,2 = ±i V − T 2b .
