On the formula of Mathews and Salam  by Gross, Leonard
JOURNAL OF FUNCTIONAL ANALYSIS 25, 162-209 (1977) 
On the Formula of Mathews and Salam 
LEONARD GROSS* 
Department of Mathematics, Cornell University, Ithaca, New York I4853 
Communicated by the Editors 
Received November 30, 1976 
A direct proof of the Mathews-Salam formula in the Euclidean region is 
given for a Dirac field interacting with a classical time-dependent field and 
with a scalar Boson field. Cutoffs are not removed. The result is cast in the 
setting of a probability gage space. 
1. INTRODUCTION 
This article represents an attempt to formulate a Yukawa interaction in the 
Euclidean region in a manner which brings probabilistic mechanisms to the 
foreground. Hypercontractivity, which has played a very important role in the 
construction of pure Boson theories [69], has a quite precise analog in the context 
of a Clifford algebra [30, 31, 741. Nevertheless, a means for applying these 
inequalities to a fully relativistic theory involving Fermions has not yet been 
found. It is hoped that the formalism presented here will allow such application 
and that, moreover, the positivity inherent in the formulation will make possible 
the discovery of useful correlation inequalities. 
Except for the first part of Section 2, which introduces notation, Sections 2 
and 3 are essentially algebraic and are devoted to explaining the distinct roles 
of Clifford algebras in the time zero setting and, in an abstract way, in the 
Euclidean setting. These sections relate the main point of view of this article to 
the work of Shale and Stinespring [66, 671, Bongaarts [7], Berezin [4], and others. 
Sections 4 and 5 are analytical. They are devoted to proving in a direct way 
the Mathews-Salam formula in the Euclidean region, first for a quantized 
Fermion interacting with an external, time-dependent classical field (Section 4) 
and then with a quantized Boson field (Section 5). The latter case is derived 
from the former. Moreover, it is shown (Theorem 5.2) that the invertibility almost 
everywhere on the Boson path space of the Fermion two-point function follows 
from rather general analyticity considerations. The Clifford algebra versions 
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of these two Mathews-&lam formulas appear only as corollaries (4.12 and 5.9) 
at the end of these two sections. Aside from these two corollaries, Sections 4 and 
5 are largely independent of Sections 2 and 3, and constitute an elementary 
account and proof of the Mathews-Salam formula in the Euclidean region. 
Finally, in the Appendix we give an exposition of the Dirac hole theory in 
a form which is intended to illuminate the choice of structure made in Section 2a 
and to relate it to the group theoretical notion of intrinsic parity. 
The problem of constructing a Euclidean theory for Fermions, which suitably 
incorporates probabilistic ideas analogous to the pure Boson theory [45,46, 691, 
may be posed a follows. Consider the Schwinger functions for a Dirac field 
interacting with a Boson field. Let us suppress the dependence of the Schwinger 
functions on the Boson field variables and moreover ignore, for simplicity, the 
problem of coincident Schwinger points. Then the Schwinger functions, which 
are skew symmetric in their arguments, define a linear functional 
s: A(Y(P; V)) -+ c 
where V is an eight-dimensional complex vector space (four for # and four for 
$), Y(R4; I’) denotes the Schartz space with values in Y, and n(Y) is the 
algebraic exterior algebra over Y. We wish to find a probability gage space .,H, 
(see [59, 601 for a definition) with expectation function E, and a linear map 
7j: A(LqR4; V)) -+ J&f 
such that 
S=Eoq. (l-1) 
In the corresponding pure Boson theory the map 7 is determined by the Euclidean 
Boson field 9) by the requirement that 7 = F on Y(P) and 7 extends as a homo- 
morphism from the symmetric algebra over Y(R4) to random variables. 
Of course one wants a solution to (1.1) which is formally Euclidean invariant 
and which, in its cutoff versions, is useful for removing cutoffs. We refer the 
reader to [32] for a heuristic discussion and background of the solution to (1.1) 
that we present in this article. Other approaches to the problem of Euclidean 
Fermion fields [27, 47,48, 70, 75, 761 have taken a different viewpoint from that 
expressed by Eq. (1.1). Nevertheless the means of expression of the two-point 
function for the free Dirac field in [27] is essentially the same as ours for that 
special case. 
Another proof of the Mathews-Salam formula in the format of our Theorem 
5.5 can be obtained using the formalism developed by Osterwalder and Schrader 
[48]. (See [42, 621.) M oreover a direct proof, different from ours, has recently 
been given by Seiler and Simon [65], which we learned of after completing an 
initial version of the present paper. 
The Mathews-Salam formula has been the basis for fundamental advances 
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in the Yukawa theory. We refer the reader to the work of Seiler [62], McBryan 
[41, 42, 43, 441 Seiler and Simon [63, 64, 651, Cooper and Rosen [18], and 
Magnen and Seneor [39]. 
2. PRELIMINARIES 
In this section we establish notation and make explicit the link between the 
Dirac equation and the abstract formulation which we use in Section 4. However, 
in the latter half of this section we digress from the main point of this paper in 
order to discuss the connection between the second quantized Dirac equation and 
spin representations of Clifford algebras. Sections 4 and 5 are independent of 
part (b) of this section. 
(a) Denote by S a four-dimensional complex inner product space (Dirac 
spin space) and by S* its dual space (the space of adjoint spinors). We write 
B = Lz(R3; S*), A’- = L2(R3; S). (2.1) 
Then 9 and N are dual in the bilinear pairing 
The symbol ( , ) will always denote a bilinear form while sesquilinear forms will 
be denoted by ( , ) and are linear in the left argument. Let ye , y1 , ya , ys be 
any of the usual Dirac operators on S satisfying 
YUY” + YYYU = %U” Y p, v = 0 ,..., 3, y()* = -yo, yj* = yj ) j = 1,2,3 
(2.2) 
where (g,J = diag (- 1, 1, 1, 1). Let A be the self-adjoint operator on JV given 
bY 
A = 5 -iy,,yi a/ax, + iy,,m (2.3) 
where m is a strictly positive constant and the domain of A is the natural one 
determined by Fourier transformation. Let J be the natural conjugation on 
S @ S* which interchanges S and S* and restricts on S or S* to the usual 
antiunitary operator connecting a Hilbert space with its dual space. Then J also 
acts on JV @ B as a conjugation (which we also denote by J) by acting on the 
values of a function. Let A,, be the self-adjoint operator in .N @ B given by 
A,, = A @ -JAJ. 
Then A, anticommutes with J. 
(2.4) 
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We note that the free Dirac equation, a#/at = i/l+(t), 4(t) in Jlr, implies that 
the adjoint spinor, J&t), satisfies the “adjoint” equation, aJ$(t)/at = 
-iJAJ(J#(t)) as is clear and well known. (If Jl(x, t) is regarded as a solumn 
matrix then J$(x, t) is the conjugate transposed row matrix.) Thus if &(t) and 
#a(t) are two solutions of the free Dirac equation then the function u(t) = 
$i(t) @ J&(t) satisfies au/at = iA,u(t). Thus A, is the “natural” extension of A 
to JV @ 9. (Compare also the Appendix.) 
We put 
and p = 1 on B and - 1 on&. We write K+ for the positive spectral subspace of 
A, and .F(K+) for the skew symmetric Fock space over K+. [17]. We refer the 
reader to [53] or [30, Section 41 for the following by now standard notation. 
The free Hamiltonian for the Dirac field is 
I& = d&4,, 1 K+). 
The space of positive energy electron wave functions is M n K+ and the space 
of positive energy positron wave functions is B n K+ . Together they span K+ . 
The one particle charge operator p thus assigns charge -1 to electrons and 
charge + 1 to positrons. Forf in K+ and g in K- define 
af+g) = Cf+A,,, ~EK,, geK-. (2.5) 
Then 
f&4 5Wl+ = (f4 .m (2.6) 
The quantized Dirac field $ is given at time zero by 
w> = 5(f) f ing’, 
#*(id = 5(g) g in.N. 
Then 16(f)* = ICI*(J) and W(f), 4*(g)]+ = (f, Jg) for f in @ and g in M. 
Informally 
where $(x), x E R3, is the customary second quantized pointwise Dirac field, 
which is an informal operator from F(K+) to S @ F(K+). 
(b) In the rest of this section we describe the relation of the preceding 
construction to the theory of spin representations of Clifford algebras cf. 
E9, 151. 
Let K be a finite-dimensional complex vector space of dimension 2n, 
n = 1, 2,... . Let < , ) be a symmetric, nonsingular, bilinear (not sesquilinear) 
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form on K. The Clifford algebra V = %(K, ( , )) is defined as the algebra 
generated by K and a unit 1 and the relations 
xy + yx = 2(x, Y)l X,YEK. (2.7) 
If .zl ,...) z,, is a basis of K then the products 
3, ~xj;~*-~xjk, ji<j,< -*. <j,, h = 0, l)...) 2n, 
form a basis for V, which consequently has dimension 22n. Consider a pair of 
subspaces K+ and K- of K, each of dimension n, such that K = K+ + K- and 
such that each is totally singular. That is, (x, y) = 0 whenever x and y are in 
K+ or x and y are in K- . Such subspaces exist in abundance, in general, But 
in the infinite-dimensional cases of interest to us in the Dirac theory, the sub- 
spaces K* are picked out by the one particle Hamiltonian as in part (a) of this 
section. (See also below, after Palmer’s theorem.) Let y1 ,..., yn be any basis of 
K- and letf = y1y2 ... yn in V. Denote by V(K+) the subalgebra of Q generated 
byK+and 1. 
PROPOSITION 2.1. V(K+)f is a minimal left ideal of 9. The left regular repre- 
sentation of ‘Z in V(K+)f is faithful and establishes an isomorphism of V with a full 
matrix algebra. 
Proof. The proposition is essentially [15, X2.11. The proof in [15] goes 
through with only minor modifications inspite of the use of a special, asymmetric 
bilinear form in [15]. We sketch the proof briefly for the readers convenience. 
V(K+) is isomorphic to the exterior algebra A(K+) since ( , ) is zero on K+ . 
For any vector y in K- there is a unique antiderivation 6, on A(K+) such that 
6,( 1) = 0 and 6,(x) = <x, y) f or all x in K+ . (To say that S, is an antiderivation 
means S,(u A w) = (6,~) A v + (-l)i~ A (S,V) if u~/lj(K+).) If x1 ,..., xi are 
in K+ then induction onj shows that for u = x, A *.. A xj 
yuf = 2(S,u) *f. (24 
The induction step is y(xO A u) . f = yxOuf = (2(x,, , y) - x,,y) uf = 
w3,hlN uf - 2x&Wf = 2M x Au)]*f. For the casej=O use yf=O. 0 
Since %‘(K+) * V(KJ = g(K) it follows from (2.8) that ‘X(K+)f is a left ideal. 
Moreover, if X, ,..., X, is a basis of K+ andy, ,..,, yn is the dual basis of K- (dual 
in the given pairing ( , )) then the products (xjl A *.a A xi,)f,j, < *.a <jr, 
7 = 0, 1, 2 ,..., n, form a basis of V(K+)f, which consequently has dimension 2”. 
But F(K) acts transitively on this basis since left multiplication by ysV ..*yi, 
takes the above basis element to 2% which then goes to an arbitrary basis element 
uf after left multiplication by suitable u in V(K+). Hence %?(K+)f is a minimal 
left ideal, g(K) acts by left multiplication as a full matrix algebra in it, and by a 
dimension argument the representation of SC’(K) is faithful. 
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DEFINITION 2.2. ib The representation of %‘(K) in the minimal left ideal 
V(K+)JC obtained by left multiplication is called a spin representation of F(K). 
Remark 2.3. Each different decomposition of K by a complementary pair 
of totally singular subspaces & , as above, gives rise to a spin representation of 
V = %(K, ( , )). Of course, these representations are all equivalent when K is 
finite dimensional since %Y is isomorphic to a full matrix algebra. However, when 
K is infinite-dimensional the analogous constructions lead to spin representations 
that need not be equivalent. In order to formulate the infinite-dimensional 
version of Proposition 2.1, note that when K is finite-dimensional %(K,)f is 
linearly isomorphic with V(K+) which is itself isomorphic with A(&), because 
K+ is totally singular. When K is infinite-dimensional we therefore use A(K+) 
(more precisely, its Hilbert space completion, F(K+)) in place of %(K+)f. In 
order to accommodate Hilbert space notions more fully we also make a similarity 
transform so as to obtain a * representation as follows. 
Let K be a compIex Hilbert space with inner product ( , ) and let J be a 
conjugation on K. Write (x, y) = (x, Jy). Then ( , ) is a symmetric non- 
singular bilinear form on M. Let V,(K, J) be the algebra generated by K and 
a unit 1 and the relations xy + yx = 2(x, y)l . There is a unique involution, 
*, on qO(K, J) which extends J. In the following we continue to use the notation 
of [30, Section 41. 
PROPOSITION 2.4. Let J be a conjugation on a complex Hilbert space K. 
Suppose that K, and K- are mutually orthogonal closed subspaces which span K 
and suppose that JK, = K- . Let C, and A, denote the creation and annihilation 
operators on F(K+) for x in K+ . Let 
5(x + Y> = Ccc + 4, forxinK+andyinK-. 
The map z + 21M$z) extends uniquely to a * isomorphism p of VO(K, J) into 
operators on S(K+). If K is Jinite-dimensional then p is equivalent to the spin. 
representation of Proposition 2.1. 
Proof. It follows from the anticommutation relations [30, Eq. (4.1)] that 
t(z) [(z’) + [(z’) l(z) = (z, z’)I. Thus 29 satisfies the defining relations for 
V,(K, J). Hence the map z -+ 21/25(2), x E K, extends to a homomorphism p of 
%‘,,(K, J). Since K is even-dimensional or infinite-dimensional gO(K, f) is 
simple and p is an isomorphism. If z = x + y  with x in K+ and y  in K- then 
&z*) = ((Jx + Jy) = AJz, + C,, = (C, + A,,)* = c(z) *. Hence p(u*) = 
p(u) * for all u in %,,(K, J). 
Finally, if dim K < 00, then S(K+) = A(K+) coincides with %?(K+) which 
we may identify with the minimal left ideal %(K+)f as in Proposition 2.1. Define 
T: n(K+) --f A(K+) by Tu = (2~!)% if u E B(K+). Then, if u is in Al(K,) we 
have 
T[x A (T-L)) = 21/2C3c, x in K+ , 
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and 
T26,T-L = 21/2A,,u yinK. 
Thus by (2.8) we have uf = (T-lp(z)Tu) .ffor all ZJ in /l(K+) and z in K. Hence 
T implements the asserted equivalence of p with the left regular representation of 
F(K) in %(K+)f. 
Remark 2.5. If dim K = CO, two spin representations arising from different 
decompositions K = K., @ K- , as in Proposition 2.4 are not necessarily 
unitarily equivalent. We cite in this regard the following theorem of Palmer [49]. 
For other work dealing with representations of infinite-dimensional Clifford 
algebras we refer the reader to [I, 2, 3, 34, 36, 37,40, 50, 51, 54, 61, 66, 671 and 
their bibliographies. 
THEOREM (Palmer). Let J be a conjugation on a complex Hilbert space M. Let 
KI and K, be two closed subspaces of M such that JKi = Kil, i = 1,2. Let Pi 
be the orthogmal projection on Ki and pi the corresponding spin representation of 
5FO(M, J) on st(K& Th en p1 and pz are unitarily equivalent ;f and only ;f PI - Pz 
is a Hilbert-Schmidt operator. 
EXAMPLE 2.6. Dirac particle in an external field. Resuming the notation of 
part (a) of this section, let V be a bounded Hermitian operator on L2(R3; S). 
Define 
A, = (A + V) 0 -J(A + VJ. (2.9) 
If we assume that zero is not in the spectrum of A, then the positive and negative 
spectral subspaces, K* , of A, span K s L2(R3; S @ S*) and are interchanged 
by J, since JA, = -A, J. The operator 
H = dP, I K+), 
which acts in S(K+), is the quantized total Hamiltonian corresponding to the 
Dirac field interacting with an external, time-independent field, given by the 
operator V. For example, V@(x) = z&v(x) 4(x) is the operator corresponding to 
an interaction with an external, time-independent scalar field (bounded real- 
valued measurable function on Rs), v. The interaction V thus determines a 
representation p of gO(K, J), which may or may not be equivalent to the free 
field representation p0 determined in part (a). The unitary equivalence of p and 
PO is equivalent to the representability of the total Hamiltonian as an operator on 
the free field space, F(K+) of part (a). Aside from the doubling of the test 
function space K, which allows charge to play a more central role appropriate 
for the Euclidean theory, the present example follows the point of view described 
by Shale and Stinespring [66, 671 an d more explicitly by Bongaarts [7], Weinless 
[73], and Palmer [49]. 
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EXAMPLE 2.7. The Dirac spinors. Denote by M real Minkowski space. Let 
e, ,..., e4 be an orthogonal basis with -e, . e, = ej ej = 1, j = 1, 2, 3 and let 
K be the complexification of M. Let K+ = span(e, + ea , e, + iea} and 
K- = span{e, - es, r e - ;ea>. Then one easily sees that the bilinear extension 
of the Minkowski metric to K is zero on K+ and on K- , respectively. Thus by 
Proposition 2.1 the four-dimensional complex space S = A(K+) - %(KL)f 
supports a representation of W(K). The Dirac “matrix” yj is given by left 
multiplication by ej in %(K+)f, j = 0, 1, 2, 3, and S may be taken to be Dirac 
spin space. This procedure for describing Dirac spin space clearly works in any 
even number of space-time dimensions. 
There is a different minimal left ideal in V(K) which is more suitable for 
constructing charge conjugation. Let g = (e, + e,)(l + el). Then the left ideal 
W(K)g is actually four-dimensional and a fortiori minimal, as one can see by 
observing that g, (e,, - e,)g, eag, and e,(e, - e,)g form a linear basis for a left 
ideal. The conjugation x ---f f on K which leaves M fixed extends to an antilinear 
automorphism u -+ u on V(K). Since $ = g, %?(K)g is invariant under this 
conjugation. Since ei = ei the Dirac matrices are real with respect to any basis 
a1 ,..., up of %‘(K)g for which z%~ = uj , j = l,..., 4. Thus, if one takes V(K)g for 
spin space then u + s may be taken to be charge conjugation. This construction 
cannot work in higher even dimensions. Indeed if there were a conjugation J on an 
irreducible representation space for V(K), which commuted with the action of M 
then V(M) would be isomorphic to the algebra of all operators on the fixed set of 
J, and hence isomorphic to a full matrix algebra. But on the contrary it is known 
[15, p. 661 that in even dimensions of six or more the real Clifford algebras ?? 
(R”‘, Lorentz metric) are isomorphic to full matrix algebras over the quaternions. 
Thus, in this sense, there is no charge conjugation in higher dimensions than 
four. 
3. THE BEREZIN TRACE FORMULA 
This section is entirely algebraic. Its main purpose is to motivate the use of 
the map 6 described in Lemma 3.1. Only Lemmas 3.1 and 3.5 are necessary for 
the following sections. It is shown here how the “integral” over a finite- 
dimensional exterior algebra can be expressed in terms of the trace in a Clifford 
algebra in such a way as to allow transition to the infinite-dimensional case. The 
“integral” in question underlies the Mathews-Salam formula and other recent 
applications [21, 771. 
Let M be a finite-dimensional complex vector space of dimension m. Choose a 
nonzero element w in Am(M). Any element u in cl(M) can be uniquely written in 
the form 
u=aw+v (3.1) 
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where a is a complex number and v is in Cr$i A”(M). For such u we define 
E,(u) = a. (3.2) 
If A is a linear map from M into M and I’(A) is the induced homomorphism of 
A(M) into itself, i.e., F(A) u1 A ... A uk = Au, A ... A Au, for uj in M and 
T(A)1 = 1, then F(A)w = (det A)w, as is well known, and, since I’(A) does 
not increase degree, we have 
&(W)u) = (det A) -%@>, u E A(M). (3.3) 
There is a sense in which E, is translation invariant (see e.g. [32]), and 
consequently the linear functional E, is analogous to a Lebesgue integral in 
which the functions to be integrated are “functions of anticommuting variables,” 
i.e., polynomials in a basis of M. The following structure allows one to give a 
useful meaning to this integral when M is infinite-dimensional. 
Suppose that ( , ) is a nonsingular symmetric bilinear form on a complex 
vector space M (finite-or infinite-dimensional) and that 
M=N@P 
is a decomposition of M into two subspaces, on each of which ( , ) is zero. 
LEMMA 3.1. There exists a unique linear map 
8: A(M) -+ %7&M) 
such that 
(a) e(l) = 1, B(X) = x 
(b) 0(u A v) = 8(u) 0(v) 
Moreover, 0 is bijective. 
for all x in M, 
;f u is in A(N) OY v is in A(P). 
Proof. Since (x, y) = 0 for x andy in N the subalgebra V,,(N) in go(M), 
generated by N is isomorphic to n(N) in a unique way that extends the map 
1 + 1 and x -+ x for x in N. Hence conditions (a) and (b) force 6 to coincide with 
this isomorphism on A(N). Similarly any such 0 is uniquely ‘determined on A(P). 
Any element u in A(M) is a sume of elements of the form u A v where u E cl(N) 
and v E A(P). Hence 0 is uniquely determined on A(M) by (b). The existence 
is now clear since B may be chosen to be the above-mentioned isomorphism on 
A(N) and A(P) while the bilinear map u, et + d(u) B(v) from n(N) x A(P) 
extends to a linear map on cl(N) @ A(P) which is itself linearly isomorphic to 
cl(N @ P) under the linear extension of the map u @ v -+ u A v, u E A(N), 
v E d(P). The resulting map 8 is easily verified to satisfy (a) and (b). It is clear 
that range 8 = qO(M). If M is finite-dimensional then VJM) has the same 
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dimension as A(M) so 0 is bijective. If M is infinite-dimensional then for any 
finite-dimensional subspaces N1 C N and P1 C P, which are in duality with 
respect to the given form ( , ), B is bijective on .4(N, @ PI). Hence 0 is bijective 
on cl(M). 
Remarks 3.2. In the applications M will be replaced by an infinite-dimen- 
sional Euclidean test function space and the decomposition M = N + P will be 
by charge, in distinction to the energy decomposition of Example 2.1. 
(3.3) If M is finite-dimensional and we are in the situation of Proposition 
2.2 then the combined map u = p . 8: A(M) + operators on g(K+) is a normal 
ordering map. This is the content of condition (b), which is equivalent to the 
equation 
u(zd A w) = x?(u) u(w):, 
where : : means “put all annihilation operators on the right and change signs in 
accordance with Fermi statistics.” However, we shall not have occasion to use 
the combined map u. The map 0 of Lemma 3.1 arises naturally in the theory of 
Hopf algebras (see e.g. [14, Example 5.161). 
There is a natural element w in D(M) when M has the structure assumed in 
Lemma 3.1. Namely, if we identify M* with M via the given nondegenerate 
bilinear form ( > then w may be defined by 
(W> b + Y) * w + Y’D = !A(% Y’> - (Y, -0) x, x’ E IL’, y, y’ E P. 
(3.4) 
More explicitly, if e, ,..., e, is any basis of N and fi ,..., fn is the basis of P 
satisfying 
then 
(ei , fj> = 8, 
(35) 
The two-form w depends not only on M and ( , ) but also on the decomposition 
M = N @ P. We shall refer to w as the structureform of (&I, ( , >, N, P). 
There is a unique central normalized trace on %,,(M). One may see this, for 
example, by Proposition 2.1 which shows that VO(M) is isomorphic to a full 
matrix algebra over the complex numbers. The trace on such an algebra (nor- 
malized to one on the identity operator) is the only normalized linear functional 
with tr(AB) = tr(BA) (centrality). But in the cases of interest to us, namely, 
the situation of Proposition 2.2 the trace may be described in various other more 
useful ways as, for example, in [30, Theorem 51 or [66, p. 3671. 
The following is a reformulation of Berezin’s trace formula [4, p. 851. 
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THEOREM 3.4. Let M be a$nite-dimensional complex vector space of dimension 
2n, < , > a symmetric nonsingular b&ear firm on M and M = N @ P a decompo- 
sition of M into isotropic subspaces. Let w be the structure form, and 0 the map 
constructed in Lemma 3.1. Let w = (-w)“/n!. Then w is a nonzero element of 
Azn(M) and 
&(ire-m) = trace(e(u)) u E A(M). (3.6) 
LEMMA 3.5. Let r be an even integer and let x1 ,..., x, be in M. Assume x1 
isinNorPandputq = -lifx,~Nandq = 1 ifx,~P. Then 
trace[ (x1 A **a h xv)] 
= q k$z (-l)“-‘(x1 , xk) trace[B(x, A *-* A 4, A *-- A XT)]. (3.7) 
Proof. For any x, ,..., x,. in M write Bj = O(X~). We assert that, for even r, 
trace(B, *** B,) = i (-l)“(x, , xk) trace(B, *.* & *** B,). 
k=2 
(3.8) 
For in fact the left side equals 2(x1 , x2) trace (Bs .*. B,.) - trace(B,B,B, ..* B,) 
by the generating relations, BIB2 + B,B, = 2(x, , x2). Continuing in this way 
to commute BI to the right in the last term we obtain 
trace(B, a** B,) 
= 2 i (--l)“(x, * xk) trace(B2 .**B, .*a B,) - trace(B2 ... B,.BI). 
k=2 
But by the centrality of the trace the last term is also trace(B, **. B,). This 
yields (3.8). 
To prove (3.7) observe that both sides are linear in each of x2 ,..., x, , so that 
we may assume each x, is in N or P. A transposition, u, of adjacent factors, say 
xi and xi+l , i , > 2, changes the sign of the left side. But u also changes the sign 
of each term on the right, since the trace [ ] factor changes sign if k # j orj + 1 
while the k = j and k = j + 1 terms simply interchange positions in the sum, 
yielding a change of sign because of the factor (-l)“-l. Hence it suffices to 
prove (3.7) in case x2 ,..., x,. are charge ordered. But trace[O(x, A ... A x,.)] = 
-q trace(B, 1.. B,.) if q = - 1. If q = 1 then trace[e(x, A *.. A x,.)] = 
- trace[f?(x, A .** A x, A x1)] = -trace(B, *.. B&) = -q trace(B, ... B,) also. 
Equation (3.7) now follows from (3.8). 
Proof of Theorem 3.4. It suffices to prove (3.6) for u running over a basis of 
A(M). If e, ,..., fn is the basis discussed above, we construct the following basis 
of A(M). Let 01 = (il , i2 ,..., i,.) and /3 = (j, ,..., j,) be two ordered sets with 
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i1 < i2 < ... < i,, j, < ... < js, 0 < r < n and 0 Q s < n. Define u,~ = 
ei A ei 
u& fork& 
A”-hei Afj h ... A fi, and 1 01 1 = r. The collection of all such 
a linear basis kf A(M) if we interpret u,, = 1 when cx and ,8 are both 
empty. 
We assert 
Ew(u,se-W) = 1 if a=/?, 
=o if 01 # 16. 
By (3.5) we have 
= k!  1 fleei Afi 
loil=k &or 
= k !  c u,, 
In!=k 
(3.9) 
(3.10) 
The sign in the last step is correct because an even number of transpositions is 
required in getting from nisa ei A fi to u,, . 
Hence 
while 
ecw 
w = u,, 
Thus w f 0 and in the sum 
k=O /orl=k 
y = (1, 2 ,..., n). (3.12) 
(3.11) 
w occurs at most once; it occurs only when fi = 6, and in this case occurs with 
coefficient + 1. This proves (3.9). 
Suppose 1 cz 1 + 1 p 1 is even and strictly positive. We may apply (3.7) to 
valuate trace [@u&l. If CL is empty then all (x1, xk> = 0 in (3.7) and 
tr[e(z+)] = 0. If (Y is not empty let CY’ be OL with i, deleted. Let /I’ be /I with i, 
deleted if it appears in 8. If i, 4 /3 then all the coefficients (x1 , xk) = 0 and 
tr[e(u&] = 0. If i, E /I then tr[t9(u,a)] = +tr[6(u,,s,)] and the plus sign holds if 
j, = 6 , since the only nonzero term has k = 2r and 4 = - 1. Hence if 01 # ,6 
we obtain by induction on 1 01 1 + / /3 1 that tr[e(u&] = 0 and if a: = /? then 
01’ = /3’ and induction yields tr[e(u,,)] = 1. 
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Finally assume 1 a: 1 + ( f3 1 is odd. We may suppose that there exists an index i 
in 01 and not in /3, since the other case is similar. Put Ai = 0uJ and Cj = e(ej). 
Then tr w#,,, = tr(C#B) where B is a product of Aj and Ci not involving the 
subscript i. B is even. Now (A, f. CJ2 = &2 from which one easily computes 
that (Ai & Ci)-Ti(A f Ci) = &Ai . Since Ai and Ci commute with B we have 
by centrality tr(C,B) = tr((Ai 5 Ci)-TiB(Ai & C,)) = &tr(AiB). Hence 
tr(CiB) = 0. This concludes the proof of Theorem 3.4. 
Remark 3.5. If M is a complex Hilbert space with a conjugation J and 
M = N @P with JN = P then the symmetric nonsingular bilinear form 
(x, y) z (x, Jy) is zero on N and on P. The corresponding Clifford algebra 
F,,(M) is contained in a probability gage space (see e.g. [30, Section 41) for which 
most of the theorems of Lebesgue integration theory hold. In particular the 
right side of Eq. (3.6) is well defined and may be used to define the left side in 
case M is infinite-dimensional. Equation (3.6) differs from Berezin’s formula 
[4, p. 851 in finite dimensions only in that Berezin uses the spin representation of 
V,,(M) before taking the trace. However in infinite dimensions the spin repre- 
sentation is irreducible and there is no probability gage space associated with 
this representation. 
In the following sections we use the spirit of Theorem 3.4 but not Eq. (3.6) 
itself. 
4. THE MATHEWS-SALAM FORMULA IN THE EUCLIDEAN REGION FOR 
AN EXTERNAL, TIME-DEPENDENT FIELD 
In this section we prove an analog of the Feynmar-Kac-Nelson formula for 
the interaction of a Fermion with an external field. This is the first step in 
describing the analogous formula for a Fermion interacting with a quantized 
Boson field, which we prove in the next section. 
The significance of the following notation in the context of a Dirac field is 
given in Section 2(a). 
Notation. JV will denote a complex Hilbert space, and 9’ its dual space. The 
external time dependent classical field will be represented by an operator-valued 
function V(t) defined for all real t such that 
(a) for each t V(t) is a Hermitian trace class operator on JV; 
(b) the map t + V(t) is piecewise constant and has compact support. 
More precisely, there are a finite number of disjoint intervals (aj , aj+l] on each 
of which V(.) is constant, and whose union contains the support of V(e). 
Let A be a self-adjoint operator on JV (the free classical Dirac hamiltonian). 
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Assume that zero is not in the spectrum of A. Let AtF denote the transpose of A 
(i.e., the adjoint of A as an operator on 9’). Put 
K=dV-@P, 
A,, = A @ -Atr, 
K+ = positive spectral subspace of A,, , 
s(K+) = skew symmetric Fock space over K+ , 
H,, = dT(A, 1 K+). 
5: K--f bounded operators on s(K+) denotes the time zero Fermion field, 
as in Section 2(a). 5 is complex linear and satisfies (2.6) where J is the natural 
conjugation on Jlr @ 9. In particular, for u and n in Jlr, since c(v)* = <(Jv), 
we have 
K(u), <(@*I+ = (u, 4Jv * (4.1) 
Moreover, 
[Ho > WI = 5(4,4> u E LS(A,). (4.2) 
For each real t there exists (see e.g. Lemma 4.7 below) a unique bounded 
Hermition operator H,(t) on 9(K+) such that 
W,W~ &a = 5wM~ UfsJv- (4.3) 
and 
(ff,(W, Q) = 0 (4.4) 
where Q is the no particle state in F(K+). Put 
H(t) = f&l + f&(t). 
The “Euclidean” propagator for H(s) is the strongly continuous two parameter 
family of bounded operators U(t, s), defined for t < s which is determined, at 
least informally, by the equations 
aY(t, sps = - qt, s) H(s) t < s, (4.5) 
U(t, t> = 1. (4.6) 
To be precise, Eqs. (4.5) and (4.6) h ave a unique solution on each of the intervals 
(ai , ui+J with the operator equation (4.5) holding on the domain of H,, . The 
solution is 
U(t, s) = e-(S-t)H(&zj < t < s < aj+l ) 
where so is any point in (Us , ai+J. The group property 
U(r, t) qt, s) = U(r, s), (4.7) 
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which is associated with the system (4.5), (4.6) can now be used to define U(t, s) 
for all t < s. The resulting family U(t, s) is strongly continuous and satisfies 
(4.5) on the domain of H,, for all but finitely many s. 
Write Ron for the set of points in Rn no two coordinates of which coincide. 
We define the Schwingerfunctions for the external field V( *) as follows. For any 
operator A put (A), = (AO, Q). If  V(t) = 0 for t > T then for s > T we have 
U(r, s)Q = U(r, T)e- c8 -- nHoQ = U(r, T)Q. Thus (U(Y, s)Q, Q) is independent 
of s for large s and a similar argument shows that it is independent of r for large 
negative r. We write (U(- co, co)Q, 1;2) for the limit as Y  -+ - 00 and s -+ co of 
(U(r, s)O, Sz) and we adopt similar conventions in the following definition. 
Assume (U(-co, ~0))~ # 0. If  t, < t, < ..* < t, and fi ,..., fn are in K put 
= (UC-% t1) 5(fJ w* 1 h> 5Cfi) .-* qt, , m)>o. 
<v-w ~)>(I (4.8) 
If (t1 , t2 ,a-., tn) is an arbitrary point of Ro* put 
S’“‘(fi > t, >**-, fn , t,) = (sgn 4 STfv(l) , tdl) ,-,fdd 94+d (4.9) 
where 7r is the permutation that puts tl ,..., t, in increasing order. That is, 
4dl) -=c ... < t,(,) . The customary time ordering operation T may be used to 
express Sn) as 
SC"'(fl 9 4 ,...,fn , t,) 
= <TU(--co, tl> 5(fi> U(tl, tz) .*. Wn > ~D,/(U(-~, ado. 
T reorders the factors following it in accordance with increasing time and 
introduces the appropriate sign change, 
We recall the definition and some basic properties of the renormalized deter- 
minant. I f  B is a finite rank bounded operator on a complex Hilbert space then 
det(l + B) is well defined and we put 
det,(l + B) = det( 1 + B) e-traceB. (4.10) 
Then det,(l + B) is a uniformly continuous function of B in the norm Hilbert- 
Schmidt on sets which are bounded in the Hilbert-Schmidt norm. Its continuous 
extension to all Hilbert-Schmidt operators B is also denoted det,(l + B) and 
if B is a Hilbert-Schmidt operator then det,(l + hB) is an entire function of 
the complex parameter h. We refer the reader to [24, Section X.91 for a detailed 
account of renormalized determinants and to [63, 681 for more recent 
developments. We shall need in particular a special case of Lemma X1.9.23 of 
[24]. Namely, if B is a Hilbert-Schmidt operator then 
(d/dh) det,(l + U3) = [det,(l + XB)] trace[((l + hB)-l - l}B]. (4.11) 
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This is valid whenever --X-l is not in the spectrum of B. This immediately 
implies the following lemma. 
LEMMA 4.1. Let D be a densely defined operator on a complex Hilbert space with 
an (everywhere defined) inverse D-l. Let V be a bounded operator on the same space 
such that D-IV is of Hilbert-Schmidt type. Suppose that g is an entire complex- 
valued function such that 
(9 g(0) = 1, 
(ii) dg(h)/dh = trace[{(D + XV))l - 0~‘}V]g(A) 
for those complex h in some neighborhood of zero for which D + hV has a bounded 
inverse. Then 
g(h) = det,( 1 + XD-lV). 
Proof. Since ((1 + hD-lV) - l} D-lV = {(D + /\V)-’ - D-l}V Eq. (4.11), 
with B replaced by D-lV, shows that det(1 + XD-lV) satisfies (ii), and (i) is 
clearly also satisfied. But (D + XV) = D(1 + AD-IV) has a bounded inverse 
for all sufficiently small complex A, and since 1 1 - g(A)/ < 4 for small enough h 
(ii) may be written d logg(h)/dh = trace[{(D + h&‘-l - D-l}V] in a neighbor- 
hood of zero. Thus log g(A) and log det,( 1 + AD-l V) coincide at X = 0 and their 
derivatives agree in a neighborhood of zero. Hence g(h) and dets( 1 + AD-l V) 
coincide on a neighborhood of zero and therefore everywhere. Q.E.D. 
The following theorem was first proved at an informal level by Schwinger [58]. 
THEOREM 4.2. Let D be the closed operator in L2(R; N) given by 
D = -(a/at) + A (4.12) 
on a core 9o consisting of all Cm functions on R into the domain of A (with graph 
norm), with compact support. Define (Vf )(t) = V(t) f (t) for f in L2(R; N). Then 
D-l V is of Hilbert-Schmidt type and 
(U(-co, ~0))~ = det,(l + D-IV). (4.13) 
Remark 4.3. Fourier transformation of -a/at + A with respect to the time 
variable yields the multiplication operator is + A which is closed on the domain 
9 = {f E L2(R; J’):f(s) E 9(A) f  or almost all s and (is + A)!(s) EL~(R; JCT)}. 
One sees easily that 9 is the domain of D and ~2~ is a core. 
LEMMA 4.4. For each complex number h let H,(t) = H,, + AH,(t) and let 
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U,,(t, s) be the corresponding propagator determined by Eqs. (4.5) and (4.6) with 
H(s) replaced by HA(s), Then (U,(- 03, 00))~ is an entire function of h and 
d/dA<U,(--co, ~0))~ = - 
I * (UA(-~J, t) H,(t) Udt> ~)>o dt. 
(4.14) 
-al 
Proof. Note first that since H,(t) is a bounded operator for each t, the operator 
H,(t) is a semigroup generator for each real t and UA(t, s) is given by 
UA(& s) = e-(4w) (4.15) 
whenever t and s are in the same interval of constancy of V(.). UA(t, s) is then 
determined for all t < s by the group property (4.7). 
The lemma follows easily from a Duhamel formula argument in the following 
manner. Since the domain of H,(t) coincides with the domain of HO for all h and t, 
UA(t, s) leaves L@(H,) invariant. Moreover, for any vector f in S@(H,) (4.15) 
implies 
(d/ds) U&r s)f = - u&, 4 HnW s 4F, (4.16) 
(44 udt, 4f = H,(t) U&, 4.f t#F, (4.17) 
where F is the finite set of discontinuity points of V(s). Hence, if TV is another 
complex number, and V(t) is zero outside of the interval (a, b), then 
(W) Uh, 9 u&, b>f = - u,da, W%(t) - H&)) u,(t, b)f 
= -0 - PL) uda, t) HI(t) u&, b)f 
for all t $F, t E (a, 6). But since U,(a, t) UJt, b)f is a continuous function oft on 
[a, b], it follows that 
(U&z, 6) - U,(a, b))f = -(A - 1.4 1” UA(a, t) K(t) U&, Wdt. (4.18) 
a 
In particular, 
< UA(a7 bh - <u& bh 
x---EL 
= - 
s 
* <U&z, t) H,(t) U&, b)>o dt. (4.19) 
a 
But we see from (4.15) that 1) Uh(t, s)lj < CA for a < t < s < b for some 
constants CA which are bounded on compact h sets. Thus (4.18) shows that 
UA(a, b)f is a continuous function of A, and similarly, so is UA(t, b)f. Hence we 
may take the limit ,U -+ X in (4.19). This yields (4.14) if we keep in mind that 
H,(t) is supported in [aa, b] and that consequently <U,(- 00, 00))~ = (U,(a, b)), . 
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LEMMA 4.5. FW any complex number h and u and v in &‘” let 
K&J, t; v, s) = (uA(-=b t) 5(u) Uh(4 4 5(v)“Un(s, ~)>o t < s, 
= -(uA(-00, 4 5w-qS, t) I(U) Gdt, 4h t > S. (4.20) 
If A has no spectrum in (-m, m) then 
I K(u, t; v, 41 d C(s) II 24 II II v Ii eItl (4.21) 
where C(s) is bounded on bounded s sets. Moreover, if D + hV is invertible then 
(Un(-00, co)),((D + W-lf, &e = -/= j= Wf (t), C g(s)> S) dt ds (4.22) 
--m -m 
for any f  in L2(R; Jr/-) and any compactly supported g in L2(R; N). Thus if 
(UA(-co, co)), # 0 then (D + XV)-l is given by the integral operator whose 
kernel, (D + hV)-l(s, t), is determined by 
((D + XV)-l(s, t)u, v) = --K,(u, t; v, s)/(U~(-co, a)),, , u undo E./Y. (4.23) 
(D + hV)-l(s, t) is strongZy continuous in (s, t) for s # t. The jump at s = t is 
(D + W-l(t+ , t) - (D + hv)-yt- , t) = --I. (4.24) 
Proof. Since the operators U,,(t, s) are uniformly bounded in t, s for t < s, the 
sesquilinear forms K,,(u, t; v, s) form a uniformly bounded family in t and s. 
If  V is supported in (u, b) C (- T, T) and j s 1 < T and t > T then 
I K,(u, t; v, $11 = I(U,+(--T, s) 5(v)*u,ds, T) e-‘“-T%@)>o I 
< II U,(--T, 4 t(v)*U&, T)ll II e-(t--T)HoWQ II 
< C II v 11 eelt-‘jrn !j u 11. 
Here we have used the fact that [(u)sZ is orthogonal to Li and HO 3 m in (52)1. 
This proves (4.21) for large positive t and a similar argument works for large 
negative t. 
In view of (4.21) the integrand on the right side of (4.22) is integrable because 
I K(f(t), t; g(s), 0 < Ce-mftl llf (911 II&)I/ 
for some constant C depending on the support set of g. Thus the right side of 
(4.22) is dominated by JJ Ce-“ltl II f  (t)ll /g(s)ll dt ds which is no more than 
m-1/2C llf /IL2 J II &II d5. S ince, therefore, both sides of (4.22) are continuous 
functions off it suffices to prove (4.22) f  or a dense set off. But g,, is a core for D, 
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and therefore for D + XV also. Thus it suffices to prove (4.22) forf = (D + AV)h 
where h is in Q,, . But 
m m 
s s K,((D ? W 4th t; g(s), s) dt ds --co --m 
co * = s IS <uA(-m 4 b(-a&)/at --co -02 
+ (A + hV)) W U&, 4 5k(s))*U,(s, m)>o dt 
- s OD <uA(-m 4 &d4)*uA(s, 4 I;(-ww s 
+ (A + AV)) h(t)) Un(t, a)>,, d$ ds. (4.25) 
Now 5 commutes with a/at because it is a bounded map from K to bounded 
operators. Moreover, the strong continuity of Un(t, s) and strong differentiability 
except at finitely many points permits an integration by parts of the right of 
(4.25). Applying an integration by parts to the two [(-ah/at) terms we get a 
boundary term at t = s from each t integral and we are left with two t integrals, 
each containing the factor -[H,(t), <(h(t))] + [((A + hF’(t)) h(t)) by virtue of 
(4.16) and (4.17). But this factor is zero in view of (4.2) and (4.3). 
The boundary terms at t = s combine to give 
m - s < Uh(-A s)gp(s)) 5(m)* + 5(&))*5(w)~ Uh ~>>o ds -m 
which by (4.1) is equal to 
m - s cud-m 4 uAs> oh, g(s)) ds -co 
= -(Un(-a, I)),- 
This establishes (4.22). 
In order to prove that (D + XV)-l(s, t) is strongly continuous in s at s # t we 
must show that lims,-rs sup{/ KA(u, t; w, s’) - KA(u, t; w, s)l : II w I/ = l} is zero. 
But in fact if V(a) is supported in (- T, T) and s and s’ and t are in (- T, T), and 
s, s’ > t then the definition, (4.20), of KA shows that the above supremum does 
not exceed 
ll[u,(- T, t)i’(u)( Uh(t, s) - Un(t, ~‘))]*a II + II Udt, s’)II MUAs, T) - UA(S’, T))SZ II 
which goes to zero as s’ approaches s. A similar estimate holds if s, s’ < t, and a 
similar argument using four terms proves the joint continuity in s and t at s # t. 
Similarly, we see that the strong limits (D + /IV)-l(t+ , t) and (D + AV)-l(t- , t) 
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exist, and by (4.20) and (4.23) and the anticommutation relations their difference 
is minus the identity operator. 
LEMMA 4.6. For each real s and t let K(s, t) be a trace class operator on the 
Hilbert space X. Assume that 
(a) there is a number y such that K(s, t) = 0 if j t / > y, 
(b) for each t K(s, t) is continuous in s into the Banach space of trace class 
operators and K(s, t) is strongly measurable in (s, t), 
(4 su~s,t II K(s> t)lIr < *. 
Assume further that the operator K in Lz(R; JV) with kernel K(s, t), (i.e., 
(Kf )(s) == j K(s, t) f (t) dt) is a trace class operator. Then 
trace K = 
I 
m trace K(t, t) dt. (4.26) 
--m 
Proof. This lemma is a variant of a well-known type of result (cf. [28, 
Section 3.101). We include a proof here for the reader’s convenience. 
K is a product of two Hilbert-Schmidt operators A and B. For almost every 
pair (s, t) there are kernels A(s, t), B(s, t) which are Hilbert-Schmidt operators 
on J such that (Af)(s) = s”, A(s, t) f (t) dt and s trace j A(s, t)li ds dt < 00, 
and similarly for B. The standard eigenfunction expansion proof of this for the 
case of one-dimensional .X applies without substantive change to the present 
case also. Thus for almost all (s, t) we have, 
K(s, t) = 1 A(s, r) B(r, t) dr. (4.27) 
The integral on the right exists in trace class norm for almost all (s, t), and we 
may take B(r, t) = 0 if 1 t / 3 y  by assumption (a). As usual, 
trace K = 
fS 
trace A(t, r) B(r, t) dr dt (4.28) 
where the trace on the right is the trace with respect to JV. However, we cannot 
immediately replace the inner integral on the right of (4.28) by K(t, t) because 
(4.27) may fail to hold on the diagonal, which is a set of planar measure zero. 
Nevertheless, for any real number S > 0 we may integrate (4.27) over the region 
Rs = ((s, t): 1 s - t ( < S, / t / < r} and apply the trace on JV” to obtain 
s tr K(s, t) dt ds = ss m tr A(s, r) B(r, t) dr dt ds. R6 Rg --m 
58012s/2-6 
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Dividing by 2s and reparametrizing the integrals we get 
tr K(t + a, t) dt 1 dol 
= (26)-l /:a [I’ (tr(A(t + (Y, r) B(Y, t)) dr dt] dol. 
--Y 
The expression in brackets on the left is a continuous function of a: in view 01 
assumptions (b), ( c and the dominated convergence theorem. Hence the left ), 
side converges as 8 4 0 to SLY tr K(t, t) dt. On the right side the expression in 
brackets is also a continuous function of 01 because translation is strongly 
continuous in L2. Hence the right side converges as 6 J 0 to 
A m 
s.i 
tr(A(t, Y) B(Y, t)) dr dt 
--y --m 
which by (4.28) is trace K. 
LEMMA 4.7. D-IV is a Hilbert-Schmidt operator on L2(R; M). If X is a 
complex number such that D + hV is invertible and <lJ,(- 00, 03))~ # 0 then 
m - s (u,( --a, t) H,(t) udt, m)>o dt--co 
= ( u,( - co, ~0))~ trace((D + XV)-’ - D-l] I’). (4.29) 
Proof. Let P+ and P- be the positive and negative spectral projections of A in 
A’“, and put 
L(t) = e”“‘+P+ , t < 0, 
= -e tAp-Pw, t b 0. 
(4.30) 
Then L(t) is bounded operator on JV for each real t. It is strongly continuous 
in t, except at t = 0. Moreover, 
j( L(t)[( < e-nzItl 
which is integrable. Hence convolution by L determines a bounded operator on 
L2(R; N). By virtue of Remark 4.3 D-1 exists as a bounded operator on L2(R, M). 
It is straightforward to verify that 
(D-y)(s) = j-1 L(s - t)f ct) dt (4.31) 
when f is, say, a simple function with compact support and range in @A), by 
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applying D to the right side. Since these are dense in L2(R; M) it follows that 
D-i is given by convolution byL. We write 
D-ys, t) = L(s - t) (4.32) 
for the kernel of D-1. Then D-IV is given by the kernel D-l(s, t) V(t). Writing 
jj jJ2 for the Hilbert-Schmidt norm of an operator on JV, the Hilbert-Schmidt 
norm of D-l V is then 
OLi co 
s I // D-‘(s, t) V(t)\;; dt ds --m --oL (4.33) 
which is no greater than JJ e- 2mj8--tl /I V(t)\\; dt ds. But I/ V(t)& is bounded and has 
compact support, ensuring the finiteness of the last integral. Thus D-lb’ is of 
Hilbert-Schmidt type. 
Now the operator K = ((D + XV)-l - D-l)V is a trace class operator on J, 
as follows from the identity 
K = --h(D + hV)-lV D-IV = -A(] + AD-IV)-l(D--IV)2 
and the fact that (1 + AD-lV) exists as a bounded operator. The latter is a 
consequence of the compactness of D-1V and the existence of (D + XV/)-l. 
We assert that K satisfies the hypotheses of Lemma 4.6. Indeed a kernel for 
K is 
K(s, t) = ((D + hV)-l(s, t) - D-l@, t)) V(t). (4.34) 
By Lemma 4.5 and 4.30 both (D + hV)-l(s, t) and D-l(s, t) have a (strong) 
jump of --I at s = t. Thus the operator R(s, t) = (D + XV)-‘(s, t) - D-‘(s, t) 
is strongly continuous in (s, t). Thus for any compact operator C, R(s, t)C is 
norm continuous in (s, t). Since there is no most slowly convergent series we may 
find for a given t a compact strictly positive operator C(t) such that V(t) = 
C(t) w(t) where W(t) is trace class. If V(tj), j = I,..., 12 are the distinct nonzero 
values of V(.) and C = (‘& C(tJ2)l12 then C-lCj is bounded and l&‘(t) G: 
C-IV(t) is trace class for all t. W(t) is piecewise constant and K(s, t) = 
(R(s, t)C) W(t) is piecewise continuous in (s, t) into the space of trace class 
operators and is continuous in s into this space for each t. This verifies hypo- 
thesis (b) of Lemma 4.6 while (a) and (c) are clear since /i R(s, t)jl is bounded in s 
and t. 
Thus, applying Lemma 4.5 we have 
trace[((D + XV)-l - D-l)V] 
= sY trace[((D + AV)-l(t+ , t) - D-l(t+ , t)) V(t)] dt. 
--Y 
(4.35) 
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This equation is the main technical point of the proof, which involves now 
only some formal algebra. First we note that if u and w are in JV and if 
then 
B u,* = 5w 5(u) * - <leJ> co4*>, (4.36) 
<&Jo = 0 (4.37) 
and the anticommutation relations (2.6) give 
FL, > WI = 5@> 44 WEM. (4.38) 
Moreover, B& = B,,, . Hence, if V is a Hermitian trace class operator on J’“, 
u1 , 212 ,**a is an orthonormal basis of Jtr and aij = (VU, , z+) then the operator 
HI = CT+, aijBui,%$ (the series converges in operator norm) is a bounded 
Hermitian operator satisfying (H,), = 0 and [H, , s(w)] = C a&((w, I+)@ = 
{(VW). Hence if we put aij(t) = ( V(t)ui , ui) then the operator 
H,(t) = f 4) B,,,uj (4.39) 
i,j=l 
satisfies (4.3) and (4.4) and is the unique solution of these equations because of 
the irreducibility of {t(u), t(u)*},,N . NOW 
Apply Eqs. (4.23) and (4.20) tw ice, once with X as above and once with h = 0, 
both times with s = t, and keep in mind that (Uh(-co, ~0))~ jhxO = 1. The 
last sum may then be written 
-3 Uij(t)(((D + hV)-l(t> t)Uj t  ui) - (D-‘(t, t>“j P ui))<“h(-co7 co)>lJ 
= -F ([(D + hV)-yt, q - F(4 tll V>% , %)(uA(-% a>>0 
= -tracex{[(D + AV)-l(t, t) - P’(t, t)] v(t)>( U,J(--~, a)>0 . 
Integration with respect to t, combined with Eq. (4.35) yields (4.29). 
Proof of Theorem 4.2. The function g(/\) = (UA(-co, co)),, is an entire 
function by Lemma 4.4 and g(0) = 1. Moreover, combining Eqs. (4.14) and 
(4.29), we see that u’g/d)r = g(A) trace{[(D + hY)-l - B1]V} for all complex ;\ 
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for which D + AI’ is invertible and g(A) # 0. In particular this equation holds 
for all X in some neighborhood of zero since g(0) = 1 and D + XV = 
D(l + AD-IV), which is invertible for small h because Dell/ is bounded. Thus 
by Lemma 4.1 g(X) = det,(l + AD-lV) for all complex A. Put h = 1 to conclude 
the proof of Theorem 4.2. 
Remark 4.8. The result of Theorem 4.2 extends easily to the somewhat 
more general case in which V(t) is piecewise continuously differentiable into the 
space of trace class Hermitian operators on A”, and has compact support. Indeed 
one can find a sequence V,,(t) of piecewise constant operator functions for which 
Theorem 4.2 holds and such that D-l V, converges to D--l V in Hilbert-Schmidt 
norm, while the corresponding propagators UJt, s) converge strongly to the 
propagator corresponding to V(cf. [38, proof of Theorem 21.) The corresponding 
approximations to the two sides of (4.13) will then converge. Other extensions 
in which V(r) is required only to be Hilbert-Schmidt are likely. We will not 
have occasion to use these extensions in this paper. 
COROLLARY 4.9. D + V is invertible ;f  and only if (U(- co, 03))” f  0. 
PFOOf. Since D + V = D(l + D-lV) and D-lV is compact, D $ V is 
invertible (i.e., has a bounded everywhere defined inverse) if and only if 1 + D-IV 
is invertible on L2(R;N). The latter is equivalent to the nonvanishing of 
det,(l + D-lV) [68, Corollary 6.31. 
We continue the notation of Theorem 4.2. 
THEOREM 4.10. Assume D + V is invertible in L2(R; N). Let n be a non- 
negative integar. Let gl ,..., g, , h, ,..., h, be in Ccm(R) and let ul ,..., u, , vl ,..., v, 
be in N. Put #*(u) = 4(u) and #(v) = <(Jw). Then 
(fq-cx), (33))OlS (TU(- a, 4) #*(ul) w, 3 t2) 16*@421 "' U(tn-1 Iha) dJ"(un> 
p 
. fi (gj(tj) hj(Sj) dtj dsj) 
j-1 
=- (-l)[(n+1)/21n!(A”((D + V)-4, @g, A ... A u, @g, , 
~1 0 4 A ... A v, 0 hn)Lz(R;Jfr) (4.40) 
where A”(B) means the restriction of B @ ... @ B (n factors) to skew symmetric 
tensors. 
In the following lemma we write (,) for the bilinear form on K = JV @ B 
which is zero on .N and on B and otherwise gives the natural pairing of M and 
its dual space 8. Thus the anticommutation relations (2.6) read [l(u), c(v)]+ = 
<UP v>. 
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LEMMA 4.1. Let m be a nonnegative integer. Let fi ,..., fm be in L2(R; K) and 
have compact support. Define S(m) = 1 if m = 0 and otherwise put 
S’“‘(fi )...) fin) = I=- -.* j- P)(fl(tl), t, ,..., fm(tm), t,) dt,..., dt, , (4.41) 
-cc -02 
Then Snz) is a continuous linear function of fi in L2(R; K) norm. Moreover, if 
fi ,..., fm are in C,(R; K) and fi is a da~zrentiable function into 9(A) C.&” in 
graph norm, then for positive wen m 
SW a (( - at, - 4J)fiUYf2 P...?f,) 
= i2 (-l)“<fl ,fk)Lzs(“-2Yf2 >a.., jk ,..., fnl) (4.42) 
where A(t) = A + V(t). ~ 
Proof. An argument similar to that in Lemma 4.5 shows that a product 
estimate similar to (4.21) holds for S(“)(ur , tl ,..., u, , tm) as the variable t, 
goes to fee and t, ,..., t, remain bounded. This establishes the existence of the 
integral in (4.41) as well as the asserted continuity of Strn) as a function of fi in 
L2(R; K) norm. 
To prove (4.42) under the stated hypothesis on fi ,..., f,,, we note first that for 
any bounded operators B, and B, and real a, b with a < b we have 
s b (4Uh t> WW - 4tNfdtN u(t, 6 B2>, dt (c 
(4.43) 
= (B,W, t) S(fi(t)> u(t, 4 B2h I”, 
= (BIU(a, 4 5(fdW &h - @d(fi(aN U(a, b) B2h . 
This follows from (4.6) (4.17), (4.2), (4.3) and an integration by parts argument 
similar to that used in the proof of Lemma 4.5. 
Fix distinct numbers t, ,..., t, and write s2 ,..., s, for these numbers in 
increasing order. Then 
s m s(www - 4t,))fxt,h t, ,...,fm(tm), td 4 --m 
= 
s 
;I . ..dt. +I‘” . ..dt. + . . . . 
s2 
On each of these intervals of integration we may apply (4.43) in view of the 
definitions (4.8) and (4.9) of the Schwinger functions. We are thus left with 
a sum of boundary terms. Note that the sign in (4.9) changes as tl passes each 
si in the last equation. Consequently, the upper boundary term for the interval 
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(si-r , si) and the lower boundary term for the interval (sj , sg+r) add together in 
such a way as to make the anticommutation relations applicable, just as in the 
proof of Lemma 4.5. Thus, writing y for (U(- cc, a))0 and v for the permuta- 
tion x(1) = 1, sj = t,o), and c = sgnr we get 
s 5 Y --m ~c”‘WVt,) - -4t,))f&,), t, w>fm(~), M 4 (4.44) 
= 4 U( - cc 7 s2) &f&2)> 5(fd2)W w, s3) T ’ ..>o 
+ 4 U( - 00) s2) 5(f*(z,(Sz)) 5(f&2)) w2 7 $3) . ..\ 
- dU(--CO, s2) 5(fdz)(S2)) U(s2 , s3) 5Ms3) 5(fn(3dS3)) -.>u 
- ~(...................................................................)~ 
. . . + . 
The first two terms combine to give, with the help of the anticommutation 
relations (2.6) 
(-1)‘-2(fl(s2),fj(s2)>,sc”-2,(f2(t2), t2 ?..~J%2)~ 32 Y,fm(tnJ, L) 
where j = w(2). The factor (- l)j-2 is present because the signum of the permu- 
tation rr’ involved in the factor S (m-2J differs from E = sgn 7~ by (- l)ie2, since 
j - 2 transpositions are necessary to bring fi ,..., fj ,..., fin to the order fi, fi ,..., f,,lm) 
in addition to the transpositions involved in r’. A similar expression holds for 
the next two terms on the right of (4.44) but the corresponding sgn n’ = 
(- l)ie3 sgn rr this time, when j = ~(3). Thus the alternating signs by pairs in 
(4.44) combine with the sign factors (- 1 )n(k)-k to give 
Y j$ (-lKflW,fM> s’“-2’(f2(t217 t2 Y.LhA t^j Y~,f?&), L) 
on the right of (4.44). Thus integration of (4.44) with respect to t, ,..., t, 
establishes (4.42). 
Proof of Theorem 4.10. We apply (4.42) with m = 2n, fi ,..., fa taking values 
in .N and fn+l ,..., fen taking values in 8. Since (4.42) holds for fl in a core for D 
and Szn(fi ,...) is continuous infi inL2(R; N), (4.42) holds for all fi in the domain 
of D. We may therefore replace fi in (4.42) by -(D + V)-If, . The first m - 1 
terms on the right are zero since (f, g)L.t = 0 if f and g are both in .P(R; .N). 
Thus 
s'2"'(f, ,...,fin) 
== tl (-lP+'(-(D + v>-lfi ,fn+j> . S2'"-l'(f2 ,.*.v.L+j ,.**,f2n)= (4.45) 
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In particular this holds in case h(t) = u$g$(t), f,+$(t) = J(v&,(t)), j = I,..., n 
and all U, , uj are in 9(A). 
It now follows by induction on n that 
wyf, ,..., fanI = (- 1 P+l)lzl det(<((D + V-l. , fn+d>). (4.46) 
For the induction assumption for tl - 1 together with Eq. (4.45) shows that 
S2n = (- l)“(- 1)[*121 det(((D + V)-x ,fn+&) 
= (- 1)[(n+1)/21 det(((D + V)-lfj ,fn+k)). 
Since the latter equals 
(-l)[(n+r)&! (LP(D + V)-l(f1 A .** hf,)&+r A **. A f2,) 
(4.40) is established, in case all uj and wi are in 9(A). This restriction can be 
removed in (4.40) in view of the continuity of both sides in ah uj and vi . 
The following corollary exhibits the right side of (4.40) as a trace of a charge 
ordered product in a Clifford algebra. 
COROLLARY 4.12. Assume D + V is invertible in L2(R; N). Let C be the 
operator on L2(R; K) which commutes with J and such that 
C = (D + V)* on L2(R; M). 
Then C has a bounded inverse in L2(R; K). Write K-, for the completion of L2(R; K) 
in the norm 
WI-1 = II C-WI, 
and write ./I/L1 and 9-I fm the closures in K-, of L2(R; N) and L2(R; S), respec- 
tively. The operator (Jf )(t) = Jf (t) extends to a conjugation on Kwl . Let V denote 
the corresponding weakly closed Cl@ord algebra over (K.+ J) and let 8: A(&) -+ % 
be the charge ordering map deJii2ed in Lemma 3.1 relative to the decomposition 
K-, = MI, @ 9-I . Then the left side of Eq. (4.40) is equal to 
trace[e{(D + V)*(u, Og,) A e-s A (D + V)?u, Og,J 
A Jvl@ ‘6 A -a* A Jwn @ I;& 
More &era&, in the notation of (4.41) 
(4.47) 
S2”(fi ,*..t fin) = trace[@lG)(fl A .*- A fin)] (4.48) 
for all fj in L2(R, K) with compact support, where G = (D + V)* on L”(R, N) 
and 1 on L2(R, 9). 
Proof. Since D + V has a bounded every&here defined inverse on L2(R; N) 
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so does (D + V)*. Hence so does the operator C = (D + V)* @J(O + V)*J 
on Ls(R; .,V @ a). Clearly J commutes with this operator and is therefore a 
conjugation on K-, . 
In the notation of Lemma 3.5 we note that if Y = 2n, x1 ,..., x, are in N and 
x,+i ,..., xsn are in P then by (3.7) 
trace[f?(x, h ... h x,)] 
= t1 (-l)Dfj(xl, x,+~) trace[e(x, A .*. A z&+~ A ... A xzn)]. 
Just as in the discussion of Eq. (4.45) this leads by induction to 
trace[e(x, A ... A xzn)] = (-1)[(n+1)/21 det((x, , ~~+,))~,~~i. 
Applying this to the space K-, we obtain 
trace[o(Gfi A ... A Gf,, Af,,+l A *.. A f&l = W<% 7 .fn+j>>y,j=, 
if 
fi E L2(R; N)fn+i E L2(R; 9) i = I,..., n. 
But <Gfs , fn+i)-1 = <P + WY< ,fn+j)~ . 
Hence, by Eq. (4.46) which clearly extends by continuity to square integrable 
functions fj with compact support, 
,y2n(fi ,...,fin) = trace[f?(Gf, A *** A Gfn A fn+l A *I- A fin)] (4.49) 
iffi ,...,fn are in WC ~0, fn+l ,...,fin are in L2(R; 9) and all have compact 
support. The assertion associated with (4.47) is a special case of (4.49). Finally, 
it is clear from (4.9) and (4.41) that S@) is an alternating functional as is the 
right side of (4.48). Thus if fi ,..., fin are in L2(R; K) with compact support 
and exactly half of them take values in -&‘” and the other half in 9 then (4.48) 
follows from (4.49) by a rearrangement of both sides. If more than half take 
values in Jtr (or 9’) both sides of (4.48) are zero; the left is zero because the 
interaction conserves charge; the right is zero as was shown in the proof of 
Theorem 3.4. Equation (4.48) now follows from multilinearity. 
5. EUCLIDEAN YURAWA INTERACTION WITH CUTOFFS 
We consider a spin 4 Dirac field interacting with a neutral scalar field. Our 
objective is to derive the Euclidean Mathews-Salam formula essentially by 
integrating Eq. (4.40) over the time-dependent external field. In order to separate 
the algebraic aspects of the problem from the analytic parts we put a field cutoff 
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on the scalar field in addition to a momentum cutoff on both the scalar field and 
Dirac field and a spatial cutoff on the interaction. This virtually eliminates ail 
delicate estimates. The main points of this section are to show (a) that one can 
pass easily from the results of Section 4 for a piecewise constant (in time) external 
field to an interaction with a quantized Boson field (Theorem 5.5), (b) the result 
can be expressed in terms of a Clifford algebra bundle (Corollary 5.9), and (c) 
the usual determinant is zero almost nowhere on path space (Theorem 5.2). 
The first result has been derived by another direct method by Seiler and Simon 
[65] and also can be derived from [48] (see e.g. [42, 621.) 
Since we do not consider the removal of the momentum or spatial cutoffs we 
may and shall consider the interaction in four-dimensional space time. 
The Euclidean path space [46] for the free scalar field can be described in a 
variety of ways. It will be technically convenient to choose a version of path space 
which consists of a Banach space of continuous functions from the line to some 
Hilbert space. Continuity and other properties of the sample paths for the process 
of interest have been discussed by Reed and Rosen [52], Colella and Lanford [16], 
Cannon [I 11, and Rosen and Simon [55, 561. For the present purposes, however, 
a cruder discussion will suffice. 
PROPOSITION 5.1. Let p be a self-aa!joint operator on a real separable Hilbert 
space L, satisfying TV > m,, > 0 for some constant m, . Let 01 be a one-to-one 
Hilbert-Schmidt operator on the dual space L*, and denote bye the completion of L* 
with respect to the norm I/ x (( = ( ar(~-l/~)‘x IL* , where a prime denotes the adjoint 
operator on L*. Then there is a Gaussian mean zero process cpt on R with state space 
E and with continuous ample paths, such that for all f andg in L 
E path space((% ) f >(% ) #>I = te-‘“-““fs g)L - (5.1) 
Proof. Theorems of this type for real-valued Gaussian processes have been 
proved in many ways. (See e.g. [19, 22, 261 and their bibliographies.) Many of 
the proofs go through without change for the vector-valued case. We refer the 
reader to Dudley [22, Theorem 2.1 and Example 2.21 for a relatively short and 
self-contained account of the real-valued case. Dudley’s proof applies to the 
present situation once one makes the following four observations. 
(a) The normal distribution over L lives on e as a countably additive 
measure because c+‘-l/a is a Hilbert-Schmidt operator on L*. 
(b) Equation (5.1) implies 
E pathspaoe(l/ v’t - 9s 18 < const 1 t - s 1 (5.2) 
which can be seen as follows. Identify L* with L. Let e, , e2 , be an O.N. basis of 
L which diagonalizes (@/a)*a~-r/~, with eigenvalues Aj . Then 
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&Ii vt - 9”s Iii, = E : +A - ‘ps , Q 
j=l ) 
= C hE[(vt , 4" f (cps , ejj2 - 2(cpt , ej)(sn, ej)] 
= C A,(2 - 2(e-lt-si%j , ej)) 
= 2x ((1 - e-li+~) ei, /.-1/2,*,~-1j2ej) 
= 2 trace[tL-l/2ol*~~-112(1 - e-I”-“I”)] 
= 2 trace[ff*&(l - e-lf-81U)] 
< 2 trace[Lu*or] \j p-l(l - e-~~-“~~“)l~ 
< 2 trace[ol*oc] j t - s i. 
(c) The Gaussian tail estimate needed in Dudley’s proof is known to hold 
for any Gaussian measure on a Hilbert space (see e.g. [25] and especially the 
form given in [13, Remark 2.11). 
(d) A version of vt satisfying Dudley’s requirements can be constructed in 
Lo by Kolmogoroffs theorem, where D is the set of dyadic rationals. 
For generalizations of the preceding result and deeper properties of the sample 
paths see Carmona [12]. 
The neutral scalar field may be described as follows. Let Ha(R3) denote the 
completion of the real Schwartz space Y(R3) in the norm 
llfll”u = ((4 - 4% f)L”(‘Q”) . 
Let p = (m02 - d) 1/2, regarded as a self-adjoint operator on .%E,,,(R3). The 
dual space of &,2(R3) may be identified with .%&(R3) by the pairing (f, g) q = 
J-d@) cd-4 dx. F or sufficiently large /3 and y the operator 
w. = (WI,2 - A)-y(1 + ( x 12)-P 
is a Hilbert-Schmidt operator on %i,s . Fix such a /3 and y. Then the real 
Hilbert space $i,, , which is the completion of X1,, in the norm j/ q’-11z~II,,2 , 
may be identified with a subspace of Y(R3) and, moreover, by Proposition 5.1, 
is the state space for a Gaussian process qua with continuous sample paths and 
covariance 
E(<vt ,~>(YJ~ , g>) = (e-lt-slrf, dH-1,2 7 f, g E qR3). 
In particular the random variable vO is distributed on s1,2 C Y’(Ra) in 
accordance with the Gaussian measure Y on sr,, whose covariance is 
j-* ,, (cpo 7 .fXn , g> dv = ((mo2 - 4-“?L <d,z 9 f, g E S(W. 
I,1 
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Note that informally, for f in Y(Ra), 
where c&.) is an element of Y’(R3) for each point in path space. 
We may regard the path space measure as a measure on the space of continuous 
functions from R into $i,, . The seminorms jj p )/12 = sup{II vt )/s~,~: 71 6 
t < n + I} on this space are integrable by Ferniques theorem [25] and, since 
the process is stationary, they all have the same distribution. Hence 
CL0 4% II pl //?a is integrable whenever Cz--, / a, 1 < co. In particular, it 
follows that the norm 
II v II = wdl w li;;;,,(l + t2F1; --co < t < m> (5.3) 
is finite almost everywhere and, moreover, that the Banach space Q, which is the 
completion of Y(R4) in the norm (5.3), is a set of path space measure one. We 
henceforth take Q as path space. 
Iff and g are real functions in S”(p) then the identity 
cc co 
s s E((vt 3 f(t, .)>(vs 9 As, .I> dt ds -53 m 
(5.4) 
m m = s s (p-le--Jt--sl@f(t, .), g(s, .)),* dt ds -00 -a 
= 2(h12 - o,>-lf & 
shows that the map 
f - df) = jm <pt 7 f(t, 9) dt --m 
is a constant multiple of a representative of the normal distribution over .K1(R4) 
which is the customary way of defining the path space measure [46]. Here A, 
denotes the four-dimensional Laplacian. The second equality in (5.4) follows 
from Fourier analysis. 
Let K be a real-valued function in Ccm(R3). Put IC&) = K(JJ - x) and 
%(t, x) = (F’t 9 ‘Cz>* 
Then ~~(0, 1, g d d x re ar e as a multiplication operator on L2(v) for each x, is the 
time zero Boson field with momentum cutoff k where r? denotes the Fourier 
transform of K. 
Let u be a bounded analytic real-valued function on (-00, CO) such that 
u(0) = 0 and let g and h be real functions in Ccm(R3). We assume also A(--x) = 
h(x). 
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The interaction we wish to consider is given by 
where 
Ad4 = JR8 4x -Y) VW dY* (5.6) 
(See Section 2(a) for notation.) HI is a bounded operator on %(K+) @L*(V) (see 
discussion in [30, p. 851). For each point q in Q, 
is a bounded infinitely differentiable function of x since q(0, .) is in Y’(P). In 
particular the map x -+ z&,(0, x)) is strongly continuous to the bounded 
(multiplication) operators on L*(V). The function u represents a Boson field 
cutoff in the interaction H, . A case of interest would be U(X) = e-1 tan-l(rx) for 
small positive E, with a view toward letting E & 0. But we shall not take this limit 
in this paper. 
Denote by HO,* the free Boson Hamiltonian onL*(V). This is the generator of 
the transition semigroup, e- tHo.b, of the process qt constructed above (or see for 
example [69] or [30, p. 941). Denote by Ho,, the free Fermion Hamiltonian 
(denoted Ho in Section 2). The total Hamiltonian 
H = f&b + Kc, + H, 
is a self-adjoint operator on $(K+) @L*(V) and is bounded below. Although it 
would be of interest to add on to Ha function of the Boson field alone (a bounded 
function as a first step) such an addition does not affect the main technical issue 
of this section and is well understood so we omit it. 
In order to describe the operator V(t): .N ---f JV associated with the preceding 
HI as in (4.3) we first let v be a bounded continuous real-valued function on R3 
with compact support. Define V: M -+ JV by 
v$b = h * {v . (h * I/)}. (5.7) 
That is, V is a multiplication by v surrounded by convolution by h. Then 
(5.8) 
(See Section 2(a) for notation.) This follows from the anticommutation relations 
(2.6). In order to give this section a somewhat more Euclidean look we shall 
shift the operator & to different factors. Thus on the right of (5.8) it is the 
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operator iyoV which plays the role of the operator which was denoted by V in 
Section 4. Similarly the operator D = -(a/at) + A defined in Eq. (4.12) will 
be replaced by (iy&‘D, and written more explicitly, with the particular A of 
interest, namely that given in (2.3). Thus 
(iy,,-l(-(a/at) + A) = -y a V + 112 (5.9) 
where ya = iyo . It may be seen that after cancellation of iyo’s, Theorem 4.2 and 
Theorem 5.2 have the same argument of the det, function. 
Now for each point 4 in Q put 
%&> = 11 (I,, 4(4 Y> 4Y - 4 dr) g(x)- (5.10) 
Then n*o,(.) is a continuous function on R3 with compact support for each t 
and we may define Vctt): .K -+ .X by (5.7) with v  replaced by v,,o) . Then for f  
inJT%, #*WI is multiplication inL2(v) by the operator-valued function whose 
value at q(O) is 
Since an operator on M given by a kernel of the form f(z) g(x - y) is a 
Hilbert-Schmidt operator whenf and g are in L2(R3), and has Hilbert-Schmidt 
norm llfll2 II g II2 , it follows, by writing v  as a product, that the operator V in 
(5.7) is a product of two Hilbeti-Schmidt operators, and hence is trace class. 
So is each Vpct) . We write V, for the operator on L2(R; JV) defined by 
(V,f>W = Vdt) f(t) 
and similarly (Vpxca,~~f)(t> = Vawxwd~)fW 
The basic property of path space that we shall need is the following equation 
which can be regarded as the defining property of H,,b . I f  t,, < tr < .*. < t, are 
real numbers then 
( g (e(tj-l-tj)Ho,afj)l ) 1) = En&h epace (g fj(&&) 
where fi ,..., fn are bounded functions in L2(v) and are to be interpreted as multi- 
plication operators on the left of (5.12) in L2(v). The product on the left of (5.12) 
should be ordered with e(to-tl)Bo$ on the left, etc. I f  the functions fj take values 
in the space of bounded operators on another separable Hilbert space, say 
.F(K+), and are weakly measurable then (5.12) continues to hold as a weak 
integral, as one sees easily by replacing each fj by PkfiPk where Pk form a 
sequence of finite-dimensional projections in s(K+) converging strongly to the 
identity. With such a replacement (5.12) holds because it involves only finite 
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sums of products of scalar-valued matrix elements. The limit k + 00 is justified 
by the dominated convergence theorem and continuity of the inner product in 
I- 
THEOREM 5.2. Let [a, b] be a jinite interval. Then -y . V + m + Vs~[a,bl 
has a bounded inverse in L2(R; JCT) f  or almost every q in Q. Equivalently, 
det,( 1 + (-y . A + m)-” V,x[n.bl) differs from zero almost everywhere on Q. 
The proof depends on the following analytic function theory. 
DEFINITION 5.3. A function g defined in an open subset V of a complex 
Banach space B, with values in another complex Banach space, is anaZytic in V 
if it is continuous in V and, for each vector u in V and each vector v in B, 
g(u + ZV) is analytic in the complex variable Z, i.e., has a convergent power 
series expansion, in a neighborhood of z = 0. 
A function f defined in an open subset U of a real Banach space B is real 
analytic in U if it is the restriction to U of some complex analytic function g 
defined in some neighborhood of U in the complex Banach space B + iB 
(sum norm, say). It is known that a composition of analytic functions is analytic. 
LEMMA 5.4. Let p be a nondegenerate mean zero Gauss measure on a separable 
real Banach space B. A real analytic function f on B is either identically zero or 
almost nowhere zero with respect to I”. 
Proof. Recall that a probability Bore1 measure TV. on a real Banach space B 
is called Gaussian if each continuous linear functional v on B is Gaussianly 
distributed. t.~ has mean zero if lB V(X) dp(x) = 0 for all v in B*, and p is non- 
degenerate if the only closed subspace of B of measure one is B. In this case the 
inner product (u, v) = sB U(X) V(X) dp( x on B* is positive definite and the ) 
completion, H, of B* in this inner product (the reprroducing kernel Hilbert 
space) provides the geometry associated with CL. In particular it is known [23] 
that the inner product on B* gives a continuous injection of both B* and H into 
B and the triple B* 4 H c+ B determines p as the abstract Wiener measure 
associated with the normal distribution over H. In the applications TV is usually 
determined by specifying H in the first place, so the reader may simply assume 
this structure given, if he wishes. Henceforth we identify B* with a subset of B. 
The proof combines the method of [29, Proposition 51 with the method of 
proof of the Weierstrass preparation theorem [57]. 
Assume f is not identically zero and write 2 for the set of zeros off. Since B 
is separable, every open cover of 2 has a countable subcover. It suffices, there- 
fore, to show that for every point x in Z there is a neighborhood, U, of x such 
that p(Un 2) = 0. 
Fix x in 2. Since f is continuous and not identically zero, and B* is dense in B 
there exists a vector v in B* such that f(x + v) # 0. Let B, be the null space in 
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B of v. That is, B, = (U E B; v(u) = O}. Since w(v) = (v, u) > 0, a is not in B, 
and every vector u in B is uniquely of the form u = y  + SW for some y  in B, 
and real s. Sincef is real analytic there is a neighborhood W of x in the complex 
Banach space B + iB and a complex analytic function g in W such that g = f on 
W n B. Thus for small y  in B, g(x + y  + xw) is an analytic function of x in a 
neighborhood of z = 0. In particular, the function z --+g(x + zv) has a zero of 
finite order, K, say, at z = 0 because f(~ + SZI) is not identically zero. Hence 
there exists Y > 0 such that g(x + XV) has no other zero for 1 x j < r. Using 
the compactness of the circle it follows that there exists a neighborhood I’ of 0 in 
B,and6>Osuchthatx+ V+zwCWfor/zj <r,and)g(x+y+zo)j >S 
ifyisinVandIz/ =r.Let 
Then h is continuous on V, h(0) = k and h(y) is always an integer. Hence 
h(y) = k for ally in V. Thus g(x + y  + zw) has exactly k zeros in ) x ) < Y for 
every pointy in I’. In particularf (x + y  + W) has at most k zeros in --r ,( s < r 
for each y  in V. 
Now p is a product of Gaussian measures f*” x EL’ in the decomposition 
B = B,, @ span w because B,, is the closure in B norm of the subspace VI of H. 
But if we put U = x + (V + (RX -r < s < r}) then U is a neighborhood of x 
and any line L parallel to v  intersects 2 n U in at most k points. Hence 
p’(L n 2 n U) = 0. By Fubini’s theorem ~(2 n U) = 0. 
Proof of Theorem 5.2. A$ , which contains 9’(R4), is dense inQ inQ norm, and 
therefore path space measure is a nondegenerate mean zero Gauss measure on 
Q. Since det,(l + (-y * V + m)-lV,x~,,,l) is equal to one at 4 = 0 it is not 
identically zero on Q. Hence by Lemma 5.4 it suffices to show that it is a real 
analytic function on Q. 
Since det,(l + p) is a complex analytic function of ,9 on the space of Hilbert- 
Schmidt operators on a Hilbert space, it suffices, in view of the estimate (4.33) 
to show that the map 4 + Vg~[a,al is real analytic from Q to the space L2 (R; 
Hilbert-Schmidt operators on Jtr). Thus if we put 
v&c, t) = u (i, 4@, Y) K(Y - 4 dY) g(x) X[,,& 
then, in view of (5.7) and the discussion following (5.11) (in particular the con- 
tinuous linear dependence of Va~[a,bl on v9 in L2(R4) norm), it suffices to show 
that the map q -+ v, is real analytic from Q to L2(R4). But if A is the compact 
support set of g(X)X[,,bl(t) in R4 then f -+ u 0 f is easily seen to be analytic from 
the space C(A) of continuous real functions on A to L2(A) C Lz(Ra), because of 
the analyticity of u, while the map q -+ JR3 q(t, y) ~(y - X) dy is a continuous 
linear map from Q to C(A). This concludes the proof. 
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Note that Theorem 5.2 remains valid if the Boson field cutoff, given by the 
function II, is absent, i.e., if U(X) = x. The proof is then slightly simpler. 
THEOREM 5.5. Let u, i . . . . up, v1 ,..., v, be in L2(R; S) and let w1 ,..., w, be 
bounded functions in L2(v) (i.e., w1 ,..., w, are bounded functions of the time zero 
Boson field vO). Let a < b. Let {a, t, ,..., t2=} and rl < r2 < .‘. < Y, be two sets 
of completely distinct real numbers in (a, b] with Y, = 6, and let {a = s,, , s1 ,..., ski3 
be the union of these two sets with sjwl < si , j = I,..., k. Let o be the permutation 
which puts t 1 ,. .., t2r, in increasing order. Put y%(v) = QJv) for v  in A’“. (Infwmally 
+W == .I- 6&9,49)~ d 3x where 1,4(x) is the customary electron field.) Write 
Then 
Xi = wR if sj = Y, ) p = I)...) a, 
xi = d(irohJ* if sj = tm , m = I,..., p, 
Xi = I if Sj = t, , m = p + l,..., 2p. 
sgn o i (e(“J-l-sj)HXj) 
(  i=l > 0 
= (- l)[(*+lf/2Jp!Ep&thsPBce d t2(l + C-Y . V + mF1vqxca,d 
(5.13) 
where V, is given by (5.7) and (5.10) and all products are ordered with larger j to 
the right. The two sides of (5.13) are to be regarded as distributions with respect to 
t1 9.e.7 tts in the sense that afg, ,..., g2= are in COm(R) with supports in (a, b) then the 
two sides of (5.13) are equal after multiplication by the product JJyiI g,(+) and 
integration over R2p. 
Proof. Apply the Trotter product formula to each of the factors on the left 
of (5.13) in the form 
e(s+l--sjfH = strong limit(e 
((sj-l-sj)lnj)H”*e((zj_*-Sj)/nj)(Ho,j+HI) R, 
)  ‘* 
n,-+Gc 
Since H,@(O)) is a continuous function of q E Q to the bounded operators on 
s(K+) (see, for example, the proof of Theorem 5.2), another application of the 
Trotter product formula shows that e-*(H~.~+~(q(s)) is a weakly measurable 
operator-valued function on Q for each c > 0. So are the multiplication operators 
5W42-7 
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w, . Hence by (5.12) the left side of (5.13) is equal, for each pair-wise distinct set 
so ,...) Sk to 
where 
sj,~ = sj-l + (r/nj)(sj - sj-l), r = 0, l,..., nj 
and each Boson factor xi = we is to be replaced by w(q(r&). 
Write % = (n, ,..., tz,J. For each point q in Q the function defined by 
VW = J%(s,A if Sj,r-r < S < Sj,, , 
= 0 if s C (4 4, 
is a piecewise constant operator-valued function. Moreover the proof of Theorem 
5.2 shows that, for each n; -y . V + m + V,(%, .) has a bounded inverse for 
almost all q in Q, and consequently there is a subset Q,, of measure one in Q such 
that for all q inQ,, , (-y . V + m + V@X(~,~J) is invertible and -y . V + m + V,” 
is invertible for all n; Hence for all q in Qa and all n; iy,vg’ satisfies the hypotheses 
of Theorem 4.10. Moreover, the expression ( )a,, in (5.14) is uniformly bounded 
with respect to ff and q (recall that there is a Boson field cutoff) and rr ,..., tz9 , 
when t r ,..., tzp range over a bounded set. Hence we may multiply (5.14) by 
ef:;t), integrate with respect to tl ,..., tz3) and interchange the integral with 
* a+= and the integral over path space. Applying Theorem 4.10 to the 
resulting integrand in (5.14) we get 
J-n ?yl Mtj) dtjK >O,Z 
= det( 1 + (--y * V + m)-‘Vei) 
. fi wW,))* 
Moreover V, a(s) converges in Hilbert-Schmidt norm to V,(s) x(~,J(s) for each q, 
uniformly and boundedly in s, because of the continuity of paths and continuity 
of V(q(0)) as a function of q(0) in 9r,e (see for example the proof of Theorem 5.2). 
Moreover, one sees from the discussion in the proof of Theorem 5.2 that 
(-y . V + m)-lV,n is uniformly bounded in’q and R in Hilbert-Schmidt norm. 
These facts imply that (-y . V-+ m + V,,“)-1 converges in operator norm for 
each q in IQ0 . Thus the right side of (5.15) converges to ,the same expression with 
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I/,” replaced by Va~(a,b~ , as n, ,..., n8 --+ a. Further, the right side of (5.15) is 
uniformly bounded with respect to q and %, in view of the inequality 
/I det,( 1 + B) &(( 1 + B)-l)jj < (8) ern/2&B’B”1’2 
cf. [64, Lemma 4.41. Hence we may interchange limnI,...,nrc+oo with Epath space , 
to conclude the proof of the theorem. 
Remarks 5.6. Theorem 5.2 is also valid when there is no field cutoff 
(represented by the function x) on the Boson field. The proof is the same. 
(5.7) As is well known, a more “Euclidean looking” version of the right 
side of (5.13) is obtained by replacing Q by the equivalent measure space Y(R4) 
with Gaussian measure with covariance operator (q2 - 0)-l and replacing 
Vp~(n,b~ byg . h,[(k*q) h,] where K, h, andg are real functions in Cea(R4). 
(5.8) Using the formulation of the Euclidean electromagnetic field 
proposed by Guerra [33] there is no difficulty in formulating Euclidean quantum 
electrodynamics in a manner which is informally Euclidean invariant (if and 
when momentum and spatial cutoffs are removed). 
COROLLARY 5.9. Replace V in Corollary 4.12 by the operator iy,,V, considered 
in Theorem 5.5. Then for almost all q in Q the hypotheses of Corollary 4.12 are 
satisfied. Thus for almost ewery q in Q there is a Hilbert space K-,(q) which is the 
completion of Lz(R4, S + S*) in the norm 11 f  lj--1,g = // C;‘f lIL2 where C, is the 
operator on L2(R4, S @ S*) which commutes with J such that 
C, = C-Y . V + m + Vnxh,d* 
on L2(R4; S). There is a Cli$ord algebra %‘q with a trace, trace, , and a map 
e*: w-1(q)) - q* . The inner product in the integrand on the right side of (5.13) 
can be expressed (after smearing in tI ,. .., t2J as trace,[0J(G,)( .. .)] just as in (4.47) 
or (4.48) for each q, where 
G = (-Y . V + m + Vqxta,d* = Y . V + m + Vaxcn.b~ 
on L2(R4; S) and G, = 1 on L2(R4: S*). 
Remark 5.10. The family of Clifford algebras V, , q in Q determines a 
probability gage space .M on the direct integral lo .F(K,(q)) dp(q) where ,L 
denotes path space measure and P(K-,(q)) is the skew-symmetric Fock space 
over K-,(q). If o is in A(Y(R4; K)) then e,(o) is a well-defined element of V, 
for almost every q. For suitable bounded measurabie functions w on Q the 
operator field w(q) 0,(w.) will be uniformly bounded. These operator fields generate 
.AV weakly. Of course the gage is given by 
trace(w(*> e(4) = jQ w(q) trace,VA&)> d&d. 
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The measurability of the integrand is a consequence of the continuity of 4 --f V, , 
discussed in the proof of Theorem 5.2. This gage space underlies the formulation 
of the last corollary. 
Remark 5.11. Corollary 5.9 can be rephrased in a pointwise form. Let 
e, ,..., e, be an orthonormal basis of S. For almost every point q in path space, Q, 
let 19,(x, q) and &x, q) be the Euclidean field defined by 
I UT df(4 d4x = Ue8f), 
I 436, df(4 d4X = 4(+oe~f)*l 
for /I = I,..., 4, f E Ccm(R4). Then the functions 
F (~1 >..., xD;yl ,...,yg; ~1 ,..., 4 Oll,....ap 
B,.....i3, 
= F ‘path space[det2(l -k C-Y . V + m)-lvQxLO,bl) traceq{~til(x, j 4) ..* om,(xP t Q) 
. e,JY,) . .. B,~Y,)~4%@1)) ... +&J)l 
have a well-defined meaning as distributions on R4’2p+n). Here u denotes the 
Boson field cutoff function (see Eq. 5.5)). Corollary 5.9 then asserts that the 
Schwinger functions can be expressed in terms of these functions and their 
derivatives (in the presence of all the cutoffs assumed in Theorem 5.5). For 
example, the two point Schwinger function is 
where w, = L(Y~,~ e, . This is the analytic continuation of (I,&(X) $s(y)), to 
Schwinger points under the interaction (5.5). 
APPENDIX 
We give here an elementary exposition of some algebraic aspects of the Dirac 
hole theory in a form which illuminates the choice of structure made in Section 2. 
We shall give the customary explanation [5, Section 5.1; 6, Section 13.41 of what 
to do with the negative energy solutions to the Dirac equation, but we shall 
describe it first in the context of a finite-dimensional one particle space, which 
permits a clearer understanding. This elaborates, in part on a related discussion 
by Valatin [71, 721. We use this framework to discuss the group theoretical basis 
for intrinsic parity. For a mathematical discussion and survey of other aspects of 
the Dirac hole theory see [S]. 
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Consider a finite-dimensional complex vector space V (which we shall even- 
tually replace by the Hilbert space of negative energy solutions to the Dirac 
equation.) Let A be a diagonalizeable operator on V’, the one particle Hamiltonian, 
which we assume has only negative eigenvalues, X, ,..., X, . (A will eventually 
be replaced by the negative part of the free Dirac Hamiltonian.) We wish to see 
what happens when we second quantize A according to Fermi-Dirac statistics. 
Thus we consider the operator H,, = y(A) = 1 @ A @A A A @ ... which 
acts on the exterior algebra rl( V). H, is the Hamiltonian for the second quantized 
system. It u1 ,..., u, is a basis of V such that A+ = hit+, j = l,..., n then the 
vectors ui, A ... A uiP i1 < ... < i, form a basis of n(V) (empty product is I) 
and 
(A-1) 
Since each Aj < 0 the lowest eigenvector for Ho is the n particle vector, 
V==u~h”-hU,. 64-a 
The fact that an n particle state of noninteracting particles has less energy than 
the no particle state, 1, is physically unpleasant. But in addition, in the more 
realistic setting of the Dirac equation, there are further unsatisfactory features 
associated with the negativity of A (cf. [20]). D irac’s proposed modification [20] 
may be described in the present finite-dimensional context thus: Reinterpret 
the elements of A(V) in the following way. 
(1) The above vector v is to be interpreted as the new vacuum state. The 
vacuum therefore consists of a “sea” of all negative energy particles. 
(2) The vectors in P-‘(V), representing states in which r negative energy 
particles are absent from the sea, are to be interpreted as states in which there are 
present Y positive energy particles (r “holes ” instead of n - Y negative energy 
particles). 
(3) The operator 
H = H,, - (trace A)1 (A-3) 
is to be interpreted as the new Hamiltonian. Note that H determines the same 
physics as Ho since it differs from N,, only by a multiple of the identity operator. 
This choice of Hamiltonian is consistent with the reinterpretations (1) and (2) 
because, on the one hand, H has only nonnegative eigenvalues and Hv = 0, 
while on the other hand (A.l) and (A.3) show that a state such as u, A ... A u, , 
for example, has H eigenvalue (--h,) + (-A,) + (-A,) and may therefore be 
reasonably interpreted as a state of three positive energy (noninteracting) 
particles of energies --A1 , --X, , --X, , respectively. Thus the Hamiltonian Hgoes 
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far in validating the reinterpretations (1) and (2) and, moreover in a realistic 
setting is quite consistent with the Dirac equation. 
In order to pass to infinite dimensions we must first reformulate slightly the 
preceding description. Indeed, in the infinite-dimensional setting of interest A 
is not in trace class and neither Eqs. (A.2) nor (A.3) make direct sense. 
We assert that, given a nonzero vector e, in the one-dimensional space fl”( V), 
there is a natural map p of LI( V*) onto /1(V) such that 
(9 /31 = ‘0, 
(ii) &-r(V) = @V(V*), 
and moreover, 
(iii) ,FH/3 = r(-At’) 
where At’ denotes the adjoint of A acting on V*. 
Since --At’ has only positive eigenvalues, so does r(-At’). Comparing 
(i), (ii), (iii) with th e reinterpretations (l), (2), (3) we see that quantization of 
-At’ over the dualspace V* yields a transparent mathematical model for Diracs 
reinterpretation. Although the map j3 is well known (cf. [IO]) we give a construc- 
tion that permits immediate transition to infinite-dimensional V and is essentially 
the standard one in the physics literature [6, Section 13.41. As usual, each vector 
x in V determines a creation operator C, on A(V); C,u = (k + 1)1/2~ A II for IL 
in A”(V), and each vector y in V* determines an annihilation operator A, on 
A(V); A,u = k-If2 6,~ where 6, is the antiderivation extending y (cf. Proposi- 
tion 2.2). Then C, and A, satisfy the anticommutation relations 
A$, + GA, = <x, Y> XEV, yEV*. (A.4) 
PROPOSITION A.l. Let v be a nonzero vector in the one-dimensional space 
P(V). There exists a unique linear transformation 8: A( V*) -+ A(V) such that (i) 
holds and such that 
(iv) ,6C, = A,,!7 for ally in V*. 
Moreover, 
(v) @A, = C&l for all x in V, 
/3 is invertible and (ii) and (iii) hold. If V is an inner product space and I/ v 1) = 1 
then ,!3 is unitary. 
Proof. (i) and (iv) imply 
BG, a-- i&l = A,, ..a Agrv. (A-5) 
Since CV, .** C,+l = consty, A ... A y,. , we may let (yr ,..., yr} run over the 
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subsets of a given basis of V*, and (AS) s h ows that p is then uniquely determined 
on a basis of V* by (i) and (iv). Conversely we may use (AS) to construct a linear 
map /I by extending it linearly from this basis. It is easy to see that the map so 
constructed satisfies (i) and (iv) and consequently is basis independent. To show 
that /I satisfies (v) choose a basis e, ,..., e, of V with x = e, , and let fi ,..., fn be 
the dual basis. Then the anticommutation relations (A.4) show that, with 
il < ... < i, , 
*zCf(l ... CQ = 0 if i1 # 1, 
zzzz 
Cf, 1 if ir=l, 2 
... Cfi I 
while 
Cdfi, I 
.a. A,, D = 0 if i,+l, 
= Afi 2 
... Afiv if ii=l. , 
Combining these with (AS) yields (v). It also follows from (AS) that 
B(fi, * ... h fir) = const ejl h ... h ei,-, G4.6) 
where { j, ,..., j,-,} is the set complementary to {il ,..., i,}. Hence /3 takes a basis 
to a basis and is therefore invertible, and moreover (ii) holds. If  we choose the 
basis {e, ,..., e,> to be the eigenvectors of A then -Atrfj = -Xjfi , j = l,..., II. 
Thus fir A ... A fir is an eigenvector of y(- At*) with eigenvalue CL1 ( --Xij) 
while eil A *.. A ei, is an eigenvector of H with the same eigenvalue. Hence 
(A.6) shows that /$(-At*) = H/3. 
Finally, if V is an inner product space and we write x* for the element of V* 
such that (x*, u) = (u, x) for all u in V and similarly for y* when y  is in V*, 
then, as is well known [17], C,* = A,, for all x in V and C,* = A,, for all y  in 
V*. It then follows from (iv) and (v) that @T,!-i)* = fiT*/I-r when T = C, or 
A, or any operator in the algebra generated by them. But this algebra is irre- 
ducible [17] and the last equation implies jF1T*/3* = pT*/i-l so that p*p 
commutes with all such T*. Hence /?*/3 is a multiple of I. But since jl v  /I -= 1, 
/3*/3 = I, and Proposition A.1 is proved. 
Of course if V is an infinite-dimensional Hilbert space then the map /3 is not 
defined because there is no “sea.” That is, there is no highest rank vector. 
Nevertheless it is clear from Proposition A.1 how one may give mathematical 
meaning to Dirac’s reinterpretations (1) and (2) even when V is infinite- 
dimensional and A is not trace class. One simply takes the physical Hilbert 
space to be /l( I’*) (i.e., the Hilbert space of all skew symmetric tensors over V*) 
and the Hamiltonian to be 7(--S*), which is anonnegative operator in the case of 
interest, i.e., when A is a negative self-adjoint operator. 
It is an important fact that this procedure relates well to invariance of the 
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theory under any group whether V is finite-or infinite-dimensional. In case V 
is finite-dimensional we have the following proposition. 
PROPOSITION A.2. If V is $nite-dimensional, lJ(.) is a representation of some 
group G by invertible operators on V, and g---f o(g) = U(g-l)tr is the contra- 
gredient representation then 
where r(U) is the automorphism of A(V) extending U. 
Proof. The equation 
r(u) c,qu-1) = C”, (-4.7) 
follows directly from the definitions by applying both sides to a decomposable 
vector. Similarly, for y in V* we have 
q U) A$( U-l) = +tr7, . 64.8) 
Thus if yi ,..., yK are in V* 
gr( U-It’) c,, . . . CVk 1 = PC,-, try, *. * co-1 tr,ll 
= A,-1 try1 *.- ALI-1 trylv 
zzz WJ) Ati, .a* AJ(U-l)v 
= (det U-l) r(U)Avl ... A,$ 
= (det U-l) r(U)pCy, ... C,,l. 
This proves (vi). 
Remark A.3. Equation (iii) is essentially a special case of (vi). If one takes 
U(+) to be the one parameter group e- itA then differentiation of (vi) at t = 0 
yields (iii). One need only use (det U(t))-l = eittracea and d/dtr(e-itA)lt=, .= 
-+(A). 
In case V is infinite-dimensional then, even though ,6 and the “sea” do not 
exist, nevertheless they can be recaptured in a slightly more abstract version in 
such a way that analogs of (i),..., ( vi continue to hold. We have the following ) 
two propositions, which show that the algebra isomorphism determined by /3 
persists in co dimensions, and correctly relates the “sea” as a C* algebra state 
to 1 in fl( V*) in good analogy to (i). 
PROPOSITION A.4 Let V be a complex Hilbert space and denote by OZ( V) the C* 
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aZgebra of operators on A(V) generated by {C, , A,: x E V, y E V*}. There exists 
a unique* isomorphism p of Ol( V*) onto ol( V) such that 
(iv’) PC, = A, for ally in V*. 
Moreover, 
(v’) fiA, = C, for aZZ x in V. 
Proof. Since C,* = A,* for y in V, (iv’) implies (v’) for any * isomorphism. 
Since any * isomorphism of C* algebras is automatically continuous, j? is deter- 
mined by its values on the generators C, and A, . Hence (iv’) determines fi 
uniquely. 
For any finite-dimensional subspace L of V we may identify A(L) naturally 
with a subspace of A(V). M oreover the C* algebra, 6&,(L), of operators on n(V) 
generated by the operators {C, , A,+: x EL) leaves A(L) invariant, and the restric- 
tion map gives a * isomorphism of O&(L) with a(L). To see that this is an 
isomorphism one need only note that if u is in cl(L) and v is in &,I), then 
B(” A v) = (Bu) A v  (A.91 
if B = C, or B = A,, , for x EL, and hence (A.9) holds for all B in 6&,(L). 
This shows that B 1 A(L) = 0 implies B = 0. Now if we write L* for {x*, x EL} 
Proposition A.1 shows that any choice of a unit vector of maximal rank in cl(L) 
gives a unitarily implementable (by /3) * isomorphism of 6!!(L*) with G!(L), and 
the corresponding * isomorphism fl of &,(L*) with O&,(L) satisfies (iv’) and (v’). 
Since fl is unique, as shown above, we may define ,$ on the union of all G&(L*), 
L finite-dimensional. Since this union is dense in Q?(V) and fi has norm one the 
existence of fl follows. 
PROPOSITION AS. Let e, , e2 ,... be an orthonormal basis of the complex 
Hilbert space V. Choose a complex number c, such that v, = c,e, A ..* A e, is a 
unit vector. Then 
@c (CQ ) v,) = w(C) 
exists for all C in a(V) and 
(A. 10) 
(i’) w@(B)) = (Bl, 1) for all B in a( V*). 
Proof. If L, = span(e, ,..., e,) and B is in &,(L,*) for some k < n Eq. (i) 
together with the construction of fi in Proposition A.4 shows that @(B)vn , v,) = 
(BI, 1). Thus the limit in (A.10) exists for a dense set of C in 6!!(V) and satisfies 
(i’). Since w is a bounded linear functional on this dense set the limit exists for all 
C in G!(V) and satisfies(i’). 
The next proposition gives an infinite-dimensional analog of (vi), in so far 
as one can be formulated. 
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PROPOSITION A.6. Let g -+ U(g) be a unitary representation of a group G on a 
complex Hilbert space V. Let u(g) = U(g-l)tr denote the contragrediznt representa- 
tion on V*. Moreover, let a(g) and 02(g) denote the corresponding induced auto- 
morphisms on Q?(V) and O?( V*), respectively. That is, 
4gP = w(g)) BwwlN 
for B in Ol( V), etc. Then 
6 * G> = 49 .b g E G. (A.1 1) 
Proof. By taking adjoints, sums of products and limits it suffices to show that 
j@yO) cyr(r7-l)) = q U) AJ(U-I), y  E v* 
which is how (A. 11) reads when applied to C, . But the left side is PC, as noted 
in (A.7) and the right side is A,, by (A.8). These are equal by (iv’). 
We now specialize the preceding to the case of interest, the free Dirac field. 
Let K = L2(R3; S) where S is four-dimensional complex spin space. Write 
K = K+ @ K- where K+ and K- are the positive and negative spectral 
subspaces of K with respect to the free Dirac Hamiltonian. K+ and K- each 
support a continuous unitary representation U(.) of the orthochronous (two 
components) inhomogeneous Lorentz group G. Consider the Dirac Hamiltonian 
A in the subspace K- . A is negative there. According to the hole theory described 
above one should not quantize A but -A t*. Equivalently (see Remark A.3)) one 
should not quantize U(.) 1 K- but its contragredient representation on K-*. 
This is, of course, a positive energy representation since its time translation 
generator is -At’. Thus the total one particle space, according to the Dirac hole 
theory, should be K+ @ K-*, which supports a positive energy representation 
of the orthochronous inhomogeneous Lorentz group. This is the space which 
we have used in Section 2. We refer the reader to [73] for various results showing 
the essential uniqueness of this procedure. 
The preceding discussion bears on the group theoretical meaning of the notion 
of intrinsic parity [6, pp. 109,112]. Let U+ = U 1 K* be the positive and negative 
subrepresentations of G. Let G, be the proper inhomogeneous Lorentz group. 
It is a fact that the contragredient representation U’_ / G,, is unitarily equivalent 
to U+ 1 G,, . (The equivalence can easily be constructed with the help of charge 
conjugation.) Hence from the point of view of Ga , K-* and K+ are identical. 
In fact the total one particle space is sometimes described as K+ @ K+ instead 
of K+ @KS* (cf. [30, 351). H owever as representations of G, U- andU+ are 
not unitarily equivalent. The preceding unitary equivalence for G, (which is the 
only possible unitary equivalence because of irreducibility of U+ 1 G,,) does not 
intertwine space reflections. Thus from the point of view of G the spaces K+ and 
K-* are the state spaces for two different particles (electrons and positrons, 
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respectively.) The two particles are said to have different intrinsic parity. We 
refer the reader to [6, pp. 109, 1121 f or a discussion of the physical significance 
of intrinsic parity. 
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