A fault-tolerant and practically stabilizing simulation of an atomic register is presented. The simulation works in asynchronous message-passing systems, and allows a minority of processes to crash. The simulation stabilizes in a practically stabilizing manner, by reaching a long execution in which it runs correctly. A key element in the simulation is a new combinatorial construction of a bounded labeling scheme accommodating arbitrary labels, including those not generated by the scheme itself.
Practically stabilizing is reminiscent of pseudo-stabilization [10] . In pseudo-stabilization the length of the suffix of execution where the specification is satisfied is infinite while in practically-stabilizing the system reaches an execution segment that is "almost" (or practically) infinite (for any existing system, where the life of the system is no more than, say the time required by the system to perform 2 64 computer steps) in which the specification is satisfied.
Overview of our simulation
Attiya, Bar-Noy and Dolev [3] showed how to simulate a single-writer multi-reader (SWMR) atomic register in a messagepassing system supporting two procedures, read and write, for accessing the register. This simple simulation is based on a quorum approach: In a write operation, the writer makes sure that a quorum of processors (consisting of a majority of the processors, in its simplest variant) stores its latest value. In a read operation, a reader contacts a quorum of processors, and obtains the latest values they store for the register; in order to ensure that other readers do not miss this value, the reader also makes sure that a quorum stores its return value.
A key ingredient of this scheme is the ability to distinguish between older and newer values of the register; this is achieved by attaching a sequence number to each register value. In its simplest form, the sequence number is an unbounded integer, which is increased whenever the writer generates a new value. This solution is appropriate for an initialized system, which starts in a consistent configuration, in which all sequence numbers are zero, and are only incremented by the writer or forwarded as is by readers. Essentially, a 64-bit sequence number will not wrap around for a number of writes that lasts longer than the life-span of any reasonable system, and therefore regarded as practically infinite.
However, when there are transient failures in the system, as is the case in the context of self-stabilization, the simulation starts at an uninitialized state, where sequence numbers are not necessarily all zero. It is possible that, due to a transient failure, the sequence numbers hold maximal values when the simulation starts running, and thus will wrap around very quickly. Traditionally, techniques like distributed reset [5, 6] are used to overcome this problem. However, in asynchronous crash-prone environments the reset may not terminate waiting for the crashed processes to participate. Hence, a reset invocation will not ensure that the sequence numbers are set to zero.
Our solution is to partition the execution of the simulation into epochs (see Section 4.3), namely periods during which the sequence numbers are supposed to not wrap around. Whenever a "corrupted" sequence number is discovered, a new epoch is started, overriding all previous epochs; this repeats until no more corrupted sequence numbers are hidden in the system, and the system stabilizes. In a steady state, after the system stabilizes, it remains in the same epoch (at least until the sequence numbers wrap around, which is essentially unlikely to happen).
This raises naturally, the question of identifying epochs. The natural idea of using integers, is bound to run into the same problems as per the sequence numbers. Instead, we use a bounded labeling scheme [16, 20] for the epochs; this is a function for generating labels (in a bounded domain), that guarantees that two labels can be compared to determine the largest among them. Existing labeling schemes however, assume that labels have specific initial values, and that new labels are introduced only by means of the label generation function. In contrast, transient failures, of the kind the self-stabilizing simulation must withstand, can create incomparable labels, so it is impossible to tell which is the largest among them or to pick a new label that is bigger than all of them.
To address this difficulty, we introduce a bounded labeling scheme (see Section 4.2) that allows to define a label larger than any set of labels, provided that its size is bounded. We assume links have bounded capacity, and hence the number of epoch labels initially hidden in the system is bounded.
The writer tracks the set of epoch labels it has seen recently; whenever the writer discovers that its current epoch label is not the largest, or is incomparable to some existing epoch label, the writer generates a new epoch that is larger than all the epochs it has. The number of bits required to represent an epoch label depends on m, the maximal size of the set, and it is in O (m log m). We ensure that the size of the set is proportional to the total capacity of the communication links, namely O (cn 2 ), where c is the bound on the capacity of each link (expressed in number of messages) and n is the number of processors, hence each epoch label requires O (cn 2 (log n + log c)) bits.
It is possible to reduce this complexity making c constant, using a self-stabilizing data-link protocol for communication among the processors for bounded capacity links over FIFO and non-FIFO communication links [11, 17] .
Tool box

The basic quorum-based simulation
We describe below the basic simulation, which follows the quorum-based approach of [3] , and ensures that our algorithm tolerates (crash) failures of a minority of the processors.
The simulation relies on a set of read and write quorums, each being a majority of processors. 2 The simulation specifies the write and read procedures, in terms of QuorumRead and QuorumWrite operations. The QuorumRead procedure sends a request to every processor, for reading a certain local variable of the processor; the procedure terminates with the obtained values, after receiving answers from processors that form a quorum. Similarly, the QuorumWrite procedure sends a value to every processor to be written to a certain local variable of the processor; it terminates when acknowledgments from a quorum are received. If a processor that is inside QuorumRead or QuorumWrite keeps taking steps, then the procedure terminates (possibly with arbitrary values). Furthermore, if a processor starts QuorumRead procedure execution, then the stabilizing data link [17, 18] ensures that a read of a value returns a value held by the read variable some time during its period; similarly, a QuorumWrite(v) procedure execution, causes v to be written to the variable during its period. Each processor p i maintains a variable, MaxSeq i , supposed to be the "largest" sequence number the processor has read, and a value v i , associated with MaxSeq i , which is supposed to be the value of the implemented register. Note that the QuorumRead operation, beginning the write procedure of p 0 , helps to ensure that MaxSeq 0 holds the maximal value, as the writer reads the biggest accessible value (directly read by the writer, or propagated to a quorum that will be later read by the writer) in the system during any write.
Let g(C ) be the number of distinct values greater than MaxSeq 0 that are accessible in some configuration C , and let C 1 , C 2 , . . . be the configurations in the execution. Since all the processors, except the writer, only copy values and since p 0 can only increment the value of MaxSeq 0 it holds for every i ≥ 1 that
whenever the writer discovers (when executing step a i ) a value greater than MaxSeq 0 . Roughly speaking, the faster the writer discovers these values, the earlier the system stabilizes. If the writer does not discover such a value, then the (accessible) portion of the system in which its values are repeatedly written, performs reads and writes correctly.
A bounded labeling scheme with uninitialized values
Let k > 1 be an integer, and let K = k 2 + 1. We consider the set X = {1, 2, .., K } and let L (the set of labels) be the set of all ordered pairs (s, A) where s ∈ X is called in the sequel the Sting of the label, and A ⊆ X has size k and is called in the sequel the Antistings of the label. It follows that |L| =
The comparison operator ≺ b among the bounded labels is defined to be:
Note that this operator is antisymmetric by definition, yet may not be defined for every pair (s i ,
We define now a function to compute, given a subset S of at most k labels of L, a new label which is greater (with respect to ≺ b ) than every label of S. This function, called Next b (see the left side of Fig. 1 ) is as follows. Given a subset of
-s i is an element of X that is not in the union A 1 ∪ A 2 ∪ . . . ∪ A k (as the size of each A s is k, the size of the union is at most k 2 , and since X is of size k 2 + 1 such an s i always exists). -A i is a subset of size k of X containing all values (s 1 , s 2 , . . . , s k ) (if they are not pairwise distinct, add arbitrary elements of X to get a set of size exactly k).
It is simple to compute A i and s i given a set S with k labels, and can be done in time linear in the total length of the labels given, i.e., in O (k 2 ) time.
Proof. Let (s j , A j ) be an element of S. By construction, s j ∈ A i and s i / ∈ A j , and the result follows from the definition of ≺ b . 2
For example, consider the case in which k = 4, K = 17, and the following five arbitrary labels (2, 1, 5, 17, 4 ) (where 2 is the sting and 1, 5, 17, 4 is the set of antistings of this first label), (12, 16, 7, 11, 3 ), (5, 8, 10, 2, 5 ), (10, 12, 13, 9, 2 ). Then there must exist a value in the 17 possible values (as K = 17) that is not equal to any antisting, in our example, 6, 14, 15 are not equal to any antistings in the list 1, 5, 17, 4, 16, 7, 11, 3, 8, 10, 2, 5, 12, 13, 9, 2 (note that the list includes 5 and 2 twice). Thus, when constructing a label greater than the given five labels, it is possible to choose any one of the numbers 6, 14, 15 to be a sting, while the antistings list of the constructed larger label must be a superset (of size four) of the stings of the given arbitrary labels, in our case, we must have 2, 12, 5, 10 . The result is the label (6, 2, 12, 5, 10 ) which is greater than any label of the given arbitrary set.
Timestamps and epochs
Each value (written or read on the emulated register) is tagged with a timestamp-a pair (l, i) where l is an epoch (a bounded label generated via the bounded scheme described in Section 4.2), and i is a sequence number, an integer between 0 and a fixed bound r ≥ 1.
As described in the overview section, it is possible that the sequence numbers wrap around faster than planned, due to "corrupted" initial values. When the writer discovers that this has happened, it opens a new epoch.
Epochs are denoted with labels from a bounded domain, using a bounded labeling scheme (see Section 4.2). Such a scheme provides a function to compute a new label, which is "larger" than any given set of labels.
Note that the labeling scheme of [20] , used in the original atomic memory simulation [3] , cannot cope with transient failures. Section 4.2 describes a bounded labeling scheme that accommodates badly initialized labels, namely, those not generated by using Next.
This scheme ensures that if the writer eventually learns about all the epoch labels in the system, it will generate an epoch label greater than all of them. After this point, any read that starts after a write of v is completed (written to a quorum) returns v (or a later value), since the writer will use increasing sequence numbers. The eventual convergence of the labeling scheme depends on invoking Next b with a parameter S that is a superset of the epoch labels in the system.
The Next e operator compares between two timestamps, and is described in the right part of Fig. 1 . Note that in Line 3 of the code we use S for the set of labels (with sequence numbers removed) that appear in S. The comparison operator ≺ e for timestamps is:
In the sequel, we use ≺ b to compare timestamps only by their labels (ignoring their sequence numbers).
Guessing game
The difficulty in emulating an atomic register in stabilizing settings comes mainly from the difficulty of the writer process to timestamp the new introduced value with a timestamp that is guaranteed to be greater than any timestamp used for the previous values. We explain the intuition of this part of the simulation through the following two-player guessing game, between a finder, representing the writer, and a hider, representing an adversary controlling the system. Note that the part of the timestamp that creates problems is the epoch which is a bounded label. Therefore, we project the guessing game on the label part of the timestamp. The distributed implementation of writer strategy in this guessing game is presented in details in the next section.
-The hider maintains a set of labels H, whose size is at most m (a parameter fixed later).
-The finder does not know H, but it needs to generate a label greater than all labels in H. The strategy of the finder is based on maintaining an FIFO queue of 2m labels, meant to track the most recent labels. The queue starts with arbitrary values, and during the course of the game, it holds up to m recent labels produced by the finder, which turned out to be overruled by existing labels (provided by the hider). The queue also holds up to m labels that were revealed to overrule these labels.
Before the finder chooses a new label, it enqueues its previously chosen label and the label received from the hider in response. Enqueuing a label that is already in the queue pushes the label to the front of the queue; if the bound on the size of the queue is reached, then the oldest label in the queue is dequeued. This semantics of enqueue is used throughout the paper.
The finder chooses the next label by applying Next, using as parameter the 2m labels in the queue. Intuitively, the queue eventually contains a superset of H, and the finder generates a label greater than all the current labels of the hider. Clearly, when the finder chooses the ith label, i > 0, the 2i items in the front of the queue consist of the first i labels generated by the finder, and the first i labels revealed by the hider. This is used to show the following property of the game.
Lemma 2. After at most m + 1 labels, the finder generates a label that is larger than all the labels held by the hider.
Proof. Note that a response cannot expose a label that has been introduced or previously exposed in the game since the finder always chooses a label greater than all labels in the queue. Thus, if the finder does not win when introducing the mth label, all the m labels that the hider had when the game started were exposed and therefore, stored in the queue of the finder together with all the recent m labels introduced by the finder, before the m + 1st label is chosen. Thus, the m + 1st label is larger than every label held by the hider, and the finder wins. 2
Note that a step of the hider that exposes more than one label unknown to the finder, accelerates the convergence to a winning stage.
Putting the pieces together
Each processor p i , holds, in MaxTS i , two fields ml i , cl i , where ml i is the timestamp associated with the last write of a value to the variable v i and cl i is a canceling timestamp possibly empty (⊥), which is not smaller than ml i in the ≺ b order. The canceling field is used to let the writer (finder in the game) know an evidence on the existence of the unknown Diffusing labels over the data-link Note that we assume an underlying stabilizing data-link protocol [10, 17] . The data-link protocol is used for repeatedly diffusing the value of MaxTS from one processor to another. 
Correctness proof
Overview of the correctness proof The correctness of the simulation is implied by the game and our previous observations, which we can now summarize, recapping the arguments explained in the description of the individual components. Note that the writer may enqueue several unknown epochs in a single write operation and only then introduce a greater epoch, such a scenario will result in a shorter winning strategy in the game as the writer gains more knowledge concerning the existing (hidden) labels before introducing a new epoch.
In the simulation, the finder/writer may introduce new epoch labels even when the hider does not introduce an evidence.
We consider a timestamp (l, i) to be an evidence for timestamp (l , j) if and only if l ⊀ b l . Using a large enough bound r on the sequence number, we ensure that either there is an execution with r writes in which the finder/writer introduces new timestamps with no epoch label change, and therefore with growing sequence numbers, and well-defined timestamp ordering, or a new epoch label is frequently introduced due to the exposure of hidden unknown epoch labels. The last case follows the winning strategy described for the game. The sequence numbers allow the writer to introduce many timestamps, exponential in the number of bits used to represent r, without storing all of them, as their epoch label is identical. The sequence numbers are a simple extension of the bounded epoch labels just as a least significant digit of a counter; this allows the queues to be proportional to the bounded number of the epoch labels in the system. Thus, either the writer introduces an epoch label greater than anyone in the system, and hence will use this epoch label to essentially implement a register for an execution of r writes, or the readers never introduce some existing bigger epoch label letting the writer increment the sequence number practically infinitely often. Note that if the game continues, while the finder is aware of (a superset including) all existing epoch labels and introduces a greater epoch label, there exists an execution of r writes before a new epoch label is introduced.
In the simulation of an SWMR atomic register, following the first write of a timestamp greater than any other timestamp in the system, with a sequence number 0, to a majority quorum, any read in an execution with r writes, will return the last timestamp that has been written to a quorum. In particular, if a reader finds a timestamp introduced by the writer that is larger than all other timestamps but not yet completely written to a majority quorum, the reader assists in completing the write to a majority quorum before returning the read value.
The simulation fails when the set of timestamps does not include a timestamp greater than the rest. That is, read operations may be repeatedly aborted until the writer writes new timestamps. Moreover, a slow reader may store a timestamp unknown to the rest (in particular to the writer), and eventually introduce the timestamp. In the first case, the convergence of the system is postponed till the writer is aware of a superset of the existing timestamps. In the second case, the system operates correctly, implementing read and write operations, until the timestamp unknown to the rest is introduced. Note that the size of the epochs queue, and with it, the size of an epoch label is proportional to the number of epoch labels that can be stored in a system configuration. Reducing the link capacity also reduces the number of epoch labels that can be "hidden" in the communication links. This can be achieved by using a stabilizing data-link protocol, [9, 11, 17, 18] , in a manner similar to the ping-pong mechanism used in [3] .
Detailed proof The correctness proof considers an execution with r = (m + 2)r writes and proves that there exists an execution with r writes in which the practically stabilization requirement holds. Note that choosing r = 2 64 suffices for any conceivable system.
We say that an epoch label is accessible if it is stored by a reader that during an execution with r writes executes at least one (or a small constant of) read operation(s) during this execution.
Lemma 3. Every execution with r(m + 2) writes has an execution with r writes in which no hidden timestamp with epoch label greater than the epoch label used by the writer is revealed to the writer or to some reader.
Proof. The proof is a direct consequence of Lemma 2, the diffusion operated by the data-link protocol (see the end of Section 5) and the quorum based approach. Consider an execution where a timestamp is not revealed directly to the writer but to some reader with canceling set to ⊥. Proof. We show that every execution with r(m + 2) writes has an execution with r writes in which every read invoked by a reader returns a non-canceled timestamp. This implies the lemma.
Once the writer stops changing epoch labels for an execution with r writes, as proved in Lemma 3, and continues to execute writes, (the majority of the) readers that participate in the simulation of the writes do not report on canceled timestamps, otherwise the writer changes the timestamp again. Thus, readers that participate in the writes and readers that complete a read operation, find the last written timestamp to be the greatest in the system. 2 Lemma 5. Every execution with r(m + 2) writes has an execution with r writes in which the regularity property is satisfied.
Proof. Let E be an execution with r(m + 2) writes. Following Lemmas 3 and 4, E contains an execution E with r writes, where any read returns a non-abort value and any write includes in its decision the set of all the accessible epoch labels in the system. Assume there is a process p such that the read invocations of p always return an obsolete value. That is, the value returned by the read is either a hidden value or a value corresponding to a previous write but not the most recent. Let R be such a read. In E , R returns the output value with the maximum timestamp over the set of epoch labels returned by QuorumRead. Since QuorumWrite returns before R 1 finishes then l 2 is already adopted by at least a majority of processes. That is, since l 2 e l 1 (W 1 completes before W 2 ), then l 2 replaces l 1 in at least a majority of processes. We assumed R 2 returns l 1 . Since R 1 completes before R 2 then R 2 starts its QuorumRead after R 1 returned so after R 1 completed its QuorumWrite operation. This implies that l 2 is the epoch label adopted by at least a majority of processes and at least one process in this majority will respond while R 2 invokes its QuorumRead. That is, R 2 collects at least one epoch label l 2 and since l 2 e l 1 , R 2 should return this value. This contradicts the assumption R 2 returns l 1 . It follows that E respects the no new/old inversion property. 2
The main theorem follows directly from Lemmas 5 and 6. Theorem 1. The algorithm satisfies the practically stabilizing SWMR atomic memory specification.
Discussion
We have presented a self-stabilizing simulation of a single-writer multi-reader atomic register, in an asynchronous message-passing system in which at most half the processors may crash.
Given our simulation, it is possible to realize a self-stabilizing replicated state machine [22] . The self-stabilizing consensus algorithm presented in [15] uses SWMR registers, and our simulation allows to port them to message-passing systems. More generally, our simulation allows the application of any self-stabilizing algorithm that is designed using SWMR registers to work in a message-passing system, where less than the majority of the processors may crash.
One restriction of such implementation is that the writer does not stop writing prematurely (before the SWMR register stabilizes and starts to return a consistent value). Following our work the authors of [12] suggest a pseudo stabilizing implementation in which the writer has a major responsibility, namely, the writer has to complete updating the last value, unlike our solution here where readers assist each other to spread the most up-to-date value using the epoch based technique.
Furthermore, a much more complicated and expensive technique in terms of communication and memory is used as part of the directly implemented self-stabilizing Paxos [8] in which writers may stop writing.
