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Abstract
We consider the Cauchy problem for the (non-linear) Maxwell-Charged-Scalar-Field equations with spher-
ically symmetric initial data, on a fixed sub-extremal 1 Reissner–Nordstro¨m exterior space-time. We prove
that the solutions are bounded and decay at an inverse polynomial rate towards time-like infinity and along
the black hole event horizon, provided the charge of the Maxwell equation is sufficiently small.
This condition is in particular satisfied for small data in energy space that enjoy a sufficient decay towards
the asymptotically flat end.
Some of the decay estimates we prove are arbitrarily close to the conjectured optimal rate in the limit
where the charge tends to 0, following the heuristics of [24].
Our result can also be interpreted as a step towards the stability of Reissner–Nordstro¨m black holes for
the gravity coupled Einstein–Maxwell-Charged-Scalar-Field model. This problem is closely connected to
the understanding of strong cosmic censorship and charged gravitational collapse in this setting.
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1 Introduction
The model In this paper, we study the asymptotic behaviour of solutions to the Maxwell-Charged-
Scalar-Field equations, sometimes referred to as massless Maxwell–Klein–Gordon, arising from spherically
symmetric and asymptotically decaying initial data on a fixed sub-extremal Reissner–Nordstro¨m exterior
space-time :
∇µFµν = iq0 (φDνφ− φDνφ)
2
, F = dA, (1.1)
∗E-mail : mcrv2@cam.ac.uk
1Our convention is that it includes Schwarschild black holes as well.
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gµνDµDνφ = 0, (1.2)
g = −Ω2dt2 + Ω−2dr2 + r2[dθ2 + sin(θ)2dϕ2], (1.3)
Ω2 = 1− 2M
r
+
ρ2
r2
, (1.4)
where q0 ≥ 0 is a constant called the charge 2 of the scalar field φ, M , ρ are respectively the mass and the
charge of the Reissner–Nordstro¨m black hole 3 with 0 ≤ |ρ| < M , ∇µ is the Levi–Civita connection and
Dµ = ∇µ + iq0Aµ is the gauge derivative. Note that — due to the interaction between the Maxwell field F
and the charged scalar field φ — this system of equations is non-linear when q0 6= 0, the case of interest for
this paper. This is in contrast to the uncharged case q0 = 0, where (1.2) is then the linear wave equation.
Main results Since global regularity is known for this system 4, we focus on the asymptotic behaviour
of solutions.
The case of a charged scalar field on a black hole space-time that we hereby consider is considerably
different from the analogous problem on Minkowski space-time. While on the flat space-time, the charge of
the Maxwell equation tends to 0 towards time-like infinity, this is not expected to be the case on black hole
space-times. This fact constitutes a major difference and renders the proof of decay harder, already in the
spherically symmetric case and when the charge is small.
We show that if the charge in the Maxwell equation and the scalar field energies are initially smaller
than a constant depending on the black hole parameters M and ρ, then
1. the charge in the Maxwell equation is bounded and stays small on the whole Reissner–Nordstro¨m
exterior space-time.
2. Boundedness of the scalar field energy holds.
3. A local integrated energy decay estimate holds for the scalar field.
If now we relax the smallness hypothesis on the charge, requiring only that the initial charge is smaller
than a numerical constant 5 and assume 2 and 3, then
4. the energy 6 of the scalar field decays at an inverse polynomial rate, depending on the charge.
5. The scalar field enjoys point-wise decay estimates at an inverse polynomial rate consistent with 4.
These results are stated in a simplified version in Theorem 1.1 and later in a more precise way in Theorem
3.1, Theorem 3.2 and Theorem 3.3.
The decay rate of the energy — and of some point-wise estimates that we derive — has been conjectured
to be optimal in [24], in the limit when the asymptotic charge tends to zero, c.f. section 1.2.1. Other
point-wise estimates, notably along the black hole event horizon, are however not sharp in that sense.
In the case of an uncharged scalar field q0 = 0 (namely the wave equation on sub-extremal black holes),
it is well-known that the long term asymptotics are governed by the so-called Price’s law, first put forth
heuristically by Price in [44] and later proved in [1], [2], [12], [18], [40], [48]. Generic solutions then decay
in time at an universal inverse polynomial decay rate, in the sense that this rate does not depend on any
physical parameter or on the initial data. This is in contrast to our charged case q0 6= 0 where the optimal
decay rate is conjectured to be slower and moreover depending on the charge in the Maxwell equation, itself
determined by the data.
Roughly, this can be explained by the fact that in the uncharged case q0 = 0, the equation effectively
looks like the wave equation on Minkowski space in the presence of a potential decaying like r−3.
This decay of the potential-like term is somehow more “forgiving” than in the charged case q0 6= 0. In
the latter case, the equation becomes similar to the wave equation in the presence of a potential decaying
like r−2. As explained beautifully in pages 7 and 8 of [33], while the system is sub-critical with respect to
the conserved energy in dimensions (3+1), the new term coming from the charge induces a form of criticality
with respect to decay at space-like infinity, i.e. a criticality with respect to r weights.
One important consequence — in the black hole case — is that the sharp decay rate is expected to
depend on the charge, c.f. section 1.2.1. Interestingly in our paper, in order to deal with this criticality, we
need to use the full non-linear structure of the system. Also, the criticality with respect to decay implies the
absence of any “extra convergence factor” that facilitates the proof of bounds on long time intervals, in the
language of [33]. This is in contrast to the uncharged case and requires a certain sharpness in the estimates,
as explained in [33].
2This charge q0 is also the coupling constant between the Maxwell and the scalar field equations. This is not to be confused
with the charge of the Maxwell equation or the parameter ρ. For a precise definition of all “charges”, c.f. section 2.3.
3Notice the slight notation difference with [51] where Ω2 was defined to be −4(1− 2M
r
+ ρ
2
r2
) on the Reissner–Nordstro¨m interior.
4It follows essentially from the global regularity of Yang-Mills equations on globally hyperbolic (3+1) Lorentzian manifolds,
established in [7]. In spherical symmetry, this can also be deduced from the methods of [30].
5More precisely, the maximal value is q0|e0| = 14 , where e0 is the initial asymptotic charge, c.f. section 2.3.
6By this, we mean all the energies transverse or parallel to the event horizon or null infinity, or L2 flux on any constant r curve.
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Motivation Our result can be viewed as a first step towards the understanding of the analogous Einstein–
Maxwell-Charged-Scalar-Field model, where the Maxwell and Scalar Field equations are now coupled with
gravity, c.f. equations (1.16), (1.17), (1.18), (1.19), (1.20) when m2 = 0. In this setting, the asymptotic
behaviour of the scalar field is important, in particular because it determines the black hole interior structure,
c.f. section 1.2.2. This is also closely related to the so-called Strong Cosmic Censorship Conjecture, c.f. section
1.2.2.
Before discussing the relevance of our result for the interior of black holes, let us mention that the
Einstein–Maxwell-Charged-Scalar-Field system possesses a number of new features compared to its un-
charged analogue q0 = 0. One of them is the existence of one-ended
7 charged black holes solutions, which
are of great interest to study the formation of a Cauchy horizon during gravitational collapse. Indeed one-
ended initial data are required to study gravitational collapse. Also, unlike their uncharged analogue in
spherical symmetry, charged black holes admit a Cauchy horizon, a feature which is also expected when no
symmetry assumption is made, c.f. [11]. While previously studied models in spherical symmetry admit either
uncharged one-ended black holes (c.f. [4], [5], [6]) or charged two-ended black holes (c.f. [8], [9], [12], [36],
[37]), the Einstein–Maxwell-Charged-Scalar-Field model admits charged one-ended black holes. This is
permitted by the coupling between the Maxwell-Field and the charged scalar field, which allows for a non
constant charge.
We now return to the interior structure of black holes. Various previous works for different models
have highlighted that the interior possesses both stability and instability 8 features that depend strongly
on the asymptotic behaviour of the scalar field on the event horizon c.f. [8], [9], [11], [35], [36], [37], [38].
For the Einstein–Maxwell-Charged-Scalar-Field model, stability and instability results in the interior have
been established in [51]. Concerning stability, it is proven in [51] that a scalar field decaying point-wise
at a strictly integrable inverse-polynomial rate on the event horizon gives rise to a C0 stable Cauchy
horizon over which the metric is continuously extendible. In the present paper, we establish such strictly
integrable point-wise decay for the scalar field on a fixed black hole. If those bounds can be extrapolated to
the Einstein–Maxwell-Charged-Scalar-Field case, then the hypotheses of [51] are verified and the stability
result applies. In particular, the continuous extendibility result of [51] would then disprove the continuous
formulation of the so-called Strong Cosmic Censorship Conjecture as discussed in more details in section
1.2.2.
Another important aspect is the singularity structure of the black hole interior, which is related to the
instability feature we stated earlier. This is relevant to a (weaker) C2 formulation of the Strong Cosmic
Censorship Conjecture we mentioned before, c.f. section 1.2.2. More specifically, it is proven in [51] that lower
bounds for the energy on the event horizon imply the formation of a singular Cauchy horizon. It was proven
in [36] for the uncharged analogue model that the positive resolution of the C2 strong cosmic censorship
conjecture actually follows from this singular nature of the Cauchy horizon. For this, lower bounds on the
event horizon must be proven for solutions of a Cauchy problem, c.f. [35], [37] for the uncharged model.
Even though in the present paper, we only focus on proving upper bounds for the Cauchy problem, the
energy estimates that we carry out are conjectured to be sharp in the limit when the charge tends to zero,
c.f. section 1.2.1. Therefore, our work can also be seen as a first step towards the understanding of energy
lower bounds, and consequently towards the resolution of strong cosmic censorship in spherical symmetry,
for the Einstein–Maxwell-Charged-Scalar-Field model. While this philosophy has been successfully applied
to uncharged fields on two-ended black holes [36], [37], the analogous question in the charged case, both for
one-ended and two-ended black holes remains open.
Outline The introduction is outlined as followed : first in section 1.1 we describe a rough version of the
main results, namely asymptotic decay estimates for small decaying data. Then in section 1.2, we review
previous works on related topics. More specifically in section 1.2.1 we state the conjectured asymptotic
behaviour of charged scalar fields on black holes. Then in section 1.2.2 we sum up the known results in the
black hole interior for this model, as a motivation for the present study. Then in section 1.2.3 we review
previous results for the Maxwell-Charged-Scalar-Field equations on Minkowski space-time and for small
energy data. Then section 1.2.4 deals with previous works on the wave equations on black holes space-times
and strategies to reach Price’s law optimal decay. After in section 1.3 we explain the main ideas of the proof.
This includes mostly the strategy to prove energy boundedness, integrated energy estimates and energy
decay. Finally in section 1.4, we outline the rest of the paper, section by section.
1.1 Simplified version of the main results
We now give a first version of the main results. The formulation of this section is extremely simplified and
a more precise version is available in section 3. See also remark 1 for important precisions.
Theorem 1.1. Consider spherically symmetric regular data (φ0, Q0), for the Maxwell-Charged-Scalar-Field
equations on a sub-extremal Reissner-Nordstro¨m exterior space-time of mass M and charge ρ. Assume that
φ0 and its derivatives decay sufficiently towards spatial infinity.
7In spherical symmetry, the initial data is one-ended if it is diffeomorphic to R3 and two-ended if it is diffeomorphic to R× S2.
8See also the recent [21] that investigates a very different kind of scalar field instability on Schwarschild black hole, which is
somehow stronger but specific to uncharged and non-rotating black holes.
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If Q0 and φ0 are small enough in appropriate norms then energy boundedness (3.1) is true and an
integrated local energy estimate (3.2) holds.
Also we can define the future asymptotic 9 charge e such that on any curve constant r curve
γR0 := {r = R0} for r+ ≤ R0 ≤ +∞, we have Q|γR0 (t)→ e as t → +∞.
As a consequence of the smallness hypothesis, one can assume that q0|e| < 14 .
Then we have energy decay : for all R0 > r+, for all u > 0 and for all  > 0 :
E(u) +
∫
γR0∩[u,+∞]
|φ|2 + |Dvφ|2 +
∫
H+∩[vR(u),+∞]
|φ|2 + |Dvφ|2 . u−2−
√
1−4q0|e|+, (1.5)
where γR0 := {r = R0}, (u, v) are defined in section 2.1, vR(u) = u+R∗ is defined in section 2.4, and E is
defined in section 2.5.
We also have the following 10 point-wise decay, for any R0 > r+, for u > 0, v > 0 and for all  > 0 :
r
1
2 |φ|(u, v) + r 32 |Dvφ|(u, v) . (min{u, v})−1−
√
1−4q0|e|
2
+ , (1.6)
|ψ||I+(u) . u
−1−√1−4q0|e|
2
+, (1.7)
|Duψ| . Ω2 · u−1−
√
1−4q0|e|
2
+, (1.8)
|Dvψ||{v≥2u+R∗}(u, v) . v
−1−√1−4q0|e|
2
−1+, (1.9)
|Q− e|(u, v) . u−1−
√
1−4q0|e|+1{r≥R0} + v
−2−
√
1−4q0|e|+1{r≤R0}, (1.10)
where ψ := rφ denotes the radiation field and Q is the Maxwell charge 11 defined by Fuv =
2QΩ2
r2
.
Remark 1. In reality, this theorem —which is a broad version of Theorem 3.1 — contains two different
intermediate results.
The first one, Theorem 3.2, proves simultaneously energy boundedness and the integrated local energy
estimate, on condition that the charge Q is everywhere smaller than a constant depending on the black
hole parameters. In particular, this is the case if the r weighted energies of the scalar field data and the
initial charge are sufficiently small.
The second one, Theorem 3.3, proves the decay of the energy at a polynomial rate and subsequent
point-wise estimates. The decay rate depends only on the dimensionless quantity q0e and is conjectured to
be almost optimal when q0e → 0. This theorem only requires that the boundedness of the energy and the
integrated local energy estimate are verified, together with the bound q0|e| < 14 . In particular , this is the
case if the limit of the initial charge e0 verifies q0|e0| < 14 and if the r weighted energies of the scalar field
data are sufficiently small. In a sense, the charge smallness —which determines the decay rate— is more
precise in these theorems and independent of the black hole mass. This relates to the physical expectation
that the decay rate depends only on the asymptotic charge, c.f. section 1.2.1.
Remark 2. Estimates (1.5), (1.7), (1.10) are expected to be sharp 12 when q0e tends to 0, c.f. section 1.2.1.
Estimate (1.6) is also expected to be sharp in a region of the form {v ≥ 2u+R∗}.
Remark 3. It is also possible to prove an alternative to (1.9), c.f. Theorem A.1 in Appendix A. Essentially,
if we require more point-wise decay of the initial data, we can prove that r2∂vψ, r
2∂v(r
2∂vψ) etc. admit a
finite limit on I+, say in the gauge Av = 0.
Broadly speaking, the present paper contains three different new ingredients : a non-degenerate energy
boundedness statement, an integrated local energy decay Morawetz estimate and a hierarchy of rp weighted
estimates.
The presence of an interaction between the Maxwell charge and the scalar field renders the problem
non-linear, which makes the estimates very coupled. In particular, we need to prove energy boundedness
and the Morawetz estimate together, and the rp estimates hierarchy also depends on them.
This coupling represents a major difficulty that we overcome proving that the charge is small. Even then
however, the absorption of the interaction term requires great care. This is essentially due to the presence
of a non-decaying quantity, the charge Q, that is not present for the uncharged problem or on Minkowski,
c.f. sections 1.2.3, 1.2.4 and to the criticality of the equations, c.f. section 1.2.3 and the introduction.
Remark 4. Following the conjecture of [24], one expects that outside spherical symmetry, the spherically
symmetric mode dominates the late time behaviour like in the uncharged case, c.f. Remark 8. One can
hope that some of the main ideas of the present paper can be adapted to the case where no symmetry
assumption is made. In particular — as it can be seen in the statement of Theorem 3.3— the decay of the
energy is totally independent of point-wise bounds which do not propagate easily without any symmetry
assumption.
9Note that e 6= 0 in general.
10Note that estimate (1.6) implies a limiting point-wise decay rate of 3
2
as q0|e| → 0 for φ and Dvφ on the event horizon.
11The charge Q from the Maxwell equation, should not be confused with the charge of the black hole ρ. Because the problem is
not coupled with gravity, these are different objects, in contrast to the model of [51]. For definitions, c.f. also section 2.3.
12At least for the 0th order term of the Taylor expansion in q0e.
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Remark 5. One of the novelty of the present work is the expression of the decay rate in terms of q0e. This
was not present in previous work [3], [33], [49] precisely because on Minkowski space-time e = 0 so the long
time effect of the charge is not as determinant.
Remark 6. It should be noted that everything said in the present paper also works for the case of a spherically
symmetric charged scalar field on a Schwarzschild black hole, i.e. when ρ = 0.
1.2 Review of previous work and motivation
The motivations to study the Maxwell-Charged-Scalar-Field model are multiple.
First charged scalar fields trigger a lot of interest in the Physics community, sometimes in connection
with problems of Mathematical General Relativity, as an example see the recent [25], which discusses strong
cosmic censorship for cosmological space-times in the presence of a charged scalar field.
Second, the difficulty of this problem, due to its criticality with respect to decay at space-like infinity,
c.f. section 1.2.3 demands a certain robustness in the estimates. Therefore, the methods of proof may be
used in different, potentially more complicated situations where traditional strategies are insufficient.
Finally, if the estimates of the paper can be transposed to the problem where the Maxwell and scalar
fields are coupled with gravity, this proves the stability of Reissner-Nordstro¨m black holes against charged
perturbations. Additionally studying this model on black holes space-time can be considered as a first
step towards understanding strong cosmic censorship and gravitational collapse for charged scalar fields in
spherical symmetry, which may have different geometric characteristics from its uncharged analogue, see the
introduction and section 1.2.2.
The goal of this section is to review previous works related to the problem of the present manuscript.
This allows us to motivate the problem and to compare our results to what already exists in the literature.
The latter is the sole object of section 1.2.1 where we express the conjectured asymptotic behaviour of
charged scalar fields, obtained by heuristic considerations in [24]. The former is the object of section 1.2.2,
which summarizes the conditions to apply the results of [51], as one of the main motivation for the study of
the exterior we perform.
The previous known results for this model are essentially all proved on Minkowski space-time, although
outside spherical symmetry 13 . They either count crucially on conformal symmetries, a method that cannot
be generalized easily to black hole space-times, or on the fact that the charge in the Maxwell equations has
to tend to 0 towards time-like infinity. This fact greatly simplifies the analysis on Minkowski but is not true
on black hole space-times because the charge asymptotes a finite generically non-zero value e. These works
are discussed in section 1.2.3.
Finally in section 1.2.4, we review some of the numerous works on wave equations on black holes space-
time. This is the uncharged analogue q0 = 0 of the equations we study. This is the occasion to review the
rp method which is central to our argument and its application to proving exact Price’s law tail in [2].
1.2.1 Conjectured asymptotic behaviour of weakly charged scalar fields on black hole
space-times
We now state the expected asymptotics for a charged scalar field on the event horizon of asymptotic flat
black hole space-times. The Physics literature is surprisingly scarce. We base this section on [24], which is a
heuristics-based work and the subsequent papers of the same authors. They state inverse polynomial decay
estimates for the charged scalar field on Reissner-Nordstro¨m space-time when the asymptotic charge of the
Maxwell equation is arbitrarily close to 0.
It is argued that the limiting decay rate 2 is a consequence of multiple scattering already present in flat
space-time. Therefore, they suggest that the limit decay rate on black holes space-time —when the charge
tends to zero— is the same as on Minkowski, which is consistent with the best decay rate on a constant r
curves found in [33], c.f. section 1.2.3.
This slow decay stands in contrast to the faster rate prescribed by Price’s law for uncharged perturbations,
c.f. Theorem 1.3. This is because for charged perturbations, the curvature term coming directly from the
black hole metric decays faster than the term proportional to the charge of the scalar field. The work [24]
was one of the first to notice, in the language of Physics, that charged scalar hairs decay slower than neutral
ones.
From an heuristic argument, one can understand from the wave equation 2.6 why the limit decay rate
is 2 : we state the charged scalar field equations in spherically symmetry on a (M,ρ) Reissner-Nordstro¨m
background :
Du(Dvψ) =
Ω2
r2
ψ
(
iq0Q− 2M
r
+
2ρ2
r2
)
,
while its uncharged analogue when q0 = 0 is
13Outside spherical symmetry, dynamics of the Maxwell equation notably are much richer and the Maxwell field cannot be
reduced to the charge, unlike in the present paper.
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∂u(∂vψ) =
Ω2
r3
ψ
(
−2M + 2ρ
2
r
)
.
If we expect that the radiation field ψ and the charge Q are bounded, we can infer that the charged
equations may give a t−2 decay of φ on a constant r curve for compactly supported data, while the uncharged
analogue gives t−3 decay, because of the different r power. This is because for asymptotically flat hyperbolic
problems, we expect the r decay at spatial infinity to be translated into t decay towards time-like infinity.
It should also be noted that, since higher angular modes are expected to decay faster than the spherically
symmetric average, the decay of scalar fields without any symmetry assumption is expected to be the same.
Another interesting discovery made in [24] is the oscillatory behaviour of the scalar field on the event
horizon. This is connected to the fact that the scalar field is complex, otherwise the dynamics of the Maxwell
equation is trivial as it can be seen in equation 1.1. This makes the proof of decay much more delicate than
in the uncharged case, c.f. section 1.2.4 for a discussion.
The result of [24] can be summed up as follows :
Conjecture 1.2 (Asymptotic behaviour of weakly charged scalar fields, [24]). Let (φ, F ) be a solution of the
Maxwell-Charged-Scalar field system with no particular symmetry assumption on a Reissner-Nordstro¨m
space-time, and define the Maxwell charge Q with the relationship Fuv =
2QΩ2
r2
.
Suppose that the data for |φ| is sufficiently decaying towards spatial infinity.
Denote the asymptotic charge e = limv→+∞Q|H+(v).
Let  > 0. Then there exists δ > 0, such if q0|e| < δ we have 14on the event horizon of the black hole,
parametrized by an advance time coordinate v, as defined in section 2.1 :
φ|H+(v) ∼ Γ0 · e
iq0e
r∗
r+ · v−2+η(q0e), (1.11)
ψ|I+(u) ∼ Γ′0 · (uv )
iq0e · u−1+η(q0e), (1.12)
φ|γ(t) ∼ Γ′′0 · tiq0e · v−2+η(q0e), (1.13)
as v → +∞ and where Γ0, Γ′0, Γ′′0 are constants, 0 < η(q0e) <  and γ is a far-away curve on which
{t ∼ u ∼ v ∼ r}, defined in section 2.
This also implies 15 that the energy on say the V foliation of section 2.4, behaves like
E(u) ∼ E0 · u−3+2η(q0e), (1.14)
where E0 is a constant.
Remark 7. Note that the decay of the charged scalar field depends on the dimension-less quantity q0e only.
Remark 8. Notice also that the conjecture of [24] does not imply any spherical symmetry assumption. It is
actually argued that — due to a better decay of the higher angular modes — generic solutions decay as the
same rate as spherically symmetric ones.
The present paper partially solves this conjecture : in particular we are able to prove the upper bounds
corresponding to (1.12), (1.13) and (1.14), up an u loss for any  > 0. Moreover, we give an explicit 16
expression η(q0e) = 1−
√
1− 4q0|e|.
The upper bound corresponding to (1.11) is more difficult to prove due to the degeneration of r weights
in the bounded r region. We indeed prove
r
1
2 |φ|(u, v) . (E(u)) 12 . u− 32+η(q0e),
which gives the optimal t−2+η(q0e) decay on γ but only v−
3
2
+η(q0e) on H+. While this issue can be
circumvented for the uncharged scalar field using the better decay of the derivative, such a strategy is hope-
less here, c.f. section 1.2.4. Nonetheless, the strictly integral point-wise estimates on the event horizon are
sufficient for future work on the interior of black holes, c.f. section 1.2.2.
The decay of charged scalar fields should be compared to its uncharged analogue prescribed by Price’s
law, which is faster :
Theorem 1.3 (Price’s law, [2], [12], [37], [40], [44], [48]). Let φ be a finite energy solution of the wave
equation on a Reissner-Nordstro¨m space-time.
Then φ is bounded everywhere on the space-time and generically decays in time on the event horizon
parametrized by the coordinate v of section 2.1 :
φ|H+(v) ∼∞ Γ0 · v−3, (1.15)
where ∼∞ denotes the numerical equivalence relation as v → +∞ for two functions and their derivatives at
any order and Γ0 6= 0 is a constant.
14(1.11) has to be understood as limu→+∞ φ(u, v)e
−iq0e r
∗
r+ ∼v→+∞ Γ0 · v−2+η and (1.12) has to be understood as
limv→+∞ ψ(u, v)viq0e ∼u→+∞ Γ′0 · u−1+η+iq0e.
15Although this is not explicitly stated in [24].
16That may not be sharp.
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1.2.2 Towards the gravity coupled model in spherical symmetry
In this section, we mention some of the consequences of a future adaptation of this work to the case of the
Einstein–Maxwell-Charged-Scalar-Field equations in spherical symmetry.
If all carries through, this proves in particular the non-linear stability of Reissner-Nordstro¨m
space-time against small charged perturbations.
Additionally, one can understand the interior structure of black holes for this model. To that effect,
we briefly summarize the results of [51] on the black hole interior for the Einstein–Maxwell-Charged-Scalar-
Field equations in spherical symmetry. In particular, if the results of the present paper can be extrapolated
to the gravity coupled case, it would give interesting information on the structure of one-ended black
holes, not modelled by the uncharged analogous equations.
The Einstein–Maxwell-Klein-Gordon equations, whose Einstein–Maxwell-Charged-Scalar-Field is a par-
ticular case where the constant m2 = 0, can be formulated as
Ricµν(g)− 1
2
R(g)gµν = TEMµν + TKGµν , (1.16)
TEMµν = gαβFανFβµ − 1
4
FαβFαβgµν , (1.17)
TKGµν = <(DµφDνφ)− 1
2
(gαβDαφDβφ+m
2|φ|2)gµν , (1.18)
∇µFµν = iq0 (φDνφ− φDνφ)
2
, F = dA, (1.19)
gµνDµDνφ = m
2φ. (1.20)
We then have the following result :
Theorem 1.4 ([51]). Let (M, g, F, φ) a spherically symmetric solution of the Einstein–Maxwell-Klein-
Gordon system. Suppose that for some s > 1
2
the following bounds hold, for some advanced time 17 coordinate
v on the event horizon :
|φ(0, v)||H+ + |Dvφ(0, v)||H+ . v−s. (1.21)
Then near time-like infinity, the solution remains regular 18up to its Cauchy horizon.
If in addition s > 1 then the metric extends continuously across that Cauchy horizon.
If moreover the following lower bound on the energy holds , for a p such that 2s−1 ≤ p < min{2s, 6s−3}
v−p .
∫ +∞
v
|Dvφ|2|H+(0, v′)dv′, (1.22)
then the Cauchy horizon is C2 singular 19.
Hence the metric is (locally) C2 inextendible across the Cauchy horizon.
Therefore, if the results of the present manuscript can be extended to the gravity coupled problem, it
would imply the continuous extendibility of the metric, at least for small enough data (in particular small
initial charge).
Moreover, if we assume that an energy boundedness statement and an integrated local energy estimate
20 hold, then we can prove the continuous extendibility result for a larger class of initial data, namely for an
initial asymptotic charge 21 in the range q0|e0| ∈ [0, 14 ) .
This is relevant to the so-called Strong Cosmic Censorship Conjecture. Its Ck formulation states that
for generic admissible 22 initial data, the maximal globally hyperbolic development is inextendible as a
Ck Lorentzian manifold. While its continuous formulation — for k = 0 — is often conjectured, it has been
disproved in the context of the Einstein–Maxwell-Uncharged-Scalar-Field black holes in spherical symmetry,
c.f. [8], [9], [12] and more recently for the Vacuum Einstein equation with no symmetry assumption in 23
the seminal work [11]. Roughly, the continuous formulation of Strong Cosmic Censorship is false in these
contexts because one expects dynamic rotating or charged black hole interiors to admit a null boundary —
the Cauchy horizon — over which tidal deformations are finite. Therefore, provided that the decay rate
assumed in (1.21) can be proved for Cauchy data, the continuous extendibility result of Theorem 1.4 disproves
the continuous version of Strong Cosmic Censorship for the Einstein–Maxwell-Charged-Scalar-Field black
holes in spherical symmetry.
17This v is the v coordinate defined in section 2.1, although in the uncoupled case a gauge choice is necessary, c.f. [51].
18More precisely, the Penrose diagram -locally near timelike infinity- of the resulting black hole solution is the same as Reissner–
Nordstro¨m’s .
19A C2 invariant quantity blows up, namely Ric(V, V ) where V is a radial null geodesic vector field that is transverse to the
Cauchy horizon.
20Which we prove in the present paper for small enough data.
21We remind the reader that a definition of the initial asymptotic charge is present in section 2.3.
22For a precise formulation of Strong Cosmic Censorship, where the notion of admissible data is explained, we refer to [36], [37].
23The authors of [11] assume the widely-believed stability of Kerr black holes and prove that it implies the continuous extendibility
of the metric.
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While the (strongest) continuous version of the conjecture is false, the (weaker) C2 formulation of Strong
Cosmic Censorship has been proven for Einstein–Maxwell-Uncharged-Scalar-Field spherically symmetric
black holes in the seminal works [36], [37]. For the analogous Einstein–Maxwell-Charged-Scalar-Field
model, provided one can prove that (1.22) holds for generic data, the result of Theorem 1.4 proves the
C2 inextendibility of the metric along a part of the Cauchy horizon, near time-like infinity. This should
be thought of as a first step towards the proof of the C2 formulation of Strong Cosmic Censorship in the
charged case, c.f. [51] for a more extended discussion.
Remark 9. The case k = 2, i.e. the C2 inextendibility property of the metric is of particular physical
interest. Indeed, classical solutions of the Einstein equations are considered in the C2 class : therefore,
a C2 inextendibility property implies the impossibility to extend the metric as a classical solution of the
Einstein equation. On the other hand, in principle the solution can still be extended as a weak solution
of the Einstein equation, for which we only require the Christoffel symbols to be in L2. An interesting
but unexplored direction would be to prove the equivalent of Strong Cosmic Censorship in the Sobolev H1
regularity class, that would also exclude extensions as weak solutions of the Einstein equation, in that sense.
For a discussion on other motivations to study the Einstein–Maxwell-Charged-Scalar-Field model in
spherical symmetry, we refer to section 1.2.1 of [51] and the pages 23-24, section 1.42 of [11].
1.2.3 Previous works on the Maxwell-Charged-Scalar-Field
We now turn to the study of the Maxwell-Charged-Scalar-Field model. It should be noted that, even in
spherical symmetry , the equations are non-linear.
Although this problem on Minkowski space-time has received a lot of attention in the last decade, it
should be noted that the only quantitative and rigorous result for that model 24 on black hole space-times
was derived in [51], for the black hole interior (c.f. section 1.2.2). We also mention that [30] contains many
interesting preliminary results and geometric arguments for the Einstein–Maxwell–Klein–Gordon model in
spherical symmetry, although no quantitative study is carried out, either in the interior or the exterior of
the black hole.
In the rest of this section, we review previous works on flat space-time.
The first step is to study the global existence problem for variously regular data. This question has
been extensively studied, starting with the global existence for smooth data first established by Eardley and
Moncrief [19], [20]. Since then, various works have made substantial progress in different directions [7], [27],
[28], [31], [32], [39], [43], [45].
After global existence, the next natural question is to study the asymptotic behaviour of solutions. While
this problem was pioneered by Shu [47], one of the first modern result is due to Lindblad and Sterbenz [33]
who establish point-wise inverse polynomial bounds for the scalar and the Maxwell Field, provided the data
is small enough. More precisely they prove the following :
Theorem 1.5 (Lindblad-Sterbenz, [33]). Consider asymptotically flat energy Cauchy data, namely a scalar
field/Maxwell form couple (φ0, F0) such that for some α > 0 and s > 0,
EEM+SF := ‖rαφ0‖Hs(R3) + ‖rαDtφ0‖Hs(R3) + ‖rαF0‖Hs(R3) <∞.
We also denote the asymptotic initial charge e0 := limr→+∞
r2F0(∂u,∂v)
2
.
For every  > 0, there exists δ > 0 such that if
EEM+SF < δ
then we have the following estimates, for u and v large enough
|φ|(u, v) . v−1u−1+, (1.23)
|ψ|(u, v) . u−1+, (1.24)
|Dvψ||{v≥2u+R∗}(u, v) . v−2+, (1.25)
|Q|(u, v) . |e0| · 1{u≤u0(R)} + u−1+. (1.26)
As explained in pages 9 and 10 of [33], the Maxwell-Charged-Scalar-Field equations are critical with
respect to decay at r → +∞. This makes the estimates very tight, as opposed for instance to the Einstein
equations, which allow for more room. This is due to the presence of a non-linear term that scales exactly
like the dominant terms in the energy while its sign cannot be controlled. This very fact relates to the
dependence of the decay rate on the asymptotic charge e, as we explain in section 1.1.
To overcome this difficult, the authors of [33] make use of a conformal energy, a fractional Morawetz
estimate and some L2/L∞ Stricharz-type estimates. These arguments rely on the specific form of the
Minkowski metric and are difficult to transpose to any black hole space-time. We also mention the work
[3] where similar results are derived but with a simpler proof and the very recent [26] that treats the more
general case of Minkowski perturbations, still for the gravity uncoupled case.
24More exactly, for the Einstein–Maxwell-Charged-Scalar-Field and in the context of spherical symmetry.
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Recently, this problem has been revisited by Yang [49] using the modern rp method invented in [15] to
establish decay estimates. While the proven decay was weaker than that of [33], it made the decay of energy
more explicit. More importantly, the proof requires weaker hypothesis. In particular, while the scalar field
initial data need to be small, the Maxwell field is allowed to be large. This is summed up by :
Theorem 1.6 (Yang, [49]). Consider asymptotically flat energy Cauchy data, namely a scalar field/Maxwell
form couple (φ0, F0) such that for some α > 0 and s > 0,
ESF := ‖rαφ0‖Hs(R3) + ‖rαDtφ0‖Hs(R3),
EEM := ‖rαF0‖Hs(R3) <∞.
We also denote the asymptotic initial charge e0 := limr→+∞
r2F0(∂u,∂v)
2
.
For every  > 0, there exists δ > 0 such that if
ESF < δ
then we have the following estimates, for u and v large enough
r
1
2 |φ|(u, v) . u−1+, (1.27)
|ψ|(u) . u− 12+, (1.28)
|Dvψ||{v≥2u+R∗}(u, v) . v−1+, (1.29)
|Q− e0 · 1{u≤u0(R)}|(u, v) . u−1+, (1.30)
E(u) . u−2+2, (1.31)
where E(u) is the energy of the scalar field, similar to the one defined in section 2.5, and u0(R) is defined
in section 2.4.
While the rp method utilized by Yang is very robust, his work cannot be generalized easily to the case
of black hole space-times. This is because on Minkowski space-time, the long range effect of the charge
manifests itself only in the exterior of a fixed forward light cone, as it can be seen in estimates (1.26), (1.30).
In contrast to the charge on black hole space-times that always admits a 25 limit e, the charge on Minkowski
space-time tends to 0 towards time-like infinity. As a result 26, studying compactly supported initial data
on a black hole space-time is not a priori more difficult than studying data that decay sufficiently towards
spatial infinity. The strategy employed in [49] is to count on the u decay of the Maxwell term to absorb
the interaction terms in the rp weighted estimate for the scalar field. However, because of the existence of
a non-zero asymptotic charge, this fails on any black hole space-time and instead we need to rely on the
smallness of the charge in the present paper.
It should be noted that these works [3], [33], [47], [49] are treating the Maxwell-Charged-Scalar-Field out-
side spherical symmetry, which makes the dynamics of the Maxwell field much richer than for the symmetric
case considered in the present paper where the Maxwell form is reduced to the charge.
We also mention the extremely recent [50] extending the results of [49], with better decay rates and
remarkably for large Maxwell field and large scalar field.
1.2.4 Previous works on wave equations on black hole space-times and rp method
The wave equation on black hole space-times has been an extremely active field of research over the last
fifteen years, c.f. [1], [2] [12], [14], [15], [16], [17], [35], [37], [42], [48] to cite a few. This is the uncharged
analogue — when q0 = 0 — of the problem we study in the present paper.
It is related to one of the main open problems of General Relativity, the question of black holes stability
for the Einstein equations without symmetries, c.f. [10], [23], [29] for some recent remarkable advances in
various directions.
Subsequently, the black holes interior structure could be inferred from the resolution of this problem,
c.f. [8], [9], [11], [36], [51]. In addition to the analyst curiosity to understand the wave equation in different
contexts, these works also aim at exploring toy models. This may give valuable insight on the mentioned
problems coming from Physics. This is also one of the goals of the present paper.
In this section, we review some results that are related to the decay of scalar fields on spherically sym-
metric space-times, which is the uncharged version of the model considered in the present manuscript. We
are going to mention in particular the different uses of the new rp method, pioneered in [15].
After the broader discussion of section 1.2.2, we would like to emphasize how the quantitative late time
behaviour of scalar fields impacts the geometry of black holes.
This was first understood in [8], [9] in the context of Einstein–Maxwell-Uncharged-Scalar-Field in spher-
ical symmetry. It is proved that Price’s law of Theorem 1.3 implies that generic black holes for this model
25The future asymptotic charge e , defined as the limit of Q towards infinity on H+, I+ or any constant r curve.
26In [33] and [49], it has been argued that it is not sufficient to study compactly supported data to understand how decaying
data behave. This is because the main charge term cancels for the former and not for the latter. This fact is not any longer true
on a black hole space-time.
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possess a Cauchy horizon over which the metric is continuously extendible. Therefore, from [12], the con-
tinuous formulation of Strong Cosmic Censorship conjecture is false for this model.
This insight, provided by the toy model, gave a good indication about black holes that satisfy the
Einstein equation without symmetry assumptions. This is best illustrated by the remarkable and recent
work of Dafermos and Luk [11], where it is proven that the decay of energy-like quantities on the event
horizon implies the formation of a C0 regular Cauchy horizon, with no symmetry assumption.
Once the first step — namely understanding (almost) sharp upper bounds— has been carried out, the next
step is to understand lower bounds. This is the object of the work [37] for the Einstein–Maxwell-Uncharged-
Scalar-Field in spherical symmetry, in which L2 lower bounds are proved on the event horizon. Then, in
[36], it is shown that these lower bounds propagate to the interior of the black hole. The result implies that
generic black holes possess a C2 singular 27 Cauchy horizon. This means that the C2 formulation of Strong
Cosmic Censorship conjecture is true for this model. Note that the upper bounds of [12] are extremely useful
in the instability proof of [37].
The main intake of this short review is the idea that the fine geometry of the black hole is determined
by the decaying quantities on the event horizon, which makes the study of black hole exteriors all the more
important. The problem gathers both 28 stability and instability features (c.f. also [51]) : stability of scalar
fields implies the formation of a C0 regular Cauchy horizon while instability ensures its C2 singular nature.
Now we start a short review of the rp method from [15]. This should be thought of as a new vector field
method, which makes use of r weights as opposed to conformal vector fields that were used more traditionally,
like in [33]. The objective is to prove that energy decays in time. Nevertheless, it is a well-known fact that
the energy on constant time slice is constant and does not decay. The idea is to consider instead the energy
on a J-shaped foliation Στ = {r ≤ R, τ ′ = τ} ∪ {r ≥ R, u = uR(τ)} as depicted in [15] or [49]. We can then
establish a hierarchy of rp weighted energy from which time decay can be obtained, using the pigeon-hole
principle.
In this article we are going to consider a V -shaped foliation instead Vu = {r ≤ R, v = vR(u)} ∪ {r ≥
R, u′ = u}, c.f. Figure 1 and section 2.4. This is purely for the sake of simplicity and does not change
anything.
Theorem 1.7 (rp method for 0 ≤ p ≤ 2, Dafermos-Rodnianski, [15]). Let φ be a finite energy solution of
gφ = 0,
where g is a Schwarschild exterior metric. The following hierarchy of rp weighted estimates is true : for all
u0(R) ≤ u1 < u2 : ∫ u2
u1
E1[ψ](u)du+ E2[ψ](u2) . E2[ψ](u1),∫ u2
u1
E0[ψ](u)du+ E1[ψ](u2) . E1[ψ](u1),
where Eq[ψ] is defined in section 2.5. Therefore
29 the following estimates are true :
r
1
2 |φ||{r≥R}(u, v) . u−1, (1.32)
|ψ|(u, v) . u− 12 , (1.33)
E(u)[φ] . u−2, (1.34)
where E(u) = E(u)[φ] is defined in section 2.5.
The method was then subsequently extended to the case of n-dimensional Schwarschild black holes for
n ≥ 3 by Schlue in [46]. The main novelty is the existence of a better energy decay estimate for ∂tφ which
proves a better point-wise for φ as well : for all  > 0
r
1
2 |φ||{r≥R}(u, v) . u−
3
2
+, (1.35)
|ψ|(u, v) . u−1+, (1.36)
E(u)[∂tφ] . u−4+2. (1.37)
The work of Moschidis [42], which generalizes the rp method and point-wise decay estimates to a very
general class of space-times, should also be mentioned.
The rp hierarchy has been subsequently extended to p < 5 in [1]. This has led to the proof of the (almost)
optimal decay for the scalar field and its derivatives on Reissner–Nordstro¨m space-time.
27Precisely, there exists a geodesic vector field ∂V that is transverse to the Cauchy horizon and regular, so that Ric(∂V , ∂V ) =∞.
28This apparent paradox is resolved once one realizes that stability estimates are proven for a very weak norm, whereas instability
estimates originate from a blow-up of stronger norms. c.f. [36] and [51].
29We must then crucially make use of a Morawetz estimate and of the energy boundedness on Schwarzschild space-time.
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Theorem 1.8 (rp method for 0 ≤ p < 5, Angelopoulos-Aretakis-Gajic, [1]). Let φ be a compactly supported
30 solution of
gφ = 0,
where g is a sub-extremal Reissner–Nordstro¨m exterior metric.
For all 0 ≤ p < 5, the following hierarchy of rp weighted estimates is true : for all u0(R) ≤ u1 < u2 :
p
∫ u2
u1
Ep−1[ψ](u)du+ Ep[ψ](u2) . Ep[ψ](u1).
For all 2 ≤ q < 6, the following hierarchy of rq weighted estimates is true : for all u0(R) ≤ u1 < u2 :∫ u2
u1
Eq−1[∂tψ](u)du . Eq[∂rψ](u) + Eq−2[ψ](u) + E(u)[φ] + E(u)[∂tφ].
For all 6 ≤ s < 7, the following hierarchy of rs weighted estimates is true : for all u0(R) ≤ u1 < u2 :∫ u2
u1
Es−1[∂rψ](u)du+ Es[∂rψ](u2) . Es[∂rψ](u) + Es−2[ψ](u) + E(u)[φ] + E(u)[∂tφ].
Therefore for all  > 0, we have the following energy decay
E(u)[φ] . v−5+, (1.38)
E(u)[∂tφ] . v−7+. (1.39)
Remark 10. This gives an alternative proof of estimate 1.15 for the linear problem , i.e. the wave equation
on a Reissner–Nordstro¨m background. Actually, after commuting twice with ∂t, one can also obtain the
estimate |∂vφ|H+ . v−4+. This is therefore a better estimate than in [12], although obtained only for the
linear problem.
This strategy to prove the almost optimal energy decay is the first step towards understanding lower
bounds. The second step, carried out in [2], is to identify a conservation law that allows for precise estimates.
Corollary 1.9 (Angelopoulos-Aretakis-Gajic, [2]). With the same hypothesis as for Theorem 1.8, for every
r0 > r+, where r+ is the radius of the black hole, there exists a constant C > 0 and  > 0 such that on a
{r = r0} curve :
φ(r0, t) =
C
t3
+O(t−3−).
In the present paper and although we do not explicitly use any of the techniques of [1] and [2], we intend
to pursue the same program for the non-linear Maxwell-charged scalar field equations. In our case the
decay mechanism is more complicated, in particular the decay rate is not universal and depends on the
asymptotic charge e.
We find that the maximum p for which we can derive a hierarchy of rp weighted energies is
p = 2 +
√
1− 4q0|e|. This is arbitrarily close to the optimal energy decay rate predicted by [24] as q0e
tends to 0. However, we cannot retrieve the optimal point-wise bound, close to 2, on the event horizon from
this : our method only proves 3
2
as q0e tends to 0. This is because it is not clear whether E(u)[Dtφ] enjoys
a better u decay than E(u)[φ], in contrast to the uncharged problem as it can be seen in equations (1.37),
(1.39).
The physical explanation behind this phenomenon is the presence of an oscillatory term, because the
scalar field is complex, as explained in [24]. This makes the analysis more difficult. Therefore, while in
the uncharged problem φ and ∂tφ decay like v
−3 and v−4 respectively, it is not certain that an analogous
property is true in the charged case.
Notice however that the bounds we prove on the charge —depending only on the energy— and the
bounds towards null infinity are expected to be almost sharp. Moreover, the point-wise bounds on the event
horizon are always strictly integrable, which is crucial to study the interior of the black hole, see section
1.2.2.
1.3 Methods of proof
We now briefly discuss some of the main ideas involved in the proofs.
1.3.1 Smallness of the charge
During the whole paper, we require q0Q to be smaller than some constant. This smallness originates from
that of the initial data. More precisely, we prove that provided the asymptotic initial charge e0 and of the
r weighted initial scalar field energies are small, then so is the charge, everywhere.
We explain heuristically why this is the case. Schematically, the Maxwell equation looks like
30More precisely, with sufficient initial decay that the Newman-Penrose constant vanishes.
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|∂Q| . r2|φ||Dφ|. Then by using Cauchy-Schwarz with some Hardy inequality to control the zero order
term in |φ|, we see that the charge difference is roughly controlled by the r weighted energy E˜1 (c.f. section
2.5 for a precise definition), which is itself bounded by its initial value E˜1. Therefore, broadly |Q− e0| . E˜1
so Q is small if both |e0| and E˜1 are small.
This issue relying essentially on the boundedness of various energy-like quantity by the initial data, an
estimate of the form E˜1(u) . E˜1 suffices.
This is sensibly easier to prove than an estimate of the form E˜1(u2) . E˜1(u1) for all u1 < u2, which we
prove later and is required to prove decay, with the use of a pigeon-hole like argument.
This is why this charge smallness step is carried out first, as a preliminary estimate, before the much
more precise versions later required to prove decay. This first step carried out in section 4 should be thought
of as the analogue of a boundedness proof.
Doing so, we reduce the Cauchy problem to a characteristic initial value problem on the double null
surface {u = u0(R)} ∪ {v = v0(R)}. Therefore, section 4 is also the only part of the paper where estimates
cover the whole space-time, including the region {u ≤ u0(R)} ∪ {v ≤ v0(R)}. In later sections dealing with
decay, we use the results of this first part and only consider a characteristic initial value problem on the
domain D(u0(R),+∞), the complement of {u < u0(R)} ∪ {v < v0(R)}.
1.3.2 Overview of decay estimates
Now we turn to the core of the present paper : decay estimates. As explained earlier, they rely on
1. Degenerate energy boundedness, c.f. section 1.3.3.
2. An integrated local energy decay, also called a Morawetz estimate, see section 1.3.4.
3. Non-degenerate energy boundedness, using the red-shift effect c.f. section 1.3.5.
4. A rp weighted hierarchy of estimates, see section 1.3.6 .
5. A pigeon-hole principle like argument from which time decay can be retrieved for the un-weighted
energy, using the last three estimates.
6. Point-wise decay estimates, using crucially the energy decay, c.f. section 1.3.7.
Steps 1, 2 and 3 are inter-connected and must be carried out all simultaneously, in contrast to the
uncharged case (the wave equation) c.f. [13]. Step 4 and 5 are also connected and moreover rely crucially on
the results of steps 2 and 3. The last step 6 requires the results of 4 and 5 together with some additional
point-wise decay hypothesis of the scalar field Cauchy data.
The distinction between the degenerate and non-degenerate energy is due to the causal character of ∂t,
the Killing vector field which allows for energy conservation. While on Minkowski space-time ∂t is everywhere
time-like, this is not true on black hole space-times since ∂t then becomes null on the event horizon. For
this reason, the energy conserved by ∂t is called degenerate. To obtain the so-called non-degenerate energy,
which is the most natural to consider, the use of red-shift estimates is required, c.f. section 1.3.5 for a more
precise description.
To prove time decay of the energy — one of the main objectives of this paper — we use the rp method :
from the boundedness of the rp weighted energies, one can roughly retrieve time decay t−p of the un-weighted
energy.
For steps 1 to 4, we mainly use the vector field method, which is a robust technique to establish L2
estimates with the use of geometry-inspired vector fields and the divergence theorem, c.f. Appendix C. The
principal difficulty, when we apply the energy identity to a vector field X, is to absorb an interaction 31 term
between the scalar field and the electromagnetic part of the form
q0Q
r2
= (φ(XvDvφ−XuDuφ)) .
It comes from the second term of the identity ∇µ(TSFµν Xν) = TSFµν ΠµνX + FµνXµJ ν(φ), c.f. (C.11) and
Appendix C.
This term must be absorbed by a controlled quantity to close the energy identities of steps 1 to 4.
However it has the same r weight as the positive main term controlled by the energy. The strategy is then
to apply Cauchy-Schwarz inequality to turn this interaction term into a product of L2 norms. Thereafter
we use the smallness of q0Q to absorb it. For a more precise description, c.f. for instance section 1.3.6.
Because the main term controlled by the energy is proportional to |Dφ|2, we also need to use Hardy-type
inequalities throughout the paper, to absorb any term proportional to |φ|2. These estimates are proven in
section 2.
More details on each step are provided in the subsequent sub-sections.
1.3.3 Degenerate energy boundedness
We define the degenerate energy of the scalar field on our Vu foliation by
Edeg(u) =
∫ +∞
u
r2|Duφ|2(u′, vR(u))du′ +
∫ +∞
vR(u)
r2|Dvφ|2(u, v)dv,
31This term is the source of the criticality with respect to r decay that we describe in the introduction and in section 1.2.3.
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c.f. section 2.4 and section 2.5.
We want to prove an estimate of the form Edeg(u2) . Edeg(u1) for any u1 < u2. For this, we make use
of the Killing vector field T = ∂t and notice that ∇µ(TµνT ν) = 0 where T = TSF + TEM , c.f. section C.1
and section C.2.
While the analogous boundedness estimate in the uncharged case of the wave equation is trivial, even on
Reissner-Nordstro¨m space-time, this is in the charged case one of the technical hearts of the paper.
Indeed, the method we described above now gives rise to an equation of the form
Edeg(u2) +
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du+
∫ +∞
u2
2Ω2Q2
r2
(u, vR(u2))du
+
∫ +∞
vR(u2)
2Ω2Q2
r2
(u2, v)dv = Edeg(u1) +
∫ +∞
u1
2Ω2Q2
r2
(u, vR(u1))du+
∫ +∞
vR(u1)
2Ω2Q2
r2
(u1, v)dv.
(1.40)
This is problematic, since the quadratic terms involving the charge do not decay, Q tending to a finite limit
at infinity in the black hole case. This is of course in contrast to the Minkowski case where Q tends to
0 towards time-like infinity. However, there is a hope that the difference of such terms, e.g. a term like∫ +∞
vR(u2)
Ω2Q2
r2
(u2, v)dv −
∫ +∞
vR(u1)
Ω2Q2
r2
(u1, v)dv can be absorbed into the energy of the scalar field.
To prove this, we require the charge to be small and we have to estimate the difference carefully. More
precisely, we need to transport some charge differences towards constant r curves and then to use the
Morawetz estimate of step 3.
1.3.4 Integrated local energy decay
It has been known since [41] that an integrated local energy decay estimate — now called Morawetz es-
timate — is useful to prove time decay of the energy. This is classically an estimate roughly of the form∫
space−time r
−1−δ (|φ|2 + r2|Dφ|2) . E(u) where E(u) is the energy coming from ∂t and δ > 0 can be taken
arbitrarily small. Note that this is a global estimate with sub-optimal r weights but involving all derivatives.
We prove such an estimate in the step 3 but for δ > 0 that can be actually large. This does not make
the later proof of decay harder, since our argument — carried out in the r bounded region {r ≤ R} — is
unaffected by the value of δ.
The Morawetz estimate is probably — together with the degenerate energy boundedness of step 1 —
is probably one of the most delicate point of the present paper. This is because in the charged case, the
customary use of the vector field method with f(r)∂r∗ now involves a supplementary term of the form
error =
∫
space−time q0Q · f(r) · =(φ¯Dφ) that was not present in the uncharged case. This creates additional
difficulties :
1. the zero order term A0 =
∫
space−time r
−1−δ|φ|2 cannot be controlled independently. This is in contrast
to the uncharged case where one can first control
∫
space−time r
−1−δ′ · r2|Dφ|2 for some δ′ > δ and then
use this preliminary bound to finally control
∫
space−time r
−1−δ|φ|2, c.f. [37].
2. The integrand of error decays in r at the same rate as the main controlled term, for any reasonable
choice of f(r). To absorb error in the large r region, we require r · f ′(r) & |f(r)| as r → +∞ . This
is because, unlike on Minkowski space-time where Q tends to 0 towards time-like infinity, we can only
rely on |Q| . e, where e > 0 is a (small) constant. This roughly gives an estimate of the form
∫
space−time
f ′(r) · r2|Dφ|2 . A0 + q0e
∫
space−time
|f(r)| · |φ| · |Dφ| . A0 + q0e
∫
space−time
r|f(r)| · |Dφ|2,
(1.41)
where for the last inequality, we used Cauchy-Schwarz and the Hardy inequality roughly under the
form
∫
space−time r
−1|f(r)| · |φ|2 . ∫
space−time r|f(r)| · |Dφ|2. The condition r · f ′(r) & |f(r)| together
with the smallness of q0e then allows us to close the estimate, up to the zero order term A0. This line
of thought suggests that f(r) ≈ −r−δ, δ > 0 is an appropriate choice.
3. On a black hole space-time, the zero order term A0 is harder to control than on Minkowski space. This
is because (1.41) can actually be written in a more precise manner as∫
space−time
f ′(r) · r2|Dφ|2 + r2g(Ω2 · r−1f(r)) · |φ|2 . q0e
∫
space−time
r|f(r)| · |Dφ|2 + E(u). (1.42)
For f(r) = −r−δ, we compute r2g(Ω2 · r−1f(r)) = r−δ−1PM,ρ(r) where PM,ρ(r) is a second order
polynomial 32 in r−1 that is positive on [r+, r(δ)] ∪ [R(δ),+∞] and negative on (r(δ), R(δ)) for some
r+ < r(δ) < R(δ). An analogous computation on Minkowski gives a strictly positive constant polyno-
mial P0,0(r) = (δ + 1)(δ + 4).
To deal with these difficulties, we first need to prove an estimate for A0 in a region {r+ ≤ r ≤ R0} for
R0 close enough from r+, using the vector field −∂r∗ and the smallness of q0e. We then rely on the crucial
but elementary fact that R(δ) → r+ as δ → +∞. Therefore, for δ large enough, we get a positive control
of A0 on [R0,+∞] using (1.42). We conclude combining this with the estimate on [r+, R0].
32whose coefficients involve M and ρ, the parameters of the Reissner–Nordstro¨m black hole.
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1.3.5 Non-degenerate energy boundedness and red-shift
We now define the non-degenerate energy of the scalar field on our Vu foliation by
E(u) =
∫ +∞
u
r2
|Duφ|2
Ω2
(u′, vR(u))du
′ +
∫ +∞
vR(u)
r2|Dvφ|2(u, v)dv,
c.f. section 2.4 and section 2.5.
This is called non-degenerate precisely because on a fixed v line, Ω−2∂u is a non-degenerate vector field
across the event horizon {u = +∞}. Therefore, we expect (and prove in step 6) a bound of the form
|Duφ| . Ω2, consistent with the boundedness of the quantity E(u). This also means that Duφ = 0 on the
event horizon, which explains why ∂u is degenerate and needs to be renormalized to obtain a finite limit.
Our goal is then to prove an estimate of the form E(u2) . E(u1) for any u1 < u2.
For this, we use a so-called red-shift estimate, pioneered in [12], [13], [14]. In our context, it boils down
to using the vector field method with X = Ω−2∂u. While this is not the hardest part of the paper, we still
need to use the Morawetz estimate of step 3 to conclude, unlike in the uncharged case. This is because in
our case, we must absorb a bulk term coming from the charge (c.f. section 1.3.2) into a controlled scalar
field bulk term, while for the wave equation, no control of the bulk term is needed at this stage, c.f. [13].
1.3.6 Energy decay and rp method
To prove time decay of the energy, we use the rp method, pioneered in [15].
The idea is to prove the boundedness of rp weighted energies
Ep(u) :=
∫ +∞
vR(u)
rp |Dvψ|2(u, v)dv,
for a certain range of p, ultimately responsible for time decay t−p. Actually, we prove a hierarchical
estimate of the form ∫ u2
u1
Ep−1(u)du+ Ep(u2) . Ep(u1) . 1.
This kind of estimate is obtained by applying the vector field method in a region {r ≥ R} with the vector
field rp∂v.
Thereafter applying the mean-value theorem or a pigeon-hole like argument, we can retrieve an estimate
of the form Ep−1(u) . u−1 and eventually E(u) . u−p.
Now in the case of the Maxwell-Charged-Scalar-Field model, we also have to control an interaction term
coming from the charge c.f. section 1.3.2. We now have an estimate of the form∫ u2
u1
Ep−1(u)du+ Ep(u2) . Ep(u1) + error,
where error ≈ q0e
∫ ∫
{r≥R} r
p−2=(ψ¯Dvψ) is the interaction term we mentioned earlier.
Due to the shape of this term, as we explained already, we need a Hardy inequality to absorb to |φ| into
the energy term.
More explicitly we roughly estimate error using the following type of bounds :
|
∫ ∫
{r≥R}
rp−2=(ψ¯Dvψ)| .
(∫ ∫
{r≥R}
rp1 |ψ|2
) 1
2
(∫ ∫
{r≥R}
rp2 |Dvψ|2
) 1
2
,
where p1 +p2 = 2p−4, simply using Cauchy-Schwarz. We then apply a Hardy inequality to roughly find
if p1 < −1 :
|
∫ ∫
{r≥R}
rp−2=(ψ¯Dvψ)| . |1 + p1|−1
(∫ ∫
{r≥R}
rp1+2|Dvψ|2
) 1
2
(∫ ∫
{r≥R}
rp2 |Dvψ|2
) 1
2
.
Now because
∫ ∫
{r≥R} r
p2 |Dvψ|2 =
∫ u2
u1
Ep2(u)du, which is already controlled for p2 = p− 1, the choice
(p1, p2) = (p− 3, p− 1) seems natural, c.f. section 6.2.
We then roughly need to absorb a term q0|e| · |2 − p|−1
∫ u2
u1
Ep−1(u)du into
∫ u2
u1
Ep−1(u)du which is
essentially doable if q0|e| is small but requires p ∈ [0, 2− (q0e)] in particular p < 2. Calling p0 the maximal
p for which we can do this, we then essentially prove for u > 0 large :
Ep0−1(u) .
Ep0(u)
u
. (1.43)
We employ this strategy in section 6.2. While the estimates we get are necessary to “start” the argument,
they are insufficient to reach the best possible decay advertised in the theorems.
This is why in section 6.3, we adopt a completely different strategy. This time we chose (p1, p2) = (p−4, p)
for p = p0 + 1. Then the error term we need to absorb is roughly of the form
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q0|e| · |2− p0|−1
(∫ u2
u1
Ep−2(u)du
) 1
2
(∫ u2
u1
Ep(u)du
) 1
2
. q0|e| · |3− p|−1
(
Ep−1(u)
u
) 1
2
(∫ u2
u1
Ep(u)du
) 1
2
,
where we used the equation (1.43) and the fact that p0 = p− 1.
Now we need to absorb the right-hand side into
∫ u2
u1
Ep−1(u)du+ Ep(u2). This requires a Gro¨nwall-like
method and a careful bootstrap argument on Ep−1(u), in which we experience a controlled u growth to
eventually get Ep(u) . u and E(u) . u−p+ for all  > 0.
With this last argument, a rp weighted hierarchy is proven for p ∈ [0, 3 − (q0e)] which is a significant
improvement with respect to the first method and allows us to claim a stronger time decay of the energy.
1.3.7 Point-wise bounds
To prove point-wise bounds on the scalar field and the charge, we need two essential ingredients : the weighted
energy decay of step 5 and a point-wise estimate on a fixed light cone of the form |Dvψ|(u0(R), v) . v−ω
for some ω > 0.
The latter comes from the point-wise decay of the scalar field Cauchy data, that implies consistent point-
wise bounds in the past of a fixed forward light cone, c.f. section 4. We then use the former to “initiate”
some decay estimate for φ. For this we essentially use Cauchy-Schwarz under the form r
1
2 |φ| . E(u) . u−p,
for the maximum p in the rp hierarchy.
Point-wise bounds are then established in the rest of the space-time integrating (2.6) and (2.7) along
constant u and constant v lines, after carefully splitting the space-time into regions where the scalar field
behaves differently.
These regions are roughly :
1. A far away region — including I+ = {r = +∞} — where r ∼ v, which is somehow the easiest.
2. An intermediate region {R ≤ r . v} where R > r+ is a large constant.
3. The bounded r region {r+ ≤ r ≤ R}, which includes H+ = {r = r+} .
The far away region is the one where r weights are strong so the “conversion” between the L2 and the
L∞ occurs “with no loss”.
The bounded r region is also not so difficult due to a point-wise version of the red-shift effect : there is
again no loss between the estimates on the curve r = R and the event horizon r = r+.
However, in the intermediate region, the r weights, strong on {r ∼ v} degenerate to a mere constant
near {r = R}. For this reason, the estimates imply a loss of v 12 , which explains why the point-wise decay
rate obtained on the event horizon is not expected to be optimal, while the rates on the energy and in the
far away region are, at least in the limit q0|e| → 0.
In every section and subsection, the precise strategy of the proof is discussed. We refer the reader to
these paragraphs for more details.
1.4 Outline of the paper
The paper is outlined as follows : after introducing the equations, some notations and our foliation in section
2, we announce in section 3 a more precise version of our results.
Because our techniques (with the V shaped foliation of section 2) only deal with characteristic initial
value data, we explain in section 4 how the Cauchy problem can be reduced to a characteristic initial value
problem, with the correct assumptions. This is also the occasion to derive a priori smallness estimates on
the charge, useful to close the harder estimates of the following sections. To avoid repetition and because
the estimates are easier than the ones in the next sections, we postpone the proof to Appendix B.
Then in section 5, we prove Theorem 3.2. This section is divided as follows : first the subsection 5.1 where
the integrated local energy decay is established, modulo boundary terms. Then the subsection 5.2 where
the red-shift effect is used to establish a non-degenerate energy boundedness statement, modulo degenerate
energy boundary terms. Finally we close together the energy boundedness and the Morawetz estimate in
subsection 5.3, using crucially the results of the former two subsections.
Then, we turn to the proof of the second main result of the present paper, Theorem 3.3. Establishing
energy decay is the object of section 6. It is divided as follows : first in subsection 6.1, we carry out
preliminary computations. We also re-prove explicitly the version of the rp method needed for our purpose,
with the notations of the paper. Then a first energy decay estimate is proven, for p < 2, in section 6.2, using
the smallness of the future asymptotic charge under the form q0|e| < 14 .
Finally, in section 6.3, we prove a hierarchy of rp estimates for p < 3. The employed strategy differs
radically from the one of section 6.2 but we use crucially the rp hierarchy proven in the previous section.
This proves Theorem 3.3.
Section 6.3 is one of the technical hearts of the paper, and the part that allows eventually for strictly
integrable bounds on the event horizon.
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The intake of section 6.2 and 6.3 is that energy decay at a rate p = 2 +
√
1− 4q0|e| holds, provided
energy boundedness is true. This rate tends to 3 as q0e tends to 0, which is the expected optimal limit. It
also tends to 2 as q0|e| tends to 14 .
We can then retrieve point-wise estimates from the energy decay in section 7. We use methods that only
work in spherical symmetry and which are optimal in a region near null infinity. However, the presence of r
weights that degenerate in the bounded r region creates a u
1
2 loss in the decay that cannot be compensated
otherwise, like it was 33 in the uncharged case, c.f. Section 1.2.4 . This is why the optimal energy decay does
not give rise to optimal point-wise bounds on the event horizon. However, since the decay rate of the energy
is always superior to 2, we retrieve strictly integrable point-wise decay rate for φ on the event horizon,
for the full range of q0|e| we consider.
Finally, we prove a slight variant 34 of Theorem 3.3 in Appendix A, the proofs of Section 4 are carried
out in Appendix B and a few computations are made explicit in Appendix C.
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2 Equations, definitions, foliations and calculus preliminaries
2.1 Coordinates and vector fields on Reissner–Nordstro¨m’s space-time
The sub-extremal Reissner–Nordstro¨m exterior metric can be written in coordinates (t, r, θ, ϕ)
g = −Ω2dt2 + Ω−2dr2 + r2[dθ2 + sin(θ)2dψ2],
Ω2 = 1− 2M
r
+
ρ2
r2
,
for some 0 ≤ |ρ| < M and where (r, t, θ, ϕ) ∈ (r+,+∞)× R+ × [0, pi)× [0, 2pi] .
r+(M,ρ) := M +
√
M2 − ρ2 is one of the two positives roots of Ω2(r) and represents the radius of the
event horizon, defined to be
H+ := {r = r+, (t, θ, ϕ) ∈ R+ × [0, pi)× [0, 2pi]}.
Symmetrically we define future null infinity to be
I+ := {r = +∞, (t, θ, ϕ) ∈ R+ × [0, pi)× [0, 2pi]}.
H+ and I+ are then null and complete hyper-surfaces for the Reissner–Nordstro¨m metric.
The other root r−(M,ρ) := M −
√
M2 − ρ2 corresponds to the locus of the Cauchy horizon, inside the
black hole, c.f. [51]. Therefore r− does not play any role in the exterior.
We want to built a double null coordinate system (u, v) on spheres that can replace (t, r).
One possibility is to define a function r∗(r), sometimes called tortoise radial coordinate, such that
dr∗
dr
= Ω−2(r),
lim
r→+∞
r∗
r
= 1.
Notice that the new coordinate r∗(r) is an increasing function of r that takes its values in (−∞,+∞).
We denote by ∂t and ∂r∗ the corresponding vector fields in the (r
∗, t, θ, ϕ) coordinate system. Notice
that ∂t is a time-like Killing vector field for this metric.
We can then define the functions u(r∗, t) and v(r∗, t) as
v =
t+ r∗
2
, u =
t− r∗
2
.
Notice that u takes its values in (−∞,+∞) and {u = +∞} = H+.
v takes its value in (−∞,+∞) and {v = +∞} = I+.
33The reason is that in the uncharged case, ∂tφ decays better than φ but in this charged case, Dφ decays like φ, due to oscillations.
34The main intake is that, for slightly more decaying data than required in Theorem 3.3, one can prove that v2Dvψ admits a
bounded limit when v → +∞, for fixed u.
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Spatial infinity i0 is {u = −∞, v = +∞} and the bifurcation sphere is {u = +∞, v = −∞}.
Defining ∂u and ∂v, the corresponding vector fields in the (u, v, θ, ϕ) coordinate system, we can check
that (∂u, ∂v, ∂θ, ∂ϕ) is a null frame for the Reissner–Nordstro¨m metric.
Notice that we have
∂v = ∂t + ∂r∗ , ∂u = ∂t − ∂r∗ .
The Reissner–Nordstro¨m’s metric can then be re-written as
g = −2Ω2(du⊗ dv + dv ⊗ du) + r2[dθ2 + sin(θ)2dϕ2].
Note that in this coordinate system we also have
Ω2(r) = ∂vr = −∂ur.
Then we define the quantity 2K, the log derivative of Ω2 that plays a role in the present paper :
2K(r) :=
2
r2
(M − ρ
2
r
) = ∂v log(Ω
2) = −∂u log(Ω2). (2.1)
We also define the surface gravity of the event horizon 2K+ := 2K(r+) and that of the Cauchy horizon
2K− := 2K(r−). These definitions allow for an explicit and simple expression of r∗ as
r∗ = r +
log(r − r+)
2K+
+
log(r − r−)
2K−
.
This implies that when r → r+ :
Ω2(r) ∼ C2+ · e2K+·(v−u), (2.2)
where C+ = C+(M,ρ) > 0 is defined by C
2
+ = e
−2K+r+ (r+−r−)
1−K+
K−
r2+
.
2.2 The spherically symmetric Maxwell-Charged-Scalar-Field equations
in null coordinates
We now want to express Maxwell-Charged-Scalar-Field system
∇µFµν = iq0 (φDνφ− φDνφ)
2
, F = dA, (2.3)
gµνDµDνφ = 0 (2.4)
in the (u, v) coordinates of section 2.1 and for spherically symmetric solutions.
Here φ represents a complex valued function while F is a real-valued 2-form.
In what follows, for a spherically symmetric solution (φ, F ), we are going to consider the projection of
(φ, F ) —that we still denote (φ, F )— on the 2-dimensional manifold indexed by the null coordinate system
(u, v) and on which every point represents a sphere of radius r(u, v) on Reissner–Nordstro¨m space-time.
Much more details can be found on the procedure in [51], section 2.2.
It can be shown (c.f. [30]) that in spherical symmetry, we can express the two-form F as
F =
2QΩ2
r2
du ∧ dv, (2.5)
where Q is a scalar function that we call the charge of the Maxwell equation.
Remark 11. Notice that this formula, that defines Q, differs from a multiplicative factor 4 from the formula
of [22], [30] and [51]. This is because, in the present paper, Ω2 is defined to be Ω2 = 1 − 2M
r
+ ρ
2
r2
. In the
previous papers, Ω2 was actually defined as Ω2 = 4(1− 2M
r
+ ρ
2
r2
), hence the difference.
F = dA also allows us to chose a spherically symmetric potential A 1-form written as :
A = Audu+Avdv.
We then define the gauge derivative D as Dµ = ∂µ + iq0Aµ.
The equations (2.3), (2.4) are invariant under the following gauge transformation :
φ→ φ˜ = e−iq0fφ
A→ A˜ = A+ df,
where f is a smooth real-valued function.
There is therefore a gauge freedom. However, all the estimates derived in this paper are essentially gauge
invariant, so we do not need to choose a gauge.
Notice that for the gauge derivative D˜ := ∇+ A˜, we have
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D˜φ˜ = e−iq0fDφ.
Therefore, as explained in [22], the quantities |φ| and |Dφ| are gauge invariant and so are the energies
defined in section 2.5.
It should be noted that gauge derivatives do not compute : indeed one can show that
[Du, Dv] = iq0FuvId =
2iq0QΩ
2
r2
Id.
We now express equation (2.4) in (u, v) coordinates. For this, it is convenient to define the radiation field
ψ := rφ. We then find :
Du(Dvψ) =
Ω2
r
φ
(
iq0Q− 2M
r
+
2ρ2
r2
)
(2.6)
Dv(Duψ) =
Ω2
r
φ
(
−iq0Q− 2M
r
+
2ρ2
r2
)
(2.7)
Maxwell’s equation (2.3) can also be written in (u, v) coordinates as
∂uQ = −q0r2=(φ¯Duφ) (2.8)
∂vQ = q0r
2=(φ¯Dvφ). (2.9)
Notice that in the spherically symmetric case, the Maxwell form is reduced to the charge Q.
Then finally the existence of an electro-magnetic potential A can be written as:
∂uAv − ∂vAu = Fuv = 2QΩ
2
r2
. (2.10)
Finally we would like to finish this section by a Lemma stated in [22] (Lemma 2.1) that says that “gauge
derivatives can be integrated normally ”. More precisely :
Lemma 2.1. For every u1 ∈ (−∞,+∞) and v1 ∈ (−∞,+∞) and every function f ,
|f(u, v)| ≤ |f(u1, v)|+
∫ u
u1
|Duf |(u′, v)du′,
|f(u, v)| ≤ |f(u, v1)|+
∫ v
v1
|Dvf |(u, v′)dv′.
We refer to [22] for a proof, which is identical in the exterior case.
This lemma will be used implicitly throughout the paper.
2.3 Notations for different charges
In this paper, we make use of several quantities that we call “charge” although they may not be related.
This section is present to clarify the notations and the relationships between these different quantities.
First we work on a Reissner–Nordstro¨m space-time of parameters (M,ρ).
The Reissner–Nordstro¨m charge ρ is defined by the expression of the metric (1.3), (1.4).
We assume the sub-extremality condition 0 ≤ |ρ| < M , where M is the Reissner–Nordstro¨m mass.
Note that ρ is here constant, as a parameter of the black hole that does not vary dynamically because
we study the gravity uncoupled problem .
Note also that the value of ρ plays no role in the paper, provided |ρ| < M .
In this paper we consider the Maxwell-Charged-Scalar-Field model. This means that the charged
scalar field interacts with the Maxwell field.
The interaction constant q0 ≥ 0 is called the charge of the scalar field, as appearing explicitly in the
system (2.3), (2.4).
We require the condition q0 ≥ 0 uniquely for aesthetic reasons and this is purely conventional. Everything
said in this paper also works if q0 < 0, after replacing q0|e| by |q0e| and q0|e0| by |q0e0|.
Note that we consider q0 as a universal constant, not as a parameter. Note also that q0 has the dimension
of the inverse of a charge : q0Q is a dimensionless quantity.
Note also that the uncharged case q0 = 0 corresponds to the well-known linear wave equation.
Now we define the charge of the Maxwell equation Q, defined explicitly from the Maxwell Field form F
by (2.5), itself appearing in (2.3).
Q is a scalar dynamic function on the space-time —in contrast to the uncharged case q0 = 0 where Q
is forced to be a constant — that determines completely the Maxwell Field in spherical symmetry.
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Note also that the Maxwell equations can be completely written in terms of Q, c.f. equations (2.8), (2.9).
Because we consider a Cauchy initial value problem, we also consider the initial charge of the Maxwell equation
Q0 defined as Q0 = Q|Σ0 where Σ0 is the initial space-like Cauchy surface.
Q0 is then one part of the initial data (φ0, Q0).
Then we define the initial asymptotic charge e0 as
e0 = lim
r→+∞
Q0(r),
when it exists. This is the limit value of the Maxwell charge at spatial infinity.
Finally we define the future asymptotic charge e as
e = lim
t→+∞
Q(t, r),
for all r ∈ [r+,+∞], when it exists. It can be proven 35 that the limit e does not depend on r. This is the
limit value of the Maxwell charge at time-like and null infinity.
2.4 Foliations, domains and curves
In this section we define the foliation over which we control the energy, c.f. section 2.5. This is a V -shaped
foliation, similar to the one of [37] but different from the J-shaped foliation of [15] and subsequent works.
For any r+ ≤ R1 we define the curve γR1 = {r = R1}.
For any u, we denote vR1(u) the only v such that (u, vR1(u)) ∈ γR1 . Such a v is given explicitly by the
formula v − u = R∗1. Similarly for every v, we introduce uR1(v).
Then for some R > r+ large enough to be chosen in course of the proof, we considered the curve γR.
We also denote (u0(R), v0(R)), the coordinates of the intersection of γR and {t = 0} :
v0(R) = −u0(R) = R∗2 .
We then define the foliation V : for every u ≥ u0(R)
Vu = ({vR(u)} × [u,+∞]) ∪ ([vR(u),+∞]× {u}) .
This foliation is composed from a constant v segment in the region {r ≤ R} joining a constant u segment
in the region {r ≥ R}. It is illustrated in Figure 1.
Notice that the foliation does not cover the regions {u ≤ u0(R)} and {v ≤ v0(R)} as it can be seen in
Figure 3. This is why we need section 4 to connect the energy on this foliation, and in particular on Vu0(R)
to the energy on the initial space-like hyper-surface E .
We now defined the domain D(u1, u2), for all u0(R) ≤ u1 < u2 as
D(u1, u2) := ∪u1≤u≤u2Vu. (2.11)
Numerous L2 identities of this paper are going to be integrated either on D(u1, u2), or D(u1, u2) ∩ {r ≤ R}
or D(u1, u2) ∩ {r ≥ R}.
We also define the initial space-like hyper-surface Σ0 = {t = 0} = {v = −u} on which we set the Cauchy
data (φ0, Q0) c.f. section 4.
We are going to make use of the following notations u0(v) = −v , v0(u) = −u, r0(u) the radius corre-
sponding to (r0(u))
∗ = −2u and r0(v) the radius corresponding to (r0(v))∗ = 2v, when there is no ambiguity
between u and v.
Finally we will also need a curve close enough to null infinity, in particular to retrieve point-wise bounds.
We define γ = {r∗ = v
2
+R∗}. Notice that on this curve, r ∼ u ∼ v
2
as v → +∞ .
For any u , we then define vγ(u), the only v such that (u, vγ(u)) ∈ γ. Similarly, we introduce uγ(v).
Remark 12. Note that because γ and γR1 are time-like curves, talking of their future domain is not very
interesting. Instead, notably in section 7, we are going to make use of the domain “to the right” of γ :
{r∗ ≥ v
2
+R∗} and the domain “to the right” of γR1 : {r ≥ R1}.
35The proof is made in section 7.4.
19
Figure 1: Illustration of the foliation Vu, u ≥ u0(R)
Figure 2: Curves γR0 for r+ < R0 = R0(M,ρ) < R, γR and γ
20
2.5 Energy notations
In this section, we gather the definitions of all the energies used in the paper. Those definitions are however
repeated just before being used for the first time.
The main definition concerns the non-degenerate energy, for all u ≥ u0(R) :
E(u) = ER(u) =
∫ +∞
u
r2
|Duφ|2
Ω2
(u′, vR(u))du
′ +
∫ +∞
vR(u)
r2|Dvφ|2(u, v)dv.
By default, E(u) is the energy related to the γR-based foliation V we mention in section 2.1. Sometimes
however, we may talk of ER1(u) for a R1 that is different from R, in section 4.
We also define the degenerate energy :
Edeg(u) =
∫ +∞
u
r2|Duφ|2(u′, vR(u))du′ +
∫ +∞
vR(u)
r2|Dvφ|2(u, v)dv.
It will be convenient to use for all u0(R) ≤ u1 < u2 :
E+(u1, u2) := E(u2) + E(u1) +
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du,
E+deg(u1, u2) := Edeg(u2) + Edeg(u1) +
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du.
For the rp hierarchy we are also going to use for all u0(R) ≤ u1 < u2 :
Ep[ψ](u) :=
∫ +∞
vR(u)
rp |Dvψ|2(u, v)dv,
E˜p(u) := Ep[ψ](u) + E(u).
Finally we define the initial non-degenerate energy on the initial slice Σ0 := {t = 0}
E =
∫
Σ0
r2|Duφ0|2 + r2|Dvφ0|2
Ω2
dr∗. (2.12)
Remark 13. Notice that this energy is proportional to the regular H1 norm for φ on Σ0. Indeed the vector
field Ω−1∂t = ∂u+∂v2Ω — time-like and unitary — is regular across the bifurcation sphere. But from (2.2),
we see that towards the future or the past event horizon {r = r+}, Ω2 = (C+)2 · e2K+ve−2K+u. Therefore,
for on any constant v slice transverse to the future event horizon, (C+)
−1e2K+u∂u is regular. Symmetrically
on any constant u slice transverse to the past event horizon, (C+)
−1e−2K+v∂v is regular. We then see that
(2C+)
−1 (e2K+u∂u + e−2K+v∂v) is then also a regular vector field across the bifurcation sphere, actually
proportional to Ω−1∂t because on Σ0, v ≡ −u.
Notice that consistently, to prove point-wise bounds, we are going assume |Duφ0|(r) . e−2K+u ∼
Ω(u, v0(u)) — c.f. Hypothesis 4 — as opposed to the too strong but somehow naively intuitive hypoth-
esis |Duφ0|(r) . Ω2.
Actually, the L2 bound is “morally” slightly stronger than the point-wise one. Indeed Ω−2|Duφ0|2dr∗ =
Ω−4|Duφ0|2dr is integrable if Ω−4|Duφ0|2 . (r− r+)−1+ for any  > 0, i.e |Duφ0|(u, v0(u)) . e−2K+(1+)u.
We also define the initial rp weighted energy for ψ0 := rφ0 :
Ep :=
∫
Σ0
(
rp|Dvψ0|2 + rp|Duψ0|2 + Ω2rp|φ0|2
)
dr∗. (2.13)
Note that Ep includes a 0 order term rp|φ0|2, of the “same homogeneity” as rp|Dvψ0|2. Notice also that∫
Σ0
rp|Dr∗ψ0|2dr∗ ≤ Ep
2
.
Finally we regroup the two former definitions into
E˜p = Ep + E .
We also want to recall that Stress-Energy momentum tensors are defined as :
TSFµν = <(DµφDνφ)− 1
2
(gαβDαφDβφ)gµν , (2.14)
TEMµν = gαβFανFβµ − 1
4
FαβFαβgµν . (2.15)
For an expression in (u, v) coordinates and explicit computations, c.f. Appendix C.
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2.6 Hardy-type inequalities
In this paper, we use Hardy-type inequalities numerous times. As explained in section 1.4, this is mainly
due to the necessity to absorb the 0 order term that appears in the interaction term with the Maxwell field.
In this section, we are going to state and prove the different Hardy-type inequalities that we use throughout
the paper. The only objective is to prove the estimates exactly the way they are later used in the paper.
Lemma 2.2. For R > 0 as in the definition of the foliation and all u0(R) ≤ u1 < u2, the following estimates
are true, for any q ∈ [0, 2), and any r+ < R1 < R :∫ +∞
ui
Ω2 · 2K · |φ|2(u, vR(ui))du ≤ 4
∫ +∞
ui
Ω2
r2|Duφ|2(u, vR(ui))
r2 · 2K du+ 2Ω
2(R) · |φ|2(ui, vR(ui)). (2.16)
R|φ|2(ui, vR(ui)) ≤ Ω−2(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv (2.17)∫ uR1 (vR(ui))
ui
Ω2|φ|2(u, vR(ui))du ≤ 4
Ω2(R1)
∫ +∞
ui
r2|Duφ|2(u, vR(ui))du+ 2R|φ|2(ui, vR(ui)). (2.18)∫ +∞
vR(ui)
|φ|2(ui, v)dv ≤ 4
Ω4(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv. (2.19)
(∫
D(u1,u2)∩{r≥R}
rq−3Ω2|ψ|2dudv
) 1
2
≤ 2
(2− q)Ω(R)
(∫
D(u1,u2)∩{r≥R}
rq−1|Dvψ|2dudv
) 1
2
+
(
Rq−2
2− q
∫ u2
u1
|ψ|2(u, vR(u))du
) 1
2
.
(2.20)
Proof. We start by (2.16) : after noticing that Ω2 · 2K = (−∂uΩ2) we integrate by parts and get :
∫ +∞
ui
Ω2·2K·|φ|2(u, vR(ui))du =
∫ +∞
ui
(−∂uΩ2)|φ|2(u, vR(ui))du ≤ 2
∫ +∞
ui
Ω2<(φ¯Duφ)(u, vR(ui))du+Ω2(R)·|φ|2(ui, vR(ui)).
Then using Cauchy-Schwarz, we end up having an inequality of the form A2 ≤ 2AB + C2, where
A2 =
∫ +∞
ui
Ω2 · 2K · |φ|2(u, vR(ui))du, B2 =
∫ +∞
ui
Ω2
|Duφ|2(u, vR(ui))
2K
du, C2 = Ω2(R) · |φ|2(ui, vR(ui)).
Then using what we know on roots of second order polynomials we get (2.16) under the form :
A2 ≤
(
B +
√
B2 + C2
)2
≤ 4B2 + 2C2.
Now we prove (2.17). Since limv→+∞ φ(u, v) = 0, we 36 can write
φ(u, v) = −
∫ +∞
v
e
∫ v′
v iq0AvDvφ(u, v
′)dv′,
where we used the fact that ∂v(e
∫ v
v0(R)
iq0Avφ) = e
∫ v
v0(R)
iq0AvDvφ.
Now using Cauchy-Schwarz we have
|φ|(u, v) ≤
(∫ +∞
v
Ω2r−2(u, v′)dv′
) 1
2
(∫ +∞
v
Ω−2r2|Dvφ|2(u, v′)dv′
) 1
2
.
After squaring, this directly implies (2.17) under the form
r|φ|2(u, v) ≤ Ω−2(u, v)
∫ +∞
v
r2|Dvφ|2(u, v′)dv′.
Then we turn to (2.18) : after an integration by parts we get∫ uR1 (vR(ui))
ui
Ω2|φ|2(u, vR(ui))du ≤ 2
∫ +∞
ui
r<(φ¯Duφ)(u, vR(ui))du+R|φ|2(ui, vR(ui)).
Then using Cauchy-Schwarz, we find an inequality of the form A2 ≤ 2AB + C2, where
A2 =
∫ uR1 (vR(ui))
ui
Ω2|φ|2(u, vR(ui))du, B2 =
∫ uR1 (vR(ui))
ui
r2
|Duφ|2
Ω2
(u, vR(ui))du, C
2 = R|φ|2(ui, vR(ui)).
Similarly to (2.16), this concludes the proof of (2.18), after we notice that Ω−2 ≤ Ω−2(R1).
We now turn to (2.19) : after notice that Ω2(R) ≤ ∂vr we integrate by parts and get
36This comes from the finiteness of E, c.f. the proof of Proposition (4.1).
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∫ +∞
vR(ui)
|φ|2(ui, v)dv ≤ Ω−2(R)
∫ +∞
vR(ui)
∂vr|φ|2(ui, v)dv ≤ −2Ω−2(R)
∫ +∞
vR(ui)
r<(φ¯Dvφ)(ui, v)dv.
Notice that the sum of the boundary terms is negative because 37 limr→+∞ r|φ|2 = 0. Then Cauchy-
Schwarz inequality directly gives (2.19).
Finally we prove (2.20) : after noticing that rq−3Ω2 = −(2 − q)−1∂v(rq−2) and an integration by parts
in v we get, using that q < 2
∫
D(u1,u2)∩{r≥R}
rq−3Ω2|ψ|2dudv ≤ 2
(2− q)
∫
D(u1,u2)∩{r≥R}
rq−2<(ψ¯Dvψ)dudv+R
q−2
2− q
∫ u2
u1
|ψ|2(u, vR(u))du.
Then using Cauchy-Schwarz, we end up having an inequality of the form A2 ≤ 2AB + C2, where
A2 =
∫
D(u1,u2)∩{r≥R}
rq−3Ω2|ψ|2dudv, B2 = 1
(2− q)2
∫
D(u1,u2)∩{r≥R}
rq−1|Dvψ|2dudv, C2 = R
q−2
2− q
∫ u2
u1
|ψ|2(u, vR(u))du.
Then, as seen for the proof of (2.16), we have A ≤ B+√B2 + C2. This implies that A ≤ 2B+C, which
is exactly (2.20). We used the fact that for all a, b ≥ 0, √a+ b ≤ √a+√b. This concludes the proof.
3 Precise statement of the main result
3.1 The main result
We now state the results of the present paper, with precise hypothesis. The main result is an almost-optimal
energy and point-wise decay statement, for small and point-wise decaying initial data.
It should be noted that all the required hypothesises are only needed to prove all the claims.
For example, to prove only energy decay, point-wise decay rates are not necessary, and one can
assume weaker rp weighted initial energy boundedness, c.f. the theorems of next sub-sections.
Theorem 3.1 (Energy and point-wise decay for small and decaying data). Consider spherically symmetric
Cauchy data (φ0, Q0) on the surface Σ0 = {t = 0} — on a Reissner–Nordstro¨m exterior space-time of mass
M and charge ρ with 0 ≤ |ρ| < M — that satisfy the constraint equation (4.1).
Assume that the data satisfy the following regularity hypothesises :
1. The initial energy is finite : E <∞, where E is defined in section 2.5.
2. Q0 ∈ L∞(Σ0) and admits a limit e0 ∈ R as r → +∞.
3. We have the following data smallness assumption, for some δ > 0 and η > 0 :
‖Q0‖L∞(Σ0) + E˜1+η < δ.
4. Defining ψ0 := rφ0, assume ψ0 ∈ C1(Σ0) enjoys 38 point-wise decay :
for all 0 > 0, there exist C0 = C0(0) > 0, such that
r|Dvψ0|(r) + |ψ0|(r) ≤ C0 · r
−1−√1−4q0|e0|
2
+0 .
|Duφ0|(r) ≤ C0 · Ω.
Then, there exists δ0 = δ0(M,ρ) > 0, C = C(M,ρ) > 0 such that if δ < δ0, the following are true :
1. The charge Q admits a future asymptotic charge : there exists e ∈ R such that for every R1 > r+ :
lim
t→+∞
Q|H+(t) = lim
t→+∞
Q|I+(t) = lim
t→+∞
Q|γR1 (t) = e.
Moreover the charge is small : on the whole-space-time
|Q(u, v)− e0| ≤ C ·
(
‖Q0‖L∞(Σ0) + E˜1+η
)
,
in particular |e− e0| ≤ C · δ and |e| ≤ (C + 1) · δ.
37This comes from the finiteness of E˜1+η , c.f. the proof of Proposition (4.1).
38By Hypothesis 3, one can in particular assume q0|e0| < 14 , without loss of generality.
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2. Non-degenerate energy boundedness 39 holds : for all u0(R) ≤ u1 < u2 :∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du+ E(u2) ≤ C · E(u1) ≤ C2 · E , (3.1)
where E and E are defined in section 2.5.
3. Integrated local decay estimate holds : there exists σ = σ(M,ρ) > 1 —potentially large— such that
for all u0(R) ≤ u1 < u2 :∫
D(u1,u2)
(
r2|Dvφ|2 + r2Ω−2|Duφ|2 + |φ|2
rσ
)
dudv ≤ C · E(u1) ≤ C2 · E . (3.2)
4. Weighted rp energies are bounded and decay : For all 0 ≤ p < 2 + √1− 4q0|e|, there exists
δp = δp(M,ρ, p, e) > 0, such that if δ < δp, then for all  > 0 there exists R0 = R0(, e, p,M, ρ) > r+
such that if R > R0, there exists C
′
p = C
′
p(p,M, ρ,R,C0, ) > 0 such that for all u ≥ u0(R) :
E˜p(u) ≤ C′p · |u|p−2−
√
1−4q0|e|+,
where E˜p is defined in section 2.5.
5. In particular the non-degenerate energy decays in time : for all u ≥ u0(R) :
E(u) ≤ C′0 · |u|−2−
√
1−4q0|e|+. (3.3)
We also have the decay of the scalar field L2 flux along constant r curves and the event horizon : for
all R0 > r+ and all  > 0, there exists C˜ = C˜(R0, ,M, ρ,R) > 0 such that for all v ≥ v0(R) :∫ +∞
v
[|φ|2(uR0(v′), v′) + |Dvφ|2(uR0(v′), v′)] du′ ≤ C˜ · v−2−√1−4q0|e|+, (3.4)∫ +∞
v
[
|φ|2|H+(v′) + |Dvφ|2|H+(v′)
]
dv′ ≤ C′0 · v−2−
√
1−4q0|e|+. (3.5)
6. Finally, we obtain point-wise decay estimates : for all  > 0, there exists R0 = R0(, e,M, ρ) > r+
such that if R > R0 then there exists C
′ = C′(, e, R,M, ρ) > 0 such that for all u > 0, v > 0 :
r
1
2 |φ|(u, v) + r 32 |Dvφ|(u, v) ≤ C′ · (min{u, v})−1−
√
1−4q0|e|
2
+ , (3.6)
|Duψ| ≤ C′ · Ω2 · (min{u, v})−1−
√
1−4q0|e|
2
+ , (3.7)
|ψ||I+(u) ≤ C′ · u
−1−√1−4q0|e|
2
+, (3.8)
|Dvψ||{v≥2u+R∗}(u, v) ≤ C′ · v
−1−√1−4q0|e|
2
−1+| log(u)|, (3.9)
|Q− e|(u, v) ≤ C′ ·
(
u−1−
√
1−4q0|e|+| log(u)|1{r≥2r+} + v−2−
√
1−4q0|e|+1{r≤2r+}
)
, (3.10)
Remark 14. As explained in sections 1.1 and 1.2.1, most of the estimates are expected to be (almost)
optimal 40, in the limit e→ 0, including (3.4), (3.5), (3.8), (3.10). While (3.6) is expected to be optimal
in a region near null infinity {v ≥ 2u+R∗}, it is not optimal on any constant r curve or on the event
horizon for reasons explained in sections 1.2.1 and 1.2.4. However, the L2 bound on the event horizon
from (3.4) gives point-wise bounds |φ|(vn) + |Dvφ|(vn) . v−
3
2
−
√
1−4q0|e|
2
+
n along a dyadic sequence
(vn) that are expected to be almost optimal in the limit e→ 0, c.f. section 1.2.1.
Remark 15. Notice that we stated (3.7) for v > 0, in particular far away from −∞. What happens
near the bifurcation sphere is much more subtle, as explained in Remark 13 and Remark 28. Indeed
we can prove that for any V0 ∈ R, |Duψ|(u, v) . Ω2 in {v ≥ V0}. The constant in the inequality
blows up as V0 → −∞ however, remarkably one can still prove that |Duψ|(u, v) . e−2K+u on the
whole space-time, in conformity with our hypothesis 4 that the regular derivative of the scalar field
Ω−1Dtφ0 ∼ e2K+uDtφ0 is initially bounded. Notice that at fixed v = V0, Ω−2∂u is a regular vector field
transverse to the event horizon and it degenerates when approaching the bifurcation sphere v = −∞.
This unconditional result is issued as a combination of several other statements, that we believe to be of
independent interest. These are the object of the following sub-sections.
39Here energy boundedness is stated for all u ≥ u0(R) for convenience, because we have a specific foliation but the argument can
be slightly modified to prove the boundedness of the analogous quantity when u < u0(R).
40(3.3) is also expected to be optimal in the limit e→ 0, because of its component in the large r region that decays slower than
the bounded r term, c.f. section 2.5 to see the precise terms .
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3.2 Energy boundedness and integrated local energy decay for small
charge and scalar field energy data, no point-wise decay assumption
First we want to emphasize that energy boundedness and integrated local energy decay have nothing to do
with point-wise property of the data. This is the content of the following short boundedness theorem :
Theorem 3.2. [Boundedness of the energy and integrated local energy decay for small data] In the context
of Theorem 3.1, assume hypothesis 1, 2 and 3 for some η > 0 and δ < δ0(M,ρ) sufficiently small.
Suppose also that limr→+∞ φ0(r) = 0.
Then statements 1, 2 and 3 are true : the charge stays small, the energy is bounded and local integrated
energy decay holds.
Remark 16. Notice that the energy boundedness statement (3.1) actually consists of two estimates : the
first inequality is much more subtle 41 to prove than the second, but necessary to later prove decay. The
only difficulty of the second inequality is to prove the boundedness of the non-degenerate energy 42 using
the red-shift effect, which is more difficult in this context than for the uncharged case, c.f. section 4.
Then there are a few conditions we would like to relax in Theorem 3.1, at the cost of other assumptions.
This is the object of the next section.
3.3 Energy time decay without arbitrary charge smallness or point-wise
decay assumption, conditional on energy boundedness
In this section, we try to relax some of the assumptions made in Theorem 3.1.
The most important is that energy decay should not rely on the point-wise decay of the initial data.
This is because we aim at providing estimates with no symmetry assumptions, where point-wise bounds are
harder to propagate. We can prove that this is indeed the case, c.f. Theorem 3.3.
Another important physical fact is that the decay rate should only depend on the future asymptotic
charge of the Maxwell equation e, and in particular not on the mass of the black hole 43. The first theorem
that we state does not do justice to this fact, for the charge is required to be smaller than a constant
depending on the parameters of the black holes, in particular on the mass. This is however due to
the difficulty to prove energy boundedness estimates in the presence of a large charge. We overcome it using
the red-shift effect and the argument requires such a smallness assumption on the initial charge.
In the following result, assuming the boundedness of the energy and an integrated local energy decay estimate,
we can retrieve energy decay for q0|e| smaller than a universal numeric constant 44.
We now state the theorem, in which we assume energy boundedness (3.1) and an integrated local energy
decay estimate (3.2), but no point-wise decay of the data. Smallness of the scalar field initial energy is
still required but the initial charge e0 is only required to satisfy q0|e0| < 14 , which makes in principle the
class of admissible initial data larger.
Theorem 3.3 (Almost Optimal decay for a small scalar field energy and larger q0|e|). In the same context
as for Theorem 3.1, we make the different following assumptions :
1. The initial energy is finite : E <∞, where E is defined in section 2.5.
2. Q0(r) admits a limit e0 ∈ R as r → +∞.
3. The initial asymptotic charge is smaller than an universal constant :
q0|e0| < 1
4
.
4. We exclude constant solutions by the condition limr→+∞ φ0(r) = 0.
5. We have the finiteness condition : for every 0 ≤ p < 2 +√1− 4q0|e0|,
E˜p < +∞.
6. We have the smallness condition : for some η > 0 and some δ > 0,
E˜1+η < δ.
7. Energy boundedness (3.1) and integrated local decay (3.2) hold.
Then there exists C = C(M,ρ) > 0, δ0 = δ0(e0,M, ρ) > 0 such that if δ < δ0 we have the following
41This is because we want to have a right-hand-side that depends only on the scalar field and not on the charge.
42The boundedness of the degenerate energy is easy, using the vector field ∂t, if we do not care of initial charge terms.
43Because we study the gravity uncoupled problem, it should not depend on the charge of the black hole ρ either. However, in
the gravity coupled problem ρ = e so the decay should depend on the charge of the black hole this time.
44That we do not prove to be optimal.
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1. The charge is bounded and there exists a future asymptotic charge e ∈ R such that for every R1 > r+
lim
t→+∞
Q|H+(t) = lim
t→+∞
Q|I+(t) = lim
t→+∞
Q|γR1 (t) = e.
Moreover the charge is close to its initial asymptotic value : on the whole-space-time
|Q(u, v)− e0| ≤ C · E˜1+η,
in particular |e− e0| ≤ C · δ and therefore if δ is small enough, q0|e| < 14 .
2. Moreover, boundedness of rp weighted energies and energy decay hold :
for every 0 ≤ p < 2 +√1− 4q0|e|, if δ < δp then statements 4 and 5 of Theorem 3.1 are true.
3. If additionally, one assumes initial point-wise decay under the form :
for all 0 > 0, there exist C0 = C0(0) > 0, such that
r|Dvψ0|(r) + |ψ0|(r) ≤ C0 · r
−1−√1−4q0|e0|
2
+0 .
|Duφ0|(r) ≤ C0 · Ω,
then one can retrieve point-wise decay estimates : statement 6 of Theorem 3.1 is true.
Remark 17. Finally, note that the requirement q0|e0| < 14 should be understood — together with the initial
scalar field energy smallness— as q0|Q| < 14 everywhere.
Therefore, it is also equivalent to state it as q0|e| < 14 , which is what we do in section 6.
Remark 18. Note that in both theorems, the only smallness initial energy condition is on E˜1+η, to control the
variations of Q. In particular, no smallness condition is imposed on the initial rp energies for p > 1 + η,
even though we require them to be finite. This is related to the fact that the only smallness needed for this
problem is that of the charge Q but not of the scalar field.
Remark 19. Another version of Theorem 3.3 is proven in Appendix A. While this different version requires
more point-wise decay of the initial data, it also proves more v decay for Dvψ, at the expense of growing u
weights. In particular, we can prove that in 45 the gauge Av = 0, denoting X = r
2∂v, X
nψ(u, v) admits a
finite limit when v → +∞, for fixed u.
4 Reduction of the Cauchy problem to a characteristic prob-
lem and global control of the charge
In this section, we explain how the Cauchy problem can be reduced to a characteristic problem, with suitable
hypothesis. This is the step that we described earlier as “boundedness in terms of initial data”, which is
simpler than boundedness with respect to be past values that we prove in later sections.
The main object is to show how the smallness of the initial charge propagates to the whole space-time,
providing the initial energy of the scalar field is also small.
The results split into four parts : in the first Proposition 4.1, we show how the smallness of the scalar
field energy and the smallness of the initial charge imply energy boundedness and integrated local
energy decay, because the charge stays small everywhere. This is the boundedness part of Theorem 3.2.
Then in Proposition 4.2, we show that if the two latter hold, then, if the initial energy is small enough,
the charge stays close to its limit value at spatial infinity e0 on the whole space-time, provided q0|e0| < 14 ,
a bound which is independent of the black holes parameters. This part is related to Theorems 3.3,
more precisely to statement 1.
In Proposition 4.3, we show how certain initial data point-wise decay rates can be extended towards
a fixed forward light cone. This is useful for point-wise decay rates in Theorem 3.3 or as an alternative
the finiteness assumption of higher order rp weighted initial energy, like in the statement of Theorem 1.1,
although this is technically a stronger statement and that initial point-wise decay is not needed for
energy decay.
Finally in Proposition 4.4, we prove that — provided the initial rp weighted energies of large order are
finite — they are still finite on a constant u hyper-surface transverse to null infinity.
To do this, we make use of a rpus weighted energy estimate, for s > 0.
In the next sections, whose goal is to prove energy u decay, the strategy is in contrast to what we do
here : we will aim at estimating the energy in terms of its past values. This is sensibly more difficult than
to bound the energy in terms of the data.
This is why in this section, we only state the results, while their proofs are postponed to appendix B.
This allows us to focus on the main difficulty of the paper — the energy decay — and to avoid repeating
very similar arguments.
We denote Σ0 = {t = 0} the 3-dimensional Riemannian manifold on which we set the Cauchy data
(φ0, Dtφ0, Q0) satisfying the following constraint equation
45The result that we prove is actually gauge invariant but we state it here in the gauge Av = 0 for simplicity.
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∂r∗Q0 = q0r
2=(φ¯0Dtφ0). (4.1)
We first show energy boundedness and global smallness of the charge, on condition that the data is small.
Proposition 4.1. Suppose that there exists p > 1 such that E˜p <∞ and that Q0 ∈ L∞(Σ0).
Assume also that limr→+∞ φ0(r) = 0.
We denote Q∞0 = ‖Q0‖L∞(Σ0).
There exists r+ < R0 = R0(M,ρ) large enough, δ = δ(M,ρ) > 0 small enough and C = C(M,ρ) > 0 so
that for all R1 > R0, and if
Q∞0 + E˜p < δ,
then for all u ≥ u0(R1) :
ER1(u) ≤ C · E . (4.2)
Also for all v ≤ vR1(u) : ∫ +∞
u˜(v)
r2|Duφ|2
Ω2
(u′, v)du′ ≤ C · E , (4.3)
where u˜(v) = u0(v) if v ≤ v0(R1) and u˜(v) = uR1(v) if v ≥ v0(R1).
Moreover for all (u, v) in the space-time :
|Q|(u, v) ≤ C ·
(
Q∞0 + E˜p
)
. (4.4)
Finally there exists C1 = C1(R1,M, ρ) > 0 such that for all u ≥ u0(R1) :∫
{v≤vR1 (u)}∩{r≤R1}
(|Dtφ|2(u′, v) + |Dr∗φ|2(u′, v) + |φ|2(u′, v))Ω2dudv ≤ C1 · E , (4.5)
Remark 20. As a by product of our analysis , one can show that
1. Q0 admits a limit e0 ∈ R when r → +∞. This just comes from E˜p <∞ , for p > 1.
2. The future asymptotic charge exists : there exists e ∈ R such that for every R1 > r+
lim
t→+∞
Q|γR1 (t) = e.
3. The asymptotic charges are small : max{|e|, |e0|} ≤ C ·
(
Q∞0 + E˜p
)
< C · δ.
Remark 21. Notice also that no qualitative strong decay is required on the data for the statement 46. The
condition limr→+∞ φ0(r) = 0 is present simply to exclude constant solutions that do not decay.
Remark 22. Notice that (4.3) is stated for all v ≤ vR(u), in particular v can be arbitrarily close to −∞.
This is consistent with e2K+uDuφ ∈ L∞, as we request initially in our hypothesis 4 and prove everywhere
on the space-time in Lemma 7.5, c.f. also Remark 28. This is because — by (2.2) — if e2K+u|Duφ| . 1 :∫ +∞
u0(v)
|Duφ|2
Ω2
du ∼ e−2K+v
∫ +∞
u0(v)
e−2K+u|e2K+uDuφ|2du . e−2K+v
∫ +∞
u0(v)
e−2K+udu . 1.
This subtlety is related to the degenerescence of the vector field Ω−2∂u as v tends to −∞, c.f. Remark 13.
Now, we want to prove the following fact : in the far away region, the only smallness condition required
on the charge is q0|Q| < 14 . Provided energy boundedness and the integrated local energy decay hold, one
can prove that decay of the energy follows, in the spirit of Theorem 3.3.
For this, we want to show that, if q0|e0| < 14 , then for small enough initial energies, |Q− e0| is small :
Proposition 4.2. Suppose that there exists 1 < p < 2 such that E˜p <∞.
It follows that there exists e0 ∈ R such that
lim
r→+∞
Q0(r) = e0.
Without loss of generality one can assume that 1 < p < 1 +
√
1− 4q0|e0|.
Assume also that limr→+∞ φ0(r) = 0.
Now assume (4.2), (4.3) for R1 = R : there exists C¯ = C¯(M,ρ) > 0 such that for all u ≥ u0(R) and for
all v ≤ vR(u) :
E(u) = ER(u) ≤ C¯ · E . (4.6)∫ +∞
u˜(v)
r2|Duφ|2
Ω2
(u′, v)du′ ≤ C¯ · E , (4.7)
46Even though the finiteness of the energy gives already some mild decay towards spatial infinity.
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where u˜(v) = u0(v) if v ≤ v0(R) and u˜(v) = uR(v) if v0(R) ≤ v ≤ vR(u).
Assume also (4.5) : there exists R¯0 = R¯0(M,ρ) > r+ such that for all R¯1 > R¯0,
there exists C¯1 = C¯1(R¯1,M, ρ) > 0 such that∫
{u′≤u}∩{r≤R¯1}
(|Dtφ|2(u′, v) + |Dr∗φ|2(u′, v) + |φ|2(u′, v))Ω2dudv ≤ C¯1 · E . (4.8)
Make also the following smallness hypothesis : for some δ > 0 :
E˜p < δ,
q0|e0| < 1
4
.
There exists δ0 = δ0(e0,M, ρ) > 0 and C = C(M,ρ) > 0 such that if δ < δ0 then for all (u, v) in the
space-time :
|Q(u, v)− e0| ≤ C · E˜p, (4.9)
q0|Q|(u, v) < 1
4
. (4.10)
Moreover, there 47 exists δp = δp(e0,p,M, ρ) > 0 and C
′ = C′(e0, p,M, ρ) > 0 such that if δ < δp then
for all u ≥ u0(R) :
Ep[ψ](u) ≤ C′ · E˜p. (4.11)
Remark 23. Note that in this context, we also have
|e− e0| ≤ C · E˜p, (4.12)
so the difference between the initial charge and the asymptotic charge is arbitrarily small, when the initial
energies are small. This fact will be used extensively, in particular in the statement of the theorems.
In spherical symmetry, some point-wise decay rates propagate, at least in the past of a forward light
cone. This is important to derive point-wise decay estimate, because in the proofs of section 7, an initial
decay estimate is needed for Dvψ on the forward light cone {u = u0(R)}.
This is also useful to obtain the finiteness 48of the rp weighted energies, for larger p.
We now prove point-wise bounds in the past of a forward light cone in the following proposition :
Proposition 4.3. In the conditions of Proposition 4.2, assume moreover that there exists ω ≥ 0 and C0 > 0
such that
r|Dvψ0|+ |ψ0| ≤ C0 · r−ω.
Then in the following cases
1. ω = 1 + θ with θ > q0|e0|
4
2. ω = 1
2
+ β with β ∈ (−
√
1−4q0|e0|
2
,
√
1−4q0|e0|
2
), if q0|e0| < 14 ,
there exists δ = δ(e0, ω,M, ρ) > 0 and R0 = R0(ω, e0,M, ρ) > r+ such that if E˜p < δ and R > R0 then
the decay is propagated : there exists C′0 = C
′
0(C0, ω,R,M, ρ, e0) > 0 such that for all u ≤ u0(R) :
|Dvψ|(u, v) ≤ C′0 · r−1−ω
′
, (4.13)
|ψ|(u, v) ≤ C′0 · |u|−ω, (4.14)
where ω′ = min{ω, 1}.
In that case, for every 0 < p < 2ω′ + 1, we have the finiteness of the rp weighted energy on Vu0(R)
Ep[ψ](u0(R)) <∞.
Remark 24. Notice that, even for very decaying data, one cannot obtain a better r decay for Dvψ than r
−2.
This is in contrast to the uncharged case q0 = 0 where decay rate was r
−3 in spherical symmetry, due to the
sub-criticality with respect to r decay of the uncharged wave equation, c.f. the discussion in section 1.2.1.
Remark 25. Making an hypothesis on point-wise decay can be thought of as an alternative to circumvent
the assumption that E˜3− <∞ to prove that E3−[ψ](u0(R)) <∞, like we do in the next proposition. This
is why we do not need to assume any higher order initial rp weighted energy boundedness for Theorem 3.1
: the result we need is already included in the point-wise assumption, that is stronger.
47The dependence of δp on p only exists as p approaches 1 +
√
1− 4q0|e0|.
48Notice that we do not prove or require the boundedness of such energy by the initial data. Indeed, for the decay, only the
finiteness of these energies is required but not their smallness, unlike for the smaller p energies which ensure that the charge Q is
small.
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Finally, we prove that higher order rp weighted energies boundedness holds on a characteristic constant
u surface transverse to null infinity, provided it holds on the initial surface. This proves the boundedness of
higher rp weighted energies, for p close to 3, in order to close the argument of section 6.6.
This also allows us to avoid making initial point-wise decay assumptions on the data, starting with
“weaker” weighted L2 boundedness hypothesises.
The proof mainly makes use of a rp|u|s weighted estimate in the past of a forward light cone.
Proposition 4.4. Suppose that for all 0 ≤ p < 2 +√1− 4q0|e0|, E˜p <∞.
We also assume the other hypothesises of Theorem 3.3.
Then for all 0 ≤ p < 2 +√1− 4q0|e0|, there 49 exists δp = δp(e0,p,M, ρ) > 0, such that if δ < δp then
for all u ≤ u0(R) :
Ep[ψ](u) <∞.
5 Energy estimates
In the former section, we explained how the global smallness of the charge can be monitored from assumptions
on the initial data, and how various energies on characteristic surfaces or domains are bounded by the data
on a space-like initial surface Σ0.
Taking this for granted, we turn to the proof of energy decay. We are going to assume that the charge is
suitably small — according to the needs — and that the energies on the initial characteristic surface Vu0(R)
are finite.
The goal of this section 5 and the next section 6 is to prove u decay for a characteristic initial value problem
on the domain D(u0(R),+∞) — c.f. Figure 3 — with data on Vu0(R) , assuming that the charge is suf-
ficiently small everywhere.
As explained in the introduction, the proof of decay requires, similarly to the wave equation, three
different estimates.
The first is a robust energy boundedness statement, which takes the red-shift effect into account. This
allows us in principle to prove point-wise boundedness of the scalar field, following the philosophy of [13].
The second is an integrated local energy estimate, also called Morawetz estimate in reference to the
seminal work [41], which is a global estimate on all derivatives but with a sub-optimal r weight at infinity.
Proving and closing these two estimates in the goal of the present section.
Finally the last ingredient which is going to be developed in section 6 is a rp weighted estimate, which
gives inverse-polynomial time decay of the energy over the new foliation.
The main difficulty, compared to the wave equation, is that these estimates are all very coupled. In
particular the energy boundedness statement is not established independently and requires the use of the
Morawetz estimate 50, because of the charge terms that cannot be absorbed easily otherwise. These terms
are moreover “critical” with respect to r decay, more precisely they possess the same r weight as the positive
terms controlled by the energy while their sign is not controllable.
Moreover, whenever an estimate is proven, a term of the form q0Q=(φ¯Dφ) arises and these terms neces-
sitate a control of both the zero order term and the derivative at the same time to be absorbed, even with
a very small q0Q. This is already very demanding in the large r region where the estimates are very tight
while in the bounded r region, we need to use to use the smallness of q0Q crucially to absorb the r weights.
We start by proving a Morawetz estimate, which bounds bulk terms with sub-optimal weights but does
not control the boundary terms, proportional to the degenerate energy.
Then we prove a Red-Shift estimate, which gives a good control of the regular derivative of the scalar
field Ω−2Duφ.
Then we control the boundary terms using the Killing vector field ∂t.
The difficulty in this last estimate is the presence of the electromagnetic terms which need to be absorbed
in the energy of the scalar field. We require the full strength of the Morawetz and the Red-Shift estimate,
together with the smallness of q0Q, to overcome this issue.
Before starting, we are going to recall a few notations from section 2.5. We have defined the non-
degenerate energy E(u) as
E(u) =
∫ +∞
u
r2
|Duφ|2
Ω2
(u′, vR(u))du
′ +
∫ +∞
vR(u)
r2|Dvφ|2(u, v)dv.
It will also be convenient to have a short notation E+(u1, u2) for the sum of all the boundary terms
having a role in the energy identity : for all u0(R) ≤ u1 ≤ u2 :
E+(u1, u2) := E(u2) + E(u1) +
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du.
49The dependence of δp on p only exists as p approaches 2 +
√
1− 4q0|e0|.
50The converse is always true even for the wave equation : the Morawetz estimate cannot close without the boundedness of the
energy. However, for the wave equation the boundedness of the energy is already a closed independent estimate.
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It will also be useful for the Red-Shift estimate to have an equivalent notation for the degenerate energy
Edeg(u) =
∫ +∞
u
r2|Duφ|2(u′, vR(u))du′ +
∫ +∞
vR(u)
r2|Dvφ|2(u, v)dv,
and for the sum of all scalar field terms appearing when one contracts TSFµν with the vector field ∂t :
E+deg(u1, u2) := Edeg(u2) + Edeg(u1) +
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du.
5.1 An integrated local energy estimate
The goal of this upcoming Morawetz estimate is to control the derivative of φ but also |φ|2 the term of order
0. To do so we need to proceed in two times, using the vector field Xα = −r−α∂r∗ .
First we bound the zero order bulk term on a region r ≤ R0 for some R0(M,ρ) > r+, at the cost of some
boundary terms and using and the modified current J˜X0µ (φ), without obtaining any control of the boundary
terms or of the electromagnetic bulk term. It turns out that the boundary term on the time-like boundary
{r = R0} coming from TSFµν has the right sign. Other boundary terms appear due to the use of χ in the
modified current J˜X0µ (φ) but they can be absorbed using the red-shift effect, more precisely the smallness of
Ω2 for R0 close enough to r+.
In a second time, we use Xα — for some large α > 1 — and the modified current J˜
Xα
µ (φ) with an
appropriate χα on the whole domain D(u1, u2). While in the bulk term we control the derivatives of φ
everywhere, we only control the zero order term |φ|2 near infinity, i.e. on a region [Rα,+∞[. The remarkable
key feature is that Rα tends to r+ as α tends to infinity.
Therefore it is enough to take α > 1 large enough to have Rα < R0 and we can take a linear combination
of the two identities to obtain the control of the zero and first order terms.
The other electromagnetic bulk term are then absorbed using the smallness of the charge.
In more details, we are going to prove the following :
Proposition 5.1. There exists α = α(M,ρ) > 1, δ = δ(M,ρ) > 0 and C = C(M,ρ) > 0 so that if
‖Q‖L∞(D(u0(R),+∞)) < δ , then for all u0(R) ≤ u1 < u2 we have :∫
D(u1,u2)
( |Duφ|2 + |Dvφ|2
rα−1
+
|φ|2
rα+1
)
Ω2dudv ≤ C · E+deg(u1, u2) (5.1)
Proof. We start by a computation, based on the identities of section C.1 and C.2 and on (C.11).
In the identities we use the vector fieldXα = −r−α∂r∗ = r−α2 (∂u−∂v) and the function χ(r) = −r
−α−1
2
Ω2.
We get, for all α ∈ R
∇µJ˜Xαµ (φ) = α
rα+1
(|Duφ|2 + |Dvφ|2)+ (Ω2r−α−1)
4
|φ|2 + q0Qr−α−2=(φ¯Dtφ), (5.2)
where we also used (C.12) for the last term.
We first take care of the region {r+ ≤ r ≤ R0} where we only aim at controlling the 0 order term |φ|2.
For this we are going to prove the following lemma :
Lemma 5.2. There exists C = C(M,ρ) > 0 and r+ < R
′
0 < R, R
′
0 = R
′
0(M,ρ) such that∫
D(u1,u2)∩{r≤R′0}
Ω2r2|φ|2dudv ≤ C ·
(
E+deg(u1, u2) +
∫
D(u1,u2)∩{r≤R′0}
Ω2q0|Q||φ||Dtφ|dudv
)
. (5.3)
Proof. Using (C.13) at r = r+, i.e. where Ω
2(r) = 0, we can prove that for all β ∈ R
(Ω2r−β)(r = r+) = 4(K+)2r−β+ . (5.4)
We take β = 1. Now since K+ > 0, the coefficients of (Ω2r−1) only depend on ρ and M and by
continuity, there exists R˜0 = R˜0(M,ρ) such that for all r+ ≤ r ≤ R˜0 :
(Ω2r−1) > 2(K+)2r−1+ .
Then, we take r+ < R0 < R˜0 with R0 to be chosen later and we
51 integrate (5.2)×dvol for α = 0 on
D(u1, u2)∩{r ≥ R0}. Notice that the exterior unitary normal on the time-like boundary {r = R0} is ∂u−∂v2Ω .
(K+)
2
r+
∫
D(u1,u2)∩{r≤R0}
Ω2r2|φ|2dudv + 1
2
∫ +∞
uR0 (vR(u2))
(
r2|Duφ|2 + Ω
2
2
(Ω2 − r · 2K)|φ|2 − Ω
2r
2
∂u(|φ|2)
)
(u′, vR(u2))du
′
+EˆR0(u1, u2) ≤
1
2
∫ +∞
uR0 (vR(u1))
(
r2|Duφ|2 + Ω
2
2
(Ω2 − r · 2K)|φ|2 − Ω
2r
2
∂u(|φ|2)
)
(u′, vR(u1))du
′
+
∫
D(u1,u2)∩{r≥R0}
2q0|Q|Ω2|φ||Dtφ|dudv +
∫ vR(u2)
vR(u1)
r2+|Dvφ|2|H+dv′
2
dv′
,
(5.5)
51dvol is defined appendix C.
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where EˆR0(u1, u2), the L
2 flux through {r = R0} is defined by
EˆR0(u1, u2) =
∫
r=R0
R20
( |Duφ|2 + |Dvφ|2
4
)
−R0Ω
2(R0)
8
(∂u|φ|2−∂v|φ|2)+Ω
2(R0)|φ|2
4
(Ω2(R0)−R0·2K(R0))dt.
First we want to absorb all the boundary terms except the EˆR0 term into a C
′(ρ,M) ·E+deg(u1, u2) term.
We start to write, using that Ω2r|∂u(|φ|2)| ≤ Ω4|φ|2 + r2|Duφ|2, we see that
r2|Duφ|2
2
− Ω2r ·K · |φ|2 ≤ r2|Duφ|2 + Ω
2
2
(Ω2 − r · 2K)|φ|2 − Ω
2r
2
∂u(|φ|2).
Now we want to control the 0 order term on this constant v boundaries.
For this we use a version of Hardy’s inequality (2.16) in u of the form
∫ +∞
ui
Ω2 · 2K · |φ|2(u, vR(ui))du ≤ 4
∫ +∞
ui
Ω2
r2|Duφ|2(u, vR(ui))
r2 · 2K du+ 2Ω
2(R) · |φ|2(ui, vR(ui)).
The last term of the right-hand side can be bounded, using Hardy’s inequality (2.17) in v :
R|φ|2(ui, vR(ui)) ≤ Ω−2(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv.
Notice also that r2 · 2K(r) = 2(M − ρ2
r
) ≥ 2K+r2+. Therefore, we have
∫ +∞
ui
Ω2 · 2K · |φ|2(u, vR(ui))du ≤ 2
K+r2+
∫ +∞
ui
Ω2r2|Duφ|2(u, vR(ui))du+ 2
R
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv.
Then, taking R large enough so that 2
R
< 2
K+r
2
+
, we get
∫ +∞
uR0 (vR(ui))
Ω2r · 2K|φ|2(u, vR(ui))du ≤ R0
∫ +∞
ui
Ω2 · 2K · |φ|2(u, vR(ui))du ≤ 2R0
K+r2+
Edeg(ui) (5.6)
Therefore, combining with (5.5) , it is clear that there exists a constant C′ = C′(M,ρ,R0) > 0 such that
(K+)
2
r+
∫
D(u1,u2)∩{r≤R0}
Ω2r2|φ|2dudv+EˆR0(u1, u2) ≤ C′·E+deg(u1, u2)+
∫
D(u1,u2)∩{r≥R0}
2q0|Q|Ω2|φ||Dtφ|dudv.
(5.7)
Then we take care of the EˆR0 term. First we want to absorb the
R0Ω
2(R0)
8
(∂u|φ|2 − ∂v|φ|2) into the first
and the third term of EˆR0 . For this, we simply notice that Ω
2|∂µ|φ|2| ≤ Ω4 |φ|
2
R0
+R0|Dµφ|2. We then get
EˆR0(u1, u2) ≥
∫
r=R0
R20
( |Duφ|2 + |Dvφ|2
8
)
− Ω2(R0)R0 ·K(R0)|φ|
2
2
dt.
Then for some small  > 0 to be chosen later, we choose R0 sufficiently close from r+ so that
sup
r+≤r≤R0
Ω2(r)
K(r)
2
< 2.
Then, applying the mean-value theorem in r on [(1− )R0, R0] for  sufficiently small so that
r+ < (1− )R0, we see that there exists (1− )R0 < R′0 < R0 so that∫
r=R′0
|φ|2dt =
∫
D(u1,u2)∩{(1−)R0≤r≤R0} Ω
2|φ|2dudv
R0
.
The presence of Ω2 is the integral is due to the integration in r : indeed dtdr = Ω2dudv.
Thus
∫
r=R′0
Ω2(R′0)
R′0K(R
′
0)|φ|2
2
dt ≤ 
∫
D(u1,u2)∩{(1−)R0≤r≤R0}
Ω2|φ|2dudv ≤ 
∫
D(u1,u2)∩{r+≤r≤R0}
Ω2|φ|2dudv.
Hence if 0 <  <
(K+)
2
2r+
, applying the former identities for R′0, there exists a constant C = C(M,ρ) > 0
and a R′0 = R
′
0(M,ρ) > r+ such that
∫
D(u1,u2)∩{r≤R′0}
Ω2r2|φ|2dudv ≤ C ·
(
E+deg(u1, u2) +
∫
D(u1,u2)∩{r≤R′0}
q0QΩ
2|φ||Dtφ|dudv
)
,
which proves the lemma.
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Now that the 0 order bulk term is controlled on a region {r+ ≤ r ≤ R0} near the event horizon, we
would like a global estimate that can also control the derivative of the scalar field everywhere, and the 0
order term near infinity.
We use the vector field Xα with α sufficiently large to get a r
−α weighted control of |Dφ|2 on the whole
region D(u1, u2). However, this identity alone necessarily comes with a loss of control of the 0 order term in
a bounded region [r+, R(α)].
The key point is to notice that R(α)→ r+ as α→ +∞. Therefore, at the cost 52 of a worse r−α weight,
we can take α large enough so that R(α) < R′0. As a result, the loss of control of the Xα estimate can be
compensated by the 0 order term estimate obtained prior in {r+ ≤ r ≤ R′0}.
The proof of this key fact is the object of the following lemma :
Lemma 5.3. For all ∆ > 0 and for all R1 > r+, there exists α˜(R1) > 1 sufficiently large such that for all
α ≥ α˜(R1) and for all r ≥ R1,
(Ω2r−α)(r) > ∆ · r−α−2. (5.8)
Proof. For all α ∈ R, we use (C.13) to compute :
(r−α) = αr−α−2
(
(α− 1)Ω2 − r · 2K) = αr−α−2((α− 1)− α2M
r
+ (α+ 1)
ρ2
r2
)
. (5.9)
Then, using the same identity for α and α− 1 we get
((1−2M
r
)r−α) = α(α−1)r−α−2−(2α2−3α+2)2Mr−α−3+(4(α− 1)2M2 + α(α+ 1)ρ2) r−α−4−α(α−1)(2Mρ2)r−α−5.
Then using again the identity for α− 2 we get
(Ω2r−α) = α(α− 1)r−α−2 − (2α2 − 3α+ 2)2Mr−α−3 + (4(α− 1)2M2 + 2(α2 − 2α+ 3)ρ2) r−α−4
−(2α2 − 5α+ 4)(2Mρ2)r−α−5 + (α− 2)(α− 1)ρ4r−α−6.
(5.10)
Now we want to take α very large. Notice first that
(Ω2r−α) = α2r−α−2
(
1− 4M
r
+
4M2 + 2ρ2
r2
− 4Mρ
2
r3
+
ρ4
r4
+ pα(r)
)
,
where pα(r) is a degree four polynomial in r
−1 whose coefficients are all O(α−1) as α tends to +∞.
Now, notice that
1− 4M
r
+
4M2 + 2ρ2
r2
− 4Mρ
2
r3
+
ρ4
r4
= Ω4.
Hence
(Ω2r−α) = α2r−α−2
(
Ω4 + pα(r)
)
.
We now denote bα(r) := (Ω2r−α)rα+2 = α2
(
Ω4 + pα(r)
)
.
Then we have limr→+∞ bα(r) = α(α− 1).
Then define R(α) as the maximum r such that bα(r) > 0 on (R(α),+∞], i.e.
R(α) = sup{r+ ≤ r / ∀r′ ≥ r, bα(r′) > 0}.
Because of what precedes, it is clear that for all α > 1, R(α) < +∞.
Moreover, because of the continuity of bα, we also have bα(R(α)) = 0.
We want to prove that R(α) is bounded. Since for all α > 1, R(α) < +∞, it is actually enough to prove
that R(α) is bounded for α in any neighbourhood of +∞.
Suppose not : then there exists a sequence αn such that
lim
n→+∞
αn = +∞,
lim
n→+∞
R(αn) = +∞.
Therefore we have
bαn(R(αn)) = 0 = α
2
n · Ω4(R(αn)) + pαn(R(αn)) ∼ α2n → +∞,
which is a contradiction. To obtain the infinite limit, we used the fact that pαn(R(αn)) → 0 and
Ω4(R(αn))→ 1 when n→ +∞.
52Which does not matter because we actually want to apply the Morawetz estimate in section 6 to a bounded r region
{r+ ≤ r ≤ R}.
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Now that R(α) is bounded, it admits at least one limit value when α → +∞. We call R1 ≥ r+ such a
limit value and we take a sequence αn such that
lim
n→+∞
αn = +∞,
lim
n→+∞
R(αn) = R1.
then we see that because pαn(R(αn))→ 0 :
lim
n→+∞
α2n · Ω2(R1) = 0,
which automatically implies that Ω2(R1) = 0 hence R1 = r+. Since r+ is the only admissible limit value
for R(α) when α→ +∞, we actually proved that
lim
α→+∞
R(α) = r+.
More precisely, we have R(α) = r+ + o(α
−2) when α→ +∞.
This implies that for all ∆ > 0 and for all R1 > r+, there exists α(R1) > 1 sufficiently large so that for
all r ≥ R1,
bα(r) > ∆,
which proves the lemma.
Now we come back to the main proof : the next step is to establish the global estimate using Xα.
We integrate 53 identity (5.2) ×dvol on D(u1, u2). We get
∫
D(u1,u2)
[
2α
rα−1
Ω2
(|Duφ|2 + |Dvφ|2)+ (Ω2r−α−1)
2
Ω2r2|φ|2
]
dudv ≤ E˜+
∫
D(u1,u2)
2q0|Q|
rα
Ω2|φ||Dtφ|dudv,
where E˜ accounts for the boundary terms in the identity.
We now need to prove that for some C′ = C′(M,ρ) > 0,
E˜ ≤ C′ · E+deg(u1, u2).
The terms appearing on H+ is one component of E+deg(u1, u2), since the terms involving χ are 0.
The term on I+ is proportional to∫ u2
u1
(
r2−α|Duφ|2 + Ω
2
2rα
(Ω2 − r · 2K)|φ|2 − Ω
2rα−1
2
∂u(|φ|2)
)
|I+
(u′)du′.
The first term appears in the Xα identity with a positive sign on the left-hand-side. The third term can
be absorbed into the first and second term, using that Ω2r1−α|∂u(|φ|2)| ≤ Ω4r−α|φ|2 + r2−α|Duφ|2. Only
remains a − Ω2
2rα
(r · 2K)|φ|2 term. Now notice that since 54 limr→+∞ φ = 0, this term is actually 0 on I+,
for any α ≥ 0.
The terms on {ui ≤ u ≤ +∞, v = vR(ui)}, i = 1, 2 can be written as :∫ +∞
ui
(
r2−α|Duφ|2 + Ω
2
2
(Ω2 − r · 2K)r−α|φ|2 − Ω
2
2
r1−α∂u(|φ|2)
)
(u′, vR(ui))du
′.
Similarly to what was written for I+, we can absorb the third term so that we only need to control∫ +∞
ui
(
r2−α|Duφ|2 − Ω2 · 2K · r1−α|φ|2
)
(u′, vR(ui))du
′.
Since α > 0, the first term can obviously be controlled by a term proportional to Edeg(ui). This only
leaves the Ω2 · 2K · r1−α|φ|2 term to control.
Now we proceed in two times : let r+ < R1 < R. On {r+ ≤ r ≤ R1}, we use a similar method to the
one leading to (5.6). We find that there exists a constant C1 = C1(M,ρ,R1) > 0 such that∫ +∞
uR1 (vR(ui))
Ω2r1−α · 2K|φ|2(u, vR(ui))du ≤ C1 · Edeg(ui). (5.11)
Now we can take care of the region {R1 ≤ r ≤ R}. Using Hardy inequality (2.18) in u we get :
∫ uR1 (vR(ui))
ui
Ω2|φ|2(u, vR(ui))du ≤ 4
Ω2(R1)
∫ +∞
ui
r2|Duφ|2(u, vR(ui))du+ 2R|φ|2(ui, vR(ui)).
53dvol is defined in appendix C.
54This comes from the finiteness of E, c.f. the proof of Proposition 4.1.
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The last term of the right-hand side can be bounded, using Hardy’s inequality (2.17) in v :
R|φ|2(ui, vR(ui)) ≤ Ω−2(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv.
Hence there exists a constant C′1 = C
′
1(M,ρ,R1) > 0 such that∫ uR1 (vR(ui))
ui
Ω2|φ|2(u, vR(ui))du ≤ C′1 · Edeg(ui).
Now notice that r1−α · 2K ≤ r−1−α+ · 2K+r2+ ≤ r1−α · 2K+ . Therefore there exists a constant
C′′1 = C
′′
1 (M,ρ,R1) > 0 such that∫ uR1 (vR(ui))
ui
Ω2r1−α · 2K|φ|2(u, vR(ui))du ≤ C′′1 · Edeg(ui). (5.12)
Combining with (5.11) and after choosing R1 = R1(M,ρ), for instance R1 = 2r+ we see that the
boundary terms on {ui ≤ u ≤ +∞, v = vR(ui)}, i = 1, 2 are controlled by C˜(M,ρ) · E+deg(u1, u2).
Now we take care of the terms on {vR(ui) ≤ v ≤ +∞, u = ui} for i = 1, 2.
We can see that it is enough to control
∫∞
vR(ui)
(
r2−α|Dvφ|2(ui, v′) + r−α|φ|2(ui, v′)
)
dv′.
We can use Hardy’s inequality (2.19) under the form∫ +∞
vR(ui)
|φ|2(ui, v)dv ≤ 4
Ω4(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv.
Therefore,
∫ ∞
vR(ui)
(
r2−α|Dvφ|2(ui, v′) + r−α|φ|2(ui, v′)
)
dv′ ≤ R−α [1 + 4Ω−4(R)]Edeg(ui) ≤ E+deg(u1, u2),
after taking R large enough.
Therefore we proved that for some C′ = C′(M,ρ) > 0,
∫
D(u1,u2)
[
2α
rα−1
Ω2
(|Duφ|2 + |Dvφ|2)+ (Ω2r−α−1)
2
Ω2r2|φ|2
]
dudv ≤ C′·E+deg(u1, u2)+
∫
D(u1,u2)
2q0|Q|
rα
Ω2|φ||Dtφ|dudv.
(5.13)
Now take ∆ = 2 and R1 = R
′
0 in Lemma 5.3, where r+ < R
′
0(M,ρ) is the radius of Lemma 5.2. Then
following Lemma 5.3 we can take α = α(M,ρ) > 1 large enough so that
∫
D(u1,u2)∩{r≤R′0}
(Ω2r−α−1)
2
Ω2r2|φ|2dudv+
∫
D(u1,u2)∩{r≥R′0}
Ω2r−α−1|φ|2dudv <
∫
D(u1,u2)
(Ω2r−α−1)
2
Ω2r2|φ|2dudv.
Then, since on [r+, R
′
0], (Ω2r−α−1) is bounded by a constant only depending on M and ρ, we find using
Lemma 5.2 that there exists C˜ = C˜(M,ρ) > 0 such that
∫
D(u1,u2)∩{r≤R′0}
Ω2
(
r−α−1 +
|(Ω2r−α−1)|
2
r2
)
|φ|2dudv ≤ C˜·
(
E+deg(u1, u2) +
∫
D(u1,u2)∩{r≥R′0}
q0|Q|Ω2|φ||Dtφ|dudv
)
.
Therefore, combining with (5.13) we get that there exists C¯ = C¯(M,ρ) > 0 such that
∫
D(u1,u2)
[
α
rα−1
Ω2
(|Duφ|2 + |Dvφ|2)+ Ω2 |φ|2
rα+1
]
dudv ≤ C¯·
(
E+deg(u1, u2) +
∫
D(u1,u2)
q0|Q|
rα
Ω2|φ||Dtφ|dudv
)
.
(5.14)
Now notice that
2|φ||Dtφ|
rα
≤ |φ|
2
rα+1
+
|Dvφ|2 + |Duφ|2
2rα−1
.
Then, if |Q| is small enough so that
C¯ · q0 sup
D(u1,u2)
|Q| < min{1, 2α},
then the interaction term can be absorbed into the left-hand-side of (5.14), which proves Proposition 5.1.
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5.2 A Red-shift estimate
In this section, we are going to prove that the non-degenerate energy near the event horizon is bounded
by the degenerate energy. This echoes with the red-shift estimates pioneered in [13] and [14]. The main
difference here is that we cannot obtain non-degenerate energy boundedness as an independent statement,
due to the presence of the charge term. Indeed we need to use the control of the 0 order term near the event
horizon, obtained priorly by the Morawetz estimate (5.1).
This red-shift estimate is proved using the vector field Ω−2∂u, which is regular across the event horizon.
We integrate the resulting vector field identity on {r+ ≤ r ≤ R}. Although a term appears on the
time-like boundary {r = R0}, we can control it by the degenerate energy , in the same way we did for the
Morawetz estimate. We are borrowing a few important arguments from section 5.1. We are going to prove
the following proposition :
Proposition 5.4. For all r+ < R0 < R and for all 0 <  < 1 sufficiently small, there exists
C = C(R0, ,M, ρ) > 0, δ = δ(R0, ,M, ρ) > 0 and (1− )R0 < R˜0 < (1 + )R0 such that
if ‖Q‖L∞(D(u0(R),+∞)) < δ then for all u0(R) ≤ u1 < u2 :
∫ +∞
u
R˜0
(vR(u2))
r2|Duφ|2
Ω2
(u, vR(u2))du+
∫
D(u1,u2)∩{r≤R˜0}
|Duφ|2
Ω2
dudv
≤ C ·
[
E+deg(u1, u2) +
∫ +∞
u
R˜0
(vR(u1))
r2|Duφ|2
Ω2
(u, vR(u1))du
] (5.15)
Proof. We are going to consider the vector field XRS =
∂u
Ω2
. We also choose χ = − 1
r
. Then we get
∇µJ˜XRSµ (φ) = 4K(r)|Duφ|
2
Ω4
− K(r)|φ|
2
r2
+
q0Q
r2Ω2
=(φ¯Duφ),
We now integrate this identity, multiplied 55 by dvol, on {r+ ≤ r ≤ R0} :
∫
D(u1,u2)∩{r≤R0}
(
8K(r)r2|Duφ|2
Ω2
− 2K(r)Ω2|φ|2 + 2q0Q=(φ¯Duφ)
)
dudv
+
∫ +∞
uR0 (vR(u2))
(
r2|Duφ|2
Ω2
+
Ω2
2
|φ|2 − r
2
∂u(|φ|2)
)
(u′, vR(u2))du
′
+EˆRSR0 (u1, u2) =
∫ +∞
uR0 (vR(u1))
(
r2|Duφ|2
Ω2
+
Ω2
2
|φ|2 − r
2
∂u(|φ|2)
)
(u′, vR(u1))du
′,
(5.16)
where EˆRSR0 (u1, u2), the L
2 flux through {r = R0} is defined by
EˆRSR0 (u1, u2) =
∫
r=R0
R20
( |Duφ|2
2Ω2(R0)
)
− R0
4
(∂u|φ|2 − ∂v|φ|2) + Ω
2(R0)
2R20
|φ|2dt.
For the constant v boundary term, similarly to what was done in section 5.1, we can absorb the second
term into the others using the fact that r|∂u|φ|2| ≤ Ω2|φ|2 + r
2|Dµφ|2
Ω2
.
This only leaves the Ω
2
2
|φ|2 term to control on [uR0(vR(u1)),+∞] × {vR(u1)}. Using (5.6), we see that
there exists C˜ = C˜(M,ρ,R0) > 0 such that∫ +∞
uR0 (vR(u1))
Ω2|φ|2(u′, vR(u1))du′ ≤ C˜ · Edeg(u1).
Therefore we proved that for some C¯ = C¯(M,ρ,R0) > 0
∫
D(u1,u2)∩{r≤R0}
(
8K(r)r2|Duφ|2
Ω2
− 2K(r)Ω2|φ|2 + 2q0Q=(φ¯Duφ)
)
dudv
+
∫ +∞
uR0 (vR(u2))
r2|Duφ|2
Ω2
(u′, vR(u2))du
′
+EˆRSR0 (u1, u2) ≤
∫ +∞
uR0 (vR(u1))
r2|Duφ|2
Ω2
(u′, vR(u1))du
′ + C¯E+deg(u1, u2).
Now we want to control EˆRSR0 term. Notice that its first term has the right sign. For the other two terms,
we use the same technique as for the proof of Lemma (5.2). Therefore , for any 0 <  < 1 and after an
application of the mean-value theorem on [(1−)R0, (1+)R0] with the Morawetz estimate proved in former
section, we see that there exists C′ = C′(M,ρ,R0, ) > 0 and (1− )R0 < R˜0 < (1 + )R0 such that
55dvol is defined in appendix C.
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|
∫
r=R˜0
− R˜0
4
(∂u|φ|2 − ∂v|φ|2) + Ω
2(R˜0)
R˜20
|φ|2dt| ≤ C′ · E+deg(u1, u2).
Therefore we have
(
8K(r)r2|Duφ|2
Ω2
− 2K(r)Ω2|φ|2 + 2q0Q=(φ¯Duφ)
)
dudv +
∫ +∞
u
R˜0
(vR(u2))
r2|Duφ|2
Ω2
(u′, vR(u2))du
′
≤
∫ +∞
u
R˜0
(vR(u1))
r2|Duφ|2
Ω2
(u′, vR(u1))du
′ + (C¯ + C′) · E+deg(u1, u2).
(5.17)
Then we use the Morawetz estimate (5.1) to control the 0 order term : there exists C0 = C0(M,ρ,R0) > 0
such that
|
∫
D(u1,u2)∩{r≤R˜0}
K(r)Ω2|φ|2dudv| ≤ C0 · E+deg(u1, u2). (5.18)
Then, combining with (5.17) and noticing that 2K · r2 ≥ 2K+r2+, we see that there exists
C′0 = C
′
0(M,ρ,R0, ) > 0 such that
∫
D(u1,u2)∩{r≤R˜0}
r2|Duφ|2
Ω2
dudv +
∫ +∞
u
R˜0
(vR(u2))
r2|Duφ|2
Ω2
(u′, vR(u2))du
′
≤ C′0 ·
(∫
D(u1,u2)∩{r≤R˜0}
q0|Q|
4
|φ¯||Duφ|dudv +
∫ +∞
u
R˜0
(vR(u1))
r2|Duφ|2
Ω2
(u′, vR(u1))du
′ + E+deg(u1, u2)
)
.
(5.19)
Then for |Q| small enough and using (5.18), we can absorb the interaction term into ∫D(u1,u2)∩{r≤R˜0} r2|Duφ|2Ω2 dudv
and E+deg(u1, u2). The idea is the same as the one that was used to conclude the proof of Proposition 5.1.
This concludes the proof of Proposition 5.4.
5.3 Boundedness of the energy
This estimate is by far the most delicate in this section. Even though for a charged scalar, a positive
conserved quantity —arising from the coupling of the scalar field and the electromagnetic tensors— is still
available via the vector field ∂t, it is of little direct use because one of its component, involving the charge,
does not decay in time since the charge approaches a constant value at infinity.
This problem does not exist on Minkowski space-time —where the charge is constrained to tend to 0
towards time-infinity— or in the uncharged case q0 = 0 where the conservation laws are uncoupled and the
use of ∂t gives an estimate only in terms of scalar fields quantities.
Our strategy to deal with this charge term is to absorb the charge difference into a term involving the
scalar field. More precisely, the key point is to control the fluctuations of the charge by the energy of
the scalar field. This idea already appeared in [22], in the context of the black hole interior.
In the exterior, we do this in four different steps.
In the first one, we take care of the domain D(u1, u2)∩{r ≥ R} where we integrate Q2 towards γR. This
estimate leaves a term R−1 · (Q2(u2, vR(u2))−Q2(u1, vR(u1))) on γR to be controlled.
In the second step, we transport in u the R−1 ·(Q2(u2, vR(u2))−Q2(u1, vR(u1))) term towards the curve
γR0 for some fixed r+ < R0 < R, R0 = R0(M,ρ). This term can be controlled by the r
2|Duφ|2 part of the
energy on {R0 ≤ r ≤ R} and by the r2|Dvφ|2 part of the energy on {R ≤ r}, using a Hardy-type inequality
in each region. Every-time a small term q0|Q| multiplies the terms controlled by the energy, which is why
they can be absorbed.
This estimate leaves this time a term 56 R−1 · (Q2(uR0(vR(u2)), vR(u2))−Q2(uR0(vR(u1)), vR(u1))).
In the third step, we take care of the domain D(u1, u2)∩{r ≤ R} where we integrate Q2 towards γR0 . This
leaves a charge difference term on γR0 : (
1
r+
− 1
R
)
(
Q2(uR0(vR(u2)), vR(u2))−Q2(uR0(vR(u1)), vR(u1))
)
.
In the fourth step, we control the two terms
(
Q2(uR0(vR(u2)), vR(u2))−Q2(uR0(vR(u2)), vR(u2))
)
using
the Morawetz estimate of section 5.1. The key point is that R0 is chosen “in between” r+ and R, so that it
is not too close to the event horizon and not too close either from infinity. Since the argument loses a lot
of Ω−2 and r weights , it is fortunate that these loses are bounded (they only depend on ρ and M) and can
therefore be absorbed using the smallness of q0|Q|. The argument does not depend on the smallness of R,
which can still be taken arbitrarily large for the following sections, in particular section 6.
The different curves are summed up by the Penrose diagram of Figure 2.
The use of the vector field ∂t on the domain D(u1, u2) gives rise to an energy identity, summed up by
the following lemma :
56The first multiplicative term is not a typo : it is indeed R and not R0.
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Lemma 5.5. For all u0(R) ≤ u1 < u2 we have the following energy identity :∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ +∞
u2
(
r2|Duφ|2(u, vR(u2)) + 2Ω
2Q2
r2
(u, vR(u2))
)
du
+
∫ +∞
vR(u2)
(
r2|Dvφ|2(u2, v) + 2Ω
2Q2
r2
(u2, v)
)
dv +
∫ u2
u1
r2|Duφ|2|I+(u)du
=
∫ +∞
u1
(
r2|Duφ|2(u, vR(u1)) + 2Ω
2Q2
r2
(u, vR(u1))
)
du+
∫ +∞
vR(u1)
(
r2|Dvφ|2(u1, v) + 2Ω
2Q2
r2
(u1, v)
)
dv.
(5.20)
With the notations of this section, it can also be written as
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ +∞
u2
2Ω2Q2
r2
(u, vR(u2))du+
∫ +∞
vR(u2)
2Ω2Q2
r2
(u2, v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du+ Edeg(u2)
=
∫ +∞
u1
2Ω2Q2
r2
(u, vR(u1))du+
∫ +∞
vR(u1)
2Ω2Q2
r2
(u1, v)dv + Edeg(u1).
(5.21)
Proof. The proof is an elementary computation based on the fact that ∇µ(TEMµν +TSFµν ) = 0 and that ∂t is a
Killing vector field of the Reissner–Nordstro¨m metric, c.f. Appendix C for more details. We omit the (easy)
argument in which one writes the estimate on a truncated domain D(u1, u2)∩{v ≤ v0} and sends v0 toward
+∞ to obtain the claimed boundary terms on I+. We are going to repeat this omission in what follows.
The goal of this section is to prove the following :
Proposition 5.6. There exists C = C(M,ρ) > 0, δ = δ(M,ρ) > 0 such that
if ‖Q‖L∞(D(u0(R),+∞)) < δ, we have for all u0(R) ≤ u1 < u2 :
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ +∞
u2
r2|Duφ|2
Ω2
(u, vR(u2))du+
∫ +∞
vR(u2)
r2|Dvφ|2(u2, v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du
≤ C ·
(∫ +∞
u1
r2|Duφ|2
Ω2
(u, vR(u1))du+
∫ +∞
vR(u1)
r2|Dvφ|2(u, vR(u1))dv
)
.
(5.22)
With the notations of this section, it can also be written as
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du+ E(u2) ≤ C · E(u1). (5.23)
In short, the strategy is to bound all the terms involving Q2 by C′(M,ρ) ·q0|Q| ·E+(u1, u2) for a constant
C′(M,ρ) > 0 that only depends on the black hole parameters. Then we take |Q| to be small enough so that
C′(M,ρ) · q0|Q| < 1, in order to absorb those terms into the others.
5.3.1 Step 1 : the region D(u1, u2) ∩ {r ≥ R}
Lemma 5.7.∫ +∞
vR(u2)
Ω2Q2
r2
(u2, v)dv −
∫ +∞
vR(u1)
Ω2Q2
r2
(u1, v)dv ≤ Q
2(u2, vR(u2)−Q2(u1, vR(u1))
R
+4q0
(
sup
D(u1,u2)
|Q|
)
Ω−2(R)
[∫ +∞
vR(u2)
r2|Dvφ|2(u2, v)dv +
∫ +∞
vR(u1)
r2|Dvφ|2(u1, v)dv
] (5.24)
Proof. We start to prove the identity :∫ +∞
vR(ui)
Ω2Q2
r2
(ui, v)dv =
Q2(ui, vR(ui))
R
+ 2
∫ +∞
vR(ui)
q0Qr=(φDvφ)(ui, v)dv (5.25)
For this we write using (2.9), for all vR(ui) ≤ v :
Q2(ui, v) = Q
2(ui, vR(ui)) + 2
∫ v
vR(ui)
q0Qr
2=(φDvφ)(ui, v′)dv′.
Then for the first term, we just need to notice that because Ω2 = ∂vr :
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∫ +∞
vR(ui)
Ω2
r2
(ui, v)dv =
1
R
.
For the second term we integrate by parts as :∫ +∞
vR(ui)
Ω2
r2
(ui, v)
(∫ v
vR(ui)
q0Qr
2=(φDvφ)(ui, v′)dv′
)
dv =
∫ +∞
vR(ui)
q0Qr=(φDvφ)(ui, v)dv.
The boundary terms cancelled because Q2 is bounded :
lim
v→+∞
1
r(ui, v)
∫ v
vR(ui)
2q0Qr
2=(φ¯Dvφ)(ui, v′)dv′ = Q
2(ui, v)−Q2(ui, vR(ui))
r(ui, v)
= 0.
Therefore (5.25) is proven.
Thereafter we use Hardy’s inequality (2.19) under the form∫ +∞
vR(ui)
|φ|2(ui, v)dv ≤ 4
Ω4(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv.
We can then use Cauchy-Schwarz to get that∫ +∞
vR(ui)
q0Qr=(φ¯Dvφ)(ui, v)dv ≤ 2q0
(
sup
D(u1,u2)
|Q|
)
Ω−2(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv,
which concludes the proof of Lemma 5.7.
5.3.2 Step 2 : transport in u of Q2|γR to Q
2
|γR0
Lemma 5.8. For all r+ < R0 < R we have
Q2(u2, vR(u2))−Q2(u1, vR(u1))
R
≤ Q
2(uR0(vR(u2)), vR(u2))−Q2(uR0(vR(u1)), vR(u1))
R
+5q0
(
sup
D(u1,u2)
|Q|
)
E+(u1, u2).
(5.26)
Proof. We start by an identity coming directly from (2.8) :
Q2(ui, vR(ui)) = Q
2(uR0(vR(ui)), vR(ui)) + 2
∫ uR0 (vR(ui))
ui
q0Qr
2=(φ¯Duφ)(u, vR(ui))du.
Using Hardy inequality (2.18) in u we get :
∫ uR0 (vR(ui))
ui
Ω2|φ|2(u, vR(ui))du ≤ 4
∫ uR0 (vR(ui))
ui
r2|Duφ|2
Ω2
(u, vR(ui))du+ 2R|φ|2(ui, vR(ui)).
The last term of the right-hand side can be bounded, using Hardy’s inequality (2.17) in v :
R|φ|2(ui, vR(ui)) ≤ Ω−2(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv.
We then use Cauchy-Schwarz, taking advantage of the fact that r ≤ R :
2|
∫ uR0 (vR(ui))
ui
q0Qr
2=(φ¯Duφ)(u, vR(ui))du| ≤ R·q0
(
sup
D(u1,u2)
|Q|
)∫ uR0 (vR(ui))
ui
(
r2|Duφ|2
Ω2
+ Ω2|φ|2
)
(u, vR(ui))du.
Then we combine with the estimates proven formerly to get
2|
∫ uR0 (vR(ui))
ui
q0Qr
2=(φ¯Duφ)(u, vR(ui))du|
≤ R · q0
(
sup
D(u1,u2)
|Q|
)(
5
∫ uR0 (vR(ui))
ui
r2|Duφ|2
Ω2
(u, vR(ui))du+ 2Ω
−2(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv
)
.
(5.27)
Then if we take R large enough so that 2Ω−2(R) < 5 , this last estimate proves Lemma 5.8.
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5.3.3 Step 3 : the region D(u1, u2) ∩ {r ≤ R}
Lemma 5.9. For all r+ < R0 < R we have
∫ +∞
u2
Ω2Q2
r2
(u, vR(u2))du−
∫ +∞
u1
Ω2Q2
r2
(u, vR(u1))du ≤
Q2(uR0(vR(u2)), vR(u2))−Q2(uR0(vR(u1)), vR(u1))
r+
(1− r+
R
) +
5
2
q0
(
sup
D(u1,u2)
|Q|
)
E+(u1, u2).
(5.28)
Proof. We start to prove an identity for all r+ < R0 < R :∫ +∞
ui
Ω2Q2
r2
(u, vR(ui))du =
Q2(uR0(vR(ui)), vR(ui))
r+
(1− r+
R
)
+2
∫ +∞
uR0 (vR(ui))
q0Qr(1− r
r+
)=(φ¯Duφ)(u, vR(ui))du+ 2
∫ uR0 (vR(ui))
ui
q0Qr(1− r
R
)=(φ¯Duφ)(u, vR(ui))du
(5.29)
After dividing [ui,+∞] into [ui, uR0(vR(ui))] and [uR0(vR(ui)),+∞], the method of proof is similar to
that of the estimate 5.25, except that we integrate Q2 in u towards γR0 this time.
Taking R0 < 2r+ and R large enough so that
R0
r+
− 1 < 1− r+
R
, we can write that
|
∫ +∞
uR0 (vR(ui))
q0Qr(1− r
r+
)=(φ¯Duφ)(u, vR(ui))du+
∫ uR0 (vR(ui))
ui
q0Qr(1− r
R
)=(φ¯Duφ)(u, vR(ui))du|
≤ (1− r+
R
)q0
(
sup
D(u1,u2)
|Q|
)∫ +∞
ui
r|=(φ¯Duφ)|(u, vR(ui))du
(5.30)
Using Hardy inequality (2.18) in u we get :∫ +∞
ui
Ω2|φ|2(u, vR(ui))du ≤ 4
∫ +∞
ui
r2|Duφ|2
Ω2
(u, vR(ui))du+ 2R|φ|2(ui, vR(ui)).
The last term of the right-hand side can be bounded, using Hardy’s inequality (2.17) in v :
R|φ|2(ui, vR(ui)) ≤ Ω−2(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv.
Combining all the former estimates and using Cauchy-Schwarz, we finally get :
∫ +∞
ui
r|=(φ¯Duφ)|(u, vR(ui))du ≤ 5
2
∫ +∞
ui
r2|Duφ|2
Ω2
(u, vR(ui))du+2Ω
−2(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv ≤ 5
2
E(ui),
(5.31)
where we took R large enough so that 2Ω−2(R) < 5
2
.
We then combine with (5.30), which proves Lemma 5.9.
5.3.4 Step 4 : control of the Q2|γR0 terms by the Morawetz estimate
Lemma 5.10. For all r+ < R
′
0 < R there exists r+ < R0 < R
′
0 and C4 = C4(R
′
0,M, ρ) > 0 such that
Q2(uR0(vR(u2)), vR(u2))−Q2(uR0(vR(u1)), vR(u1)) ≤ C4q0
(
sup
D(u1,u2)
|Q|
)
· E+(u1, u2). (5.32)
Proof. For this proof, we work in (t, r∗) coordinates. We define ti = 2vR(ui)−R∗0 such that the space-time
point (ti, R
∗
0) corresponds to the space-time point (uR0(vR(ui)), vR(ui)).
Using (2.8), (2.9) we see that on γR0 :
Q2(uR0(vR(u2)), vR(u2))−Q2(uR0(vR(u1)), vR(u1)) = Q2(t2, R∗0)−Q2(t1, R∗0) = 2R20
∫ t2
t1
q0Q=(φ¯Dr∗φ)(t, R∗0)dt.
This estimate is valid for any r+ < R0 < R.
Now fix some r+ < R
′
0 < R. Using the mean-value theorem in r, we see that there exists a r+ < R˜0 < R
′
0
such that :
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∫ R′0
r+
[∫ t2
t1
q0Q=(φ¯Dr∗φ)(t, r∗)dt
]
dr = (R′0 − r+)
∫ t2
t1
q0Q=(φ¯Dr∗φ)(t, (R˜0)∗)dt.
From now on, we choose R0 to be exactly that R˜0 and we take R
′
0 < 2r+.
Therefore, since R0 < R
′
0 and R
′
0 < 2r+ we have
Q2(uR0(vR(u2)), vR(u2))−Q2(uR0(vR(u1)), vR(u1)) ≤ 4R′0
∫ R′0
r+
[∫ t2
t1
q0Q=(φ¯Dr∗φ)(t, r∗)dt
]
dr.
Then Lemma 5.10 follows from a direct application of Cauchy-Schwarz and the Morawetz estimate
(5.1).
5.3.5 Completion of the proof of Proposition 5.6
Proof. Now we choose R′0 = 2r+ and take the R0 > r+ of Lemma 5.10. We now apply Lemma 5.8 and Lemma
5.9 with that R0. Coupled with Lemma 5.7 and identity (5.20) we find that there exists C5 = C5(M,ρ) > 0
such that
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ +∞
u2
r2|Duφ|2(u, vR(u2))du+
∫ +∞
vR(u2)
r2|Dvφ|2(u2, v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du
≤
∫ +∞
u1
r2|Duφ|2(u, vR(u1))du+
∫ +∞
vR(u1)
r2|Dvφ|2(u1, v)dv + C5q0
(
sup
D(u1,u2)
|Q|
)
E+(u1, u2).
(5.33)
Now we apply the Red-shift estimate (5.15) for say R0 = 2r+ and  =
1
4
: there exists C6 = C6(M,ρ) > 0
such that
C−16
∫ +∞
u
R˜0
(vR(u2))
r2|Duφ|2
Ω2
(u, vR(u2))du ≤ 1
2
E+deg(u1, u2) +
∫ +∞
u
R˜0
(vR(u1))
r2|Duφ|2
Ω2
(u, vR(u1))du. (5.34)
Therefore, adding (5.33) and (5.34) and absorbing the 1
2
E+deg(u1, u2), both in the left and right-hand side
we get
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ +∞
u2
r2|Duφ|2(u, vR(u2))du+ 2C−16
∫ +∞
u2
r2|Duφ|2
Ω2
(u, vR(u2))du
+
∫ +∞
vR(u2)
r2|Dvφ|2(u2, v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du ≤
3Edeg(u1) + 2
∫ +∞
uR0 (vR(u1))
r2|Duφ|2
Ω2
(u, vR(u1))du+ 2C5q0
(
sup
D(u1,u2)
|Q|
)
E+(u1, u2),
(5.35)
Without loss of generality 57, we can take C6 > 2Ω
−2(R˜0) so that
2C−16
∫ +∞
u2
r2|Duφ|2
Ω2
(u, vR(u2))du ≤
∫ u
R˜0
(vR(u2))
u2
r2|Duφ|2(u, vR(u2))du+2C−16
∫ +∞
u
R˜0
(vR(u2))
r2|Duφ|2
Ω2
(u, vR(u2))du.
Therefore, also using the fact that 3Edeg(u1) + 2
∫ +∞
u
R˜0
(vR(u1))
r2|Duφ|2
Ω2
(u, vR(u1))du ≤ 5E(u1) we get
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv + 4C−16 E(u2) +
∫ u2
u1
r2|Duφ|2|I+(u)du ≤ 5E(u1) + 2C5q0
(
sup
D(u1,u2)
|Q|
)
E+(u1, u2).
(5.36)
Now choosing |Q| small enough so that C5C6q0
(
supD(u1,u2) |Q|
)
< 1 , we can absorb the E+(u1, u2)
term on the left-hand-side, which proves Proposition 5.6.
As a by-product of the boundedness of the energy, we finally close the Morawetz estimate of section 5.1.
We indeed proved that :
57This only makes the former estimate worse, and C6 can still be taken to depend on M and ρ only.
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Proposition 5.11. There exists α(M,ρ) > 1, C = C(M,ρ) > 0, δ = δ(M,ρ) > 0 such that
if ‖Q‖L∞(D(u0(R),+∞)) < δ, we have for all u0(R) ≤ u1 < u2 :∫
D(u1,u2)
( |Duφ|2 + |Dvφ|2
rα−1
+
|φ|2
rα+1
)
Ω2dudv ≤ C · E(u1). (5.37)
As a consequence — also combining with the red-shift estimate — we have the following
Corollary 5.12. There exists C = C(M,ρ,R) > 0, δ = δ(M,ρ) > 0 such that
if ‖Q‖L∞(D(u0(R),+∞)) < δ, we have for all u0(R) ≤ u1 < u2 :∫
D(u1,u2)∩{r≤R}
(
r2|Dvφ|2 + r
2|Duφ|2
Ω4
+ |φ|2
)
Ω2dudv ≤ C · E(u1). (5.38)
6 Decay of the energy
We now establish the time decay of the energy. We use the rp method developed in [15]. The main idea is
that the boundedness of rp weighted energies E˜p can be converted into time decay for the standard energy
E on the V -shaped foliation Vu we introduced in section 2.4.
The papers [1], [15], [42] and [46] all treat the linear wave equation on black hole space-times, in different
contexts. Compared to these works, the main difference and difficulty for the charged scalar field model is
the presence of a non-linear term, coming from the interaction with the Maxwell field.
The whole objective of this section is to find a way absorb this interaction term, for various values of p
and to prove the boundedness of the rp weighted energy.
We are going to assume the energy boundedness and the Morawetz estimates of the former section. As
before, to treat the interaction term, we rely on the smallness of the charge Q , however it is not as drastic
as in the former section : indeed, q0|Q| must be smaller than a universal constant, independent on the
black holes parameters. This is one of the key ingredients of the proof of Theorem 3.3.
Notice also that, thanks to the charge a priori estimates from section 4, provided that the initial energy
of the scalar field is sufficiently small, it is equivalent to talk about the smallness of Q, of e or of e0, c.f.
Remark 17. This remark will be used implicitly throughout this section.
The first step is establish a rp hierarchy for p < 2. For this, we use a Hardy type inequality and we
absorb the interaction term into the
∫ u2
u1
Ep−1[ψ](u)du term 58of the left-hand-side. The smallness of the
charges Q and e is essential and limits the maximal p to pmax < 1+
√
1− 4q0|e|, which tends to 2 as e tends
to 0.
This method cannot be extended for p > 2 because for a scalar field φ, rφ admits a finite generically
non-zero limit ψ — the radiation field — towards I+. This very fact imposes that the rp−3 weight in the
Hardy estimate is strictly inferior to r−1, hence p < 2 is necessary to apply the same argument, even when
e→ 0.
Still this first step already gives some decay of the energy that will be crucial for the second step.
The second step uses a different strategy : this time, while we still use the Hardy inequality, we apply
it to a weaker r weight. This is because the Hardy inequality proceeds with a maximal r−1 weight. This
allows us to take p larger, up to almost 3 as e tends to 0. On the other hand, we now have to absorb the
interaction term into Ep[ψ](u), in contrast to what was done in the first step.
This is done in two times : first we bootstrap the expected energy decay 59 E˜p−1(u) . u−1+, for some
small .
Then we solve a differential inequation involving Ep[ψ](u), which gives optimal bounds for
∫ u2
u1
Ep[ψ](u)du.
Finally we inject this bound in the energy inequality to control the interaction term and get decay of
E˜p−1(u). Then the bootstrapped decay is retrieved, after making use of the smallness of e.
It is interesting to notice that the procedure does not close the boundedness of the rp weighted energy for
the largest p that we consider but allows for a small u growth, due to the use of a Gro¨nwall-type argument
This procedure imposes to take p < 3− (q0e), with (q0e)→0 as q0e→ 0 and gives the boundedness of
rp weighted energies for such a p range.
This finally proves that the standard energy decays at a rate that tends to 3 when e tends to 0.
More precisely, the goal of this section is to prove the following result :
Proposition 6.1. Suppose that the energy boundedness (5.23) and the Morawetz estimates (5.38) are valid.
Assume that q0|e| < 14 . Assume also that for all 0 ≤ p′ < 2 +
√
1− 4q0|e|, Ep′(u0(R)) <∞.
For all 0 ≤ p < 2 +√1− 4q0|e|, there exist δ = δ(p, e,M, ρ) > 0 such that
if ‖Q − e‖L∞(D(u0(R),+∞)) < δ then for all  > 0, there exists R0 = R0(, p,M, ρ, e) > r+ such that if
R > R0, there exists D = D(M,ρ,R, , p, e) > 0 such that for all u > 0 :
E˜p(u) ≤ Dp · up−
(
2+
√
1−4q0|e|
)
+
, (6.1)
in particular,
E(u) ≤ D0 · u−2−
√
1−4q0|e|+. (6.2)
58For a definition of Ep[ψ](u), c.f. section 2.5 or section 6.1.
59For a definition of E˜p−1(u), c.f. section 2.5 or section 6.1.
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6.1 Preliminaries on the decay of the energy
In this section, we are going to establish a few preliminary results on the energy decay. The main goal is to
understand how the boundedness of rp weighted energies implies the time decay of the un-weighted energy.
The estimates are so tight that they can be closed only with the smallness of the charge. Therefore it is
very important to monitor the constants as carefully as possible.
As we will see, the lowest order term, which should be controlled together with the rp weighted energy,
is bounded by a large constant and the smallness of the charge cannot make it smaller. The key point is
that this term actually enjoys additional u decay so that the large constant can be absorbed for large u.
This motivates the following definitions, some of which have already been encountered by the reader :
E(u) =
∫ +∞
u
r2
|Duφ|2
Ω2
(u′, vR(u))du
′ +
∫ +∞
vR(u)
r2|Dvφ|2(u, v)dv,
E+(u1, u2) := E(u2) + E(u1) +
∫ vR(u2)
vR(u1)
r2|Dvφ|2|H+(v)dv +
∫ u2
u1
r2|Duφ|2|I+(u)du,
Ep[ψ](u) :=
∫ +∞
vR(u)
rp |Dvψ|2(u, v)dv,
E˜p(u) := Ep[ψ](u) + E(u).
It should be noted that E˜0(u) and E(u) are comparable.
In what follows, we make a repetitive implicit use of the trivial inequality Ep[ψ](u) ≤ E˜p(u).
We now establish a preliminary lemma, that reduces the problem to understanding the interaction term.
Lemma 6.2. There exists C1 = C1(M,ρ) > 0 such that for every 0 < p < 3 and for all u0(R) ≤ u1 < u2 :
p
∫ u2
u1
Ep−1[ψ](u)du+E˜p(u2) ≤ [1 + P0(R)]
(
Ep[ψ](u1) + |
∫
D(u1,u2)∩{r≥R}
2q0QΩ
2rp−2=(ψDvψ)dudv|
)
+C1·E(u1),
(6.3)
where P0(r) is a polynomial in r that behaves like O(r
−1) as r tends to +∞ and with coefficients depending
only on M and ρ.
Proof. We multiply (2.6) by 2rpDvψ and take the real part. We get :
rp∂u(|Dvψ|2) = Ω2rp−3
(
−2M + 2ρ
2
r
)
∂v(|ψ|2)− 2q0QΩ2rp−2=(ψDvψ).
We integrate this identity on D(u1, u2) ∩ {r ≥ R} and after a few integrations by parts we get
∫
D(u1,u2)∩{r≥R}
(
prp−1|Dvψ|2 +
(
2M(3− p)− (4− p)2ρ
2
r
)
rp−4|ψ|2
)
[1 + P1(r)]dudv +
∫ +∞
vR(u2)
rp |Dvψ|2(u2, v)dv
+
∫ u2
u1
Ω2
(
2M − 2ρ
2
r
)
rp−3|ψ|2I+(u)du =
∫
D(u1,u2)∩{r≥R}
2q0QΩ
2rp−2=(ψDvψ)dudv +
∫ +∞
vR(u1)
rp |Dvψ|2(u1, v)dv,
(6.4)
where P1(r) is a polynomial in r that behaves like O(r
−1) as r tends to +∞ and with coefficients depending
only on M and ρ.
Since p < 3 we can take R large enough so that |P1(r)| < 1 and 2M(3− p)− (4− p) 2ρ2r > 0.
We then have established :
p
∫ u2
u1
Ep−1[ψ](u)du+ Ep[ψ](u2) ≤ [1 + P0(R)]
(
Ep[ψ](u1) +
∫
D(u1,u2)∩{r≥R}
2q0QΩ
2rp−2=(ψDvψ)dudv
)
,
(6.5)
where P0(r) is a polynomial in r that behaves like O(r
−1) as r tends to +∞ and with coefficients depending
only on M and ρ.
Finally, to obtain the claimed estimate (6.3), it is enough to add (5.22) to the previous inequality. This
concludes the proof of the lemma.
We are now going to explain how to the boundedness of the rp weighted energies E˜p(u) implies the
time decay of the standard energy E(u). This is the core of the new method invented in [15]. We write a
refinement of the classical argument with the notations of the paper. This will be important in section 6.6.
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Lemma 6.3. Suppose that there exists 1 < p < 2 and C > 0 such that for all u0(R) ≤ u1 < u2∫ u2
u1
Ep−1[ψ](u)du+ E˜p(u2) ≤ C · E˜p(u1), (6.6)
and ∫ u2
u1
E0[ψ](u)du+ E˜1(u2) ≤ C · E˜1(u1). (6.7)
Then for all 0 ≤ s ≤ p and for all k ∈ N, there exists C′ = C′(M,ρ,C,R, s, E(u0(R)), k) > 0 such that
for all u > 0 :
E˜s(u) ≤ C′ ·
(
u
−k(1− s
p
)
+
sup2−2k−1u≤u′≤u E˜p(u
′)
up−s
)
. (6.8)
Remark 26. In the case s = 0, this lemma broadly says that, up to an arbitrarily fast decaying polynomial
term and a sup, the energy decays like u−p · E˜p. This formulation that was not present in the original article
[15] will be useful to obtain the almost optimal energy decay in section 6.6.
Remark 27. The lemma is stated for 1 < p < 2 because it is going to be applied in this paper to
p = 1 +
√
1− 4q0|e| − η, with η > 0 small. Of course, a similar result still holds without that restriction,
using a similar method. In the present paper, we will need more than this lemma in section 6.6, where a
major improvement of the method will become necessary.
Proof. During this proof, we make use of the following notation : A . B if there exists a constant
C0 = C0(M,ρ,C,R, s, E˜p(u0(R)), k) > 0 such that A ≤ C0B.
We take (un)n∈N to be a dyadic sequence, i.e. un+1 = 2un.
We first apply the mean-value theorem on [un, un+1] : there exists un < u¯n < un+1 such that
Ep−1[ψ](u¯n) =
∫ un+1
un
Ep−1[ψ](u)du
un
,
where we used the fact that un+1 − un = un.
Applying (6.6) gives
Ep−1[ψ](u¯n) .
E˜p(un)
un
. (6.9)
Now notice that because 1 < p < 2, (p−1) ∈ (0, 1) and (2−p) ∈ (0, 1). We then apply Ho¨lder’s inequality
under the form :
E1[ψ](u) ≤ (Ep−1[ψ](u))p−1 (Ep[ψ](u))2−p ,
where we used the fact that 1 = (p− 1)(p− 1) + (2− p)p.
Then we apply (6.9) and the precedent inequality for u = u¯n :
E1[ψ](u¯n) .
supun≤u≤un+1 E˜p(u)
(un)p−1
. (6.10)
We now use (6.7) and (6.10) to get :∫ un+1
un
E0[ψ](u)du . E˜1(un) . E˜1(u¯n−1) . E(un−1) +
supun−1≤u≤un E˜p(u)
(un)p−1
.
We used that un ∼ un−1 ≤ u¯n−1 ≤ un and for the last inequality, we also used the energy boundedness
(5.22) under the form E(u¯n−1) . E(un−1).
Then, following the method developed in [15], we add a multiple of the Morawetz estimate (5.38) to cover
for the {r ≤ R} energy bulk terms. After a standard computation, identical to that done in [15] we get∫ un+1
un
E(u)du . E(un−1) +
supun−1≤u≤un E˜p(u)
(un)p−1
.
Now using the mean-value theorem again on [un−1, un] : there exists u˜n−1 ∈ (un−1, un) such that
E(u˜n−1) =
∫ un
un−1
E(u)du
un − un−1 .
E(un−2)
un
+
supun−2≤u≤un−1 E˜p(u)
(un)p
,
Making use of the energy boundedness from (5.22) finally gives
E(un) .
E(un−2)
un
+
supun−2≤u≤un−1 E˜p(u)
(un)p
. (6.11)
Now take an integer k ≥ 1 and iterate (6.11) k times :
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E(un) .
E(un−2k)
(un)k
+
k∑
i=1
supun−2i≤u≤un−2i+1 E˜p(u)
(un)p+i−1
.
Now we can use the energy boundedness to bound E(un−2k) : there exists a constant C˜ = C˜(M,ρ) > 0
such that
E(un−2k) ≤ C · E(u0(R)).
We then have
E(un) . (un)−k +
supun−2k≤u≤un−1 E˜p(u)
(un)p
.
For u ∈ (un, un+1), we get
E(u) . u−k +
sup2−2k−1u≤u′≤u E˜p(u
′)
up
, (6.12)
where we used the fact that u
2
≤ un ≤ u.
This already proves the lemma for s = 0.
For the general case 0 < s ≤ p, we use the Ho¨lder inequality under the form
Es[ψ](u) ≤ (E0[ψ](u))1−
s
p (Ep[ψ](u))
s
p . (E(u))1−
s
p
(
E˜p(u)
) s
p
,
where we used the fact that s = (1− s
p
) · 0 + s
p
· p. For the last inequality, we also used the fact that for R
large enough we have
E0[ψ] ≤ 12E(u).
This is because |Dvψ|2 ≤ 2(r2|Dvφ|2 + Ω4|φ|2) ≤ 2(r2|Dvφ|2 + |φ|2) and the use of the Hardy inequality
(2.19) under the form ∫ +∞
vR(ui)
|φ|2(ui, v)dv ≤ 4
Ω4(R)
∫ +∞
vR(ui)
r2|Dvφ|2(ui, v)dv.
Then using (6.12) we get
E˜s(u) . u−k +
sup2−2k−1u≤u′≤u E˜p(u
′)
up
+ u
−k(1− s
p
)
+
sup2−2k−1u≤u′≤u E˜p(u
′)
up−s
,
where we used the boundedness of E˜p(u) for the third term and the inequality (a + b)
θ ≤ C(θ) · (aθ + bθ),
for θ = s
p
or θ = 1− s
p
.
Putting everything together and taking u large we get
E˜s(u) . u−k(1−
s
p
)
+
sup2−2k−1u≤u′≤u E˜p(u
′)
up−s
,
which concludes the proof of the lemma.
6.2 Application for the rp method for p < 2.
In this section, we establish the boundedness of the rp weighted energy for p slightly inferior to 2. The
argument relies on the absorption of the interaction term into the
∫ u2
u1
Ep−1[ψ](u)du term. To do this, we
make use of a Hardy-type inequality, coupled with the Morawetz estimate to treat the boundary terms on
the curve {r = R}.
As a corollary, we establish the u−p decay of the un-weighted energy for the range of p considered. This
step is crucial to establish the almost-optimal decay claimed in section 6.3.
The maximal value of q0|Q| authorized in this section is 14 .
We start by the main result of this section, which is the computation that illustrates how the interaction
term can be absorbed into the left-hand-side.
Proposition 6.4 (rp weighted energy boundedness). Assume that q0|e| < 14 .
For all η0 > 0, there exists R0 = R0(M,ρ, η0, e) > r+, δ = δ(M,ρ, η0, e) > 0 such that
if ‖Q − e‖L∞(D(u0(R),+∞)) < δ, then for all 1 −
√
1− 4q0|e| < p < 1 +
√
1− 4q0|e| and R > R0, there
exists C2 = C2(M,ρ,R, η0, p, e) > 0 such that for all u0(R) ≤ u1 < u2, we have(
p− 4q0e
2− p − η0
)∫ u2
u1
Ep−1[ψ](u)du+ E˜p(u2) ≤ (1 + η0) · Ep[ψ](u1) + C2 · E(u1). (6.13)
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Proof. We apply Cauchy-Schwarz to control the charge term as :
|
∫
D(u1,u2)∩{r≥R}
Ω2rp−2=(ψDvψ)dudv| ≤
(∫
D(u1,u2)∩{r≥R}
rp−1|Dvψ|2dudv
) 1
2
(∫
D(u1,u2)∩{r≥R}
rp−3Ω4|ψ|2dudv
) 1
2
.
Using a version of Hardy’s inequality (2.20), we then establish that
(∫
D(u1,u2)∩{r≥R}
rp−3Ω2|ψ|2dudv
) 1
2
≤ 2
(2− p)Ω(R)
(∫
D(u1,u2)∩{r≥R}
rp−1|Dvψ|2dudv
) 1
2
+
(
Rp−2
2− p
∫ u2
u1
|ψ|2(u, vR(u))du
) 1
2
.
Then, using an averaging procedure in r, similar to the one in Lemma 5.10, we find that for all R > 0 ,
there exists R
2
< R˜ < R. ∫ u2
u1
|ψ|2(u, vR˜(u))du ≤
2
R
∫
D(u1,u2)∩{R2 ≤r≤R}
|ψ|2dudv.
We are going to abuse notations and still call R this R˜. Using the Morawetz estimate (5.1), we see that
there exists C = C(M,ρ,R) > 0 such that
Rp−2
2− p
∫ u2
u1
|ψ|2(u, vR(u))du ≤ C
2− p · E(u1).
Then we apply Cauchy-Schwarz to the charge term and we combine the result with the inequality of
Lemma 6.2 to get that for all η0 > 0 :
p− 4q0
(
supD(u1,u2) |Q|
)
(2− p)Ω(R) −
η0
2
∫ u2
u1
Ep−1[ψ](u)du+E˜p(u2) ≤ (1+P (R))·Ep[ψ](u1)+ C
2η0 · (2− p) ·E(u1).
(6.14)
Then, we can taking R0 large enough and δ small enough so that :
|
4q0
(
supD(u1,u2) |Q|
)
(2− p)Ω(R) −
4q0|e|
(2− p) | ≤
η0
2
,
1 + P (R) ≤ 1 + η0.
More precisely, it suffices to have R0 >
D(M,ρ)·q0|e|
(1−
√
1−4q0|e|)·η0
and δ < 2(1 − √1− 4q0|e|) · η0, for some
D(M,ρ) > 0.
This concludes the proof of Proposition 6.4.
To finish this section, we establish the best decay of the energy that we can attain so far. The methods
employed are similar to that of [15]. In particular the constants do not need to be monitored as sharply as
in section 6.3.
Corollary 6.5. Suppose that q0|e| < 14 .
Then for all 1 < p′ < 1 +
√
1− 4q0|e|, for all 0 ≤ s ≤ p′ and for all k ∈ N large enough, there exists
C0 = C0(M,ρ, e,R, p
′, s, k, E(u0(R))) > 0 and C′0 = C
′
0(M,ρ, e,R, p
′, s, k, E˜p′(u0(R))) > 0 such that for all
u > 0, we have the following energy decay
E˜s(u) ≤ C0 ·
(
u
−k(1− s
p′ ) +
sup2−2k−1u≤u′≤u E˜p′(u
′)
up′−s
)
≤ C
′
0
up′−s
. (6.15)
Proof. We make use of the result of Proposition 6.4 and take η0 sufficiently small so that there exists
D0 = D0(M,ρ, p
′, e, R) so that for all u0(R) ≤ u1 < u2 :∫ u2
u1
Ep′−1[ψ](u)du+ E˜p′(u2) ≤ D0 · E˜p′(u1), (6.16)
and ∫ u2
u1
E0[ψ](u)du+ E˜1(u2) ≤ D0 · E˜1(u1). (6.17)
Thus the hypothesis of Lemma 6.3 are satisfied for the chosen p′ range.
This proves the first inequality of (6.15).
The second one solely relies on the boundedness of the rp weighted energy :
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sup
2−2k−1u≤u′≤u
E˜p′(u
′) ≤ D0E˜p(u0(R)).
We also need to take k > p′ so that k(1− s
p′ ) > p
′ − s.
This concludes the proof of Corollary 6.5.
6.3 Extension of the rp method to p < 3.
In this section, we establish the almost optimal decay for the energy, namely almost 3 as e → 0. To be
more precise, the maximal decay is p = 2 +
√
1− 4q0|e|. Notice that p > 2 for q0|e| < 14 , which implies an
integrable point-wise decay on the event horizon, crucial for the interior study, c.f. section 1.2.2.
The strategy employed to absorb the interaction term differs radically from that of section 6.2, where
the maximal p was limited to 2.
Indeed, we now aim at absorbing this term inside the E˜p(u2) term. To do this, we have to solve an
ordinary differential inequation and, making use of the relevant smallness, prove an arbitrary growth of
E˜p(u). This is actually sufficient to prove the claimed decay.
In the core of the proof, we make use of a bootstrap method and we retrieve the bootstrap assumption
using a pigeon-hole type argument already developed in the proof of Lemma 6.3.
The most crucial argument is of a non-linear nature, and is best summed up by the alternative of
Lemma 6.8. In short, according to how
(∫ u2
u1
Ep[ψ](u)du
) 1
2
compares with some initial energies, we
either have (6.27) or (6.28).
(6.27) is an energy boundedness statement, that would be suitably applied for u1 = u˜0 and u2 = u , i.e.
on an interval [u˜0, u] where u˜0 is fixed and u is the large variable.
In contrast, (6.28) is more adapted to prove u decay of E˜p−1 with a pigeon-hole like argument. It is
suitably applied for u1 =
u
2
and u2 = u, because then the term
u2−u1
u1
is bounded.
We then use a dichotomy argument :
Suppose that we can apply alternative 2, then it is easy to use the boundedness result of Proposition 6.4
for p− 1 and we broadly get u−1 decay of E˜p−1.
Instead, suppose that alternative 1 holds. Then we can iterate the estimate (6.27) of alternative 1 on
intervals [2−k−1u, 2−ku] until we get to an interval where alternative 2 applies, or that we reach the first
interval [u0, 2u0]. In any case, the iterated use of (6.27) proves, after a choice of relevant small constants,
that E˜p . u for some arbitrary small . This is enough to close the bootstrap assumption and obtain some
u−1+ decay for E˜p−1.
Proposition 6.6. Assume that q0|e| < 14 .
Assume also that for all 0 ≤ p′ < 2 +√1− 4q0|e|, Ep′(u0(R)) <∞.
For all 2−√1− 4q0|e| < p < 2 +√1− 4q0|e|, there exist δ = δ(p, e,M, ρ) > 0 such that
if ‖Q − e‖L∞(D(u0(R),+∞)) < δ, then for all  > 0 there exists R0 = R0(, p,M, ρ, e) > r+ such that if
R > R0, there exists D = D(M,ρ,R, , p, e) > 0 such that for all u > 0 :
E˜p−1(u) ≤ D
u1−
, (6.18)
E˜p(u) ≤ D · u, (6.19)
Proof. Like in section 6.2, we apply Cauchy-Schwarz to control the charge term but we distribute the r
weights differently as :
|
∫
D(u1,u2)∩{r≥R}
Ω2rp−2=(ψDvψ)dudv| ≤
(∫
D(u1,u2)∩{r≥R}
rp|Dvψ|2dudv
) 1
2
(∫
D(u1,u2)∩{r≥R}
rp−4Ω4|ψ|2dudv
) 1
2
.
Using a version of Hardy’s inequality (2.20), we then establish that
(∫
D(u1,u2)∩{r≥R}
rp−4Ω2|ψ|2dudv
) 1
2
≤ 2
(3− p)Ω(R)
(∫
D(u1,u2)∩{r≥R}
rp−2|Dvψ|2dudv
) 1
2
+
(
Rp−3
3− p
∫ u2
u1
|ψ|2(u, vR(u))du
) 1
2
.
Combining both inequalities we see that
|
∫
D(u1,u2)∩{r≥R}
Ω2rp−2=(ψDvψ)dudv| ≤ 2
(3− p)Ω(R)
(∫ u2
u1
Ep−2[ψ](u)du
) 1
2
(∫ u2
u1
Ep[ψ](u)du
) 1
2
+
(∫ u2
u1
Ep[ψ](u)du
) 1
2
(
Rp−3
3− p
∫ u2
u1
|ψ|2(u, vR(u))du
) 1
2
.
(6.20)
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The main contribution of the right-hand-side is the first term.
Using the results 60 of section 6.2, we see that there exists C′ = C′(M,ρ,R, p, e) > 0 such that for all
u0(R) ≤ u1 < u2 : (∫ u2
u1
Ep−2[ψ](u)du
) 1
2
≤ C′ ·
[
(Ep−1[ψ](u1))
1
2 + (E(u1))
1
2
]
,
where we used the fact that for all α, β > 0,
√
α+ β ≤ √α+√β.
Similarly to the method employed in section 6.2, we deal with the second term in the right-hand-side of
(6.20) using the Morawetz estimate of section 5.1. We find that there exists a constant
D = D(M,ρ, p, e, R) > 0 such that
|
∫
D(u1,u2)∩{r≥R}
Ω2rp−2=(ψDvψ)dudv| ≤ D ·
[
(Ep−1[ψ](u1))
1
2 + (E(u1))
1
2
]
·
(∫ u2
u1
Ep[ψ](u)du
) 1
2
.
(6.21)
Again, the main contribution in the right-hand-side is the first term. Actually we will see that the E(u1)
term enjoys a better decay in u than Ep−1[ψ](u1) term because in this section p > 1. This will later allow
us to absorb 61 the second term in the right-hand-side into the first term, for u1 large enough.
We then combine the bound from Lemma 6.2 with the bound on the charge term (6.21) to get for any
η > 0 small enough:
p
∫ u2
u1
Ep−1[ψ](u)du+ E˜p(u2) ≤ (1 + η) · Ep[ψ](u1)
+D˜ ·
[
(Ep−1[ψ](u1))
1
2
(∫ u2
u1
Ep[ψ](u)du
) 1
2
+ (E(u1))
1
2 ·
(∫ u2
u1
Ep[ψ](u)du
) 1
2
+ E(u1)
]
,
(6.22)
where we took R > R′0(M,ρ, η) so P0(r) — defined in the statement of Lemma (6.2) — verifies
|1 + P0(r)| < (1 + η) and D˜ = D˜(M,ρ, p, e, R) > 0.
In contrast to the strategy adopted in section 6.2, we now aim at absorbing the error term into the
Ep[ψ](u2) term of the left-hand-side.
Therefore we are going to drop temporarily the first term of the left-hand-side and consider the differential
functional inequality, with u2 being the variable, u1 the constant and
∫ u2
u1
Ep[ψ](u)du the unknown function
Ep[ψ](u2) ≤ D˜ ·
[
(Ep−1[ψ](u1))
1
2 + (E(u1))
1
2
]
·
(∫ u2
u1
Ep[ψ](u)du
) 1
2
+ (1 + η) · Ep[ψ](u1) + D˜ · E(u1).
(6.23)
As usual, the main contribution of the right-hand-side is on the first term, the others being treated as
errors.
To include also the error terms, we will require a small technical lemma dealing with integration of certain
square-root functions :
Lemma 6.7. ∫ u2
u1
du
a
√
u+ b
=
2
a
[√
u− b
a
log(
√
u+
b
a
)
]u2
u1
, (6.24)
where for every function f we define [f(u)]u2u1 := f(u2)− f(u1).
Proof. The proof is elementary and merely uses the change of variable x =
√
u.
We are now going to use a bootstrap method.
For any  > 0 small enough, as claimed in the proposition statement, we make the following bootstrap
assumption for some ∆ large enough, some U0 > 1 large enough to be determined later : for all u ≥ U0 :
E˜p−1(u) ≤ ∆
u1−2
. (6.25)
The set of points for which this estimate is verified is non-empty provided that ∆ > E˜p−1(U0) · U1−20 .
For now on, assume that E˜p−1(U0) < +∞. We are going to justify this at the end of the proof.
Using (6.25) with Corollary 6.5 to p′ = p − 1 for 2 −√1− 4q0|e| < p < 2 + √1− 4q0|e| we get the
following decay of the energy, after taking k large enough, with respect to ∆ : for all u ≥ U0
E(u) ≤ C˜0 ·∆
up−2
, (6.26)
60After choosing η0 = η0(M,ρ, p, e) appropriately small.
61Even though the constant D can be arbitrarily large.
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where C˜0 := 2
1+(1+)(1+2p)C0 and C0 is defined in the statement of Corollary 6.5. We are now going to
prove the following alternative :
Lemma 6.8. Under bootstrap assumption (6.25), for all U0 ≤ u1 < u2 and for all β > 0 we either have
p
∫ u2
u1
Ep−1[ψ](u)du+ E˜p(u2) ≤ (1 + β) ·
(
(1 + η) · Ep[ψ](u1) + D0 ·∆
(u1)p−2
)
, (6.27)
or we have
p
∫ u2
u1
Ep−1[ψ](u)du+ E˜p(u2) ≤ Dˆ ·∆ ·
(
1 + β
β − log(1 + β)
)
·
(
u2 − u1
2u1
)
, (6.28)
where Dˆ := (D˜)2 · (1 +
√
C˜0)
2 and D0 = C˜0 · D˜.
Proof. We now combine the bootstrap assumption with (6.23) to put it in the form
Ep[ψ](u2) ≤ a
(∫ u2
u1
Ep[ψ](u)du
) 1
2
+ b, (6.29)
with a = D˜ · √∆ ·
[
(u1)
− 1
2
+ +
√
C˜0 · (u1)− p2+
]
and b = (1 + η) · Ep[ψ](u1) + D0·∆(u1)p−2 .
Now using Lemma 6.7 we see that for all 0 < u1 < u2 :(∫ u2
u1
Ep[ψ](u)du
) 1
2
≤ a
2
(u2 − u1) + b
a
log
(
1 +
a
b
(
∫ u2
u1
Ep[ψ](u)du)
1
2
)
(6.30)
Now for all β > 0 we have the following alternative :
Either (∫ u2
u1
Ep[ψ](u)du
) 1
2
≤ β · b
a
,
in which case, combining with (6.22) we find
p
∫ u2
u1
Ep−1[ψ](u)du+ E˜p(u2) ≤ (1 + β) · b,
which is (6.27).
Or (∫ u2
u1
Ep[ψ](u)du
) 1
2
≥ β b
a
.
In that case (6.29) and (6.22) give
p
∫ u2
u1
Ep−1[ψ](u)du+ E˜p(u2) ≤ (1 + 1
β
) · a
(∫ u2
u1
Ep[ψ](u)du
) 1
2
. (6.31)
Now because the function log(1+x)
x
is decreasing, we also have
b
a
log
(
1 +
a
b
(
∫ u2
u1
Ep[ψ](u)du)
1
2
)
≤ log(1 + β)
β
(∫ u2
u1
Ep[ψ](u)du
) 1
2
.
Hence from (6.30) we have(∫ u2
u1
Ep[ψ](u)du
) 1
2
≤ a
2(1− log(1+β)
β
)
(u2 − u1).
The combination with (6.31) gives (6.28), after using the fact that u1 ≥ 1.
We are now going to apply the pigeon-hole principle.
We take (u˜n) to be a dyadic sequence, namely u˜n+1 = 2u˜n and u˜0 = U0.
We take u = u2 ∈ [u˜n, u˜n+1] and u1 = u˜n.
Using the mean-value theorem on [u˜n, u], we see that there exists u˜n < U(u) < u so that
Ep−1[ψ](U(u)) =
∫ u
u˜n
Ep−1[ψ](u′)du′
u− u˜n .
Then we use the result of Proposition 6.4 of section 6.2 to obtain that for some C2 = C2(M,ρ,R, p, e) > 0,
some C = C(M,ρ) > 0 and for every η > 0 small enough :
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E˜p−1(u) ≤ (1 + η) · Ep−1[ψ](U(u)) + C2 · E(U(u)) ≤ (1 + η) · Ep−1[ψ](U(u)) + C · C2 · E(u˜n),
where we also used the boundedness of the energy (5.22) in the last inequality.
Then, using that (u˜n)
−1 ≤ 2u−1 and (6.26) we see that for all u ≥ U0
E˜p−1(u) ≤ (1 + η) ·
∫ u
u˜n
Ep−1[ψ](u′)du′
u− u˜n +
C′2 ·∆
up−
, (6.32)
where we set C′2 := C2 · C˜0 · 2p−.
We are now going to make a case disjunction, using Lemma 6.8. The idea is that, if alternative 2 holds,
then the claimed decay holds immediately. If this is not the case, then we descend in the dyadic interval until
we find an interval where alternative 2 holds. It may not exist, but in any case we can close the estimates
provided we are willing to abandon the boundedness of the rp weighted energy, allowing for an arbitrary
small u growth, using the smallness of η and β with respect to . This finally retrieves bootstrap (6.25),
provided U0 and ∆ are larger than a constant depending on .
We want to prove that for all n ∈ N, on the interval [u˜n−1, u˜n] :
E˜p−1(u) ≤ ∆
2 · u1− , (6.33)
E˜p(u) ≤ ∆ · u

2
. (6.34)
Now fix β > 0 — small to be chosen later, depending on  only — and some u˜n < u < u˜n+1.
Consider the interval [u˜n, u] and this β to apply Lemma 6.8.
For the first case, suppose that alternative 2 holds on [u˜n, u] i.e for u2 = u, u1 = u˜n and for this β in
Lemma 6.8.
Then combining (6.28) and (6.32) we see that
E˜p−1(u) ≤ Dˆ · (1 + η) ·∆
p · u ·
(
1 + β
β − log(1 + β)
)
+
C′2 ·∆
up−
.
To prove (6.33), since u ≥ U0, it is sufficient to have
Dˆ · (1 + η)
p · U 0
·
(
1 + β
β − log(1 + β)
)
<
1
4
,
C′2
Up−1−0
<
1
4
.
This is equivalent to
U0 >
(
4Dˆ · (1 + η)
p
)−1
·
(
1 + β
β − log(1 + β)
)−1
,
U0 > (4C
′
2)
(p−1−)−1 .
Since  can be taken small enough — depending on e — so that p − 1 >  and since β — allowed to
depend on  is chosen independently of U0 and ∆, (6.33) is true for all u ∈ [u˜n, u˜n+1] provided U0 is
larger than a constant depending only on , p, e, R and the parameters.
Remember also that η is a small constant so we can take η < 1.
Notice that (6.28) also gives the following :
E˜p(u) ≤ Dˆ ·∆ ·
(
1 + β
β − log(1 + β)
)
·
(
u− u˜n
2u˜n
)
≤ Dˆ ·∆
2
·
(
1 + β
β − log(1 + β)
)
.
Therefore, if the following condition is satisfied, (6.34) is true :
U0 >
(
Dˆ
)−1
·
(
1 + β
β − log(1 + β)
)−1
.
Now we treat the case where alternative 1 of Lemma 6.8 holds on [u˜n, u]. (6.27) can then be written as
p
∫ u
u˜n
Ep−1[ψ](u
′)du′ + E˜p(u) ≤ (1 + β) ·
(
(1 + η) · Ep[ψ](u˜n) + D0 ·∆
(u˜n)p−2
)
. (6.35)
Then there are again two cases. In the first case, alternative 1 of Lemma 6.8 applies on [u˜n−1, u˜n], i.e
for u2 = u˜n, u1 = u˜n−1 and the same β as before. In the second case, alternative 2 applies on [u˜n−1, u˜n].
If the latter applies, then as we saw before we have
E˜p(u˜n) ≤ Dˆ ·∆ ·
(
1 + β
β − log(1 + β)
)
.
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Then, combining with (6.32) and (6.35) we get :
E˜p−1(u) ≤ 2Dˆ · (1 + η)
2 · (1 + β) ·∆
p · u ·
(
1 + β
β − log(1 + β)
)
+
2D0 · (1 + η) · (1 + β) ·∆
(u˜n)p−2
+
C′2 ·∆
up−
.
Then (6.33) is true provided the following bounds hold :
U0 >
(
12Dˆ · (1 + β) · (1 + η)2
p
)−1
·
(
1 + β
β − log(1 + β)
)−1
,
U0 >
[
12D0 · (1 + η) · 2p−2 · (1 + β)
](p−1−2)−1
,
U0 > (6C
′
2)
(p−1−)−1 .
Under similar conditions, we also prove (6.34).
Now for the former, we can define the integer k(n) as the minimum of all the integer k in [0, n− 1] such
that for all integer k ≤ k′ ≤ n, alternative 1 holds on [u˜k′ , u˜k′+1].
Using (6.35) repetitively 62 we see that for all u ∈ [u˜n, u˜n+1]
p
∫ u
u˜n
Ep−1[ψ](u
′)du′ + E˜p(u) ≤ (1 + β)n−k(n)+1(1 + η)n−k(n)+1 · E˜p(uk(n)) +D0 ·∆
n−k(n)∑
i=0
(1 + β)i+1
(u˜n−i)p−2
.
We now simplify a little this inequality taking advantage of the fact that k ≥ 0, making more explicit
the geometric sum and using the fact that n ≤ log(u)−log(U0)
log(2)
where u˜n = 2
nU0 :
p
∫ u
u˜n
Ep−1[ψ](u
′)du′+E˜p(u) ≤ (1+β)(1+η)
(
u
U0
) log((1+β)(1+η))
log(2)
·E˜p(uk(n))+ D0 ·∆ · 2
p−2(1 + β)2
(U0)p−2[2p−2(1 + β)− 1]
(
u
U0
) log(1+β)
log(2)
.
(6.36)
Now there are two cases : either k(n) = 0 or alternative 2 of Lemma 6.8 holds on [u˜k(n)−1, u˜k(n)]. We
treat the two cases separately again.
Suppose that k(n) = 0. Then combining the last estimate with (6.32) and using the fact that
(u− u˜n)−1 ≤ 2u we get
E˜p−1(u) ≤ 2(1 + β)(1 + η)
p · u
(
u
U0
) log((1+β)(1+η))
log(2)
· E˜p(U0) + D
′
0 ·∆
(U0)p−2 · u
(
u
U0
) log(1+β)
log(2)
+
C′2 ·∆
up−
,
where D′0 = D0 · (1 + η) · 2
p+1−2·(1+β)2
p·[2p−2(1+β)−1] .
Now we can take η and β small enough so that log((1+β)(1+η))
log(2)
< , giving
E˜p−1(u) ≤ 2(1 + β)(1 + η) · E˜p(U0)
p · (U0) · u
−1+ +
D′0 ·∆
(U0)p−
· u−1+ + C
′
2 ·∆
up−
.
Then (6.33) holds provided that
∆ >
12(1 + β)(1 + η) · E˜p(U0)
p · (U0) ,
U0 > (6D
′
0)
(p−)−1 ,
U0 > (6C
′
2)
(p−1−)−1 .
(6.34) is proven under similar conditions.
Finally we treat the last case where alternative 2 of Lemma 6.8 holds on [u˜k(n)−1, u˜k(n)], namely for
u2 = u˜k(n), u1 = u˜k(n)−1 and the β mentioned before. We see that
E˜p(u˜k(n)) ≤ Dˆ ·∆ ·
(
1 + β
β − log(1 + β)
)
.
This implies that
E˜p−1(u) ≤
2(1 + β)(1 + η) · Dˆ ·∆ ·
(
1+β
β−log(1+β)
)
p · (U0) · u
−1+ +
D′0 ·∆
(U0)p−
· u−1+ + C
′
2 ·∆
up−
,
where we remind that we took η and β small enough so that log((1+β)(1+η))
log(λ)
< .
Then (6.33) is true on condition that
62We drop the integral term whenever we apply (6.27), except for the first iteration.
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U0 >
12(1 + β)(1 + η) · Dˆ ·
(
1+β
β−log(1+β)
)
p

−1
,
U0 > (6D
′
0)
(p−)−1 ,
U0 > (6C
′
2)
(p−1−)−1 .
(6.34) is proven under similar conditions.
Therefore, for all cases we proved (6.33) and (6.34) which also retrieves the bootstrap assumption (6.25).
The only remaining thing to show is that E˜p(u) < +∞ for any u > u0(R), in particular E˜p(U0) < +∞. To
do this, one can use (6.23) together with a very soft Gro¨nwall type argument relying on the only hypothesis
that E˜p(u0(R)) < +∞. Details are left to the reader.
Now the bounds of Proposition 6.6 are proven for all u ≥ U0.
On the compact set [0, U0], a very soft Gro¨nwall-like argument enables us to prove that u
1−E˜p−1(u) and
u−E˜p(u) are bounded, which completes the argument.
This concludes the proof of Proposition 6.6.
We can now complete the proof of Proposition 6.1 : it is enough to combine Proposition 6.6 for
p = 2 +
√
1− 4q0|e| −  with Corollary 6.5.
7 From L2 bounds to point-wise bounds
In this section we indicate how the energy decay can be translated into point-wise decay, provided initial
point-wise decay assumptions for Dvψ0 are available.
It should be noted that this decay is to be understood as u → +∞ or v → +∞, namely near time-like
or null infinity.
All the bounds that we prove in the form of a decay estimate e.g. |φ| ≤ v−s for v > 0 actually also
contain a point-wise boundedness statement for v close to 0 or negative. Because we take more interest in
decay for large v, we do not state those explicitly but the reader should keep in mind that these estimates
are simultaneously derived in the proofs and do not present any supplementary difficulty.
Note also that later in this section, we assume the energy decay result of section 6 under the form
E˜p(u) ≤ Dp · up−(3−α(e,)),
for all 0 ≤ p < 3− α(e, ), to make the notations slightly lighter. The best α that we proved was
α = 1−√1− 4q0|e| − , for any  > 0 small enough so that α > 0.
7.1 Point-wise bounds near null infinity, “to the right” of γ
In this section, we indicate how the decay of the energy implies some point-wise decay and the bounds
proved are sharp near null infinity 63, according to heuristics c.f. section 1.2.1.
This strategy to prove quantitative decay rates has been initiated in [34] although the argument we use
here varies slightly.
The main idea is to start by the energy decay and to use a Hardy type inequality to get a point-wise
bound of r|φ|2. After, we can integrate the equation to establish L∞ estimates, using the decay of the initial
data.
Lemma 7.1. Suppose that the energy boundedness (5.23) and the Morawetz estimates (5.38) are valid and
that the charge is sufficiently small in D(u0(R),+∞) so that the result of Proposition 6.1 applies.
Then for all 0 ≤ β < 1
2
, there exists C = C(β,R,M, ρ) > 0 such that
for all (u, v) ∈ D(u0(R),+∞) ∩ {r ≥ R}
r
1
2
+β |φ|(u, v) ≤ C ·
(
E˜2β(u)
) 1
2
. (7.1)
Proof. Since limv→+∞ φ(u, v) = 0 — this is a consequence of the finiteness of E , c.f. the proof of Proposition
4.1 — we can write
φ(u, v) = −
∫ +∞
v
e
∫ v′
v iq0AvDvφ(u, v
′)dv′,
after noticing that ∂v(e
∫ v
v0(R)
iq0Avφ) = e
∫ v
v0(R)
iq0AvDvφ.
Now using Cauchy-Schwarz we can write that for every 0 < β < 1
2
63In the sense that the energy bounds are almost sharp when e tends to 0 and the method does not waste any decay.
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|φ|(u, v) ≤
(∫ +∞
v
Ω2r−2−2β(u, v′)dv′
) 1
2
(∫ +∞
v
Ω−2r2+2β |Dvφ|2(u, v′)dv′
) 1
2
.
This gives
r
1
2
+β |φ|(u, v) ≤ (1 + 2β)− 12
(∫ +∞
v
Ω−2r2+2β |Dvφ|2(u, v′)dv′
) 1
2
.
Now we square this inequality and write :
r1+2β |φ|2(u, v) ≤ (1 + 2β)−1 ·
∫ +∞
v
Ω−2r2+2β |Dvφ|2(u, v′)dv′. (7.2)
Now, based on the fact that Dvψ = rDvφ+ Ω
2φ, we write the identity
Ω−2r2+2β |Dvφ|2 = Ω−2r2β |Dvψ|2 − Ω2r2β |φ|2 − r1+2β∂v(|φ|2).
We now integrate on {u} × [vR(u),+∞]. After one integration by parts 64 we get
∫ +∞
vR(u)
Ω−2r2+2β |Dvφ|2(u, v′)dv′ =
∫ +∞
vR(u)
Ω−2r2β |Dvψ|2(u, v′)dv′+2β
∫ +∞
vR(u)
Ω2r2β |φ|2(u, v′)dv′+R1+2β |φ|2(u, vR(u)).
Now we use Hardy’s inequality (2.20) coupled with the Morawetz 65 estimate (5.37) : there exists
D = D(M,ρ,R) > 0 such that
R1+2β |φ|2(u, vR(u)) +
∫ +∞
vR(u)
Ω2r2β |φ|2(u, v′)dv′ ≤
(
9
1− 2β
)
· E2β [ψ](u) +D · E(u). (7.3)
Combining with (7.2), we see that there exists C = C(R,M, ρ) so that
r1+2β |φ|2(u, v) ≤ C
1− 2β · E˜2β(u).
This concludes the proof of Lemma 7.1
From now on , we are going to assume the energy decay result of section 6 for some p = 3 − α(e, ), to
make the notations slightly lighter. Of course, what we proved was valid for α = 1 −√1− 4q0|e| − , for
any  > 0 small enough so that α > 0.
We can now establish the decay of Dvψ in {r∗ ≥ v2 + R∗} — which is the “right” of γ, c.f. Figure 3 —
together with estimates for the radiation field ψ, in particular on I+ :
Corollary 7.2. Make the same assumptions as for Lemma 7.1.
Suppose also that there exists D0 > 0 such that for all v0(R) ≤ v :
|Dvψ|(u0(R), v) ≤ D0 · v−2+α2 .
Then there exists C = C(M,ρ,R, e,D0) > 0 so that for all (u, v) ∈ D(u0(R),+∞) ∩ {r∗ ≥ v2 + R∗} we
have for u > 0 :
|Dvψ| ≤ C · v−2+α2 · | log(u)|, (7.4)
|ψ| ≤ C · u−1+α2 · | log(u)|, (7.5)
|Q− e| ≤ C · u−2+α · | log(u)|, (7.6)
where α ∈ [0, 1) is defined by α = 1−√1− 4q0|e|+ , as introduced in the beginning of the section.
Proof. We take β = 1
2
−  for 0 <  < 1
2
.
We are working to the “right” of γ where r ∼ v & u. Therefore using 2.6 and the result of Lemma 7.1,
there exists C = C(R, , e,M, ρ) > 0 such that
|Du(Dvψ)| ≤ C · r−2+u−1−+α2 .
Then we choose  = α
2
and we integrate on [u0(R), u]. For R large enough we get
|Dvψ|(u, v) ≤ |Dvψ|(u0(R), v) + 2C · v−2+α2 | log(u)|.
Making use of the decay of the initial data gives (7.4).
Now we notice that from Lemma 7.1, we have that there exists C′ = C′(R,M, ρ, e) > 0 such that
64Using the fact that r1+2βφ tends to 0 when v tends to +∞, guaranteed by the finiteness of E1+, c.f. the proofs of Section 4.
65The precise way to use it, averaging on R, has been carefully explained in section 5.10. We do not repeat the argument.
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Figure 3: Illustration of D(u0(R),+∞) and γ
|ψ|(u, vγ(u)) ≤ C′u−1+α2 .
Therefore, integrating (7.4) in v to the right of γ, we prove (7.5).
Now we turn to the charge : integrating (2.9) towards null infinity and using Cauchy-Schwarz we get
that to the right of γ and for all u ≥ u0(R) and for all  > 0 :
|Q(u, v)−Q|I+(u)| ≤ q0
(∫ +∞
v
r1+|Dvψ|2(u, v)dv
) 1
2
(∫ +∞
v
|ψ|2(u, v)
r1+
dv
) 1
2
≤ D√

·(E˜1+) 12 ·(E˜1−) 12 ≤ D2·u−2+α,
where D = D(R,M, ρ, e) > 0 and we used (7.3) and the energy decay of Section 6, for  = 1
2
.
Now using (2.8) and Cauchy-Schwarz again we get that for all u ≥ u0(R) :
|Q|I+(u)−e| ≤ q0
(∫ +∞
u
r2|Duφ|2|I+(u)du
) 1
2
(∫ +∞
u
|ψ|2|I+(u)du
) 1
2
≤ q0 (E(u)) 12
(∫ +∞
u
(C · | log(u)| · u−1+α2 )2du
) 1
2
,
where we used (7.5) in the last estimate. Combining the two estimates for Q, it proves (7.6).
This concludes the proof of Corollary 7.2.
Notice that these two results prove estimates (3.8) and (3.9) of Theorem 3.1, together with (3.6), (3.10)
to the right of γ.
7.2 Point-wise bounds in the region between γ and γR
We now propagate the bounds obtained “to the right” of γ towards the right of γR. Since we already have
an estimate from Lemma (7.1), the argument is very soft.
Proposition 7.3. Make the same assumptions as for Corollary 7.2.
Then there exists C = C(M,ρ,R, e) > 0 so that for all (u, v) ∈ D(u0(R),+∞)∩ {R∗ ≤ r∗ ≤ v2 +R∗} we
have for u > 0 :
r
1
2 |φ|+ r 32 |Dvφ| ≤ C · u
−3+α
2 , (7.7)
|Q− e| ≤ C · u−2+α · | log(u)|, (7.8)
where α ∈ [0, 1) is defined by α = 1−√1− 4q0|e|+ , as introduced in the beginning of the section.
Proof. With the work that we have already done, this proof is easy.
First notice that in this region u ∼ v ∼ 2u when v tends to +∞.
Then, making use of the boundedness of Q it is enough to integrate (2.6), using the estimate of Lemma
7.1 for β = 0 and the bound on |Dvψ||γ of Corollary 7.2.
We get for all (u, v) ∈ D(u0(R),+∞) ∩ {R∗ ≤ r∗ ≤ v2 +R∗}
|Dvψ|(u, v) ≤ C′ · r− 12 (u, v) · u
−3+α
2 ,
for some C′ = C′(M,ρ,R, e) > 0 since E(u) decays like u−3+α. Combining with the estimate of Lemma
7.1 for β = 0 gives directly (7.7), noting that Dvψ = Ω
2φ+ rDvφ.
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Then using (2.9), we see that, by (7.7)
|∂vQ| ≤ C · u−3+α,
which gives (7.8) easily using the former estimate for |Q − e| , after integrating in this region where
u ∼ v ∼ 2u.
7.3 Point-wise bounds in the finite r region {r ≤ R}
Now, notice that by construction of the domain D(u0(R),+∞), bounds have been proven on the whole curve
γR = {r = R}. In what follows, we can completely forget about the foliation Vu and D and we consider the
full region {r ≤ R}, bounded by H+ , Σ0 and γR, c.f. Figure 3.
We are going to prove the following proposition, that also includes a red-shift estimate.
Proposition 7.4. Suppose that Q is bounded in {r+ ≤ r ≤ R} and define Q+ = ‖Q‖∞.
By section 4, Q+ can be taken arbitrarily close to |e| or |e0|. We also have assumed naturally that E <∞.
Suppose that Duφ0
Ω
∈ L∞(Σ0) and φ0 in L∞(Σ0). We denote N∞ := ‖Duφ0Ω ‖L∞(Σ0) + ‖φ0‖L∞(Σ0).
Then there exists C = C(M,ρ,R, e, E , N∞) > 0 such that
for all (u, v) ∈ {r+ ≤ r ≤ R}, if v > 0 :
|φ|(u, v) + |Dvφ|(u, v) + |Duφ|(u, v)
Ω2
≤ C · v−3+α2 , (7.9)
where α ∈ [0, 1) is defined by α = 1−√1− 4q0|e|+ , as introduced in the beginning of the section.
Proof. The first step in the proof is to prove a red-shift estimate with no time decay in a region
{V0 ≤ v ≤ v0(R)}. This is the object of the following lemma :
Lemma 7.5. Under the same assumptions as in Proposition 7.4, then for any V0 < v0(R), there exists
D0 = D0(V0,M, ρ,R, e, E , N∞) > 0 such that for all (u, v) ∈ {V0 ≤ v ≤ v0(R)},
|Duψ|(u, v)
Ω2
≤ D0. (7.10)
Proof. Using the red-shift estimate (4.5) from Proposition 4.1 with the help of Cauchy-Schwarz, one finds
C = C(M,ρ) > 0 such that in {v ≤ v0(R)}
|φ| ≤ ‖φ0‖∞ + C ·
√
E ≤ C · (N∞ +
√
E). (7.11)
Now we write (2.7) as
Dv(
Duψ
Ω2
) =
−2K
Ω2
Duψ +
φ
r
(iq0Q− r · 2K),
which can also be expressed as
Dv(exp(
∫ v
v0(u)
2K(u, v′)dv′) · Duψ
Ω2
) = exp(
∫ v
v0(u)
2K(u, v′)dv′) · φ
r
(iq0Q− r · 2K).
We can then integrate such an estimate on {u} × [v0(u), v] and obtain
|Duψ(u, v)|
Ω2
≤ exp(−
∫ v
v0(u)
2K(u, v′)dv′)·Ω−1(u, v0(u))·N∞+C′·(N∞+
√
E)·
∫ v
v0(u)
exp(−
∫ v
v′
2K(u, v′′)dv′′)dv′,
for some C′ = C′(M,ρ,R) > 0 where we used the fact that 1
r
(iq0Q− ·r2K) is bounded and (7.11).
Now remember from (2.2) that Ω(u, v0(u)) ∼ C+ · e−2K+u as u→ +∞.
Also it can be proven easily that there exists D+ = D+(M,ρ) > 0 such that in this region, since
(r − r+)e−2K+·(v−u) is bounded,
|2K(u, v)− 2K+| ≤ D+e2K+·(v−u).
If we integrate this as a lower bound, we get that there exists D′+ = D
′
+(M,ρ) > 0 such that
exp(−
∫ v
v0(u)
2K(u, v′)dv′) ≤ D′+ · e−2K+·(v+u).
Then we get that for some D′′+ = D
′′
+(M,ρ) > 0 :
|Duψ(u, v)|
Ω2
≤ D′′+ · e−2K+v ·N∞ + C′ · (N∞ +
√
E) ·
∫ v
v0(u)
exp(−
∫ v
v′
2K(u, v′′)dv′′)dv′,
Now, because we stand in a region where r ≤ R, one can find a constant K0 = K0(M,ρ,R) > 0 such that
K(r) > K0. Therefore we can write∫ v
v0(u)
exp(−
∫ v
v′
2K(u, v′′)dv′′)dv′ ≤
∫ v
v0(u)
exp(−2K0 · (v − v′))dv′ ≤ 1
2K0
.
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This concludes the proof of the lemma, after controlling e−2K+v by e−2K+V0 .
Then we use the time decay of the non-degenerate energy under the form :
for all (u, v) ∈ {v ≥ v0(R)} ∩ {r ≤ R}
|φ(u, v)− φ(uR(v), v)| ≤
(∫ u
uR(v)
Ω2du′
) 1
2
·
(∫ u
uR(v)
|Duφ|2(u′, v)
Ω2
du′
) 1
2
≤ C˜ · v−3+α2 ,
where C˜ = C˜(M,ρ,R, e) > 0 and we took advantage of the fact that |uR(v)| ∼ v.
Therefore, using the bounds of the former section we see that there exists C′ = C′(M,ρ,R, e) > 0 such
that for all (u, v) ∈ {v ≥ v0(R)} ∩ {r ≤ R}
|φ(u, v)| ≤ C′ · v−3+α2 . (7.12)
Now integrating (2.6) we can, allowing C′ to be larger, derive the same estimate for Dvψ :
|Dvψ(u, v)| ≤ C′ · v
−3+α
2 . (7.13)
Now using a reasoning similar to one of the lemma, we get that for some C′′ = C′′(M,ρ,R, e) > 0 :
|Duψ(u, v)|
Ω2
≤ exp(−
∫ v
v0(R)
2K(u, v′)dv′) ·D0 + C′′
∫ v
v0(R)
(v′)
−3+α
2 exp(−
∫ v
v′
2K(u, v′′)dv′′)dv′.
Now observe that for all β > 0, s > 0 —using an integration by parts — when v → +∞ :
e−βv
∫ v
v0(R)
eβv
′
(v′)−sdv′ ≤ v
−s
β
+O(v−s−1).
Now, because there exists K0 = K0(M,ρ,R) > 0 such that K > K0, this concludes the proof of the
proposition, after noticing that exp(− ∫ v
v0(R)
2K(u, v′)dv′) = o(v
−3+α
2 ).
Remark 28. Notice that (7.9) was stated for v > 0 only. This is related to a degenerescence of the Ω2
weight towards the bifurcation sphere c.f. Remark 15. Actually, from Lemma 7.5 it is not hard to infer that
e2K+u|Duφ| is bounded on the whole space-time, in conformity with Hypothesis 4. For a discussion of
the L2 analogue, c.f. also Remark 13.
7.4 Remaining estimates for Duψ near I+ and |Q− e| near H+
For this last sub-section of section 7, we make a little summary of what we did.
First, we derived an estimate for r
1
2 φ on the whole region {r ≥ R} using energy decay.
Then, with the help of the point-wise decay of Dvψ on u = u0(R) — itself coming from the point-wise
decay of ψ0 and Dvψ0 on Σ0, c.f. Proposition 4.3 — we derived v decay of Dvψ, still on {r ≥ R}.
This gives directly almost optimal point-wise estimate for ψ and |Q− e| on null infinity and nearby.
Then the v decay of φ can be propagated from γR to the event horizon using again the decay of the
energy. As a consequence v decay can also be retrieved for Dvφ on {r ≤ R}. After we use a red-shift
estimate to prove the same v decay for the regular derivative Ω−2Duφ.
Now compared to the statement of our theorems, we are missing four estimates.
The first is an estimate for Duψ in the large r region {r ≥ R}. It is the object of Proposition 7.6.
The second is the almost optimal L2 flux bounds on φ and Dvφ on any constant r curve. We prove them
in Proposition 7.7.
The third is the existence of the future asymptotic charge e. We proved that Q admits a future limit
when t→ +∞ on constant r curves, the event horizon and null infinity but we never proved that they were
all the same.
The fourth is related to the third : it is the v decay of |Q − e| in the bounded r region. These two are
the object of Proposition 7.8
Proposition 7.6. We make the same assumptions as for the former propositions. Then there exists a
constant C = C(M,ρ,R, e, E , N∞) > 0 such that in {r ≥ R} ∩ {u ≥ u0(R)} , for u > 0 :
|Duψ| ≤ C · u
−3+α
2 ,
where α ∈ [0, 1) is defined by α = 1−√1− 4q0|e|+ , as introduced in the beginning of the section.
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Proof. Using the estimates for φ in {r ≥ R}∩{u ≥ u0(R)} and (2.7) we get that for someD = D(M,ρ,R) > 0
|DvDuψ| ≤ D · r− 32 · u
−3+α
2 .
It is enough to integrate this bound — given that |∂ur| ≥ Ω2(R) and make use of the estimate in the
past of Proposition 7.4.
Proposition 7.7. For every r+ ≤ R0 ≤ R, there exists a constant C0 = C0(R0,M, ρ,R, e) > 0 such that∫ +∞
v
[|φ|2(uR0(v′), v′) + |Dvφ|2(uR0(v′), v′)] dv′ ≤ C0 · v−3+α. (7.14)
Proof. Take any r+ ≤ R0 < R1 ≤ R.
First, using Cauchy-Schwarz, we find that there exists D = D(R0, R1,M, ρ) > 0 such that
|φ|2(uR1(v), v) ≤ 2|φ|2(uR0(v), v) +D ·
∫ uR1 (v)
uR0 (v)
|Duφ|2(u, v)
Ω2
du,
where we squared the Cauchy-Schwarz estimate and bounded 2
∫ uR1 (v)
uR0 (v)
Ω2du ≤ D. This implies that
∫ +∞
v
|φ|2(uR1(v′), v′)dv′ ≤ 2
∫ +∞
v
|φ|2(uR0(v′), v′)dv′+D ·
∫
{v′≥v}∩{R0≤r≤R1}
|Duφ|2(u, v′)
Ω2
dudv′. (7.15)
Now since {R0 ≤ r ≤ R1} is included inside {r ≤ R}, one can use the Morawetz estimate (5.38) : there
exists C = C(M,ρ, e,R) > 0 such that∫ +∞
v
|φ|2(uR1(v′), v′)dv′ ≤ 2
∫ +∞
v
|φ|2(uR0(v′), v′)dv′ + C · E(uR(v)). (7.16)
Similarly, using Cauchy-Schwarz and (2.6), we find that there exists D′ = D′(R0, R1,M, ρ) > 0 such that
|Dvψ|2(uR1(v), v) ≤ 2|Dvψ|2(uR0(v), v) +D′ ·
∫ uR1 (v)
uR0 (v)
Ω2|φ|2(u, v)du.
Therefore one can use again the non-degenerate Morawetz estimate (5.38) : there exists C′ = C′(M,ρ, e,R) >
0 such that ∫ +∞
v
|Dvψ|2(uR1(v′), v′)dv′ ≤ 2
∫ +∞
v
|Dvψ|2(uR0(v′), v′)dv′ + C′ · E(uR(v)). (7.17)
Now we use the mean-value theorem with the Morawetz estimate (5.38), like we did several times in
section 5 : there exists r+ < R˜ < R such that
∫ +∞
v
[|φ|2(uR˜(v′), v′) + |Dvφ|2(uR˜(v′), v′)] dv′ ≤ C′′ ∫
D(uR(v),+∞)∩{r≤R}
(
r2|Dvφ|2 + |φ|2
)
Ω2dudv ≤ (C′′)2·E(uR(v)),
where C′′ = C′′(M,ρ, e,R) > 0.
Therefore, taking R0 = R˜, it means that for all r+ ≤ R1 ≤ R,∫ +∞
v
[|φ|2(uR1(v′), v′) + |Dvψ|2(uR1(v′), v′)] dv′ ≤ C1 · E(uR(v)) ≤ C21 · v−3+α, (7.18)
for some C1 = C1(M,ρ, e,R) > 0.
Notice that since Dvψ = rDvφ+ Ω
2φ, this estimate is equivalent to the claimed (7.14). This concludes
the proof of the proposition.
Proposition 7.8. The future asymptotic charge e exists — in the sense explained above — and the following
estimate is true : for some C′ = C′(M,ρ,R, e) > 0
|Q− e|(u, v) ≤ C′ · (u−2+α| log(u)|1{r≥R} + v−3+α1{r≤R}) . (7.19)
Proof. For now on, e is defined to be the asymptotic limit of Q|I+(t) when t→ +∞.
Temporarily we also define eH+ as the asymptotic limit of Q|H+(t) when t → +∞, and e(R0) the
asymptotic limit of Q|γR0 (t) when t→ +∞. One of the goals of the proposition is to prove e = eH+ = e(R0).
We apply the estimate (7.9) of former section to get some C˜ = C˜(M,ρ,R, e, E , N∞) > 0 such that
|∂uQ| ≤ C˜ · Ω2 · v−3+α.
Integrating this gives that for some C¯ = C¯(M,ρ,R, e, E , N∞) > 0 and for all r+ ≤ R0 ≤ R1 ≤ R
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|Q(uR0(v), v)−Q(uR1(v), v)| ≤ C¯ · v−3+α. (7.20)
In particular, taking v to +∞, it proves that for all r+ ≤ R0 ≤ R1 ≤ R, e(R0) = e(R1) = eH+ .
But (7.8) also gives e(R) = e. Hence e(R0) = e(R1) = eH+ = e as requested.
Now apply (7.14) on the event horizon, for R0 = r+ and integrate (2.9) : we get that for some
C′0 = C
′
0(R0,M, ρ,R, e) > 0
|Q|H+(v)− e| ≤ C′0 · v−3+α.
Combining with estimate with (7.20) taken in R0 = r+ we get that for all v ≥ v0(R) and u ≥ uR(v)
|Q(u, v)− e| ≤ (C′0 + C¯) · v−3+α, (7.21)
which is the claimed estimate on {r ≤ R}. The second part in {r ≥ R} was already proven in section
7.3. This concludes the proof of the proposition.
A A variant of Theorem 3.3 for more decaying initial data
While the point-wise results stated in Theorem 3.1 and Theorem 3.3 are established assuming the weakest
decay of the initial data that made the proofs work, they do not give the same r decay rate for Dvψ towards
null infinity as we would expect for say compactly supported data, which is |Dvψ| . r−2.
Notice that by what was done in the proof of Theorem 3.3, we already know that |Dvψ| . v−1− for
some  > 0. Therefore ∂v(e
iq0
∫ v
0 Av(u,v
′)dv′ψ(u, v)) is integrable in v so eiq0
∫ v
0 Av(u,v
′)dv′ψ(u, v) admits a
finite limit ϕ˜0(u) when v → +∞.
In this section, we want to prove that for data decaying slightly more than in the assumption of The-
orem 3.3, eiq0
∫ v
0 Av(u,v
′)dv′r2Dvψ admits a bounded limit towards null infinity, like for the wave equation
without any symmetry assumption.
It is equally interesting to notice that — similarly to the wave equation c.f. [2] — eiq0
∫ v
0 Av(u,v
′)dv′r2Dv(r
2Dvψ)
also admits a bounded limit towards null infinity, providing the data decay even more. In fact, one can apply
r2Dv to the radiation field infinitely many times and still find a finite limit towards null infinity
66, providing
the data decay rapidly.
This feature is reminiscent of what happens for the uncharged wave equation, although the analogous of
the Newman-Penrose quantity is no longer conserved in the charged case.
Theorem A.1. We make the same assumptions as for Theorem 3.3 and we also make the following addi-
tional assumption : There exists 0 > 0 and C0 > 0, such that
|Dv(r2Dvψ0)|+ r|Dvψ0|(r) + |ψ0|(r) ≤ C0 · r−1−
q0|e0|
4
−0 , (A.1)
then — in addition to all the conclusions of Theorem 3.3 being true — we can also conclude that for all
u ∈ R, eiq0
∫ v
0 Av(u,v
′)dv′v2Dvψ(u, v) admits a finite limit ϕ˜1(u) as v → +∞. Moreover in the whole region
D(u0(R),+∞) ∩ {r∗ ≥ v2 +R∗}, for all  > 0, there exists C > 0 such that for all u > 0 :
r2|Dvψ| ≤ C · u
1−√1−4q0|e|
2
+. (A.2)
In particular |ϕ˜1(u)| ≤ C · u
1−√1−4q0|e|
2
+.
If now we assume that we have rapidly decaying data, i.e. that for all ω > 0, there exists C0 = C0(ω) > 0
such that on Σ0 :
r|Dvψ0|(r) + |ψ0|(r) ≤ C0 · r−ω, (A.3)
and for all n ∈ N, on Σ0 :
|ϕn|(r) ≤ C0, (A.4)
where we defined ϕ0 := ψ and ϕn+1 = r
2Dvϕn.
Then one can prove that for all n ∈ N, for all u ∈ R, eiq0
∫ v
0 Av(u,v
′)dv′ϕn(u, v) admits a finite limit ϕ˜n(u)
as v → +∞.
Proof. First we only assume (A.1). We start by the proof of (A.2), the easiest claim. The hypothesis of
Proposition 4.3 are satisfied so (4.13) and (4.14) are true : in particular there exists D0 > 0 such that for
all v ≥ v0(R),
|Dvψ(u0(R), v)| ≤ D0 · v−2. (A.5)
We write (2.6) as :
Du(r
2Dvψ) = −2rΩ2Dvψ + Ω2ψ · (iq0Q− 2M
r
+
2ρ2
r2
).
66After multiplying the last term by eiq0
∫ v
0 Av(u,v
′)dv′ .
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We are going to apply Corollary 7.2 : we recall that for all  > 0 small enough we define
α = 1 −√1− 4q0|e| + . Applying (7.4) and (7.5) and given that in this region v & |u|, there exists
D > 0 such that for u > 0 :
|Du(r2Dvψ)| ≤ D · u−1+α2 .
Integrating this in u and using (A.5) gives (A.2) in this region.
Now, to prove that eiq0
∫ v
0 Av(u,v
′)dv′r2Dvψ(u, v) admits a limit when v → +∞, we prove that
∂v(e
iq0
∫ v
0 Av(u,v
′)dv′r2Dvψ) = e
iq0
∫ v
0 Av(u,v
′)dv′Dv(r
2Dvψ) is integrable. From now on, we denote
r2Dvψ = ϕ1. Applying Dv on (2.6) it is possible to prove that
DuDvϕ1 =
−2Ω2
r
Dvϕ1+
Ω2
r2
ϕ1·
[
2 + 3iq0Q− 10M
r
− 8ρ
2
r2
]
+
Ω2ψ
r2
[
(iq0Q− r · 2K) · (2K · r2) + iq20=(ϕ1ψ¯) + (2M − 4ρ
2
r
) · Ω2
]
,
where we recall that 2K(r) := 2M
r2
− 2ρ2
r3
: hence r2 · 2K is bounded. This can also be written as :
Du(r
−2Dvϕ1) =
Ω2
r4
ϕ1·
[
2 + 3iq0Q− 10M
r
− 8ρ
2
r2
]
+
Ω2ϕ0
r4
[
(iq0Q− r · 2K) · (2K · r2) + iq20=(ϕ1ϕ¯0) + (2M − 4ρ
2
r
) · Ω2
]
.
(A.6)
First, in the region {u ≤ u0(R)}, we come back to the proof of Proposition 4.3. If we examine more
closely the estimate (B.39), we see that we actually proved that for some D′ > 0 and for all u ≤ u0(R) :
|ϕ1| = |r2Dvψ| ≤ D′ · |u|1−ω, (A.7)
where ω = 1 + q0|e0|
4
+ 0. From Proposition 4.3, we also have the estimate
|ψ| ≤ D′ · |u|−ω.
Using (A.6) in the region {u ≤ u0(R)} and the boundedness of relevant quantities, we see that there
exists D′′ > 0 such that
|Du(r−2Dvϕ1)| ≤ D′′ · r−4 · |u|1−ω.
Integrating in u towards Σ0, since 1 < ω < 2 , we get that there exists C
′′ > 0 such that
|r−2Dvϕ1| ≤ D′′ · r−2−ω,
where we also used the first term of the (A.1). This means in particular that for all v ≥ v0(R) :
|Dvϕ1|(u0(R), v) ≤ D′′ · r−ω. (A.8)
Now we can use the bound on ϕ1 (A.2) with (7.5) and integrate (A.6) in u towards {u = u0(R)} to get
that there exists C′ > 0 such that for all (u, v) ∈ D(u0(R),+∞) ∩ {r∗ ≥ v2 +R∗}
|Dvϕ1|(u, v) ≤ D′′ · r−ω, (A.9)
where we used the fact that 0 < α < 1 and (A.8). Now because ω > 1, it is clear that ∂v(e
iq0
∫ v
0 Av(u,v
′)dv′r2Dvψ) =
eiq0
∫ v
0 Av(u,v
′)dv′Dv(r
2Dvψ) is integrable. Hence e
iq0
∫ v
0 Av(u,v
′)dv′r2Dvψ(u, v) admits a limit when v → +∞,
as claimed.
We now assume (A.3), (A.4) and we want to prove that for all n ≥ 2, eiq0
∫ v
0 Av(u,v
′)dv′ϕn(u, v) admits a
limit when v → +∞.
For this, we need to commute the equation (2.6) with the operator X = r2Dv n times. While the precise
formula is very complicated one can write the following :
DuDvϕn = −2nΩ
2
r
Dvϕn +
n∑
k=0
(Bk + n∑
q=k
iCkqX
n−qQ) · ϕk
r2
 , (A.10)
where Bk(r), Ckq are real valued entire functions of r
−1 (therefore bounded on the space-time) whose
coefficients depend only on M , ρ and q0.
We check this by a quick induction : by what we derived earlier, the formula is obviously true for n = 0
and n = 1, since X(Q) = q0=(ϕ1ϕ¯0). Now if (A.10) is true, we can rewrite it using ϕn+1 = r2Dvϕn as
Du(ϕn+1) = −2(n+ 1)Ω
2
r
ϕn+1 +
n∑
k=0
(Bk + n∑
q=k
CkqX
n−qQ) · ϕk
 .
Then we apply Dv to get
DvDu(ϕn+1) = −2(n+ 1)Ω
2
r
Dvϕn+1−2(n+1)∂v(Ω
2
r
)ϕn+1+
n∑
k=0
(Bk + n∑
q=k
CkqX
n−qQ) · ϕk+1
r2
+ n∑
k=0
n∑
q=k
Ckq∂v(X
n−qQ)·ϕk.
58
Now, because r2∂v(
Ω2
r
) is an entire function in r−1, ∂v(Xn−qQ) = r−2Xn+1−qQ and
DvDu(ϕn+1) = DuDv(ϕn+1)− 2Ω2r2 ϕn+1, it is clear that (A.10) is true at the level (n+ 1), therefore for
all n.
Now that the equation is written, let us assume first we have in the region {u ≤ u0(R)} that for all n,
there exists Dn > 0 such that for all v ≥ v0(R)
|Dvψn|(u0(R), v) ≤ Dn · r−2. (A.11)
Then we can prove by induction that |ϕn|(u, v) . un−1+α2 for u > 0. This is indeed the case for n = 0
and n = 1. Now if we assume the result for all integer 0 ≤ k ≤ n we want to prove it at the level (n + 1).
For this we first write (A.10) as
Du(r
−2nDvϕn) = r
−2n−2
n∑
k=0
(Bk + n∑
q=k
CkqX
n−qQ) · ϕk
 . (A.12)
Now notice that XqQ can be written as a linear combination of the form XqQ =
∑q
i=0 ai=(ϕq−iϕ¯i),
with ai ∈ R. Using the induction hypothesis we get that there exits Cn > 0 such that for u > 0
|Du(r−2nDvϕn)|(u, v) ≤ Cn · r−2n−2un−1+α2 .
Then integrating in u towards {u = u0(R)} and using (A.11) we get that for some C′n > 0
|ϕn+1| = |r2Dvϕn| ≤ C′n · un+
α
2 ,
which finishes the induction. Now, this proves that for all n, |Dvϕn| . r−2un+α2 hence ∂v(eiq0
∫ v
0 Av(u,v
′)dv′ϕn(u, v))
is integrable in v so eiq0
∫ v
0 Av(u,v
′)dv′ψ(u, v) admits a finite limit ψ˜0(u) when v → +∞, as claimed.
Now, the last part of the proof is to establish (A.11). As noticed in (A.7), we can prove, from Proposition
4.3 that for all ω > 1, there exists D˜ > 0 such that in {u ≤ u0(R)} :
|ψ| = |ϕ0| ≤ D˜ · |u|−ω,
|ϕ1| ≤ D˜ · |u|1−ω.
Then this time we want to prove by induction that |ϕn| . |u|n−ω for all 0 < ω < n. It is enough to
use (A.12) with an argument similar to the one developed in the region {u ≥ u0(R)}. We also need the
hypothesis (A.4) to deal with the term on Σ0 when integrating in u.
This finally gives (A.11) and concludes the proof.
B Proofs of section 4
In this section, we carry out the proofs of the results claimed in section 4 . We are going to state once more
the propositions, for the convenience of the reader.
We start by the proof of Proposition 4.1.
Proposition B.1. Suppose that there exists p > 1 such that E˜p <∞ and that Q0 ∈ L∞(Σ0).
Assume also that limr→+∞ φ0(r) = 0.
We denote Q∞0 = ‖Q0‖L∞(Σ0).
There exists r+ < R0 = R0(M,ρ) large enough, δ = δ(M,ρ) > 0 small enough and C = C(M,ρ) > 0 so
that for all R1 > R0, and if
Q∞0 + E˜p < δ,
then for all u ≥ u0(R1) :
ER1(u) ≤ C · E . (B.1)
Also for all v ≤ vR1(u) : ∫ +∞
u˜(v)
r2|Duφ|2
Ω2
(u′, v)du′ ≤ C · E , (B.2)
where u˜(v) = u0(v) if v ≤ v0(R1) and u˜(v) = uR1(v) if v ≥ v0(R1).
Moreover for all (u, v) in the space-time :
|Q|(u, v) ≤ C ·
(
Q∞0 + E˜p
)
. (B.3)
Finally there exists C1 = C1(R1,M, ρ) such that for all u ≥ u0(R1) :∫
{v≤vR1 (u)}∩{r≤R1}
(|Dtφ|2(u′, v) + |Dr∗φ|2(u′, v) + |φ|2(u′, v))Ω2dudv ≤ C1 · E , (B.4)
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Proof. Let R0 > r+ large to be chosen later and R1 ≥ R0.
We are going to apply various identities to the domain
Θu(R1) := {v ≤ vR1(u), r ≤ R1} ∪ {u′ ≤ u, r ≥ R1} , defined for all u ≥ u0(R1), having boundaries
H+ ∩ {v ≤ vR1(u)}, [u,+∞]× {vR1(u)}, {u} × [vR1(u),+∞], I+ ∩ {u′ ≤ u} and Σ0, c.f. Figure 4
Notice that for all u ≥ u0(R1), Θu(R1) is the complement of the interior of DR1(u,+∞).
We apply the divergence identity in Θu(R1) for the Killing vector field ∂t, c.f. Appendix C for more
details. We get that for all u ≥ u0(R1):
∫ vR1 (u)
−∞
r2|Dvφ|2|H+(v)dv +
∫ u
−∞
r2|Duφ|2|I+(u)du+
∫ +∞
u
r2|Duφ|2(u′, vR1(u))du′ +
∫ +∞
vR1 (u)
r2|Dvφ|2(u, v)dv
+
∫ +∞
u
2Ω2Q2(u′, vR1(u))
r2
du′ +
∫ +∞
vR1 (u)
2Ω2Q2(u, v)
r2
dv =
∫
Σ0
r2
( |Duφ|2 + |Dvφ|2
2
+
2Ω2Q2
r4
)
dr∗,
(B.5)
Therefore it implies that
E+deg,R1(u) ≤
E
2
+ C · (Q∞0 )2, (B.6)
where C = C(M,ρ) > 0 is defined as C =
∫
Σ0
2Ω2
r4
dr∗ and E+deg,R1(u) is defined as
E+deg,R1(u) :=
∫ vR1 (u)
−∞
r2|Dvφ|2|H+(v)dv+
∫ u
−∞
r2|Duφ|2|I+(u)du+
∫ +∞
u
r2|Duφ|2(u′, vR1(u))du′+
∫ +∞
vR1 (u)
r2|Dvφ|2(u, v)dv.
(B.7)
Now we want to prove a similar estimate for the non-degenerate energy ER1(u). We are going to use a
slight variation of the red-shift effect as demonstrated in section 5.2.
We start to prove a Morawetz type estimate in the region Θu.
The method of proof is the same as in section 5.1 :
Lemma B.2. There exists e¯ = e¯(M,ρ) > 0, C¯ = C¯(M,ρ) > 0, σ¯ = σ¯(M,ρ) > 1 such that
for all u ≥ u0(R1), if supΘu(R1) |Q| < e¯ then
∫
Θu(R1)
( |Dtφ|2(u′, v) + |Dr∗φ|2(u′, v) + |φ|2(u′, v)
rσ¯(u′, v)
)
Ω2du′dv ≤ C¯ · E+deg,R1(u) + E ≤ (C¯)2 ·
(E + (Q∞0 )2) ,
(B.8)
where E+deg,R1(u) is defined in (B.7).
Proof. The proof is exactly almost the same as the one in the interior D. The bulk term is identical, the
only difference is the boundary term on {t = 0}, which has already been controlled : we first get that for
some C′ = C′(M,ρ) > 0
∫
Θu(R1)
( |Dtφ|2(u, v) + |Dr∗φ|2(u′, v) + |φ|2(u′, v)
rσ¯(u′, v)
)
Ω2du′dv
≤ C′ ·
(∫ vR1 (u)
−∞
r2|Dvφ|2|H+(v)dv +
∫ u
−∞
r2|Duφ|2|I+(u)du+
∫ +∞
u
r2|Duφ|2(u′, vR1(u))du′ +
∫ +∞
vR1 (u)
r2|Dvφ|2(u, v)dv
)
,
and then we apply (B.6) to conclude.
Now we are going to prove a Red-shift type estimate in the region {v ≤ vR1(u)}. The method of proof
is the same as in section 5.2 :
Lemma B.3. There exists R¯0 = R¯0(M,ρ), sufficiently close to r+ such that all r+ < R˜0 < R¯0, there exists
e˜ = e˜(M,ρ, R˜0) > 0, C˜ = C˜(M,ρ, R˜0) > 0 such that for all u ≥ u0(R1), if supΘu∩{r≤R˜0} |Q| < e˜ then for
all v ≤ vR1(u)∫ +∞
u
R˜0
(v)
r2|Duφ|2
Ω2
(u′, v)du′ +
∫
{r+≤r≤R˜0}∩Θu(R1)
r2|Duφ|2
Ω2
dudv ≤ C˜ ·E+deg,R1(u) + E ≤ (C˜)2 ·
(E + (Q∞0 )2) ,
(B.9)
where E+deg,R1(u) is defined in (B.7).
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Figure 4: Illustration of the domain Θu(R1), u ≥ u0(R1), R0(M,ρ) ≤ R1 ≤ R
Proof. The proof is exactly almost the same as the one in the interior D. Similarly, we make use crucially
of estimate (B.8) to control the 0 order term, which is the exterior analogue of the Morawetz estimate, c.f.
section 5.2 for more details.
Now take such a R˜0 = R˜0(M,ρ) and assume R˜0 < R0. We also define e
+ = e+(M,ρ) < max{e¯, e˜}, with
the notations of the former lemmata . For fixed u ≥ u0(R1), we bootstrap in Θu :
|Q| ≤ e+. (B.10)
If we assume Q∞0 < e
+, then the set of points which verify the bootstrap is non-empty. We now want to
establish preliminary “weak” estimates. First we write, on the constant v = V surface
|e
∫ u
−V iq0Auφ(u, V )−φ0(−V, V )| ≤ |
∫ u
−V
e
∫ u′
−V iq0AuDuφ(u
′, V )du′| ≤
(∫ u
−V
Ω2r−2(u′, V )du′
) 1
2
(∫ u
−V
Ω−2r2|Duφ|2(u′, V )du′
) 1
2
,
where we used the fact that ∂u(e
∫ u
−V iq0Auφ) =
∫ u
−V iq0Au Duφ.
Then we take the limit V → +∞, we use the fact from the hypothesis that φ0 tends to 0 towards spatial
infinity, together with (B.6) to get, for some C′ = C′(M,ρ) > 0 :
r
1
2 |φ|I+(u) ≤
(∫ u
−∞
r2|Duφ|2(u′, V )du′
) 1
2
≤
√
E
2
+ C · (Q∞0 )2 ≤ C′ ·
[√
E +Q∞0
]
.
Hence we get that limv→+∞ φ(u, v) = 0.
Now because we know that limv→+∞ φ(u, v) = 0, one can use Hardy’s inequality under the form (2.17)
(the proof is the same although the statement differs slightly) and (B.6) to get that for all (u, v) ∈ {r ≥ R0}
r|φ|2(u, v) ≤
∫ +∞
v
r2|Dvφ|2(u, v′)
Ω2
dv′ ≤ E
Ω2
. (B.11)
We were able to claim the estimate in the whole region {r ≥ R0} because it is true in {r ≥ R1} and R1
is allowed to vary in the range [R0,+∞]
Now using a method that has been made explicit already several times in section 5, we use the mean-value
theorem with the Morawetz estimate (B.8) : we find that there exists R′0 ∈ (0.8R0, 0.9R0) and C¯0 = C¯0(M,ρ)
such that ∫ tR1,R′0 (u)
0
(|φ|2(R′0, t) + |Dr∗φ|2(R′0, t)) dt ≤ C¯0 · (E + (Q∞0 )2) ,
this provided r+ < 0.8R0 and where tR1,R′0(u) := 2vR1(u)− (R
′
0)
∗ = 2u+ 2R∗1 − (R′0)∗ is defined such that
(tR1,R′0(u), (R
′
0)
∗) = γR′0 ∩ {v = vR1(u)}.
Therefore, using (2.8), (2.9) as |∂tQ| ≤ q0r2|φ||Dr∗φ| we integrate and find that there exists
C′0 = C
′
0(M,ρ) > 0 so that for all 0 ≤ t ≤ tR1,R′0(u)
|Q(t, R′0)| ≤ Q∞0 + C′0 ·
(E + (Q∞0 )2)
Then we integrate ∂uQ in u towards γR′0 , using the red-shift estimate (B.9). Tedious details of the
integration are left ot the reader.
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Figure 5: Illustration of the domain Θ′u(R1) for u < u0(R1), R0(M,ρ) ≤ R1 ≤ R
We find that in {v0(R′0) ≤ v ≤ vR1(u)} ∩ {r ≤ R′0}, there exists C′′0 = C′′0 (M,ρ) > 0 such that
|Q(u, v)| ≤ Q∞0 + C′′0 ·
(E + (Q∞0 )2) .
Using the same technique with (B.9) in {v ≤ v0(R′0)} and then in the bounded region {R′0 ≤ r ≤ R0}
we then get that there exists C = C(M,ρ) > 0 such that in the whole region {v ≤ vR1(u)} ∩ {r ≤ R0}
|Q(u, v)| ≤ Q∞0 + C ·
(E + (Q∞0 )2) , (B.12)
where we used the fact that R0 depends only on M and ρ.
This should be thought of as a local in space smallness propagation of the charge, for potentially large
times.
We now want to “globalise” this result in space. For this, we need to control higher rp weighted energies,
for any p > 1. We will need to use the rp method, as developed in section 6.
We establish the rp estimate, in the very same way as in section 6 but this time on the domain Θu∩{r ≥
R0}.
We are going to write two different rp estimates, according to u < u0(R0) or u > u0(R0). The proof is
however the same.
For this we define Θ′u(R0) = Θu(R0) ∩ {r ≥ R0} if u ≥ u0(R0) and Θ′u(R0) = {u′ ≤ u} if u ≤ u0(R0),
c.f. Figure 5. We also define v˜(u) = vR0(u) if u ≥ u0(R0) and v˜(u) = v0(u) if u ≤ u0(R0). We can then
write
∫
Θ′u(R0)
(
prp−1Ω2|Dvψ|2 + [1 + P1(r)]
(
2M(3− p)− (4− p)2ρ
2
r
)
rp−4|ψ|2
)
dudv +
∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv
+
∫ u
−∞
Ω2
(
2M − 2ρ
2
r
)
rp−3|ψ|2I+(u)du =
∫
Θ′u(R0)
2q0QΩ
2rp−2=(ψDvψ)dudv +
∫
Σ0∩{v≥v˜(u)}
rp |Dvψ0|2(r∗)dr∗,
where P1(r) is a polynomial in r that behaves like O(r
−1) as r tends to +∞ and with coefficients depending
only on M and ρ.
Since p < 3 we can take R0 large enough (depending on M and ρ) so that
|P1(r)| < 1 and 2M(3− p)− (4− p) 2ρ2r > 0. We get
∫
Θ′u(R0)
prp−1Ω2|Dvψ|2dudv +
∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv ≤
∫
Θ′u(R0)
2q0QΩ
2rp−2=(ψDvψ)dudv + Ep. (B.13)
Now we use a variant of Hardy’s inequality (2.20) for any 0 ≤ q < 2 under the form
(∫
Θ′u(R0)
rq−3Ω2|ψ|2dudv
) 1
2
≤ 2
(2− q)Ω(R0)
(∫
Θ′u(R0)
rq−1|Dvψ|2dudv
) 1
2
+
(
1
2− q
∫ u
−∞
rq−2|ψ|2(u, v˜(u))du
) 1
2
.
Now we are free to choose 1 < p < 2 without loss of generality, and with p as close to 1 as needed. Taking
q = p, this implies, by the hypothesis and using the Morawetz estimate (B.8) that there exists a constant
C0 = C0(M,ρ) > 0 such that
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12− p
∫ u
−∞
rp−2|ψ|2(u, v˜(u))du ≤ C0 · E˜p.
Combining this with the Cauchy-Schwarz inequality and the bootstrap assumption (B.10) we see —like
in section 6.2 — that for all η > 0 small enough we have
(
p− 4q0e
+
(2− p)Ω(R0) −
η
2
)∫
Θ′u(R0)
rp−1Ω2|Dvψ|2dudv +
∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv ≤
[
1 +
C0
2η
]
· E˜p, (B.14)
so if say 4q0e
+ < (2−p)p·Ω(R0)
2
— which can be assumed, taking δ small enough — we proved that for
some C′0 = C
′
0(M,ρ) > 0 and for all u ∈ R :
∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv ≤ C′0 · E˜p. (B.15)
Now we re-write (2.9) as |∂vQ| ≤ q0|ψ||Dvψ| and we integrate towards γR0 if u ≥ u0(R0) and towards
Σ0 if u ≤ u0(R0) , using Cauchy-Schwarz :
|Q(u, v)−Q(u, v˜(u))| ≤ q0
(∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv
) 1
2
(∫ +∞
v˜(u)
r−p |ψ|2(u, v)dv
) 1
2
. (B.16)
We now use the “boundary term” version of Hardy’s inequality (2.20) and we get that there exists
C1 = C1(M,ρ) > 0 such that
(∫ +∞
v˜(u)
r−p |ψ|2(u, v)dv
) 1
2
≤ C1 ·
(∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv
) 1
2
+ [r(u, v˜(u))]
1−p
2 |ψ|(u, v˜(u))
 , (B.17)
where we used the fact that 2− p < p because p > 1.
Now, to estimate ψ0 we can use the Cauchy-Schwarz under the following form, taking advantage of the
fact that p > 1 : for all r ≥ R0
|ψ0(r)− ψ0(R0)| ≤
∫ r∗
(R0)∗
|Dr∗ψ0|((r′)∗)d(r′)∗ ≤
√
2
(∫ r∗
(R0)∗
(r′)−pd(r′)∗
) 1
2
(Ep) 12 ,
where we used the fact that
∫
Σ0
rp|Dr∗ψ0|2dr∗ ≤ 2Ep.
Using also (B.11) and remembering that R0 = R0(M,ρ) depends only on M and ρ we can then write,
for some C˜ = C˜(M,ρ) > 0 :
|ψ0(r)| ≤ C˜ · (E˜p) 12 .
Coupled with (B.11) applied on γR0 , there exists also C¯ = C¯(M,ρ) > 0 such that for all u ∈ R :
|ψ|(u, v˜(u)) ≤ C¯ · (E˜p) 12 . (B.18)
Now combining (B.15), (B.16), (B.17) and (B.18) we get that there exists C2 = C2(M,ρ) > 0 such that
|Q(u, v)−Q(u, v˜(u))| ≤ C2 · E˜p.
Now combining with (B.12), we see that for all u ∈ R :
|Q(u, v)| ≤ Q∞0 + C · (Q∞0 )2 + C′2 · E˜p < δ · (1 + C′2 + C · δ), (B.19)
where we defined C′2 = C2 + C.
Therefore the bootstrap (B.10) is retrieved provided if δ = δ(M,ρ) is small enough so that
δ · (1 + C′2 + C · δ) < e+.
This proves the charge bound claimed in the statement of the Proposition.
The last step we need to carry out is to prove the claimed boundedness of the energy. Indeed we only
proved in (B.6)
ER1(u) ≤
E
2
+ C · (Q∞0 )2,
and we would like a right-hand-side that only depends on E .
For this, we have to revisit the proof of section 5.3, to absorb the charge terms properly in the energy
identity (B.5).
The term on the future boundary of Θu are treated in the very same way so we do not repeat the
argument, c.f. sections 5.3.1, 5.3.2, 5.3.3, 5.3.4. We only take care of the charge term on Σ0.
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First, using the same strategy as in section 5.3.1, one can prove that
|
∫ +∞
(R1)∗
Ω2Q20(r)
r2
dr∗ − Q
2
0(R1)
R1
| ≤ 2q0Q
∞
0 E
Ω2(R1)
. (B.20)
Then, like in section 5.3.2 one can prove
|Q
2
0(R1)
R1
− Q
2
0(R0)
R1
| ≤ 2q0Q
∞
0 E
Ω2(R0)
. (B.21)
Now for the analogue of the proof in section 5.3.3, we need to prove a few preliminary estimates.
First, using an argument similar to the one used in the proof of Hardy inequality (2.16) and the fact that
φ0(r)→ 0 when r → +∞ one can prove that there exists C+ = C+(M,ρ) > 0 such that∫ +∞
−∞
Ω2|φ0|2dr∗ ≤ C+ · E .
The rough idea is to apply an Hardy argument to the integral on [−∞, (R0)∗] then we pick a term on γR0
that can be controlled (B.11). The integral on [(R0)
∗,+∞] can be treated similarly. Every-time, we lose a
weight on γR0 but that weight depends only on M and ρ.
Consequently with this estimate, like in section 5.3.3 one can prove
|
∫ (R1)∗
−∞
Ω2Q20(r)
r2
dr∗ − (1− r+
R1
)
Q20(R0)
r+
| ≤
(√
2|R0
r+
− 1|+ 2|1−
R0
R1
|
Ω2(R0)
)
· q0Q∞0 E , (B.22)
We can then use the Morawetz estimate (B.8) to deal with the charge difference on γR0 , recalling the
dependence R0 = R0(M,ρ), everything like in section 5.10. We conclude that — provided δ is small enough
—there exists C′ = C′(M,ρ) > 0 such that for all u ≥ u0(R1)
ER1(u) ≤ C′ · E .
This concludes the proof of the proposition.
We now turn to the proof of Proposition 4.2 : this time we assume already energy boundedness and the
Morawetz estimate but not arbitrary charge smallness. The method of proof is very similar to that of
Proposition 4.1.
Proposition B.4. Suppose that there exists 1 < p < 2 such that E˜p <∞.
It follows that there exists e0 ∈ R such that
lim
r→+∞
Q0(r) = e0.
Without loss of generality one can assume that 1 < p < 1 +
√
1− 4q0|e0|.
Assume also that limr→+∞ φ0(r) = 0.
Now assume (4.2), (4.3) for R1 = R : there exists C¯ = C¯(M,ρ) > 0 such that for all u ≥ u0(R) and for
all v ≤ vR(u) :
E(u) = ER(u) ≤ C¯ · E . (B.23)∫ +∞
u˜(v)
r2|Duφ|2
Ω2
(u′, v)du′ ≤ C¯ · E , (B.24)
where u˜(v) = u0(v) if v ≤ v0(R) and u˜(v) = uR(v) if v0(R) ≤ v ≤ vR(u).
Assume also (4.5) : there exists R¯0 = R¯0(M,ρ) > r+ such that for all R¯1 > R¯0,
there exists C¯1 = C¯1(R¯1,M, ρ) > 0 such that∫
{u′≤u}∩{r≤R¯1}
(|Dtφ|2(u′, v) + |Dr∗φ|2(u′, v) + |φ|2(u′, v))Ω2dudv ≤ C¯1 · E . (B.25)
Make also the following smallness hypothesis : for some δ > 0 :
E˜p < δ,
q0|e0| < 1
4
.
There exists δ0 = δ0(e0,M, ρ) > 0 and C = C(M,ρ) > 0 such that if δ < δ0 then for all (u, v) in the
space-time :
|Q(u, v)− e0| ≤ C · E˜p, (B.26)
q0|Q|(u, v) < 1
4
. (B.27)
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Moreover, there 67 exists δp = δp(e0,p,M, ρ) > 0 and C
′ = C′(e0, p,M, ρ) > 0 such that if δ < δp then
for all u ≥ u0(R) :
Ep[ψ](u) ≤ C′ · E˜p. (B.28)
Proof. First take R0 = R0(M,ρ). Using Cauchy-Schwarz and the Maxwell equation under the form
|∂r∗Q| ≤ q0|ψ||Dtψ|, we can show that there exists C¯0 = C¯0(M,ρ) > 0 such that for all r ≥ R0,
|Q0(r)− e0| ≤ C¯0 · Ep.
Similarly on {r+ ≤ r ≤ R0} one can prove that there exists C˜0 = C˜0(M,ρ) > 0 such that for all r ≤ R0,
|Q0(r)−Q0(R0)| ≤ C˜0 · E ,
where we used Cauchy-Schwarz and the Maxwell equation under the form |∂r∗Q| ≤ q0R
2
0
2
(|φ||Duφ|+ |φ||Dvφ|).
This gives, on the whole Σ0 :
|Q0(r)− e0| ≤ (C˜0 + C¯0) · E˜p. (B.29)
Now assume that R0 > R¯0(M,ρ) so that estimate (B.25) is valid.
Now, using the Morawetz estimate (B.25) in a way that was explained numerous times in this paper, one
can find r+ < R˜0 = R˜0(M,ρ) < R¯0 and D0 = D0(M,ρ) > 0 such that for all t ≥ 0
|Q(t, R˜0)−Q0(R˜0)| ≤ D0 · E , (B.30)
where we used Cauchy-Schwarz and the Maxwell equation under the form |∂tQ| ≤ q0R20|φ||Dr∗φ|.
Then using (B.24) and (2.8), one can prove that there exists D′0 = D
′
0(M,ρ) > 0 such that for all
(u, v) ∈ {r ≤ R},
|Q(u, v)−Q(uˆ(v), v)| ≤ D′0 · E˜p,
where uˆ(v) = u0(v) if v ≤ v0(R) and uˆ(v) = uR˜0(v) if v ≥ v0(R).
This combined with B.29 and B.30 proves that there exists C0 = C0(M,ρ) > 0 such that for all
(u, v) ∈ {r ≤ R},
|Q(u, v)− e0| ≤ C0 · E˜p. (B.31)
In the same way as in Proposition 4.1, we can derive the estimate for R0 = R0(M,ρ) large enough, for
all R1 ≥ R0 and for all u ∈ R :
∫
Θ′u(R1)
prp−1Ω2|Dvψ|2dudv +
∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv ≤
∫
Θ′u(R1)
2q0QΩ
2rp−2=(ψDvψ)dudv + Ep, (B.32)
where all the notations are introduced in the proof of Proposition 4.1. Note that this time we consider
Θ′u(R1) for any R1 ≥ R0 to be chosen later, in contrast to the proof of Proposition 4.1 where only Θ′u(R0)
was considered.
Then we bootstrap for some e¯ = |e0|+ 2,  > 0 and in Θ′u(R1) :
|Q| < e¯. (B.33)
Because Q0 → e0 towards spatial infinity, it is clear that the set of points for which this bootstrap is
verified is non-empty.
For  small enough, one can assume that q0 · (|e0|+ 2) < 14 .
By assumption , one can assume that there exists 1 < p <
√
1− 4q0e¯ such that E˜p <∞.
Using this, we find constants CR1 = CR1(R1,M, ρ) > 0 and D = D(M,ρ) such that for all η > 0 small
enough and for all u ∈ R :
∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv ≤ D · E˜p
η ·
(
p− 4q0e¯
(2−p)Ω(R1) − η
) , (B.34)
∫ +∞
v˜(u)
rp−2 |ψ|2(u, v) ≤ CR1 · E˜p
η ·
(
p− 4q0e¯
(2−p)Ω(R1) − η
) , (B.35)
where for the second estimate, we used a Hardy inequality coupled with the Morawetz estimate (B.25).
Now we take R1 = R1(e0,M, ρ) large enough so that 4q0e¯ < Ω(R1). Then we can take temporarily p > 1
sufficiently close to 1 and η small enough so that p− 4q0e¯
(2−p)Ω(R1) − η > 0.
We then find using (2.9) that there exists C = C(e0,M, ρ) > 0 such that on {r ≥ R1}
67The dependence of δp on p only exists as p approaches 1 +
√
1− 4q0|e0|.
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|Q(u, v)−Q(u, v¯(u))| ≤ C · E˜p, (B.36)
where v¯(u) = vR1(u) if u ≥ u0(R1) and v¯(u) = v0(u) if u ≤ u0(R1). Then with (B.31) and provided that
R1 < R — we actually proved that for some C
′ = C′(e0,M, ρ) > 0 and on the whole Θ′u(R1) :
|Q(u, v)− e0| ≤ C′ · E˜p < C′ · δ. (B.37)
Then it suffices to take C′ · δ <  to retrieve bootstrap (B.33). This evidently gives the first two claims
on the whole space-time.
Now come back to general 1 < p <
√
1− 4q0|e0| and notice that (B.34) can be written as, for all η > 0 :
∫ +∞
v˜(u)
rp |Dvψ|2(u, v)dv ≤ D · E˜p
η ·
(
p− 4q0|e0|+η
(2−p) − η
) , (B.38)
for δ small enough and for the choice R1 = R, for R large enough. This gives directly (B.28) and
concludes the proof of the proposition.
Now we turn to the proof of Proposition 4.3.
Proposition B.5. In the conditions of Proposition 4.2, assume moreover that there exists ω > 0 and C0 > 0
such that
r|Dvψ0|+ |ψ0| ≤ C0 · r−ω.
Then in the following cases
1. ω = 1 + θ with θ > q0|e0|
4
2. ω = 1
2
+ β with β ∈ (−
√
1−4q0|e0|
2
,
√
1−4q0|e0|
2
), if q0|e0| < 14 ,
there exists δ = δ(e0, ω,M, ρ) > 0 and R0 = R0(ω, e0,M, ρ) > r+ such that if E˜p < δ and R > R0 then
the decay is propagated : there exists C′0 = C
′
0(C0, ω,R,M, ρ, e0) > 0 such that for all u ≤ u0(R) :
|Dvψ|(u, v) ≤ C′0 · r−1−ω
′
,
|ψ|(u, v) ≤ C′0 · |u|−ω,
where ω′ = min{ω, 1}.
In that case, for every 0 < p < 2ω′ + 1, we have the finiteness of the rp weighted energy on Vu0(R) :
Ep[ψ](u0(R)) <∞.
Proof. We start the proof in a region {u ≤ U0} for |U0| large enough to be chosen later.
We are going to use the notations u0(v), v0(u), r0(u), r0(v), c.f. section 2.4 for a definition.
For some B > 0 large enough to be chosen appropriately later, we bootstrap the following in {u ≤ U0}
|ψ| ≤ B|u|−ω.
Notice that with the assumptions and the fact that r0(u) ∼ 2|u| when u → −∞, the set of points for
which the bootstrap is verified is non-empty, for B large enough.
We also denote Q+ = sup{u≤U0} |Q|. By Proposition 4.2, Q+ can be taken arbitrarily close to |e0| or |e|
for δ appropriately small.
Then we use (2.6) under the form
|DuDvψ| ≤ B|u|
−ω
r2
(q0Q
+ + |2r ·K(r)|).
Now take  > 0. {u ≤ U0} ⊂ {r ≥ r0(U0)} so by taking |U0| large enough, one can assume that
|2r ·K(r)| <  since this quantity tends to 0 as r tends to +∞.
There are two cases : either ω > 1 or ω ≤ 1. We start by ω > 1 : we can integrate in u the inequality
above and get
|Dvψ|(u, v) ≤ C0 · (r0(v))−1−ω + B|u|
1−ω
(ω − 1)r2 (q0Q
+ + ). (B.39)
Now we want to integrate this in v : first notice that d(r0(v))
dv
= 2Ω2(−v, v) ≥ 2Ω2(r0(U0)) ≥ 2(1+) if |U0|
is large enough. Therefore∫ v
v0(u)
(r0(v
′))−1−ωdv′ ≤ (1 + )
2(−ω)
∫ v
v0(u)
d[(r0(v
′))−ω]
dv′
dv′ ≤ (1 + )
2ω
(r0(u))
−ω,∫ v
v0(u)
(r0(v
′))−2dv′ ≤ (1 + )
2
(r0(u))
−1,
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after noticing that r0(v0(u)) = r0(u). Hence we have
|ψ(u, v)| ≤ C0 · (1 + (1 + )
2ω
) · (r0(u))−ω + B(q0Q
+ + )(1 + )
2(ω − 1) (r0(u))
−1|u|1−ω.
Since r0(u) ∼ 2|u| when u → −∞, it is clear that for |U0| large enough,  small enough and B large
enough, the bootstrap is retrieved if
ω > 1 +
q0Q
+
4
,
or equivalently if δ is small enough,
ω > 1 +
q0|e0|
4
.
Now we turn to ω ≤ 1. We ignore the case ω = 1 and consider ω < 1. Integrating in u we get this time
|Dvψ|(u, v) ≤ C0 · (r0(v))−1−ω + B · v
1−ω
(1− ω)r2 (q0Q
+ + ),
where we used that |u0(v)| = v.
Now, taking |U0| large enough, one can assume that everywhere on {u ≤ U0} : r−2 ≤ (r
∗)−2
1− ≤ v
−2
1− ,
since u ≤ 0. Using this, we get ∫ v
v0(u)
(v′)1−ω
r2(u, v′)
dv′ ≤ |u|
−ω
(1− )ω ,
hence we have
|ψ0(u, v)| ≤ C0 · (1 + (1 + )
2ω
) · (r0(u))−ω + B(q0Q
+ + )
(1− ω)ω(1− ) |u|
−ω.
We now see that the bootstrap is retrieved on the condition :
q0Q
+ < (1− ω)ω,
Otherwise said
1−√1− 4q0Q+
2
< ω <
1 +
√
1− 4q0Q+
2
,
or equivalently if δ is small enough :
1−√1− 4q0|e0|
2
< ω <
1 +
√
1− 4q0|e0|
2
.
This proves the proposition in the region {u ≤ U0}, for |U0| large enough with respect to ω and e0 and
independently of R.
Now it is enough to take R large enough so that |u0(R)| > |U0| and the result is proven, if we accept
that the constants now depend on R.
Then we turn to our last step, the proof of Proposition 4.4.
Proposition B.6. Suppose that for all 0 ≤ p < 2 +√1− 4q0|e0|, E˜p <∞.
We also assume the other hypothesises of Theorem 3.3.
Then for all 0 ≤ p < 2 +√1− 4q0|e0|, there 68 exists δp = δp(e0,p,M, ρ) > 0, such that if δ < δp then
for all u ≤ u0(R) :
Ep[ψ](u) <∞.
Proof. The proof relies on the generalization of the rp weighted estimate, namely a rpus weighted estimate,
for s > 0.
We are going to state this identity on the neighbourhood of spatial infinity {u ≤ u0(R)} where R is large
enough so that u0(R) < 0. As a consequence, |u| = −u in this region.
Using (2.6) that we multiply by (−u)srpDvψ, we take the real part, integrate by parts and get, for all
u ≤ u0(R)
∫
{u′≤u}
[
prp−1|u′|s + srp|u′|s−1] |Dvψ|2du′dv + |u|s ∫ +∞
v0(u)
rp|Dvψ|2(u, v)dv
≤ [1 + P0(r)]
[∫
Σ0∩{v≥v0(u)}
|u0(v)|s(r0(v))p|Dvψ|2(u0(v), v)dv +
∫
{u′≤u}
2q0Qr
p−2|u′|s=(ψDvψ)du′dv
]
,
68The dependence of δp on p only exists as p approaches 2 +
√
1− 4q0|e0|.
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where P0(r) is a polynomial in r that behaves like O(r
−1) as r tends to +∞ and with coefficients depending
only on M and ρ.
Now because |u0(v)| ∼ r0(v)2 as v → +∞, for R large enough we can say that∫
Σ0∩{v≥v0(u)}
|u0(v)|s(r0(v))p|Dvψ|2(u0(v), v)dv ≤ Ep+s.
Denoting Q+ = supu′≤u0(R) |Q| : note that |Q+ − |e0|| . δ by the last proposition.
With this, we find that for all η > 0, taking R large enough so that |1 + P0(r)| < (1 + η):
∫
{u′≤u}
[
prp−1|u′|s + srp|u′|s−1] |Dvψ|2du′dv + |u|s ∫ +∞
v0(u)
rp|Dvψ|2(u, v)dv
≤ (1 + η) ·
[
Ep+s + 2q0Q+
∫
{u′≤u}
rp−2|u′|s|ψ||Dvψ|du′dv
]
.
(B.40)
As it was seen in section 6.2, if 1 −√1− 4q0Q+ < p′ < 1 +√1− 4q0Q+ the interaction term can be
absorbed inside the bulk term using Hardy’s inequality because the presence of the u weight does not change
anything. Therefore for all s′ ≥ 0, there exists a 69 constant D > 0 such that
∫
{u′≤u}
[
rp
′−1|u′|s′ + rp′ |u′|s′−1
]
|Dvψ|2du′dv + |u|s
′
∫ +∞
v0(u)
rp
′ |Dvψ|2(u, v)dv ≤ D · E˜p′+s′ . (B.41)
Now we take 2 −√1− 4q0|e0| < p < 2 +√1− 4q0|e0| and come back to (B.40). If δ is small enough
—depending on p — one can assume that actually 2−√1− 4q0Q+ < p < 2 +√1− 4q0Q+.
Now applying Cauchy-Schwarz we find that
∫
{u′≤u}
rp−2|u′|s|ψ||Dvψ|du′dv ≤
(∫
{u′≤u}
rp−4|u′|s+1|ψ|2du′dv
) 1
2
(∫
{u′≤u}
rp|u′|s−1|Dvψ|2du′dv
) 1
2
.
Then we prove a Hardy inequality, very similar to (2.20) under the form : for all u′ ≤ u :
∫ +∞
v0(u′)
rp−4|ψ|2(u′, v)dv ≤ 2
(3− p)Ω2(R) (r0(u
′))p−3|ψ0|2(u′, v0(u′))+ 4
(3− p)2Ω4(R)
∫ +∞
v0(u′)
rp−2|Dvψ|2(u′, v)dv.
Using Fubini’s theorem, one can now prove that for 70 some D′ > 0 :∫
{u′≤u}
rp−4|u′|s+1|ψ|2du′dv ≤ D′ ·
[
Ep+s +
∫
{u′≤u}
rp−2|u′|s+1|Dvψ|2du′dv
]
,
where we controlled the integral of |u|s+1(r0(u′))p−3|ψ0|2(u′, v0(u′)) by the zero order term of Ep+s.
Combining with (B.41) for p′ = p− 1 and s′ = s+ 1 we finally get∫
{u′≤u}
rp−4|u′|s+1|ψ|2du′dv ≤ D′ · (1 +D) · E˜p+s. (B.42)
Now denoting D′′ = 2q0Q+ · (1 + η) ·
√
D′ · (1 +D) and coming back to (B.40) we get :
∫
{u′≤u}
[
prp−1|u′|s + srp|u′|s−1] |Dvψ|2du′dv + |u|s ∫ +∞
v0(u)
rp|Dvψ|2(u, v)dv
≤ D′′ · E˜p+s ·
(∫
{u′≤u}
rp|u′|s−1|Dvψ|2du′dv
) 1
2
.
(B.43)
Once we reach this step, the proof is over if s > 0 : it suffices to absorb the last term on the right-hand-side
into the firs term of the left-hand-side, using the inequality |ab| ≤ a+ b
4
for small enough  > 0.
This proves that Ep[ψ](u) =
∫ +∞
v0(u)
rp|Dvψ|2(u, v)dv < +∞ if E˜p+s < ∞ which concludes the proof of
the proposition.
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70Since we just need a finiteness statement, the parameters on which D′ depends do not matter so we do not specify them.
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C Useful computations for the vector field method
This appendix carries out explicitly a few computations to apply the vector field method to the case of
Maxwell-Charged-Scalar-Field.
For the linear wave equation, the traditional vector field method proceeds as follows : we can construct a
quadratic quantity TWaveµν (φ) = ∂µφ∂νφ− 12 (gαβ∂αφ∂βφ)gµν . We then see that the wave equation corresponds
to a conservation law :
∇µTWaveµν = 0⇐⇒ φ = 0.
Then for any solution of the wave equation φ and for a well chosen vector field X we construct the current
JXµ = TWaveµν (φ)Xν and we integrate ∇µJXµ = TWaveµν ∇(µXν) on a space-time domain.
Making use of the divergence theorem, we see that a bulk term, namely the integral on a space-time
domain of TWaveµν ∇(µXν), equals some boundary terms involving the current JXµ .
Notice that if X is a Killing vector field, then ∇(µXν) = 0 and the identity only includes boundary terms.
Compared to the classical vector field method, a major difference — in the case we consider in this paper
— is the presence of a Maxwell stress-energy tensor that is coupled to the scalar field’s. This still gives rise
of a conservation law that couples the scalar field and the charge. While compactly supported scalar fields
on asymptotically flat space-time decay, this is not the case for charges on black hole space-times.
Therefore, in many cases we do not apply this conservation law directly, except in subsection 5.3. Instead,
we treat the Maxwell term as an error term, that can be controlled by the energy of the scalar field. To put
it otherwise, instead of looking at charges —that do not decay— we look at the fluctuation of these charges,
that do enjoy time decay estimates. To see the main related computations, c.f. subsection C.3.
C.1 Stress-Energy momentum tensor
For a spherically symmetric scalar field φ and 2-form F we define the stress energy momentum tensor of the
scalar field TSFµν (φ) and the one of the Maxwell field TEMµν (F ). Notice that the Maxwell-Charged-Scalar-Field
equations (2.3), (2.4) imply the following conservation law :
∇µ(TSFµν + TEMµν ) = 0,
where TSFµν (φ) and TEMµν (F ) are defined as :
TSFµν = <(DµφDνφ)− 1
2
(gαβDαφDβφ)gµν ,
TEMµν = gαβFανFβµ − 1
4
FαβFαβgµν .
In the (u, v, θ, ϕ) coordinate system of section 2.1 this gives :
TSFvv = |Dvφ|2, (C.1)
TSFuu = |Duφ|2, (C.2)
TSFθθ = TSFϕϕ sin−2(θ) =
r2<(DuφDvφ)
2Ω2
. (C.3)
TEMuv =
2Ω2Q2
r4
, (C.4)
TEMθθ = TEMϕϕ sin−2(θ) =
Q2
r2
. (C.5)
TSFuv = TSFvu = TEMvv = TEMuu = 0. (C.6)
While (C.1), (C.2), (C.3) are used everywhere in the paper, particularly in subsection 5.1 and 5.2, (C.4)
is only useful in subsection 5.3 while (C.5) is not used.
Notice that in section 6, we do not make use of the divergence theorem but directly of equations (2.6),
(2.7). Hence this appendix is mainly useful for section 5.
C.2 Deformation tensors
As we saw in the beginning of this section, to use the divergence theorem we need to compute the derivative
of vector fields.
More precisely for any vector field X we define the deformation tensor as
ΠµνX := ∇(µXν).
In the (u, v, θ, ϕ) coordinate system of section 2.1 we compute :
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ΠvvX =
−2
Ω2
∂uX
v, (C.7)
ΠuuX =
−2
Ω2
∂vX
u, (C.8)
ΠuvX =
−1
Ω2
(
∂vX
v + ∂v log(Ω
2)Xv + ∂uX
u + ∂u log(Ω
2)Xu
)
, (C.9)
ΠθθX = Π
φφ
X sin
2(θ) =
1
r2
(
∂vr
r
Xv +
∂ur
r
Xu
)
. (C.10)
Notice that for ∂t =
∂v+∂u
2
,
Πµν∂t = 0.
This is because ∂t is a Killing vector field, corresponding to the t invariance of the Reissner–Nordstro¨m
metric.
C.3 Computations of bulk terms in the divergence formula
Let (φ, F ) be a solution to the Maxwell-Charged-Scalar-Field equations (2.3), (2.4), and we consider a vector
field X.
Even though the traditional method considers the current JXµ = TSFµν (φ)Xν , it is sometimes useful to
create a modified current, c.f. [13], [14].
For this we introduce a real-valued scalar function χ and define the modified energy current:
J˜Xµ (φ, χ) := TSFµν Xν +
χ · ∂µ|φ|2 − ∂µχ · |φ|2
2
.
Thus we can compute its divergence :
∇µJ˜Xµ := TSFµν ΠµνX + FµνXµJ ν(φ) + χDµφDµφ−
χ
2
|φ|2, (C.11)
where the particular current Jµ(φ) is defined by
Jµ(φ) = q0=(φ ·Dµφ).
For this computation, we used the fact that ∇µTSFµν = −∇µTEMµν = FνµJ µ(φ), where the last identity
makes use of the Maxwell equation (2.3).
In order to compute this term in (u, v) coordinates, recall that Fuv =
2Ω2Q
r2
. Then we can establish the
following expression for the interaction term :
FµνX
µJ ν(φ) = Q
r2
[XvJv(φ)−XuJu(φ)] . (C.12)
C.4 D’Alembertians
As seen in the former section, the use of a modified current involves a χ term, multiplying the 0 order
term |φ|2.
Notice that the control of this 0 order term is one of the difficulties of this paper.
We compute the expression of the  operator in (u, v) coordinates, for a spherically symmetric χ :
(χ) = −1
Ω2
(
∂u∂vχ+
∂vr
r
∂uχ+
∂ur
r
∂vχ
)
= −∂u∂vχ
Ω2
+
∂vχ
r
− ∂uχ
r
. (C.13)
C.5 Volume forms, normals and current fluxes
To conclude this appendix, we include a few computations of space-time volume forms and volume forms
induced on the curves we use in this paper, together with exterior unit normals.
Note that as far as null surfaces are concerned, there no canonical notion of exterior unit normals or
induced volume forms. However, the contraction of an induced volume form with its unit normal does not
depend on the normalization choice.
The volume form corresponding to Reissner–Nordstro¨m metric is defined by
dvol = 2Ω2r2dudvdσS2 ,
where dσS2 is the standard volume form on the unit sphere.
We now give consecutively the normals, the induced volumes forms and the current flux for each of
the following : constant u hyper-surfaces, constant v hyper-surfaces, constant r hyper-surfaces γR1 and
Σ0 = {t = 0}.
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nµu=cst =
1
Ω2
∂v,
dvolu=cst = Ω
2r2dvdσS2 ,
Jµn
µ
u=cstdvolu=cst = Jvr
2dvdσS2 .
nµv=cst =
1
Ω2
∂u,
dvolv=cst = Ω
2r2dudσS2 ,
Jµn
µ
v=cstdvolv=cst = Jur
2dudσS2 .
For these constant u and constant v hyper-surfaces, we expressed the future-directed normal.
Notice that if such a null hyper-surface appears as the future boundary of a space-time domain, than
the future-directed is also the exterior normal.
Symmetrically, if such a null hyper-surface appears as the past boundary of a space-time domain, than
the exterior normal is the past-directed normal, i.e. the opposite of the future-directed one that we wrote.
Then we carry out the same computations for γR1 = {r = R1}, for any r+ < R1 :
nµγR1 =
1
2Ω(R1)
(∂u − ∂v),
dvolγR1 = Ω(R1)(dv + du)r
2dσS2 ,
Jµn
µ
γR1
dvolγR1 =
Ju − Jv
2
(dv + du)r2dσS2 .
Notice that if γR1 appears as the right-most boundary of a space-time domain, e.g. for {r ≤ R1}, than
the exterior normal is the one we wrote.
Symmetrically, if γR1 appears as the left-most boundary of a space-time domain, e.g. for {r ≥ R1},
than the exterior normal is the opposite of the one we wrote.
Finally we write the same computations for Σ0 = {t = 0} :
nµΣ0 =
1
2Ω
(∂v + ∂u),
dvolΣ0 = Ω · (dv − du)r2dσS2 ,
Jµn
µ
Σ0
dvolΣ0 =
Ju + Jv
2
(dv − du)r2dσS2 .
We wrote the future directed normal, which is in fact the opposite of the exterior unit normal, because
the space-time is included inside {t ≥ 0}.
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