Measurement of the polarisation amplitudes in B0 -> J/psi K*(892)0 decays with the LHCb experiment by Bien, Alexander
DISSERTATION
submitted to the
Combined Faculties of the Natural Sciences and Mathematics
of the Ruperto-Carola-University of Heidelberg, Germany
for the degree of
Doctor of Natural Sciences
Put forward by
Dipl.-Phys. Alexander Bien
born in: Heidelberg, Germany
Oral examination: 5th February 2014

Measurement of the polarisation
amplitudes in B0→ J/ψK∗(892)0
decays with the LHCb experiment
Referees: Prof. Dr. Ulrich Uwer
Prof. Dr. Hans-Christian Schultz-Coulon

Abstract: In this thesis a measurement of the polarisation amplitudes and the corre-
sponding strong phases of the decay B0 → J/ψ(µ+µ−)K∗(892)0(K+pi−) is presented.
Studying B0 → J/ψ(µ+µ−)K∗(892)0(K+pi−) and B0 → J/ψ(µ+µ−)K∗(892)0(K−pi+)
decays separately allows for the measurement of direct CP violation. The Standard Model
of particle physics does not predict any CP-violating processes for this decay channel. Thus,
this analysis also serves as a search for new phenomena beyond the Standard Model.
The measurement is performed using the full data sample collected with the LHCb detector
in 2011 taken in proton-proton collisions at a centre-of-mass energy of 7 TeV corresponding
to an integrated luminosity of approximately 1.0 fb−1. The determination of the polarisation
amplitudes requires an angular analysis of the ﬁnal state particles to disentangle the three
possible angular momentum states. The observables are obtained using a four-dimensional
maximum likelihood ﬁt depending on the three decay angles and the decay time of the B0
meson. The values of the polarisation amplitudes and corresponding phases are determined
to be R‖ = 0.227± 0.004± 0.011, R⊥ = 0.201± 0.004± 0.008, δ‖ = −2.94± 0.02± 0.03
and δ⊥ = 2.94 ± 0.02 ± 0.02, where the errors are statistical and systematic, respectively.
The ﬁt is performed in four bins of the K+pi− invariant mass to measure the fraction of
the non-resonant K+pi−, so-called S-wave, contribution. Averaged over all mass bins, it is
measured to be FS = (6.4± 0.3± 1.0)%. By determining the phase diﬀerence between the
resonant P-wave and the S-wave contributions in the four mass bins a two-fold ambiguity in
the strong phases is resolved. Furthermore, no evidence for CP violation is observed.
Kurzfassung: In dieser Arbeit wird eine Messung der Polarisationsamplituden und der
zugehörigen starken Phasen des Zerfalls B0 → J/ψ(µ+µ−)K∗(892)0(K+pi−) vorgestellt.
Die getrennte Untersuchung der Zerfälle B0 → J/ψ(µ+µ−)K∗(892)0(K+pi−) und B0 →
J/ψ(µ+µ−)K∗(892)0(K−pi+) erlaubt die Messung direkter CP-Verletzung. Das Standard-
modell der Teilchenphysik sagt keine CP-verletzenden Prozesse für diesen Zerfallskanal vo-
raus. Daher dient diese Analyse auch der Suche nach neuen Phänomenen jenseits des
Standardmodells.
Die Messung benutzt den vollen Datensatz, der im Jahr 2011 am LHCb-Detektor aufgenom-
men wurde, wobei Proton-Proton-Kollisionen der Schwerpunktsenergie 7 TeV verwendet
wurden. Dies entspricht einer integrierten Luminosität von etwa 1.0 fb−1. Die Bestimmung
der Polarisationsamplituden erfordert eine Winkelanalyse der Teilchen im Endzustand, um
die drei möglichen Drehimpulszustände zu trennen. Die Observablen werden durch einen
vierdimensionalen Maximum-Likelihood-Fit bestimmt, der von den drei Zerfallswinkeln
und der Zerfallszeit des B0-Mesons abhängt. Die Werte der Polarisationsamplituden und
zughörigen Phasen werden zu R‖ = 0,227 ± 0,004 ± 0,011, R⊥ = 0,201 ± 0,004 ± 0,008,
δ‖ = −2,94 ± 0,02 ± 0,03 und δ⊥ = 2,94 ± 0,02 ± 0,02 ermittelt, wobei die Fehler jeweils
statistisch und systematisch sind. Der Fit wird in vier Bereichen der invarianten K+pi−-
Masse durchgeführt, um den Anteil des nicht-resonanten oder sogenannten S-Wellen-Anteils
zu messen. Gemittelt über alle vier Massenbereiche wird dieser zu FS = (6,4± 0,3± 1,0)%
bestimmt. Durch die Messung der Phasendiﬀerenz zwischen dem resonanten P-Wellen-
und dem S-Wellen-Anteil in den vier Massenbereichen wird eine zweifache Ambiguität der
starken Phasen aufgelöst. Zudem wird kein Hinweis auf CP-Verletzung beobachtet.

The Tiger
Tiger, tiger, burning bright
In the forests of the night,
What immortal hand or eye
Could frame thy fearful symmetry?
In what distant deeps or skies
Burnt the ﬁre of thine eyes?
On what wings dare he aspire?
What the hand dare seize the ﬁre?
And what shoulder and what art
Could twist the sinews of thy heart?
And when thy heart began to beat,
What dread hand? and what dread feet?
What the hammer? what the chain?
In what furnace was thy brain?
What the anvil? what dread grasp
Dare its deadly terrors clasp?
When the stars threw down their spears,
And water’d heaven with their tears,
Did He smile His work to see?
Did He who made the lamb make thee?
Tiger, tiger, burning bright
In the forests of the night,
What immortal hand or eye
Dare frame thy fearful symmetry?
William Blake (1757–1827)
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Introduction
Since the start of the Large Hadron Collider particle physics has experienced a large
increase in media attention. In general, the project received a very positive feed-
back and people were looking forward to the ﬁrst results. Only some concerns were
raised about black holes being created when operating the collider but they never
dominated public discussion. The media reception culminated in the likely discov-
ery of the Higgs boson, the last missing piece of the Standard Model of particle
physics, and the award of the Nobel Prize to the theoretical physicists Peter Higgs
and François Englert. Enthusiastically, the discovery of the “God Particle” [1] was
celebrated. Also other less popular results, like the analysis of rare decays sensitive
to the observation of new physical phenomena and the discovery of new hadrons,
have been mentioned in the media.
At the Large Hadron Collider there are four major experiments with diﬀerent pur-
poses. The LHCb experiment, for example, has the goal to shed light on the mystery
of matter-antimatter asymmetry. We owe our existence the fact that in the early uni-
verse slightly more matter than antimatter had been produced. If there had been
an equilibrium between both components, no structures like galaxies would have
been formed. One essential prerequisite for this asymmetry is CP violation [2].
When a CP or Charge Parity operation is performed, a particle is converted into
its antiparticle and the spatial coordinates of the particle are inverted. Naïvely, one
would expect that all physical processes are invariant under such a transformation.
However, in 1964 Cronin, Fitch and co-workers found evidence for CP violation in
decays of kaons [3]. The combined CPT operation (T denotes time reversal) is a fun-
damental property of Quantum Field Theory [4] and no evidence for its violation
has been observed (see, for example, [5]). The CP-violating phenomena measured so
far at various experiments, however, cannot account for the amount of CP violation
needed to explain the matter-antimatter asymmetry in the universe. This triggers
the search for new processes.
The LHCb experiment uses numerous meson decays to measure CP asymmetries.
One of the most important processes is the decay B0s → J/ψ(µ+µ−)φ(K+K+)
where a CP-violating phase, φs, can be measured. Originally, the decay channel
B0 → J/ψ(µ+µ−)K∗(892)0(K+pi−) has been intended as a cross-check analysis be-
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cause it shares many common problems like the description of detector acceptance
eﬀects and the role of non-resonant contributions to the decay amplitude. However,
it has become evident that this analysis has its own decay speciﬁc problems: the
acceptance eﬀects are much more pronounced, the non-resonant fraction (i.e. direct
decays into a pion and a kaon without the creation of a K∗(892)0 resonance) is
higher and the discrepancies between data and simulation are larger compared to
B0s → J/ψφ decays. Simulated event samples are necessary to describe the detector
acceptance. Therefore, the study of B0 → J/ψK∗(892)0 decays has developed into
a full separate analysis that will be detailed in this thesis. The main goal is the study
of the three diﬀerent polarisation states of the J/ψ and the K∗(892)0 mesons. Each
of these states can be described by a complex amplitude. The charge of the kaon di-
rectly indicates the ﬂavour of the B0 meson at the time of the decay. In other words,
one can determine whether it was a B0 or a B
0
meson that decayed. Separating the
data set in two sub-samples allows then to search for CP violation by measuring the
polarisation amplitudes for both B0 and B
0
decays. As the Standard Model does
predict neither direct nor indirect CP violation for this decay, any signiﬁcant devia-
tion between the two sub-samples would indicate new physical phenomena [6, 7, 8].
Two main complications have to be considered when performing the analysis: Firstly,
as the acceptance eﬀects are determined from simulated samples, any diﬀerences
between data and simulation in kinematic quantities have to be considered. The
discrepancy is especially large in the pion momentum. And secondly, this analysis
only considers non-resonant contributions and the K∗(892)0 resonance which has a
total spin of J = 1. However, all possible K+pi− resonances have to be accounted
for to correctly determine the polarisation amplitudes. For both problems solutions
will be developed.
The analysis presented here uses the data set that has been recorded in proton-
proton collisions at a centre-of-mass energy of
√
s = 7 TeV with the LHCb detector
in the year 2011. This corresponds to an integrated luminosity of Lint ≈ 1 fb−1.
The structure of the thesis is as follows: After a theoretical introduction in Chapter 1
and a description of the LHCb detector and its trigger system in Chapter 2, the
selection criteria for B0 → J/ψK∗(892)0 decays are detailed in Chapter 3 together
with the determination of the detector acceptances. In Chapter 4 the technique to
extract the physical observables from the data set is explained. A four-dimensional
maximum likelihood ﬁt is used and the validation of the ﬁt is also summarised in the
same chapter. An important part of the analysis is the study of background sources
to the signal decay B0 → J/ψK∗(892)0. These are investigated in Chapter 5. An
extensive comparison between data and simulation is carried out in Chapter 6 and
a strategy is presented how the diﬀerences can be reduced. Chapter 7 is dedicated
to the investigation of one of the main systematic uncertainties, the treatment of
further resonances in the K+pi− mass spectrum. In Chapter 8 the six other system-
atic uncertainties in the determination of the physical observables are discussed and
the dominant sources identiﬁed. The main results of the analysis, the polarisation
amplitudes and the search for CP violation are presented in Chapter 9. The thesis
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ends with a short conclusion and prospects for the future.
This thesis is based on the work of the LHCb collaboration. Many tools that are
used have been developed by colleagues within and outside the LHCb group at Hei-
delberg University. In this case references are given. The analysis presented here
was performed especially together with the LHCb group at Edinburgh University.
To document the work for the LHCb collaboration a so-called analysis note was
prepared and a paper for the PRD journal was written for which the author of this
thesis was also the contact author:
• A. Bien et al., "Angular analysis of B0 → J/ψK∗(892)0 with ∼ 1 fb−1", LHCb
analysis note (LHCb-ANA-2012-036), 2012
• R. Aaij et al. (LHCb collaboration), "Measurement of the polarisation ampli-
tudes in B0 → J/ψK∗(892)0 decays", Physical Review D, volume 88, 052002,
2013
These documents are referenced to when studies are presented that have not been
performed by the author. The following chapters are predominantly based on the
own work of the author: Chapter 3, Sections 3.4, 3.5; Chapter 4, Sections 4.3 (part
of the implementation), 4.4, 4.5; Chapters 5, 6 (idea for Sec. 6.2 from Edinburgh), 7
(pseudo-experiments provided by T. Skwarnicki), 8, 9.
The following ﬁgures show distributions using LHCb data: 3.1, 3.2, 3.3 (simulation only), 3.4;
4.1, 4.2; 5.1, 5.2 (simulation only), 5.3 (simulation only), 5.4 (simulation only), 5.5 (simulation
only), 5.6 (simulation only); 6.1, 6.2, 6.3 (simulation only), 6.4, 6.5, 6.6, 6.7; 7.1, 7.2, 7.3, 7.4;
8.1; 9.1, 9.2, 9.3, 9.4, 9.5
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Chapter 1
Theoretical Overview
The truth is incontrovertible. Malice may attack it,
ignorance may deride it, but in the end, there it is.
Sir Winston Churchill (1874-1965)
This chapter details the theoretical background of the analysis presented here. First,
the Standard Model of particle physics is shortly introduced, followed by a summary
of the diﬀerent sources for CP violation. In addition, a phenomenological descrip-
tion of the decay B0 → J/ψK∗(892)0 in the Standard Model is given and and the
measurement of possible new phenomena is discussed.
1.1 The Standard Model of particle physics
The Standard Model of particle physics (SM) describes the current knowledge of
the most elementary constituents of matter and their interactions [9]. The SM has
been tested very successfully at various particle accelerators, most recently with the
discovery of a Higgs boson [1] at the Large Hadron Collider (LHC) at the Conseil
Européen pour la Recherche Nucléaire (CERN). The fundamental matter particles,
quarks and leptons, are all fermions of spin 1/2 and appear in three diﬀerent gener-
ations [10, 11, 12]. The main properties of these particles are summarised in Table 1.1
(in the following, natural units are used, i.e. c = 1). Open questions in the SM are,
among others, why these particles appear in three generations and masses are so
diﬀerent, not only across but also within the generations.
Quarks and charged leptons are massive, contrary to the neutrinos which are as-
sumed to be massless in the SM. Experiments on neutrino oscillations have prompted
the conclusion that neutrinos have very small but non-zero masses, see e.g. [13]. To
each quark and lepton there exists an antiparticle with the same mass but oppo-
site quantum numbers (e.g. electric charge). Quarks can form composite particles,
mesons (quark and anti-quark) and baryons (three quarks).
The interactions between the fundamental matter constituents, the electromagnetic,
the weak and the strong force, are mediated by vector bosons of integer spin, a
17
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Quarks Leptons
Gen. Type El. charge [e] Mass Type El. charge [e] Mass
I u +2
3
2.3+0.7−0.5 MeV νe 0 ≤ 2 eV
d −1
3
4.8+0.7−0.3 MeV e −1 511.0 keV
II c +2
3
1.28± 0.03 GeV νµ 0 ≤ 2 eV
s −1
3
95± 5 MeV µ −1 105.7 MeV
III t +2
3
173.5± 1.0 GeV ντ 0 ≤ 2 eV
b −1
3
4.18± 0.03 GeV τ −1 1.78 GeV
Table 1.1: Properties of the fundamental quarks and leptons in the SM [5].
summary of which can be found in Table 1.2. The mediators of the electromagnetic
and the strong force, photons and gluons, are massless whereas the bosons carrying
the weak force, the W± and Z0 bosons, are massive. The electromagnetic and the
weak force can be uniﬁed to the electroweak interaction.
The SM Lagrangian is invariant under the gauge transformation of the combined
SU(3)C ⊗ SU(2)L ⊗ U(1)Y group. The interactions are the result of the invariance
requirement. To each interaction a conserved quantum number can be associated
which is denoted by the subscripts in the above formula (for the following, see [15]).
Quantum Chromodynamics (QCD), describing the strong interaction, i.e. interac-
tions between quarks, is associated to the SU(3)C group. The corresponding quan-
tum number is called colour, C , which can appear in three diﬀerent realisations (red,
green, blue and the corresponding anti-colours). As the mediators of the strong in-
teraction, the gluons, carry colour themselves, they are self-interacting (contrary to,
for example, photons). Therefore, in addition to quark-gluon interactions there can
be three and four gluon interactions. The most important characteristics of QCD are
asymptotic freedom and conﬁnement: Interactions between quarks become weaker
with decreasing distance, whereas free quarks do not exist. Instead, they are always
in a bound state.
The uniﬁed electroweak interaction can be described by a SU(2)L⊗U(1)Y symme-
try group. Associated to the weak SU(2)L group there are three gauge bosons Bi,
with the weak isospin T (third component T3) being the conserved quantum number.
Interaction Couples to Boson Mass [GeV]
strong colour 8 gluons (g) 0
electromagn. electric charge photon (γ) 0
weak weak charge W±, Z 80.39± 0.02, 91.188± 0.002
Table 1.2: Bosons mediating the three interactions in the SM of particle
physics [5, 14].
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The theory is a so-called chiral theory, i.e. only left-handed fermions (hence, the
index L) and right-handed anti-fermions couple to the gauge bosons. The conserved
quantum number of the U(1)Y group is the hypercharge, Y . The mediator is the
gauge boson A. The hypercharge of a fermion can be determined by Y = Q − T3,
where Q is the electric charge. The mediators of the weak force, the W± and Z
bosons, and the photon are linear combinations of the Bi and A bosons (the W±
bosons are combinations of B1 and B2 only). The photon couples to the electric
charge of the fermions which is carried by all fermions except for the neutrinos but
is not self-coupling. The bosons of the weak interaction couple to the weak charge
which they carry themselves. Charged currents can only be mediated by the W±
bosons. They are the only possibility in the SM for interactions between the three
generations. Flavour Changing Neutral Currents (FCNC) are forbidden in the SM
on tree-level and can only occur in so-called loop (penguin or box) processes.
A priory, particles in the SM are massless. However, the bosons of the weak inter-
action, the W± and the Z bosons, are massive. The so-called Higgs mechanism
describes how the particles acquire mass. The basic idea of this mechanism is to
introduce a potential, consisting of a doublet of two complex scalar ﬁelds. This po-
tential gives rise to a non-symmetric ground state and thus a spontaneous symmetry-
breaking. The mechanism predicts a massive spin 0 particle, the so-called Higgs
particle H , which has recently been discovered at the LHC. The fermion couplings
to the Higgs ﬁeld give rise to the fermion masses. For a more detailed review on the
Higgs mechanism, see for example [16].
1.2 The CKM mechanism
The electroweak quark eigenstates (d′, s′, b′) are not equivalent to the mass eigen-
states (d, s, b) [5, 17]. This gives rise to transformations between quarks which can
be described by a unitary matrix, the so-called Cabibbo-Kobayashi-Maskawa (CKM)
matrix VCKM [17] (by convention only the down-type quarks are rotated): d′s′
b′
 =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 ds
b
 . (1.1)
As the matrix elements can be complex, there are 18 free parameters which can
be reduced to nine due to the unitarity relation VCKM(VCKM)† = 1. Five of the
remaining paramters can be absorbed into non-observable quark phases, so the
matrix can be parametrised by three Euler angles θ12, θ23, θ31 and one phase δ
VCKM =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12c23 − c12s23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 , (1.2)
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where sij = sin θij and cij = cos θij . The phase δ is responsible for all CP violating
eﬀects in ﬂavour-changing processes within the SM (for a detailed explanation of
CP violation, see the next section). Experiments show that s13  s23  s12. This
hierarchy is visualised in the so-called Wolfenstein parametrisation of the CKM
matrix [5]. Using s12 = λ, s23 = Aλ2 and s13e−iδ = Aλ3(ρ+ iη) with λ ≈ 0.23, one
can write to the O(λ4)
VCKM =
 1− λ22 λ Aλ3(ρ− iη)−λ 1− λ2
2
Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
 . (1.3)
The elements of the CKM matrix are fundamental parameters of the SM and their
exact determination is crucial. For a more detailed summary see [5].
1.3 CP violation
In the following an overview of CP violation (CPV) of a pseudoscalar meson P is
given (see [5]). The meson can be a charged or neutral K , D, B, or Bs meson. The
decay amplitudes of P and its CP conjugate P to a ﬁnal state f (CP conjugate f )
are deﬁned as
Af = 〈f |H|P 〉, Af = 〈f |H|P 〉, Af = 〈f |H|P 〉, Af = 〈f |H|P 〉, (1.4)
where H denotes the Hamilton operator of the weak interaction.
Neutral mesons that are initially a superposition of P 0 and P
0
will evolve in time
(mixing). This time-dependent two-state system can be described by an eﬀective
2× 2 Hamiltonian H which can be expressed in terms of two Hermitian matrices M
and Γ
H = M− i
2
Γ, (1.5)
where M and Γ are the mass and decay width matrix, respectively. Using the
Hermiticity of M and Γ (M21 = M∗12, Γ21 = Γ
∗
12) and the CPT invariance (M11 =
M22 = M, Γ11 = Γ22 = Γ), one can re-write the matrix as
H =
(
M− i
2
Γ M12 − i2Γ12
M∗12 − i2Γ∗12 M− i2Γ
)
. (1.6)
The corresponding eigenvectors are composed of well-deﬁned masses and decay
widths. One can express the strong interaction eigenstates P 0 and P
0
in the light
and heavy mass eigenstates 〈PL〉 and 〈PH〉 by introducing two complex parameters
p and q (with |p|2 + |q|2 = 1)
|PL〉 ∝ p|P 0〉+ q|P 0〉
|PH〉 ∝ p|P 0〉+ q|P 0〉.
(1.7)
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The mass and decay width of the ﬂavour eigenstates can be obtained from the mass
eigenvalues (ML − iΓL/2) and (MH − iΓH/2) by
Γ = 1/2(ΓL + ΓH)
M = 1/2(ML +MH).
(1.8)
The corresponding mass and decay widths are deﬁned as
∆Γ = ΓL − ΓH
∆M =MH −ML.
(1.9)
For B0 mesons, ∆Γ(d) ≈ 0 holds. Thus, the decay width is neglected in this analysis.
There are three categories of CPV which are explained in the following:
1. CPV in decay or direct CPV is deﬁned as
|Af/Af | 6= 1. (1.10)
For charged meson decays where mixing is not possible (e.g. B± → D0K±)
CPV in decay is the only source for CP asymmetry, which can be written as
Af± =
Γ(P− → f−)− Γ(P+ → f+)
Γ(P− → f−) + Γ(P+ → f+) =
|Af−/Af+ |2 − 1
|Af−/Af+ |2 + 1
. (1.11)
2. CPV in mixing is deﬁned as
|q/p| 6= 1. (1.12)
This source can be, for example, measured in semileptonic decays of neutral
mesons by evaluating
ASL =
Γ(P
0 → l+X)− Γ[P 0 → l−X)
Γ(P
0 → l+X) + Γ(P 0 → l−X)
=
1− |q/p|4
1 + |q/p|4 . (1.13)
3. For neutral mesons where both P 0 and P
0
decay to the same ﬁnal state f (e.g.
B0s → J/ψφ), the neutral meson can either decay to the ﬁnal state directly or
ﬁrst mix and then decay which gives rise to CPV in the interference between
mixing and decay. The CP-violating parameter λf is then deﬁned as
=(λf ) = =
(
q
p
Af
Af
)
6= 0. (1.14)
This category of CPV is time-dependent and can be measured using decays
of neutral mesons into CP eigenstates fCP:
AfCP(t) =
dΓ/dt[P
0
(t)→ fCP]− dΓ/dt[P 0(t)→ fCP]
dΓ/dt[P
0
(t)→ fCP] + dΓ/dt[P 0(t)→ fCP]
. (1.15)
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If the decay width diﬀerence ∆Γ is close to zero and CPV in mixing is negli-
gible, as predicted for B mesons, then the above equation simpliﬁes as follows
AfCP(t) = Sf sin(∆Mt)− CF cos(∆Mt), (1.16)
where
Sf =
2=(λf )
1 + |λf |2 , Cf =
1− |λf |2
1 + |λf |2 . (1.17)
If, furthermore, |AfCP| = |AfCP | holds, then the interference between mixing
and decay is the only source of CPV and one gets for the time-dependent
mixing asymmetry.
AfCP(t) = =(λfCP) sin(∆Mt). (1.18)
Possible CPV eﬀects in B0 → J/ψK∗(892)0 decays and how they can be measured
are discussed in Sec. 1.5.
1.4 Phenomenology of B0 → J/ψK∗(892)0 decays
in the Standard Model
1.4.1 Motivation
The study of the decay B0 → J/ψ(µ+µ−)K∗(892)0(K+pi−) (in the following K∗0
is used for K∗(892)0 unless stated otherwise) and its charge conjugate B
0 →
J/ψ(µ+µ−)K
∗
(892)0(K−pi+) is intended to measure the polarisation amplitudes
deﬁned in the next subsection. Also, the angular anlysis of B0 → J/ψK∗0 and their
ﬂavour conjugate decays can probe possible physics beyond the Standard Model
(BSM). The SM predicts that the observables are equal for both, B0 and B
0
decays,
that can be distinguished by the kaon charge. Any deviation from this prediction
would indicate direct CPV. Any limits on CPV would constrain extensions to the
SM [6, 7, 8].
The initial motivation to study this decay was to provide a cross-check analysis for
the decay B0s → J/ψφ as both analyses share the same kinematic description and
use similar techniques like the determination of detector acceptances. Over the time
the analysis of B0 → J/ψK∗0 decays has become independent from the study of
other channels also because it has to deal with decay-speciﬁc problems.
1.4.2 Description of the decay channel B0 → J/ψK∗0
In the SM the decay is dominated by the tree diagram (see Figure 1.1(a)), whereas
contributions from gluonic and CP-violating weak penguin diagrams (as shown in
Figure 1.1(b)) are considerably smaller and therefore neglected [18].
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(b) Penguin diagram
Figure 1.1: Feynman diagrams contributing to B0 → J/ψK∗0 decays.
Figures from [19].
The B0, a pseudoscalar meson, decays to two vector particles, the J/ψ and the
K∗0 meson. All decay modes decaying to two particles with non-zero spin require
an angular analysis to extract most of the observables (for the following, see [20]).
There are three polarisation states, depending on the relative angular momentum
between the J/ψ and the K∗0 meson, L = 0, 1, 2. Considering the formula to
determine the parity, P = (−1)L, and that the B0 meson has parity −1, two of the
polarisation states are parity violating (the P-even states L = 0, 2) and one is parity
conserving (the P-odd state L = 1). Consequently, the ﬁnal state is an admixture of
P-even and P-odd states. Using an appropriate basis to describe the decay, the time
dependence factorises which simpliﬁes the description.
At time t = 0 there are three diﬀerent approaches to describe the polarisation in
the ﬁnal state which are fully equivalent. Firstly, in the helicity basis there are three
amplitudes that correspond to the helicity of the two vector mesons. Secondly, the
partial wave analysis decomposes the relative angular momentum states L = 0, 1, 2.
And ﬁnally, in the transversity basis the three amplitudes correspond to the spin
projections of one vector meson parallel or perpendicular to the other. The latter
approach is used in this thesis as it allows for the decomposition of the P-even and
P-odd components. The amplitudes are complex, so there are absolute values and
phases. The former consist of
A0 longitudinal orientation, corresponding to L = 0, 2
A‖ transverse-parallel orientation, corresponding to L = 0, 2
A⊥ transverse-perpendicular orientation, corresponding to L = 1,
(1.19)
where the orientation is meant to be with respect to the spins of the J/ψ and the
K∗0 meson. The spin orientations are shown in Fig. 1.2. The corresponding CP-
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Figure 1.2: Visualisation of the three transversity amplitudes correspond-
ing to transverse-perpendicular, longitudinal and transverse-parallel ori-
entation.
conserving strong phases are (where δ0 is set to zero by convention)
δ‖ = arg(A‖A∗0),
δ⊥ = arg(A⊥A∗0).
(1.20)
Usually, the absolute values squared of the polarisation amplitudes are measured.
As the K+pi− system is in a P-wave state (spin of 1), these amplitudes are denoted
as P-wave amplitudes.
To derive the time-dependent decay amplitude for the decay of a pseudoscalar me-
son to two vector mesons, V1 and V2, one considers the three-dimensional polarisa-
tion vectors of the two vector mesons, V1 and V2 , in the rest-frame of V1. The three
individual amplitudes are linear in both polarisation vectors and include possible
powers of p̂V2 , the unit vector along the direction of motion of the second vector
meson in the rest-frame of the ﬁrst. The total decay amplitude is a scalar quan-
tity. Therefore, the P-even decay amplitudes are expressed in terms of the scalar
products ∗V1 · ∗V2 (this term contributes to A0 and A‖) and (∗V1 · p̂V2) (∗V2 · p̂V2) (this
term contributs to A0 only), where ∗ denotes the complex conjugation. To the con-
trary, the P-odd component has to be represented by a (P-odd) pseudoscalar quantity,
(∗V1 × ∗V2) · p̂V2 (axial vector times vector). This term contributes to A⊥ only. One
can then replace (∗V1 · p̂V2) (∗V2 · p̂V2) by ∗0V1 · ∗0V2 (where 0 denotes the longitudinal
component) and subtract oﬀ the longitudinal component of the polarisation vectors
to replace ∗V1 · ∗V2 by ∗‖V1 · 
∗‖
V2
, where ‖ refers to the transverse-parallel projection.
For B0 → J/ψK∗0 decays one then obtains
Γ(B0 → J/ψK∗0) = A˜0(t)
∗0J/ψ · ∗0K∗0
x
−A˜‖(t)

∗‖
J/ψ · ∗‖K∗0√
2
−iA˜⊥(t)
(∗J/ψ × ∗K∗0) · p̂K∗0√
2
,
(1.21)
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Figure 1.3: Deﬁnitions of the transversity angles θ, ψ, ϕ, as described in
the text. Figure from [19].
where ˜ denotes the full complex amplitude and x is a kinematic factor depending
on the momenta and masses of the two vector mesons. A more detailed explanation
can be found in [21], [22] and [23].
At time t = 0, the decay amplitude depends on the observables Ai and δi deﬁned
above. In the absence of ﬁnal-state interactions, theoretical models predict that
all three strong phases assume the same value 0 (mod pi). However, for colour-
suppressed modes like B0 → J/ψK∗0 this assumption is not necessarily valid. Pre-
dictions for the magnitudes of the amplitudes diﬀer between the various theoretical
models [21].
As the amplitudes correspond to P-even and P-odd ﬁnal-state conﬁgurations, their
time evolution and angular distributions diﬀer [20]. The time evolution can be
treated separately and the diﬀerent polarisation states can be disentangled by an
angular analysis. In the transversity formalism the angular variables are denoted
as Ω = {cos θ, cosψ, ϕ} and are deﬁned in Fig. 1.3. For the decay of a B0, the
angle between the ﬂight direction of the µ+ and the z axis in the J/ψ rest frame
is denoted by θ, the corresponding azimuthal angle by ϕ. The angle between the
ﬂight direction of the K+ meson and the negative ﬂight direction of the J/ψ in the
rest frame of the K∗0 is denoted by ψ. For the decay of a B
0
, the angles are deﬁned
with respect to the µ− and the K−.
As the K∗0 is identiﬁed by its decay to K+pi−, there is always also a component
where the B0 meson decays directly to a non-resonant K+pi− system. This forms
an S-wave state (spin of 0), contrary to the resonant P-wave contribution. This irre-
ducible contribution can be described by an additional amplitude AS. The parity of
this state is P-odd and the corresponding strong phase is denoted by δS. In addition,
interference between P- and S-wave amplitudes has to be taken into account.
Summing over the B0 → J/ψK∗0 and B0 → J/ψK∗0 contributions, using Eq. 1.21
and assuming ∆Γd = 0, the diﬀerential decay rate can be written as [19, 21, 24]
d4Γ(B0 → J/ψK∗0)
dt dΩ
∝ e−Γdt
10∑
k=1
hkfk(Ω) , (1.22)
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k hk fk(Ω)
1 |A0|2 932pi2 cos2ψ(1− sin2θ cos2ϕ)
2 |A‖|2 932pi sin2ψ(1− sin2θ sin2ϕ)
3 |A⊥|2 932pi sin2ψ sin2θ
4 |A‖||A⊥| sin(δ⊥ − δ‖) − 932pi sin2ψ sin2θ sinϕ
5 |A0||A‖| cos(δ‖) 932pi√2 sin2ψ sin2θ sin2ϕ
6 |A0||A⊥| sin(δ⊥) 932pi√2sin2ψ sin2θ cosϕ
7 |AS|2 332pi2(1− sin2θ cos2ϕ)
8 |A‖||AS| cos(δ‖ − δS) 332pi
√
6 sinψ sin2θ sin2ϕ
9 |A⊥||AS| sin(δ⊥ − δS) 332pi
√
6 sinψ sin2θ cosϕ
10 |A0||AS| cos(δS) 332pi4
√
3 cosψ(1− sin2θ cos2ϕ)
Table 1.3: Deﬁnition of the factors hk and the functions fk appearing in
Eq. 1.22 [19, 21, 24].
where t is the B0 decay time and Γd the corresponding total decay width. The hk
factors are combinations of the polarisation amplitudes. The fk are functions of the
decay angles, normalised such that their integrals over Ω are unity. The deﬁnitions
of these factors and functions can be found in Table 1.3. The ﬁrst six terms describe
the P-wave contribution, the seventh term is the pure S-wave part and the last three
terms describe the interference between P- and S-wave amplitudes.
The diﬀerential decay rate for B
0 → J/ψK∗0 decays can be determined from
Eq. 1.22 by using the charge conjugate ﬁnal state particles to calculate the angles
and then multiplying the angular functions f4, f6 and f9 in Table 1.3 by −1. This
allows to separately analyse B0 and B
0
decays.
1.4.3 Resolving the ambiguity in the strong phases
It can be seen from Table 1.3 that the combinations of the polarisation amplitudes
hk are invariant under the phase transformation
(δ‖, δ⊥, δS)←→ (−δ‖, pi − δ⊥,−δS). (1.23)
The corresponding 2-fold ambiguity has already been resolved in the analysis of
B0s → J/ψφ decays at the LHCb experiment [25] which has been done in the follow-
ing way: Already in 1955 Eugene Wigner pointed out in his causality principle [26]
that the phase of a resonant amplitude (as in B0s → J/ψφ and B0 → J/ψK∗0)
rises with increasing invariant mass. The phase changes in total by a value of pi/2.
Indeed, the P-wave phases increase rapidly around the K∗0 mass whereas the non-
resonant S-wave phase increases, if at all, very slowly [25]. Therefore, one expects
that the phase diﬀerence between P- and S-wave, e.g. δS − δ0, decreases rapidly.
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This behaviour allows to resolve the ambiguity by determining the phase diﬀerence
in bins of the K+pi− mass around the K∗0 resonance. One expects two solutions,
one rapidly decreasing, the other steeply rising, with the ﬁrst being the physical
solution.
1.4.4 Coupling between P- and S-wave
In principle, the decay rate quoted in Eq. 1.22 depends on the K+pi− mass. All
P-wave amplitudes can be assumed to have the same m(K+pi−) ≡ m dependence
following the shape of a Breit-Wigner function of the K∗0 resonance [27]. If the P-
wave amplitudes are normalised to the total P-wave rate, then they are independent
of m. The S-wave, however, has a diﬀerent mass behaviour and therefore varies with
m. For the exact parametrisation of the amplitudes, see Sec. 4.2.
The most accurate way would be to explicitly model the mass dependence of the
P- and S-wave components. However, the exact line-shapes are not well-known.
Instead, a simpliﬁed approach is chosen in this thesis [28]. The K+pi− mass range
is divided in bins, assuming that there is only a small variation within the respective
bin. One can then replace the mass-dependent values for the amplitudes and phases
by their eﬀective value in that bin.
In this simpliﬁed strategy a correction factor has to be calculated and introduced in
front of the amplitude terms hk listed in Table 1.3. These correction factors depend
on the size of the chosen mass range. For inﬁnitely small bins they are equal to
1. Assuming P- and S-wave line-shapes, p(m) and s(m), and then integrating the
amplitude terms overm in a certain mass bin, it turns out that those containing only
pure P- and S-wave expressions remain unchanged. The three interference terms,
however, have to be modiﬁed by the factor CSPe−iθSP . It can be calculated by∫ mH
mL
p(m)s(m)∗ dm(K+pi−) = CSPe−iθSP , (1.24)
where ∗ denotes the complex conjugation and mL and mH are the lower and higher
bin boundary, respectively. Note that the line-shapes are normalised to unity in the
integration range. The above formula eﬀectively describes the coupling between the
m(K+pi−) [MeV] CSP
826− 861 0.984
861− 896 0.946
896− 931 0.948
931− 966 0.985
Table 1.4: S-P-wave correction factors using four bins of the K+pi− mass.
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P- and S-wave. The absolute value of the correction factor, CSP, has to be introduced
in front of the three S-P-wave interference terms f8, f9 and f10, corresponding to the
mass bin. The phase θSP can be absorbed by the strong phases.
As the natural decay width of the K∗0 meson is large compared to the detector
resolution, the P-wave can be described by a Breit-Wigner function
p(m) =
√
ΓK∗0/2
∆ω
· 1
m−mK∗0 + iΓK∗0/2 , (1.25)
where mK∗0 and ΓK∗0 are the mass and the decay width of the K∗0 meson and
∆ω = arg(mL −mK∗0 + iΓK∗0/2)− arg(mH −mK∗0 + iΓK∗0/2). For the S-wave a
ﬂat mass dependence is assumed
s(m) =
1√
mH −mL , (1.26)
where
√
mH −mL accounts for the normalisation. The correction factors for four
equidistant bins (which are used for the analysis presented here) can be found in
Table 1.4. They are close to unity.
1.4.5 Previous measurements
The polarisation amplitudes and the corresponding strong phases have been mea-
sured previously by several experiments. Here, the three most recent results by
BaBar [29], Belle [30] and CDF [31] are discussed. These measurements have been
performed using only a single K+pi− mass bin and the S-wave component has
not been taken into account. The results are summarised in Table 1.5. Note that
|A0|2 = 1 − |A‖|2 − |A⊥|2. It can be seen that the magnitudes for |A‖|2 and |A⊥|2
are approximately the same. Also the strong phases have similar values (mod pi) but
are away from 0 or pi, thus showing evidence for ﬁnal state interactions.
The BaBar experiment has resolved the 2-fold ambiguity mentioned above without
quoting S-wave fractions in the individual bins [32, 33].
Param. BaBar 2007 [29] Belle 2005 [30] CDF 2005 [31]
|A‖|2 0.211± 0.010± 0.006 0.231± 0.012± 0.008 0.211± 0.012± 0.009
|A⊥|2 0.233± 0.010± 0.005 0.195± 0.012± 0.008 0.220± 0.015± 0.011
δ‖ −2.93± 0.08± 0.04 −2.887± 0.090± 0.008 −2.96± 0.08± 0.03
δ⊥ 2.91± 0.05± 0.03 2.938± 0.064± 0.010 2.97± 0.06± 0.01
Table 1.5: Results from previous experiments where the S-wave has not
been taken into account. The uncertainties are statistical and systematic,
respectively.
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1.5 Probing BSM physics in B0 → J/ψK∗0 decays
The analysis of B0 → J/ψK∗0 decays can probe BSM physics. It is shown in [18]
that this decay is very clean since the penguin contributions are very small compared
to the contribution from the tree diagram. Furthermore, the weak phase of the
penguin decay roughly corresponds to the phase of Vts and is very small so that
the two diagrams do not have a weak phase to a good approximation. Therefore,
CP-violating eﬀects are not expected in the SM. Physics BSM can aﬀect the decay
amplitudes if there are additional contributions to the penguin amplitudes such as
various supersymmetric and other BSM models and thus allowing for two diﬀerent
weak amplitudes.
In the following it will be shown that the CP asymmetry is only diﬀerent from zero
if there are two non-zero phase diﬀerences. Generally, one can write for the decay
amplitude
Γ(B → f) = aeiσaeiδa + beiσbeiδb , (1.27)
where σa,b and δa,b are the weak (CP-violating) and the strong phases (CP-conserving)
of the two amplitudes, respectively. The direct CPV observable can be written as
Af =
Γ(B → f)− Γ(B → f)
Γ(B → f) + Γ(B → f) =
2ab sin(σa − σb) sin(δa − δb)
a2 + b2 + 2ab cos(σa − σb) cos(δa − δb) . (1.28)
A non-zero CP asymmetry requires not only a non-zero weak phase diﬀerence but
also a non-vanishing strong phase diﬀerence. If the strong phases are nearly the
same, direct CPV cannot be observed even if BSM physics is present. Therefore, the
quantity deﬁned in Eq. 1.28 is not a good observable to ﬁnd BSM phenomena.
However, in [6] it is shown that certain angular variables can also be used to test
CPV beyond the SM as these observables vanish in the SM but can have signiﬁcant
contributions in BSM models. This is another reason for performing an angular
analysis. Splitting the sample into separate K∗0 and K
∗0
and hence, B0 and B
0
sub-samples allows to study direct CPV even if the asymmetry in Eq. 1.28 is zero. In
the following A denotes the amplitudes corresponding to B
0
decays. Possible CPV
in mixing is neglected.
Assuming that each amplitude Ai has a CP-conserving phase δi and a CP-violating
phase σi one can write
A˜i = |A˜i|ei(δi+σi). (1.29)
For the CP conjugated amplitudes one gets
A˜0 = |A˜0|ei(δ0−σ0), A˜‖ = |A˜‖|ei(δ‖−σ‖), A˜⊥ = −|A˜⊥|ei(δ⊥−σ⊥) (1.30)
The most familiar manifestation of direct CPV is in partial rate asymmetries which
can be realised in the ﬁrst three terms of Eq. 1.22 for B0 and B
0
decays separately.
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Parameter B0 B
0
|A‖|2 0.216± 0.017 0.244± 0.018
|A⊥|2 0.213± 0.017 0.178± 0.017
δ‖ −2.934± 0.134 −2.851± 0.114
δ⊥ 2.878± 0.088 2.993± 0.089
Table 1.6: Measurements by Belle of the amplitudes and strong phases
for B0 → J/ψK∗0 and B0 → J/ψK∗0 decays separately [30]. Only the
statistical error is quoted.
Partial rate asymmetries can appear in either of the terms. In practise, these eﬀects
would manifest themselves in diﬀerent transversity amplitudes when splitting in B0
and B
0
decays. This can be easily measured and the results of such a measurement
are presented in this thesis.
The aforementioned diﬀerences are expected to be rather small. In principle, in-
formation can also be extracted from the terms 4 to 6 in Eq. 1.22. Using these
coeﬃcients, assuming the presence of CP-violating phases, one gets modiﬁed coeﬃ-
cient terms h′4, h
′
5 and h
′
6 which can be used to determine the following quantities
a = h′4 + h
′
4 = 2|A⊥||A‖| cos(δ‖ − δ⊥) sin(σ‖ − σ⊥),
b = h′5 − h
′
5 = −2|A‖||A0| sin(δ‖ − δ0) sin(σ‖ − σ0),
c = h′6 + h
′
6 = −2|A⊥||A0| cos(δ⊥ − δ0) sin(σ⊥ − σ0).
(1.31)
These observables are particularly sensitive to CP-violating phases even if the strong
phase diﬀerences vanish. However, it is technically not easy to extract these inter-
ference terms.
There are several BSM approaches which explain an enhancement of the penguin
amplitude. One example is the so-called supersymmetric right-handed ﬂavour mix-
ing scenario which is detailed in [8]. Deviations of quantities as deﬁned in Eq. 1.31
from zero can be of the order of a few percent at maximum as the ratio of the (BSM)
penguin amplitude to the (SM) tree amplitude is suppressed. Deviations of the order
of one, however, can be expected in pure penguin decays, like B0 → φK∗0.
The Belle experiment has measured the decay amplitudes and the strong phases
separately for B0 and B
0
decays, testing possible direct CPV eﬀects [30]. The re-
sults can be seen in Table 1.6; the values for both decays are consistent within the
errors. Belle has also measured quantities as deﬁned in Eq. 1.31, seeing no evidence
for BSM physics.
Chapter 2
The LHCb detector
It doesn’t matter how beautiful your theory is, it
doesn’t matter how smart you are. If it doesn’t agree
with experiment, it’s wrong.
Richard Feynman (1918-1988)
In this chapter the Large Hadron Collider and its four main experiments are brieﬂy
discussed, followed by a detailed presentation of the LHCb experiment. The main
focus is put on the tracking detectors, the particle identiﬁcation and the trigger
system.
2.1 The Large Hadron Collider
The currently largest facility of particle physics is the LHC [34], located at CERN in
Geneva, Switzerland. It is a proton-proton (pp) collider where two proton beams are
accelarated in a tunnel with a circumference of 27 km. The beams are brought to
collision at four interaction points, where particle detectors are installed to analyse
the remnants of the collisions: the ATLAS (A Toroidal LHC Apparatus [35]), CMS
(Compact-Muon-Solenoid [36]), ALICE (A Large Ion Collider Experiment [37]) and
LHCb (Large Hadron Collider beauty [38]) detector. The former two experiments
are general purpose detectors, ALICE is investigating the properties of quark-gluon
plasma in heavy ion collisions and LHCb is dedicated to measure decays of b- and
c-hadrons. A visualisation of the location of the tunnel and the four experiments
can be found in Fig. 2.1.
The LHC is intended to operate at a centre-of-mass energy of
√
s = 14 TeV and
a luminosity of 1034 cm−2s−1. Then, the protons are packed in 2808 bunches per
proton beam with a spacing of 25 ns. To force the protons on the circular orbits,
superconducting magnets with a peak dipole ﬁeld of 8.33 T are required. The LHCb
experiments has a design luminosity of 1032 cm−2s−1. This decreases the number
of primary interactions per bunch crossing which allows a full and eﬃcient event
reconstruction [34].
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Figure 2.1: Location of the LHC tunnel and the four main experiments
ATLAS, CMS, ALICE and LHCb. Figure from [39].
The LHC has a history of three years of data taking. In 2010 and 2011 the data
were collected at a centre-of-mass energy of
√
s = 7 TeV which was increased to 8
TeV in 2012. The delivered instantaneous luminosity to the LHCb experiment was
2 · 1032 cm−2s−1 in 2010 and was then increased to 4 · 1032 cm−2s−1, i.e. LHCb has
been operating above design luminosity. The experiment recorded an integrated
luminosity, Lint, of 0.04 fb−1 in 2010, 1.1 fb−1 in 2011 and 2.08 fb−1 in 2012. This
is summarised in Fig. 2.2. It can be seen that the eﬃciency of the data taking, i.e.
the ratio between the recorded luminosity and the integrated luminosity delivered to
the LHCb experiment is very high, in 2011 it was approximately 90%. The analysis
presented here is restricted to the data collected in 2011 [40].
In the energy range of the LHC b-quarks are mainly produced in pairs by means
of inelastic pp collisions [41]. The leading order Feynman diagrams are shown in
Fig. 2.3 where the pairs are created by quark-antiquark annihilation or gluon fusion.
For the calculation of the bb cross-section also higher order corrections (ﬂavour
Figure 2.2: Summary of the recorded integrated luminosity at LHCb in
the three years of operation. Figure from [40].
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Figure 2.3: Leading order Feynman diagrams of b-hadron production:
(a) quark-antiquark annihilation, (b)-(d) gluon fusion. Fig. from [41].
excitation and gluon splitting) have to be taken into account. This cross-section for
inelastic pp collisions at a centre-of-mass energy of 7 TeV has been measured by
LHCb to be [42]
σbb = σ(pp→ bbX) = (288± 4± 48)µb, (2.1)
using J/ψ mesons from b-hadron decays. The large systematic error is mainly due
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Figure 2.4: The plot shows the distribution of the angle between the b (b)
quark and the beam axis z using simulated events. Figure from [40].
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to the tracking eﬃciency and the luminosity determination. In 2011, an integrated
luminosity of 1.1 fb−1 has been recorded. By multiplying this number by the cross-
section one obtains a number of bb pairs of approximately 3 · 1011 of which roughly
25% are produced in the geometric acceptance of the LHCb detector. As it is
unlikely that both gluons or quarks producing the bb pair carry the same fraction of
the proton momentum, the bb pairs are boosted in the direction of the beam axis
and therefore produced predominantly in the forward or backward direction. This
can be seen from Fig. 2.4 where the distribution of the angle between the b (b) quark
and the beam axis z is shown. Simulated events at
√
s = 7 TeV have been used to
produce the plot.
2.2 The LHCb experiment
As bb pairs are predominantly produced in the forward or backward direction, the
LHCb detector is built as a forward spectrometer. Its design is visualised in Fig. 2.5.
The z-axis is deﬁned in the direction of the beam axis, the y-axis points to the
vertical direction. The geometrical acceptance of the detector ranges from 10 to
300 mrad in the bending plane of the dipole magnet (x-z-plane) and from 10 to 250
mrad in the non-bending plane (y-z-plane).
The detector consists of the following components which are discussed in the course
of this section in more detail: Surrounding the region of the pp interaction the
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Рис.1.1 Детек тор LHCb состоит из вершинного детек тора (Vertex Locator - VELO), дипольного магнита, трековой
системы (TT , T1, T2, T3), аэрогелевого и газового детек торов черенковского излучения (RICH 1 и 2), сцинтилляционных
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Рис.1.2 К орреляция полярных углов b- и b¯-адронов, рапределение моделировано с помощью PYTHIA .
1.3 М агнит
Магнит позволяет получить большой интеграл поля 4Тм на относительно
небольшой длине. Поле направлено вертикально и достигает в максимуме
5
Figure .5: Schematic view of the LHCb detector. Figure from [38],
modiﬁcations courtesy of M. Meißner.
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VErtex LOcator (VELO) provides a very good spatial resolution of reconstructed
vertices. Further tracking detectors consist of the Tracker Turicensis (TT) before
and three tracking stations T1, T2, T3 after the dipole magnet. These sub-detector
components are designed to measure the signatures that the ﬁnal state charged par-
ticles leave on their way through the detector (so-called tracks). The three tracking
stations are composed of two parts, the Inner Tracker (IT) covering the area around
the beam axis and the Outer Tracker (OT) covering the outer regions of the detector
acceptance.
For particle identiﬁcation two ring-imaging Cherenkov detectors (RICH1 and RICH2)
are installed, one before and one after the dipole magnet. They are mainly used
to distinguish between kaons, pions and protons. After the RICH2 there is a Scin-
tillating Pad Detector (SPD) and a Pre-Shower detector (PS or PRS), followed by
an Electromagnetic (ECAL) and a Hadronic CALorimeter (HCAL). To detect muons
ﬁve dedicated chambers (M1-M5) are used, one of them placed before the other four
behind the calorimeter [38].
2.2.1 Tracking detectors
The tracking detectors are installed to measure the momentum of charged particles.
Their trajectories leave signatures in the VELO and TT before the magnet and the
tracking chambers after the magnet and are bent by the homogeneous magnetic
ﬁeld according to their momentum. The dipole magnet is not superconducting and
its bending plane is in x-z direction. For tracks of a length of 10 m the integrated
magnetic ﬁeld is 4 Tm. To achieve the desired momentum resolution, the magnetic
ﬁeld integral
∫
B dl has to be known with a relative precision of roughly 10−4 and
the position of the B-ﬁeld with an accuracy of a few mm. The polarity of the mag-
netic ﬁeld can be switched in order to precisely measure detector asymmetries of
charged particles. The information presented in this subsection is based on [38].
The Vertex Locator
The VELO is intended to measure the coordinates of tracks close to the collision
point. This is especially important for the measurment of the primary vertex (the
location of the pp collision) and displaced secondary vertices. b-hadrons have a rel-
atively large average lifetime and travel about 1 cm before they decay. The detector
is composed of 21 pairs of silicon modules to measure the radial coordinate r and
the azimuthal angle φ. These modules are installed along the direction of the beam
axis with a distance of 2 mm between them. In addition, two stations are arranged
perpendicular to the beam axis in the backward (upstream) direction. This is the
so-called pile-up veto system. It is only used in the trigger system. A sketch of the
VELO setup can be seen in Fig. 2.6. Each module consists of two sensors, the r-
and the φ-sensors, with a thickness of 300 µm. The unusual cylindrical geometry
was chosen instead of a rectangular scheme to allow a fast reconstruction of tracks
and vertices in the trigger. The r-φ-geometry of the VELO is visualised in Fig. 2.7.
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Figure 2.6: Schematic view of the 21 VELO stations in the x-z-plane.
Figure from [43] (originally in [38]).
The sensor segments are divided in four 45◦ regions to minimise the occupancy.
The pitches between the sensors get larger with linearly increasing distance from
the beam axis, from 38 µm to 97 µm for the r-sensors and to 102 µm for the φ-
sensors. Within a module the sensor alignment is better than 20 µm. The VELO
detector is a moveable device. In order to precisely measure tracks and vertices it
can be positioned very close to the interaction point. The sensitive region starts at
a distance of approximately 8 mm from the beam axis. The exact position of the
detector depends on the beam conditions and can vary from proton ﬁll to poton
ﬁll. Before stable proton beams are achieved, the VELO is moved away from the
interaction region to avoid any damage.
The Tracker Turicensis
The TT is located before the dipole magnet and consists of silicon strips. There
are four detection layers which are installed in pairs, the so-called (x, u) and (v, x)
Figure 2.7: The r-φ-geometry of the VELO sensors. Figure from [38].
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Figure 2.8: Basic geometry of the TT detector. Figure from [44].
stations. These stations are approximately 130 mm high and 145 mm wide and
separated by 27 cm. The u- and v-layers are rotated by a stereo angle of ±5◦ with
respect to the vertically orientated x-layers. This geometry has been chosen to have
also resolution in y-direction. The basic geometrical layout can be seen in Fig. 2.8.
One half module consists of a row of seven silicon sensors. These sensors are 500
µm thick and have a pitch of 183 µm. The detector is read out from the top and
the bottom and the resolution of a single track is approximately 50 µm.
The Inner Tracker
Downstream of the dipole magnet there are three tracking stations. The region
around the beam pipe is covered by the IT, a silicon strip detector. It has the form
of a cross with a total width of 125 mm and a height of 40 cm. The active area
covers approximately 4 m2. Similar to the TT, for each of the three stations there
are four layers in a (x, u, v, x) scheme where the u and v layers are rotated by ±5◦.
The geometry of an x-layer is shown in Fig. 2.13. Either one or two silicon strips
are combined to one module. The sensor thickness is 320 µm for the regions above
and below the beam axis and 410 µm for the areas on either side of the beam pipe.
The strip pitch amounts to roughly 200 µm and, like for the TT, the resolution of
a single track is approximately 50 µm. The thickness has been chosen in that way
to ensure a high signal-to-noise level while at the same time reducing the material
budget of the detector.
The Outer Tracker
The OT is a gas detector with the purpose of reconstructing tracks over a large
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Figure 2.9: Basic geometry of an IT x-layer. The shaded blue areas
indicate the readout electronics. Figure from [44].
region and measuring their momentum. The detector is based on the straw-tube
technology. The straw-tubes themselves are composed of double layers, so-called
monolayers. The tubes have an inner diameter of 4.9 mm and a pitch of 5.25 mm.
As counting gas a mixture of argon (70%), CO2 (28.5%) and O2 (1.5%) is chosen.
This ensures a fast drift time that is below 50 ns for the mean drift path of 2.45
mm and a spatial resolution of about 200 µm. In the centre of each straw there
is a wire serving as anode, being 25 µm thick. The geometry corresponds to that
of the IT, i.e. it has four layers per station, two of them tilted by ±5◦. The outer
boundary of the stations corresponds to an acceptance of 300 mrad in the bending
plane and 250 mrad in the non-bending plane. The full detector is made up out of
168 long and 96 short modules and roughly 53 760 straw-tube channels. Due to the
light materials chosen, the detector only corresponds to 10% of a radiation length.
The cross-section of an OT station and the layout of a straw-tube module can be
seen in Fig. 2.10.
(a) (b)
Figure 2.10: Basic geometry of (a) an OT station (from [43], originally
in [45]) and (b) a straw-tube module (numbers in mm, from [38]).
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Reconstruction of tracks
All three tracking detectors, the VELO, the TT and the three tracking stations (IT
and OT) are used to reconstruct tracks and determine the momentum of charged
particles. There are ﬁve diﬀerent track categories (see [46]):
1. VELO tracks leave only signatures (hits) in the modules of the Vertex Locator.
2. T-tracks are only composed of hits left in the three tracking stations.
3. Downstream tracks are T-tracks with additional hits from the TT detector.
4. Upstream tracks have signatures in both the VELO and TT, i.e. they leave
the detector right after the magnet due to their low momentum.
5. Long tracks are reconstructed from hits in the VELO and the tracking sta-
tions. Only these tracks are used in this analysis as they give the most accurate
momentum estimate of all track categories.
Two diﬀerent algorithms are used to reconstruct long tracks [46]. They both use track
segments in the VELO and the three tracking stations which are then combined to
the full track. A momentum estimate is calculated by a ﬁt to the measurements in
the sub-detectors. In the Forward Tracking algorithm a VELO segment and one
hit in the tracking stations are combined. Additional hits in the tracking stations
are taken into account. These hits and the resulting track have to satisfy various
requirements to be chosen as long track. Hits in the TT that are close enough to
the selected track are considered as well. The approach of the Track Matching
algorithm is to combine VELO and T-tracks by extrapolation. TT-hits are again
taken into account if they are close to the selected long track.
The momentum measurement has a high resolution, varying from 0.4% for a mo-
mentum of 5 GeV to 0.6% for a momentum of 100 GeV. The spatial resolution is
approximately 20 µm for tracks with a high transverse momentum [19].
2.2.2 Particle identiﬁcation
After the momentum estimate the particle type has to be determined. In the decay
investigated in this thesis it is especially important to distinguish between kaons and
pions. This is mainly achieved with the two RICH detectors. This subsection is
based on [38].
The RICH detectors
Cherenkov detectors are based on the fact that charged particles passing through a
medium of refraction index n with a velocity v larger than the speed of light in that
medium, c′ = c
n
, emit photons along a cone with the opening angle
cos θC =
1
βn
, (2.2)
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where β = v
c
. By measuring the opening angle and estimating the momentum as
explained above the mass of the particle can be inferred. There are two RICH de-
tectors that cover diﬀerent momentum ranges. The ﬁrst one is installed before the
dipole magnet and is intended to measure the opening angles of charged particles
with momenta between 1 and 60 GeV. As radiator material aerogel and C4F10 is
used. The second one is placed behind the tracking stations, covers particle mo-
menta between 15 and 100 GeV and uses CF4 as radiator material. RICH1 covers
a very wide acceptance range from ±25 to ±300 mrad in the horizontal plane and
from ±15 up to ±250 mrad in the vertical plane. In both detectors, the Cherenkov
light is focussed by means of spherical and ﬂat mirrors to reﬂect the image out of the
detector acceptance. The Cherenkov photons are in the visible spectrum (200− 600
nm) and are detected by Hybrid Photon Detectors. These detectors are shielded by
iron to protect them from the magnetic ﬁeld. The layout of both detectors can be
seen in Fig. 2.11. The misidentiﬁcation rate for pions is approximately 10%. This
number and more information on the RICH performance can be found in [47].
The calorimeter
The task of the calorimeter is to identify electrons, photons and hadrons, to measure
their energy and position and to give an input to the ﬁrst stage of the trigger
system. Particles produce showers of secondary particles in the calorimeter. The
corresponding scintillation light is then detected. The calorimeter system consists of
(a) (b)
Figure 2.11: Schematic layout of (a) the RICH1 (side view) and (b) the
RICH2 (top view) detector. Figures from [38].
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four main components:
1. The Scintillator Pad Detector (SPD) is the most upstream detector posi-
tioned directly behind the ﬁrst muon station. It is composed of 15 mm thick
scintillating layers and serves mainly to distinguish between electrons and pho-
tons as only charged particles can be detected. Behind the SPD there is a lead
converter corresponding to 2.5 radiation lengths to initiate electromagnetic
showers.
2. The Preshower Detector (PS or PRS) is composed in the same way as the
SPD (a 15 mm thick layer of scintillators). As hadrons initiate only small
showers in this detector, its main purpose is to distinguish hadronic from
electromagnetic showers.
3. The Electromagnetic CALorimeter (ECAL) is a so-called shashlik detector
as it is composed of alternating layers of lead (2 mm thick) and scintillator pads
(4 mm thick). In total there are 66 layers, corresponding to 25 interaction
lengths. Its main purpose is to detect showers initiated by electrons and
photons. For the energy resolution one obtains
σ(E)
E
=
10%√
E
⊕ 1.5%, (2.3)
where ⊕ denotes quadratic summation. The energy is measured in GeV.
4. The structure of the Hadronic CALorimeter (HCAL) is similar to that of
the ECAL, consisting of alternating iron and scintillator plates serving as ab-
sorber and active material, respectively. The purpose of the HCAL is to detect
showers initiated by hadrons. However, contrary to the ECAL the layers are
oriented parallel to the beam axis. The 1 cm thick iron plates are installed in
the transverse direction. The length of one layer corresponds to the hadronic
interaction length. In total, approximately 86, 000 tiles have been used. The
energy resolution is given by
σ(E)
E
=
80%√
E
⊕ 10%. (2.4)
Figure 2.12 shows an overview of the purpose of each calorimeter component and a
schematic view of the HCAL.
The muon stations
Muons are an integral part in many important measurements at LHCb, especially
for the determination of CP asymmetries. Also, the decay analysed in this thesis has
two muons in the ﬁnal state. The muon system provides an important input to the
hardware and software stages of the trigger. The detector consists of ﬁve stations,
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(a) (b)
Figure 2.12: Schematic overview of (a) the functions of the four calorime-
ter components (from [48]) and (b) the cell structure of the HCAL
(from [38]).
one installed before the calorimeter and four being placed at the end of the detector.
All ﬁve stations are composed of 1380 chambers in total. The acceptance range in-
cludes roughly 20% of the muons from inclusive semileptonic b-decays. The stations
M2-M5 are interleaved with 80 cm thick iron absorbers to avoid the penetration of
hadrons. The main purpose of M1 is to improve the measurement of the transverse
momentum in the trigger. Only muons with a momentum larger than 6 GeV cross
the entire muon detector since the total thickness of all absorbers (calorimeter and
Figure 2.13: Schematic view of the muon stations. Figure from [38].
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muon system) amounts to 20 hadronic interaction lengths. The ﬁrst three muon
stations have a very high spatial resolution in the bending plane in order to mea-
sure the direction of the track and the transverse momentum of the muon candidate
(resolution of 20%). The last two stations have a limited resolution, they are mainly
built to identify the muons passing through the detector. The stations consist of
Multi-Wire Proportional Chambers, except for the region of M1 that is close to the
beam axis. There, Gas Electron Multipliers are used.
Particle hypothesis
The information obtained from the RICH detectors, the calorimeter and the muon
system is used to determine the probability of a particle hypothesis x by associating
a likelihood value Lx to the corresponding track. This likelihood value is mostly
calculated relative to the pion pi, i.e. diﬀerences of (logarithmic) likelihood values
are determined:
∆ lnLxpi = lnLx − lnLpi. (2.5)
If ∆ lnLxpi > 0, then the reconstructed track can be more likely associated to a
particle x than to a pion. Analogously, the diﬀerence ∆ lnLxp is deﬁned, where p
denotes a proton.
In the analysis presented here particle identiﬁcation plays an important role. Vari-
ables like that deﬁned in Eq. 2.5 are used to distinguish pions from kaons and kaons
from protons, see Table 3.1.
2.2.3 The trigger system
The LHCb experiment operates at a lower luminosity as ATLAS and CMS. The
main reason for this is to limit the number of interactions per bunch crossing to one
or two at most which ensures a fast and eﬃcient track reconstruction. Nevertheless,
the event rate is very large. The nominal rate, including empty bunches, is 40 MHz.
This is also the number quoted in Fig. 2.14 which shows the working principle of
the trigger. For most of the running periods in 2011 and 2012 the event rate was
at approximately 15 MHz (only 50% of the possible RF bunches were ﬁlled with
protons). The purpose of the trigger is to reduce this rate to about 5 kHz at which
the data can be written to the storage. The trigger has to work very fast while still
retaining events interesting for LHCb analyses. This is achieved by a trigger system
that consists of two stages (subsection is based on [38]):
1. The Level-0 trigger (L0) is a hardware trigger intended to reduce the event
rate below 1 MHz. For charged hadrons this number is around 450 kHz, for
muons 400 kHz and for electron and photons 150 kHz. Generally, the L0
intends to select those electron, photon and hadron clusters in the calorimeter
with the highest transverse energy and those two muons with the highest
transverse momentum.
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The L0 can itself be sub-divided in three parts: The L0 pile-up trigger attempts
to distinguish between events with only one or more interactions per bunch
crossing by taking advantage of the pile-up sensors of the VELO. In most of
the physics analyses this information is not used. The L0 calorimeter trigger
selects calorimeter clusters with high transverse energy. This is done by adding
2x2 calorimeter cells. Furthermore, a ﬁrst particle hypothesis is assigned based
on the information from the calorimeter components. The L0 muon trigger
selects the two muons with the highest transverse momentum in each quadrant
of the muon stations. The corresponding event is accepted by the trigger if
one of the two transverse momenta or the product of both is above a certain
threshold.
The time between the pp interaction and the L0 decision (based on the three
parts explained above) is around 4 µs.
2. All events that pass the L0 are processed by the software based High Level
Trigger (HLT). It consists of two components, the HLT1 and the HLT2, that
are intended to reduce the event rates to around 50 kHz and 5 kHz, respec-
tively.
LHCb performs a wide range of physics analyses. Therefore, every analysis
uses a speciﬁed trigger conﬁguration (or trigger line) with process speciﬁc trig-
40 MHz bunch crossing rate
450 kHz
h±
400 kHz
µ/µµ
150 kHz
e/γ
L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures
Software High Level Trigger
5 kHZ Rate to storage
Partial event reconstruction, select 
displaced tracks/vertices and dimuons
Buffer events to disk, perform online 
detector calibration and alignment
Full offline-like event selection, mixture 
of inclusive and exclusive triggers
Figure 2.14: Working principle of the LHCb trigger system. Note that
the bunch crossing rate given here is only the nominal rate also including
empty bunches. For most of the data taking the number had been around
15 MHz. Figure from [40].
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ger algorithms, reconstruction methods and selection criteria. These trigger
lines do not depend upon the events triggered by the L0. The HLT1 performs
a partial event reconstruction and selects displaced tracks or vertices and
dimuon candidates. For the events passing this stage a detector calibration
and alignment is performed. The HLT2 does a ﬁrst full event reconstruction
intended to be as close to the ﬁnal, oﬄine, reconstruction as possible. Var-
ious inclusive and exclusive trigger selections are performed to achieve the
intended event rate.
More information on the trigger strategy for the decay analysed here is given in
Sec.3.3. More details on the trigger system can be found in [38].
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Chapter 3
Selection of signal candidates
A good decision is based on knowledge and not on
numbers.
Plato (428/427 BC - 348/347 BC)
The ﬁrst step in the analysis presented in this thesis is the reconstruction and selec-
tion of B0 → J/ψK∗0 candidates. This chapter details the applied selection criteria
and the trigger strategy. Furthermore, it is explained how the angular and decay
time acceptances are determined.
3.1 Selection of B0 → J/ψK∗0 candidates
The data sample used is polluted by background. This can be physical background,
where similar decays are (partially) reconstructed and taken as the signal decay, or a
background component, where one or more of the ﬁnal state particles are randomly
combined to form a signal-like signature. The case where all four ﬁnal state parti-
cles are chosen randomly is called combinatorial background. As the background
decreases the sensitivity to the observables, it is very important to reduce the back-
ground level as much as possible while maintaining a high signal yield.
The data analysed in this thesis were collected in proton-proton collisions at a
centre-of-mass energy of
√
s = 7 TeV with the LHCb detector, amounting to an
integrated luminosity of approximately 1 fb−1. This corresponds to the full data
set taken in 2011. During data taking, both the hardware and the software stage of
the trigger are applied to ﬁlter the events. The remaining candidates are further
processed by the LHCb reconstruction software (Brunel, [49]) and the LHCb anal-
ysis software (DaVinci, [50]) where a pre-selection is performed. Finally, an oﬄine
selection is applied to further reduce the background [19].
Several studies like the determination of the detector acceptances rely on simulated
events. For this purpose a sample of 10 million B0 → J/ψK∗0 events was gener-
ated. Proton-proton collisions are simulated using the Monte Carlo event generator
Phythia 6.4 [51], in a speciﬁc LHCb conﬁguration (Gauss, [52]). The B-hadron decays
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are described by the EvtGen package [53], in which ﬁnal state radiation is simulated
using Photos [54]. Each event contains at least one B0 → J/ψK∗0 candidate. Only
events in the range from 0 to 400 mrad around the beam pipe (roughly correspond-
ing to the detector acceptance) are further processed, for which the detector response
is simulated using the Geant4 software [55] as described in [56].
To allow for comparisons between data and simulation, the trigger criteria are also
applied to the simulation and the selection requirements are the same for both sam-
ples.
The B0 meson is produced directly in the proton-proton interaction (at the so-called
primary vertex, PV). After an average ﬂight distance of approximately 1 cm, it de-
cays weakly to two vector mesons, the J/ψ and the K∗0, with a branching fraction
of B(B0 → J/ψK∗0) = (1.34 ± 0.06) · 10−3 [5]. The S-wave subtracted branch-
ing fraction is (1.29 ± 0.14) · 10−3 [57]. Both mesons decay into a pair of muons
and a kaon and pion, respectively, with branching fractions of B(J/ψ → µ+µ−) =
(5.93 ± 0.06)% [5] and B(K∗0 → K+pi−) ' 2/3 [5]. The muons, kaons and pions
do not decay within the detector and are therefore considered as stable. The total
visible branching fraction for the decay B0 → J/ψ(µ+µ−)K∗0(K+pi−) is then Bvis
' 5.30 · 10−5.
3.2 Trigger strategy
Before the oﬄine selection, described in the next section, a decay speciﬁc trigger
algorithm [58] is applied to perform a preliminary reconstruction and mainly to re-
duce the data to an amount which is recordable, keeping only potentially interesting
events. The trigger conﬁgurations (so-called trigger lines) are based on reconstructed
single muons or muon pairs and partially on the decay time of the B0 which helps
in reducing background. As the trigger lines can introduce biases, the strategy is to
use as few lines as possible while retaining a high signal yield. The trigger system
has been introduced in Subsec. 2.2.3.
On the hardware (L0) stage two trigger conﬁgurations are selected for this anal-
ysis: The single-muon and the dimuon line. The ﬁrst requires a single muon
candidate with a transverse momentum larger than 1.4 GeV, whereas the latter
requires two muon candidates with a transverse momentum larger than 0.56 GeV
and 0.48 GeV, respectively. All candidates passing the hardware trigger are passed
on to the software stage. In the ﬁrst stage (HLT1), a partial reconstruction is per-
formed, conﬁrming or discarding the L0 decision. For this analysis the trigger line
HLT1DiMuonHighMass is chosen. It requires two oppositely-charged muons with
an invariant mass larger than 2.7 GeV. In addition, a transverse muon momentum
larger than 0.5 GeV and a muon momentum larger than 6 GeV is required. The
track ﬁt to the muon hits in the vertex detector and the tracking stations has to
have a χ2 divided by the number of degrees of freedom, χ2track/nDoF, of smaller
than 4. The second stage of the software trigger (HLT2) requires a full reconstruc-
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tion of the J/ψ meson. Here, the HLT2DiMuonDetachedJpsi trigger conﬁguration
is used. Only dimuon pairs with an invariant mass within 120 MeV of the known
J/ψ mass [5] are selected. Quality requirements on the muon tracks and the ﬁt of
the J/ψ vertex are applied, such that χ2track/nDoF < 5 and χ
2
vtx(J/ψ)/nDoF < 25.
In addition, a cut on the decay length (DL) signiﬁcance DL/σDL of the J/ψ with
respect to the PV to which the J/ψ has the smallest impact parameter is required,
DL/σDL > 3. The impact parameter (IP) is deﬁned as the distance of closest ap-
proach of a track to the PV. This cut exploits the long lifetime of the B0 meson to
identify J/ψ mesons from B0 decays and suppresses so-called prompt background,
where either the J/ψ or the K∗0 meson originates from the PV and not from the
B0 candidate, but introduces a bias on the decay time distribution as B0 candidates
with a higher decay time are more likely to pass the criterion. Since the time and
angular parts of the decay amplitude separate, this has no inﬂuence on the angular
observables.
3.3 Oﬄine selection
The full list of oﬄine selection criteria can be seen in Table 3.1. The selection is
mainly based on the requirements for B0s → J/ψφ and related decays which have
been optimised to maximise the sensitivity on the main observables and reduce the
background level, see [58, 59, 60]. The criteria especially adapted for B0 → J/ψK∗0
decays are highlighted in red. They further reduce the background by a signiﬁcant
margin (see next section).
The oﬄine selection requirements can be divided in four parts:
The four stable particles in the ﬁnal state leave signatures in the detector which
can be reconstructed as a track and extrapolated back to the decay point (sec-
ondary vertex) of the B0 meson. The J/ψ and K∗0 mesons have a lifetime that is
only approximately 10−20 s [5]. Hence, they are assumed to decay “instantaneously”.
Certain requirements have to be fulﬁlled by these tracks in order to be selected: The
quality of the track ﬁt is required to have a χ2track/nDoF smaller than 4. The cut
value does not have necessarily to be chosen exactly at 4 to meet the goals of the
selection but has been applied as a common requirement for various B → J/ψX
decays. This statement is also valid for other selection criteria where no speciﬁc
statement is made. Furthermore, it can happen that the detector signature of a par-
ticle is used twice to ﬁt a track. These additional tracks are called clones which
can be reduced by using a minimum distance between the track in consideration
with respect to all other tracks, the so-called Kullback-Liebler clone distance [61].
More precisely, this distance is a measure for the diﬀerence in information content
between two tracks. Thus, the larger the clone distance the smaller the probability
that the track is a clone. On average, rejecting tracks with clone distances smaller
than 5000 reduces the clone fraction to approximately three per mille with an eﬃ-
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Decay mode Cut parameter Selection criterion
µ+, µ−, K+, pi− χ2track/nDoF < 4
clone distance > 5000
J/ψ → µ+µ− ∆ lnLµpi(µ) > 0
min(pT(µ
+), pT(µ
−)) > 0.5 GeV
χ2vtx(J/ψ)/nDoF < 16
m(J/ψ) ∈ [3030, 3150] MeV
K∗0 → K+pi− ∆ lnLKpi(K) > 0
∆ lnLKp(K) > −2
∆ lnLKpi(pi) < 0
pT(K∗0) > 2 GeV
m(K∗0) ∈ [826, 966] MeV
χ2vtx(K
∗0)/nDoF < 16
B0 → J/ψK∗0 m(B0) ∈ [5150, 5400] MeV
χ2vtx(B
0)/nDoF < 10
χ2DTF(B
0)/nDoF < 5
χ2IP(B
0) < 25
χ2IP,next(B
0) > 50
t(B0) ∈ [0.3, 14] ps
Table 3.1: Oﬄine Selection criteria applied to analyse B0 → J/ψK∗0
decays.
ciency loss of only roughly two per mille.
Four criteria are posed on the J/ψ selection. The J/ψ candidate is formed from
two oppositely-charged muons whose invariant mass has to be in the range from
3030 to 3150 MeV. This criterion includes all signal events as can be seen from
the mass distribution presented in the next section. The ﬁt of the common vertex
is required to be of a certain quality which is ensured by selecting only candidates
with χ2vtx(J/ψ)/nDoF < 16. Again, a similar value around 16 could be applied, the
particular choice has been selected to meet the requirements of several B → J/ψX
decays. Only muons with a transverse momentum pT larger than 500 MeV are cho-
sen. This largely reduces the number of muons originating directly from the PV.
And ﬁnally, the muons have to have a positive muon probability, ∆ lnLµpi > 0, to
minimise misidentiﬁcation.
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Similar selection requirements apply to the K∗0 selection. Candidates are built
from an oppositely charged kaon-pion pair with invariant mass in the range from
826 to 966 MeV. The same criterion as for the J/ψ is posed on the quality of the
vertex ﬁt. An important cut is applied to the transverse momentum of the K∗0
which has to be larger than 2 GeV. Several cut scenarios in the range from 1 to 3
GeV have been tested and the one with the most eﬃcient background rejection has
been chosen. The applied cut is a strong requirement but reduces the background
fraction by a large amount as will be shown in the next section. Furthermore, par-
ticle identiﬁcation criteria are applied. Both the pion and the kaon are required to
have a negative and positive kaon probability, respectively. In addition, the kaon has
to have a kaon probability with respect to the proton of larger than -2. The particle
identiﬁcation requirements on the kaon are rather weak, contrary to the criterion
∆ lnLKpi(pi) < 0. It has been speciﬁcally chosen to reduce peaking background
from candidates where at least one track has been misidentiﬁed while still retaining
most of the signal decays.
For theB0 selection as well criteria on the invariant mass (in the range from 5150 to
5400 MeV) and the quality of the vertex ﬁt (χ2vtx(B
0)/nDoF < 10) are applied. The
selected mass range is very wide to allow a detailed investigation of the background
distributions. In addition, the invariant mass of the two muons is constrained to
the known J/ψ mass [5]. Consequently, the resolution of the B0 mass is improved.
Contrary to the other sub-selections, not only a vertex ﬁt is performed but also a
kinematic ﬁt of the entire decay tree (Decay Tree Fit, DTF [62]). The full decay tree is
parametrised by means of the momentum of the particles, the position of the vertices
and the decay lengths. Also, at each vertex the momentum conservation is taken
into account and it is required that the B0 candidate originates from the PV. The
ﬁt uses the momentum and the position of the tracks and their covariance matrix
as input. This kinematic ﬁt is also required to be of a certain quality, selecting only
canidates with χ2DTF(B
0)/nDoF < 5. The particular cut value has been optimised
for several B → J/ψX decays. Also, one can calculate the χ2 of the IP by taking
the IP signiﬁcance, IP/σIP, to the second power. This quantity, χ2IP, is required to
be smaller than 25 to ensure that the B0 candidates originate from the PV. Usually,
there is more than one PV in the event. To avoid misidentiﬁcation of the PV, a
minimum impact parameter to the second nearest PV is required, χ2IP,next > 50.
This is a loose criterion but is helpful to prevent assignments to the wrong PV. A
hard constraint is put on the decay time of the B0 candidates, which has to be
larger than 0.3 ps. This criterion largely reduces the prompt background without
removing a large fraction of signal candidates. The decay time is restricted to 14
ps at maximum, which neglects only a few candidates. Finally, in cases with more
than one B0 candidate per event the one with the best DTF quality is chosen. It is
veriﬁed that the average number of B0 candidates per events in the signal region is
small (1.03) and that the best candidate selection does not introduce any bias on the
observables.
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3.4 Selection eﬃciencies and mass plots
An approximate overview of the selection eﬃciencies is given in Table 3.2. All
numbers have been obtained from data. The ﬁrst row indicates which cuts have
been applied in addition to the previous line, the cut eﬃciency shows which fraction
of candidates passes the selection compared to the previous set of cuts. The number
of signal candidates (for the signal over background ratio) are determined by a
ﬁt to the B0 mass distribution. A statistical error is only assumed for the signal
fraction which can then be propagated to the number of signal candidates. The
ﬁt is described in more detail in Ch. 4. The pre-selection consists only of a few
basic particle identiﬁcation (PID) and kinematic requirements and the decay time
cut is set to 0.2 ps. Also, the trigger lines as discussed in Sec. 3.3 are applied.
The stricter decay time cut of the oﬄine selection increases the signal fraction by
more than 50%. The standard B → J/ψX selection (see [58, 59, 60]) requires a
weaker constraint on pT(K∗0) (larger than 1 GeV) and does not apply the pion PID
cut but else is identical to the selection listed in Table 3.1. Applying the ﬁrst of these
additional cuts approximately doubles the signal fraction and the tight PID criterion
increases the signal over background ration by almost 70%. This PID requirement
on the pion has been speciﬁcally chosen to reduce most of the peaking background
components (see Ch. 5).
In total, 77 282 B0 → J/ψK∗0 candidates are selected in data after applying all
selection criteria. Using the same requirements for the simulated sample, 404 624
candidates remain.
To visualise the eﬀect of the cuts listed in Table 3.2 and the low background fraction
after the full selection, the B0 mass distributions at various stages of the selection
are shown in Fig. 3.1. The blue and the red curves show the signal and background
distributions, respectively, the sum of both is shown in black. In Fig. 3.1(a) only the
Criterion Candidates cut S/B fsig
Pre-selection and trigger 900 920 − 0.161 0.139
Decay time cut 533 935 0.593 0.300 0.231
Standard B → J/ψX selection 299 011 0.647 0.577 0.366
pT(K∗0) cut 109 254 0.365 2.268 0.694
∆ lnLpiK(pi) cut 77 282 0.707 3.808 0.792
Table 3.2: Selection eﬃciency table showing the number of B0 candi-
dates, the cut eﬃciency on all candidates passing the additional criterion,
the signal over background ratio and the signal fraction. All numbers
are obtained from data. The statistical error of the signal fraction is
approximately 0.002.
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Figure 3.1: Invariant mass distributions of selected B0 → J/ψK∗0 can-
didates where (a) only the pre-selection and the trigger strategy, (b) the
standard B → J/ψX selection and (c) the full selection has been applied.
All three plots show the signal (blue), background (red) and total (black)
distribution.
pre-selection and the trigger has been applied, Fig. 3.1(b) shows the mass distribution
after the standard B → J/ψX selection and in Fig. 3.1(c) all cuts are in eﬀect. For
the latter scenario the signal fraction in a narrow mass window of ±30 MeV around
the known B0 mass [5] is approximately 93%, indicating a very clean signal. The
signal distributions in all three ﬁgures is described by the sum of two Gaussian
functions G1 and G2 with common mean mass mB0
GD = fσm,1 · G1(mB0 , σsigm,1) + (1− fσm,1) · G2(mB0 , σsigm,2), (3.1)
where fσm,1 is the fraction of the ﬁrst Gaussian function and σ
sig
m,1 and σ
sig
m,2 are the
widths of the ﬁrst and second Gaussian function, respectively. As the eﬀect of the
detector resolution is larger than the natural decay width, the distribution cannot be
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Parameter Fit result
mB0 5281.19± 0.04 MeV
fσm,1 0.714± 0.025
σsigm,1 6.99± 0.11 MeV
σsigm,2 13.38± 0.43 MeV
αm −0.0012± 0.0001
Table 3.3: Fit values of the parameters of the ﬁt to the B0 invariant mass
distribution after applying all selection criteria. The errors are statistical
only.
described by a Breit-Wigner function. Usually, a Gaussian function is used, in this
case, however, the data is better described by the sum of two Gaussian functions.
This improves the description of the tails of the distribution. The background is
modelled by an exponential function with constant αm, eαm·m. A more detailed
investigation of the background is given in Ch. 5. All parameters determined by the
ﬁt to the mass distribution after the full selection can be found in Table 3.3. From
the ﬁt, the number of signal events is found to be 61 244± 132. The eﬀective mass
resolution is determined to be
σeff =
√
fσm,1 · σsigm,1
2
+ (1− fσm,1) · σsigm,2
2
= (9.3± 0.8) MeV. (3.2)
In Fig. 3.2 the distributions of the µ+µ− and K+pi− invariant mass are shown. In
both cases the background is subtracted using the so-called sPlot technique which is
explained in detail in [63], making use of the ﬁt to the J/ψK+pi− mass distribution
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Figure 3.2: Background subtracted invariant µ+µ− (left) and K+pi−
(right) mass distributions.
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as discriminating variable. Each event is given a signal weight, Wi, which is then
used to separate signal and background (see also Ch. 4). In practise, the weights
are calculated by using the relative fractions of the ﬁtted signal and background
distributions as a function of m(J/ψK+pi−). Candidates that are more likely to be
a signal event are assigned a larger weight, whereas probable background events
have a corresponding weight that is small or negative. This strategy statistically
separates background from signal.
The µ+µ− invariant mass cannot be modelled by a simple sum of two Gaussian
functions as the radiative tail is quite pronounced. Instead, a so-called Crystal Ball
function is used [64]. The basic Crystal Ball function consists of a Gaussian core
and a radiative tail towards low masses described by a polynomial. The functional
form can be written as
CB(m;α, n, µ, σ) = N ·
e
− (m−µ)2
2σ2 for m−µ
σ
> −α(
n
|α|
)n
e−
|α|2
2
(
n
|α| − |α| − m−µσ
)−n
for m−µ
σ
≤ −α
(3.3)
where m is the invariant mass, µ and σ are the mean and the width of the mass
distribution, α and n are the starting point and the order of the polynomial function
and N is a normalisation factor. In this analysis the Gaussian core is replaced by
the sum of two Gaussian functions to better describe the data.
As already discussed in Ch. 1, the m(K+pi−) invariant mass distribution can be
described by a Breit-Wigner function following the formula given in Eq. 1.25. This is
the case as the natural decay width is larger than the detector resolution. However,
the data are still not well-described using this parametrisation, as seen in Fig. 3.2(b).
Several other ﬁt models have been used (e.g. the sum of two Gaussian functions)
but a better agreement has not been found. One reason could be that the sPlot
method does not fully separate signal and background for the K+pi− invariant mass
distribution. This does not aﬀect the measurement of the polarisation amplitudes as
m(K+pi−) is not explicitly taken into account in the decay rate.
3.5 Angular acceptance
Due to the ﬁnite detector acceptances and the trigger and selection criteria the
angular distributions are distorted. These eﬀects can be described by the angular
acceptance which is deﬁned as
(Ω) =
number of selected B0 candidates (Ω)
number of expected B0 candidates (Ω)
, (3.4)
where Ω denotes the three transversity angles. From the description of the angles in
Subsec. 1.4.2 one can conclude that they are highly correlated. Therefore, a three-
dimensional description of the acceptance has to be used. Since the main goal of
this analysis is to measure the polarisation amplitudes which determine the shape of
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the angular distributions, the acceptance has to be obtained from simulated events.
As geometric cuts have already been applied in the generation of the B0 → J/ψK∗0
simulated sample, the theoretical prediction is used in the denominator instead of
the expected number of events, so that
(Ω) =
number of selected B0 candidates (Ω)
N
∫
dt
∫
dΩ S(Ω|t, ~λ) , (3.5)
where S(Ω|t, ~λ) = 1
2
d4Γ(B0→J/ψK∗0)
dt dΩ +
1
2
d4Γ(B
0→J/ψK∗0)
dt dΩ is the diﬀerential decay rate
conditional on the decay time t and the physical and detector parameters λ, and N
is the selected number of events.
The one-dimensional projections of the acceptance integrated over the two other
angles are shown in Fig. 3.3. The projections are normalised such that the average
value over the range of the histogram is unity. The shape of the acceptance dis-
tributions can be mainly attributed to the detector geometry cuts (between 0 and
400 mrad around the beam pipe) and to the hard requirements on the transverse
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Figure 3.3: Angular acceptance (Ω) as a function of each decay angle.
The projections are normalised such that the average value over the range
of the histogram is unity.
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momentum of the K∗0 and the PID requirement on the pion which are responsible
for the asymmetric shape of the cosψ distribution. The issue of angular acceptance
in general is addressed in [65]. It should be, however, emphasised again that the
determination of the angular acceptance entirely relies on simulated events. As the
true angular distributions are not known, there is no possibility to determine the
acceptances on data. Using simulated events for the acceptances is one of the most
important issues of this analysis since it is not clear a priori how well the data is
described by the simulation. It is therefore essential that the kinematic distributions
between data and simulation agree to ensure the validity of the acceptance descrip-
tion. Any deviation has to be treated as a systematic uncertainty to the observables.
This is discussed in more detail in Ch. 6.
In the next chapter it will be explained that the polarisation amplitudes and phases
are extracted using a maximum likelihood ﬁt. The angular part of the probability
density function contains the angular acceptance in both the numerator and the
denominator (normalisation). If the reader would like to have a look in advance,
this can be seen in Eq. 4.13. As the logarithmic likelihood function is used in the
ﬁt, the angular acceptance, (Ω), is only important in the normalisation but not in
the numerator. There, it is a mere constant in the sum of logarithmic likelihoods
(this is fully correct only if the background is subtracted before the likelihood ﬁt).
Thus, instead of using a three-dimensional acceptance histogram in numerator and
denominator, one can re-write the normalisation and introduce ten normalisation
factors [66]
ξk =
∫
dΩ fk(Ω) · (Ω), (3.6)
where fk(Ω) are the angular functions deﬁned in Table 1.3. This simpliﬁes the com-
parison of diﬀerent sets of acceptances. The exact implementation of the angular
acceptance in the ﬁtting algorithm is explained in detail in Subsec. 4.3.1.
3.6 Decay time acceptance
As shown in Ch. 1, the decay time and the angular part of the decay rate separate.
Therefore, it is expected that the angular observables do not depend on the cor-
rect description of the decay time acceptance. Also, this analysis is not intended to
perform a lifetime measurement but uses it merely as an additional discriminating
parameter between signal and background in the classical ﬁt technique as described
in Sec. 4.2. Nonetheless, the decay time acceptance eﬀects are discussed here in
more detail.
Similarly as for the angular acceptance, the decay time acceptance can be deter-
mined by (t is the decay time)
(t) =
number of selected B0 candidates (t)
number of expected B0 candidates (t)
, (3.7)
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Figure 3.4: Acceptance distribution for low decay times. Note the zero
suppression of the y-axis. Figure from [67].
using simulated events. However, for lifetime measurements using simulated events
only is not suﬃcient. Instead the acceptance has to be partially determined from
data. An extensive review of the issue can be found in [68]. Here, the two main
eﬀects are brieﬂy summarised. At large decay times the reconstruction eﬃciency
in the VELO detector decreases. This eﬀect can be parametrised by the eﬃciency
function
high(t) = 1 + βt, (3.8)
with β = (−0.0092 ± 0.0008) ps−1. The factor used speciﬁcally for this analysis is
taken from a preliminary study of the β-factor using simulated events and data [67].
At small decay times the acceptance is dominated by the HLT2DiMuonDetachedJpsi
trigger line which introduces a bias on the decay time. To account for this a one-
dimensional histogram is used. The acceptance distribution for this trigger line,
which can be seen in Fig. 3.4, is determined in the following way: As a reference the
trigger line HLT2DiMuonJpsi is used which requires the same selection cuts as the
HLT2DiMuonDetachedJpsi line except for the requirement on the DL signiﬁcance of
the J/ψ meson, i.e. it does not introduce a decay time bias. The eﬃciency is then
calculated from the events passing the combination of trigger lines
low(t) =
HLT2DiMuonDetachedJpsi AND HLT2DiMuonJpsi
HLT2DiMuonJpsi
. (3.9)
This procedure is performed entirely on data thus avoiding to rely on simulated
events. It can be seen that there is an eﬃciency drop at around 2 ps. This can be
explained by technical issues in the determination of the primary vertex. It has no
physics reason but is merely an artefact. In principle, it would be expected that the
acceptance rises monotonously for small decay times. The acceptance remains ﬂat
for decay times larger than 6 ps.
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It should be noted again that the decay time and related acceptance eﬀects have
only a negligible impact on the extracted polarisation amplitudes and phases as the
angular and time dependent parts of the decay rate factorise [28]. The decay time
is only used to better discriminate between signal and background. In Ch. 9 it will
be explicitly shown that the correlation between the decay time and the polarisation
amplitudes is negligible.
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Chapter 4
Extracting the physics parameters
That’s how we know we’re alive: we’re wrong.
Philip Roth (*1932), in “American Pastoral”
The physical observables are obtained using a maximum likelihood ﬁt. This chapter
explains the general concept of this method and details the signal and background
distributions describing the data. The chapter ends with an extensive validation of
the ﬁtting procedure and a summary of the nominal ﬁt results.
4.1 Maximum Likelihood Method
The physical observables are extracted using a four-dimensional maximum like-
lihood ﬁt to the decay time and the three transversity angles (for the following
see [69]).
With the maximum likelihood method, one or more unknown parameters ~λ (phys-
ical observables, background and detector parameters) can be estimated from a
measured data set, ~x. Usually, the data set is composed of a large number of events,
N . In this analysis the event data, ~xi (i = 1, ..., N ), consist of the four measured
quantities decay time and transversity angles. The theoretical prediction for the
distribution of the measured data set is the so-called Probability Density Function
(PDF), f(~x|~λ). The PDF depends on the unknown parameters ~λ and has to obey the
normalisation condition ∫
D
f(~x|~λ)d~x = 1 (4.1)
as the probability to measure any possible value is 1. D is the domain of ~x. The
PDF then determines the probability of a measurement in the range [~x, ~x + d~x],
conditional on ~λ. In the maximum likelihood method, the likelihood function is
formed from the given PDF and is deﬁned as the product of the PDFs for all N
events, i.e.
~L(~λ) = f(~x1|~λ) · f(~x2|~λ) · · · f(~xN |~λ) =
N∏
i=1
f(~xi|~λ). (4.2)
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The function L(~λ) gives the likelihood to obtain the measured quantities for a given
choice of parameters ~λ. The best estimate ~ˆλ for the unknown parameters maximises
the likelihood function L(~λ). It is very important to maintain the normalisation of
f(~x|~λ) at all times. In practice, the negative logarithm of the likelihood function is
used so that the function
F (~λ) = − lnL(~λ) = −
N∑
i=1
ln f(~xi|~λ) (4.3)
is minimised. This procedure is numerically more stable.
In this analysis the minimisation is performed using the Minuit framework [70]. The
analysis presented here is based on a ﬁtting algorithm developed for the analysis of
B0s → J/ψφ decays, documented in [46].
For a large number of events (N →∞) the probability distribution of the parameters
determined in the ﬁt is Gaussian. In this case and for a single parameter λ the error
of this parameter is determined by [69]
σ =
(
d2F
dλ2
∣∣∣∣
λˆ
)−1/2
. (4.4)
The negative logarithmic likelihood function has the form of a parabola and its
value around the minimum is
F (λˆ± r · σ) = F (λˆ) + 1
2
r2. (4.5)
In the case of more than one parameter the errors and their correlations are de-
scribed by a matrix G whose elements can be calculated by
Gik =
∂2F
∂λi∂λk
, (4.6)
where ∂ denotes a partial derivative.
Often, the so-called likelihood ratio method is used to determine conﬁdence inter-
vals. For one single parameter it is determined at ﬁxed values λi of this parameter
by the diﬀerence of the logarithmic likelihood
− 2 ·∆ lnL(λi) = −2 · [lnL(λˆi)− lnL(λi)], (4.7)
where λˆi is the best estimate of the parameter. The best estimate is determined
from a full ﬁt to data. A so-called proﬁle likelihood distribution is then obtained
by calculating the likelihood ratio for a set of values around the best estimate (grid
points). The 1σ(, 2σ, 3σ) conﬁdence levels are deﬁned at those values where −2 ·
∆ lnL = 1(, 4, 9). As in this analysis there are multiple parameters, the likelihood
ratio depends on additional parameters ~λ. The ratio −2 · ∆ lnL(λi, ~λ) is then
determined at grid points of λi by minimising the likelihood function with respect
to all other parameters, i.e. ﬁxing the parameter under investigation to the grid
point. Examples of proﬁle likelihoods are shown in Sec. 9.3.
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4.2 Parameters and ﬁtting technique
The maximum likelihood method introduced in the previous section is used to ex-
tract the physical observables, ~λphys. In addition, several so-called nuisance parame-
ters are needed to describe the data. They can be separated in detector parameters,
~λdet, that mainly model the imperfect detector resolution, and background param-
eters, ~λbkg, describing the distribution of the diﬀerent background components. All
of these parameters ~λ are explained in more detail in the following section where
the probability density functions for the signal and background part are discussed.
This section is intended to detail the parametrisation of the physics parameters in
the ﬁt and to explain the standard (or classical) ﬁtting approach that is used in this
analysis. An alternative technique is presented in Subsec. 4.3.3.
In Subsec. 1.4.2 it has been shown that the P- and S-wave components can be de-
scribed by four amplitudes and the corresponding phases. The amplitudes obey the
normalisation condition |A0|2 + |A‖|2 + |A⊥|2 + |AS|2 = 1, from which the ampli-
tude |A0|2 can be inferred. Note that δ0 is set to zero by convention. In the ﬁt the
amplitudes are parametrised such that the P-wave amplitudes are normalised to the
total P-wave fraction. One can then deﬁne the P-wave ratios
R‖ =
|A‖|2
|AP|2 , R⊥ =
|A⊥|2
|AP|2 , R0 =
|A0|2
|AP|2 , (4.8)
where |AP|2 = |A0|2 + |A‖|2 + |A⊥|2 and R‖+R⊥+R0 = 1, and the S-wave fraction
FS =
|AS|2
|AP|2 + |AS|2 . (4.9)
As |AP|2 + |AS|2 = 1, the relation FS = |AS|2 holds. So, the physics parameters con-
sist of three amplitude fractions and three phases, ~λphys = {R‖, R⊥, FS, δ‖, δ⊥, δS}.
In addition, the decay width Γd is a parameter of the ﬁt and used for additional
background separation.
The full ﬁt is performed in four bins of the K+pi− invariant mass. In this chapter,
the parameters of the ﬁt are ﬁrst introduced for a single mass bin. It is then ex-
plained how the ﬁt in multiple bins is performed.
In the so-called classical ﬁt (cFit) both the signal part and the background part of
the PDF are explicitly modelled, i.e. the full PDF as described in the next section
is minimised using the maximum likelihood method. In addition to the measured
quantities, decay time and transversity angles, the B0 mass is ﬁtted simultaneously
to separate the background.
The following section is dedicated to the presentation of the PDF. Both the parametri-
sation of the signal and the background component is shown.
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4.3 The probability density function
Generally, the PDF can be separated in a signal part S(~x|~λ) and a background part
B(~x|~λ) such that
f(~x|~λ) = fsig · S(~x|~λ) + (1− fsig) · B(~x|~λ), (4.10)
where fsig is the signal fraction. Both components depend on the measured quan-
tities decay time, the transversity angles and the B0 mass. The latter is especially
used to separate signal from background.
4.3.1 The signal component
There is no reason to assume that the invariant mass of the B0 meson is correlated
to the transversity angles and the decay time. In particular, the decay rate is inde-
pendent of m(B0). Thus, the mass dependent part of the PDF can be factorised
from the time and angular components. The signal part, which contains the physics
parameters, can be written in the following form (m denotes the measured B0 mass)
S(~x|~λ) = Sm(m|~λdet) · St,Ω(t,Ω|~λphys), (4.11)
neglecting detector eﬀects like the decay time resolution and acceptance which will
be discussed later in this section.
The mass distribution of the B0 meson is best described by the sum of two Gaus-
sian functions as the detector resolution is much larger than the actual width of
the resonance. Two instead of one Gaussian function are used to better describe
the data, especially the tails of the distribution, see also Sec. 3.4. The mass PDF
Sm(m|~λdet) has the same form as in Eq. 3.1. A ﬁt to the mass distribution only
gives the results listed in Table 3.3. In summary, the parameters describing the mass
PDF consist of ~λdet = {mB0 , fσm,1, σsigm,1, σsigm,2}, where fσm,1 is the fraction of the ﬁrst
Gaussian function and σsigm,1, σ
sig
m,2 are the widths of the ﬁrst and second Gaussian
function, respectively. In the full cFit to data these mass parameters are obtained
simultaneously with the angular observables.
The physics parameters, which are the observables of interest, appear in the time
and angular dependent part of the PDF. Following Eq. 1.22, the PDF has the form
St,Ω(t,Ω|~λphys) = 1
2
d4Γ(B0 → J/ψK∗0)
dt dΩ
+
1
2
d4Γ(B
0 → J/ψK∗0)
dt dΩ
. (4.12)
It is conditional on the physics parameters which are varied in the ﬁt. In addition,
the decay width, Γd, is a free parameter in the ﬁt but is not quoted as a physics result
since this analysis is not intended to measure the lifetime of the B0 meson. The ﬁt
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gives a value of Γd = (0.664 ± 0.003) ps (statistical error only), in good agreement
with the known value [5]. To see the eﬀect of having Γd as additional free parameter
in the cFit another ﬁt is performed with a ﬁxed value of the decay width. The signal
fraction is slightly higher (order 1%) in the default case resulting in a better signal-
background separation. A full explanation for this observation has not been found.
One reason can be that the decay time distributions are diﬀerent for signal and back-
ground and that by explicitly ﬁtting for Γd both components can be better separated.
In addition to the simple form of Eq. 4.12, detector resolution and acceptance
eﬀects have to be taken into account when describing the data.
Due to the ﬁnite decay time resolution of the detector, the time-dependent term,
e−Γdt, in Eq. 1.22 has to be modiﬁed by a resolution function. This is done by con-
volving the exponential term with a triple Gaussian resolution function G(t, σt).
Here, σt is the eﬀective width that is deﬁned analogously to Eq. 3.2 as σt =√
f1 · σ21 + f2 · σ22 + (1− f1 − f2) · σ23 , where fi and σi (i = 1, 2, 3) are the frac-
tions and the widths of the three single Gaussian functions, respectively. Varying
the width between 30 and 100 fs (the expected decay time resolution is at around
50 fs) and neglecting the resolution entirely has no measurable eﬀect on the physics
parameters.
In principle, angular resolution eﬀects have to be considered as well in the ﬁtting
procedure. In [71] they have been estimated to be approximately 30 mrad using
simulated events (as for the decay time resolution a triple Gaussian has been used).
Pseudo-experiments have shown that the eﬀect on the physics observables is negligi-
ble. The study in [71] is done for B0s → J/ψφ decays but since the kinematic model
is the same for the process investigated here, angular resolutions are expected to be
of the same order and thus, are neglected here.
In Sec. 3.5 it has been explained that detector acceptance eﬀects have to be taken
into account. This yields a modiﬁed time and angular part of the PDF
S ′t,Ω(t,Ω|~λphys, ~λdet) =
(t) · (Ω) · St,Ω(t,Ω|~λphys)⊗ G(t, σt)∫
dtdΩ
[
(t) · (Ω) · St,Ω(t,Ω|~λphys)⊗ G(t, σt)
] , (4.13)
where (t) and (Ω) are the time and angular acceptance functions, respectively.
As the time and angular parts of the decay rate separate, it is expected that the
time and angular dependent acceptances factorise as well. Note that the acceptance
appears in both the numerator and the denominator (normalisation) of Eq. 4.13.
There are two eﬀects accounting for the decay time acceptance. The lower decay
time acceptance is determined from a histogram of 20 bins (see Fig. 3.4) which is
used explicitly in the PDF. The upper decay time correction, high(t) = 1 + βt, is
also taken into account.
The angular acceptance is described by a three-dimensional histogram of 20 bins
for each angular variable. The one-dimensional projections are shown in Fig. 3.3.
Similarly to the decay time acceptance, the histogram is used in the numerator and
66 Chapter 4. Extracting the physics parameters
Factor Nominal acceptance Flat acceptance
ξ1 0.8985± 0.0017 1
ξ2 1.1727± 0.0024 1
ξ3 1.1788± 0.0025 1
ξ4 0.0002± 0.0017 0
ξ5 −0.0112± 0.0011 0
ξ6 −0.0008± 0.0010 0
ξ7 1.0290± 0.0019 1
ξ8 −0.0113± 0.0016 0
ξ9 0.0017± 0.0015 0
ξ10 −0.2292± 0.0029 0
Table 4.1: Nominal acceptance factors and numbers for a ﬂat acceptance
indicating the statistical error only.
the denominator of the signal PDF.
The normalisation in the denominator of Eq. 4.13 can be re-written in the following
way using the deﬁnition of the factors hk∫
dtdΩ (t) · (Ω) · St,Ω =
10∑
k=1
ξk ·
∫
dt e−Γdt · hk · (t), (4.14)
where ξk are the normalisation factors as deﬁned in Eq. 3.6. These factors can be
determined directly from the acceptance histogram. The factors corresponding to
the acceptance used in the default ﬁt and describing a ﬂat acceptance are shown in
Table 4.1. The parameters describing the resolution eﬀects as detailed in this section
are not varied in the ﬁt.
4.3.2 The background component
Similarly to the signal component, no correlation is expected between the mass and
the time and angular dependent part. Thus, one can write
B(~x|~λ) = Bm(m|~λbkg) · Bt,Ω(t,Ω|~λbkg). (4.15)
In the signal PDF, the time and the angular part factorise. There is no evidence
that this is not also valid for the background description. This allows to re-write the
background PDF in the following way
B(~x|~λ) = Bm(m|~λbkg) · Bt(t|~λbkg) · BΩ(Ω). (4.16)
The angular part of the background does not explicitly depend on any parameters
~λ as it is determined from events with B0 mass outside the region of the signal peak
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Parameter Fit result
fLLτ,1 0.546± 0.012
τLL1 0.167± 0.005 ps
τLL2 1.013± 0.022 ps
Table 4.2: Parameter values from the ﬁt to the time dependent back-
ground PDF (statistical errors only).
(so-called sidebands) and kept constant.
The background mass distribution is best described by an exponential function,
e−αm , normalised over the entire range of the mass ﬁt. The corresponding parame-
ter of the exponential, αm, has already been introduced in Sec. 3.4.
The background time distribution can be best described by the sum of two expo-
nential functions with diﬀerent lifetimes
Bt(t|λbkg) = 1
N
(
fLLτ,1 · e−t/τ
LL
1 + (1− fLLτ,1 ) · e−t/τ
LL
2
)
, (4.17)
where N is the normalisation obtained by integrating over the entire decay time
range, fLLτ,1 is the fraction of the ﬁrst exponential and τ
LL
1 and τ
LL
2 are the lifetimes
of the ﬁrst and second exponential, respectively. This parametrisation does not cor-
respond to a physical model but is rather motivated by the observed shape in data.
The index LL indicates that both components seem to be long-lived compared to
prompt events that are mostly rejected due to the cut on the decay time of the B0
meson of 0.3 ps. The results for these background parameters from a ﬁt to data can
be found in Table 4.2. It can be seen that roughly the same number of background
events are described by each of the two components (fLLτ,1 ≈ 0.55). The ﬁrst has a
low average lifetime of 0.2 ps. This background component most likely originates
from the tail of prompt events with relatively large measured lifetimes. The second
contribution has a much larger average lifetime of around 1.0 ps, originating from
other B-background.
In summary, the background parameters are ~λbkg = {αm; fLLτ,1 , τLL1 , τLL2 }. They are
all left free in the full maximum likelihood ﬁt.
The angular background distributions are described by a three-dimensional his-
togram using 10 bins in each angular variable. The three dimensions of the his-
togram ensure that possible correlations between the angles are taken into account.
For the background description only events from the B0 mass sidebands are used,
i.e. the invariant mass is required to be in the range from 5150 to 5230 MeV or from
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Figure 4.1: Invariant B0 mass distribution indicating the upper and
lower sideband used to determine the time and angular background dis-
tributions.
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Figure 4.2: Time and angular distributions of the background for the
upper and lower sideband. The plots are normalised to unity.
5325 to 5400 MeV. The histogram is used explicitly in the PDF. The two sideband
regions are visualised in the mass plot shown in Fig. 4.1.
In other words: The angular distributions have to be described explicitly in the ﬁt.
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This is achieved by using events from the mass sideband regions. However, one has
to verify that these distributions are compatible with those in the region of the peak.
This is an important prerequisite for the ﬁtting procedure to work.
This can be done by comparing the distributions from the lower and the upper
sideband. If they agree well, then they can be extrapolated to the signal region.
In Fig. 4.2 the angular distributions for the upper and lower sideband are shown
together with the decay time distributions. Except for the two last bins in the cosψ
distribution the agreement is very good. The small discrepancy hints to small dif-
ferences in the two sidebands. However, since both the cFit and an alternative
treatment of the background, as described in Subsec. 4.3.3, gives fully compatible
results, one can conclude that the observed diﬀerence averages out.
Apart from the combinatorial background, there are further contributions from
physics background that may peak around the mB0 mass. The method that has
been described in this subsection cannot detect peaking background components.
The default ﬁt does not include such components. However, the eﬀect of peaking
background is treated as systematic uncertainty and is explained in more detail in
the next chapter.
4.3.3 Alternative ﬁtting technique
In the ﬁt described above the background components are described explicitly us-
ing events from the sideband regions. An alternative approach is the so-called sFit
method using the sPlot technique described in Sec. 3.4. The sFit method is detailed
in [72]. In this case, the background is not explicitly modelled but subtracted in
advance. This is obtained by using a ﬁt to the J/ψK+pi− invariant mass as discrim-
inating variable to assign a weight, Wi, to each candidate, as described in Sec. 3.4.
Note that events that are likely to be background are assigned small or negative
weights. Then, a maximum likelihood ﬁt is performed where each candidate is
weighted by Wi. The ﬁt minimises the negative log likelihood function
− lnL(~λ) = −α
N∑
i=1
Wi lnS(~xi|~λ), (4.18)
where S(~xi|~λ) is the signal part of the PDF and α =
∑N
i=1 Wi/
∑N
i=1 W
2
i a correc-
tion factor to ensure the correct determination of the statistical uncertainties for the
weighted data sample. The sFit technique is only valid if the discriminating variable
is independent from all other observables. As already stated the angular variables
are assumed not be correlated with m(J/ψK+pi−). It is emphasised again that the
sFit also assumes that the background can be extrapolated from the mass sidebands
to the signal region. The diﬀerence to the cFit is that only signal events are used in
the maximum likelihood ﬁt and that the background does not have to be modelled
explicitly.
As this ﬁt method requires much less computing time, it is chosen as the default ﬁt.
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The cFit serves only as a crosscheck and is used to determine a systematic error due
to the background modelling.
As for the sFit an explicit background component is not needed and the mass ﬁt is
performed separately, only the physics parameters ~λphys = {R‖, R⊥, FS, δ‖, δ⊥, δS}
are considered in the main ﬁt. The decay width is not used to separate signal and
background as in the sFit the background is subtracted before the maximum likeli-
hood ﬁt by means of the B0 mass as discriminating variable. There is no diﬀerence
in the results of the physics parameters whether the decay time is ﬁxed or ﬂoated in
the ﬁt. It is therefore not regarded as a full parameter of the ﬁt.
4.3.4 Summary
This subsection summarises the parameters of the given data set and the unknown
variables to be determined in the ﬁt. For the sFit only the physics parameters are
ﬂoating in the ﬁt. For didactic reasons the ﬁtting procedure has been described
for only one K+pi− mass bin. It has been explained, however, in Ch. 1 that the
analysis is performed in four mass bins to account for the mass dependence of the
Parameter type One K+pi− mass bin Four K+pi− mass bins
Measured quantities ~x t, cosψ, cos θ, ϕ,m t, cosψ, cos θ, ϕ,m
Signal fraction fsig f
(1)
sig , f
(2)
sig , f
(3)
sig , f
(4)
sig
Decay width Γd Γd
Physics parameters ~λphys R‖, R⊥, FS, δ‖, δ⊥, δS
R‖, R⊥, F
(1)
S , δ‖, δ⊥, δ
(1)
S
F
(2)
S , δ
(2)
S
F
(3)
S , δ
(3)
S
F
(4)
S , δ
(4)
S
Mass parameters ~λdet mB0 , fσm,1, σ
sig
m,1, σ
sig
m,2
mB0 , f
σ,(1)
m,1 , σ
sig,(1)
m,1 , σ
sig,(1)
m,2
f
σ,(2)
m,1 , σ
sig,(2)
m,1 , σ
sig,(2)
m,2
f
σ,(3)
m,1 , σ
sig,(3)
m,1 , σ
sig,(3)
m,2
f
σ,(4)
m,1 , σ
sig,(4)
m,1 , σ
sig,(4)
m,2
Background parameters ~λbkg αm; f
LL
τ,1 , τ
LL
1 , τ
LL
2
α
(1)
m ; fLLτ,1 , τ
LL
1 , τ
LL
2
α
(2)
m
α
(3)
m
α
(4)
m
Table 4.3: Free ﬁt paramters for one and four K+pi− mass bins. The
superscript indicates the K+pi− mass bins. The parameters also used in
the sFit are highlighted in red.
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polarisation amplitudes. The ﬁtting procedure is similar to the case of one K+pi−
mass bin, however, several parameters are determined separately in the four bins.
First and foremost, these are the S-wave parameters. The P-wave parameters are
determined globally. Additionally, four diﬀerent sets of signal fractions and mass
parameters are used, only the B0 mass is assumed to be the same for all bins. The
sFit is performed with four diﬀerent sets of signal weights, corresponding to the four
K+pi− mass regions.
As described in Ch. 1, the coupling factors between S- and P-wave, CSP, are taken
into account. The numbers for four K+pi− mass bins are listed in Table 1.4.
In Table 4.3 all parameters that are kept ﬂoating in the one and four bin ﬁt are
shown. Those parameters as well used in the sFit are highlighted in red. The
superscript indicates the bin number.
In addition, acceptance and resolution eﬀects are taken into account. The angular
distribution of the background is described by a three-dimensional histogram (cFit).
None of these parameters are varied in the ﬁt. Only one acceptance histogram is
used for all bins. The full cFit in four bins of m(K+pi−) includes 37 free parameters.
As the mass ﬁt is separated from the actual ﬁt and the background is not taken into
account, the sFit has much less free parameters, only the 12 physics parameters.
4.4 Validation of the ﬁt procedure
It is very important that the ﬁtting procedure is thoroughly tested. The PDF de-
scribed in this chapter is rather complex, so mistakes leading to biases can easily be
introduced. A ﬁrst validation is to perform a ﬁt to fully simulated B0 → J/ψK∗0
decays. This allows for a veriﬁcation of the acceptance correction as well. As the
simulation sample does not contain any S-wave contribution, only the ﬁrst six terms
in Eq. 1.22 are used. This allows to perform the ﬁt in only one bin. The background
does not have to be taken into account as only signal events are used. The ﬁt results
compared to the values with which the simulated sample has been generated are
shown in Table 4.4. The agreement is very good, the diﬀerences to the generated
Parameter Fitted result Generated value Deviation [σ]
R‖ 0.2411± 0.0015 0.24 0.7
R⊥ 0.1601± 0.0015 0.16 0.1
δ‖ 2.503± 0.008 2.50 0.4
δ⊥ −0.168± 0.007 −0.17 0.3
Table 4.4: Results from a ﬁt to fully simulated signal events compared to
the generated value and the diﬀerence in standard deviations (statistical
errors only).
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Figure 4.3: Pull distributions for all sFit physics parameters obtained
from a ﬁt to 600 pseudo-experiments.
values are smaller than one standard deviation.
A method to test the full PDF is the generation of pseudo-experiments. The PDF is
used to generate events, corresponding to the number of candidates in each K+pi−
mass bin, approximately 10 000, 29 000, 27 000 and 11 000 candidates, respectively.
A full ﬁt is then performed to the generated set of events. This procedure is repeated
600 times corresponding to 600 pseudo-experiments. As the sFit is the default ﬁt, no
background component is included and the free parameters are the physics param-
eters in the case of an sFit. The best way to see if the ﬁt procedure works is looking
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Parameter Pull mean Pull width
R‖ 0.074± 0.040 0.977± 0.028
R⊥ −0.057± 0.038 0.940± 0.027
δ‖ −0.079± 0.040 0.982± 0.028
δ⊥ −0.125± 0.040 0.979± 0.028
F
(1)
S 0.166± 0.039 0.952± 0.027
δ
(1)
S −0.075± 0.043 1.061± 0.031
F
(2)
S −0.003± 0.040 0.986± 0.028
δ
(2)
S −0.024± 0.039 0.961± 0.028
F
(3)
S 0.001± 0.041 0.999± 0.029
δ
(3)
S −0.058± 0.040 0.981± 0.028
F
(4)
S 0.064± 0.041 1.006± 0.029
δ
(4)
S −0.036± 0.042 1.017± 0.029
Table 4.5: Mean values and widths of the pull distributions from 600
pseudo-experiments for all physics parameters, corresponding to the plots
in Fig. 4.3. Only statistical errors are indicated.
at pull distributions that show the diﬀerence between the ﬁtted and the generated
parameter value, divided by the error determined from the ﬁt. An ideal pull plot
is Gaussian distributed, centered around zero and has a width of one. This shows
that there is no bias and that the normalisation of the ﬁt and the error estimate is
correct. The pull distributions for all physics parameters can be seen in Fig 4.3.
The mean values and widths are summarised in Table 4.5. All mean values with
the exception of F (1)S and widths are compatible with 0 and 1, respectively. For F
(1)
S
the deviation of the mean from zero is around four standard deviations. This is
more than the usual tolerance of three standard deviations, the absolute bias itself,
Parameter Fitted result Generated value Deviation [σ]
R‖ 0.237± 0.004 0.24 0.75
R⊥ 0.165± 0.004 0.16 0.13
δ‖ 2.54± 0.02 2.50 2.0
δ⊥ −0.14± 0.02 −0.17 1.7
Table 4.6: Results from a ﬁt to fully simulated signal events including
events from the data sidebands compared to the generated value and the
diﬀerence in standard deviations. Only statistical errors are indicated.
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however, is very small (deviation of roughly 0.17σ from zero). Therefore, this bias is
not further considered.
One further crosscheck has been performed to also validate the background descrip-
tion of the PDF. Note that the tests discussed in this section so far have not included
a background component. Now, background from the data mass sidebands are em-
bedded in the simulation sample. To describe the background in the signal region,
an oﬀset of 50 MeV is added to events from the lower sideband and subtracted
from the events in the upper sideband. Hence, the ﬁt is performed in a limited
mass range from 5200 to 5350 MeV instead of the full interval [5150, 5400] MeV.
In total, 60 000 events from simulation and 9 400 sideband events, corresponding
to a signal fraction of approximately 85%, are used. An sFit is performed, i.e. the
B0 mass is ﬁtted for before the full maximum likelihood procedure. The results are
compatible with the generated values which can be seen in Table 4.6. Note again
that the simulation does not contain any S-wave component. Thus, only the P-wave
parameters can be extracted from the ﬁt.
4.5 Nominal sFit results and comparison with cFit
The purpose of this section is mainly to introduce the nominal sFit results from data
because they are referred to in the following chapters. These results are discussed
in detail in Ch. 9.
As a ﬁrst step a comparison between the sFit and the cFit is performed. Both ﬁts
to data are carried out in four K+pi− mass bins. Note that the S-wave fraction
and the corresponding phase are averaged over the four bins to allow for an easier
comparison between the two sets of results. It has been noted in Subsec. 1.4.3 that
there are two solutions for the strong phases. The results shown here represent the
physical solution of the 2-fold ambiguity. This is discussed in more detail in Ch. 9.
The angular acceptance corresponds to the acceptance factors shown in Table 4.1.
Parameter sFit result cFit value
R‖ 0.227± 0.004 0.229± 0.004
R⊥ 0.201± 0.004 0.200± 0.004
δ‖ −2.94± 0.02 −2.94± 0.02
δ⊥ 2.94± 0.02 2.94± 0.02
FS 0.064± 0.004 0.063± 0.004
δS 2.30± 0.03 2.30± 0.03
Table 4.7: Results of a four bin ﬁt to data for both sFit and cFit. The
error is statistical only. The S-wave parameters are averaged over the four
bins.
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Parameter Default results
R‖ 0.227± 0.004
R⊥ 0.201± 0.004
δ‖ −2.94± 0.02
δ⊥ 2.94± 0.02
F
(1)
S 0.115± 0.007
δ
(1)
S 3.09± 0.10
F
(2)
S 0.049± 0.004
δ
(2)
S 2.66± 0.06
F
(3)
S 0.052± 0.006
δ
(3)
S 1.94± 0.03
F
(4)
S 0.105± 0.014
δ
(4)
S 1.53± 0.03
Table 4.8: Nominal ﬁt results to data (sFit) for further reference in
subsequent chapters. Only the statistical error is indicated.
The results can be seen in Table 4.7. The agreement between both ﬁtting techniques
is very good. This shows that both approaches to treat the background - explicitly
modelling the distributions in the ﬁt and statistically subtract the background before
the main ﬁt - are fully equivalent.
In Table 4.8 the results of the full default sFit performed in four K+pi− mass bins
using the acceptance factors in Table 4.1 are shown. They serve as reference for the
following chapters.
Both ﬁtting techniques assume no peaking background components in the region
around the known B0 mass [5]. The next chapter is dedicated to the detailed study
of these components.
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Chapter 5
Background composition
Divide each diﬃculty into as many parts as is feasible
and necessary to resolve it.
René Descartes (1596-1650)
As already stated in Sec. 4.5 this chapter is dedicated to the detailed investigation
of peaking background. After a short introduction the main physical backgrounds
are discussed. In addition, peaking background from misreconstructed events is
studied.
5.1 Introduction
One of the main diﬃculties in the selection of B0 → J/ψK∗0 candidates is the cor-
rect treatment of the background. In the last chapter it has been assumed that the
entire background can be described by components that are ﬂat in the B0 mass. For
this, events from the sidebands are used. It will turn out that this is a good approx-
imation and the default maximum likelihood ﬁt does not take into account further
contributions. They are only considered to estimate systematic eﬀects. Nevertheless,
it is very important to investigate if there are so-called peaking background compo-
nents, i.e. non-signal events that form a peak around the known B0 mass [5]. As
these structures are not visible in the mass sidebands, one has to partially rely on
simulated events.
However, using data an estimate of the most prominent categories of selected
B0 → J/ψK∗0 candidates can be performed. Apart from the signal, there are three
main background components which are determined by a simultaneous ﬁt to the
reconstructed B0 and J/ψ mass distributions. For the signal parts a sum of two
Gaussian functions and a Crystal Ball function with a double Gaussian core are
used, respectively, as described in Sec. 3.4. The background distributions are mod-
elled with an exponential function. In Fig. 5.1 the two-dimensional distribution of the
invariant J/ψK+pi− and µ+µ− mass is shown for illustration purposes. In summary,
the B0 → J/ψK∗0 candidates can be classed in one signal and three background
categories:
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Figure 5.1: Two-dimensional mass distribution where the invariant
J/ψK+pi− mass is plotted on the x-axis and the invariant µ+µ− mass
on the y-axis using all selected candidates from data.
1. Signal: As shown in Table 3.2 the signal fraction in the entire selected mass
range determined by a data ﬁt to the B0 mass is approximately 79%. This
indicates a very low background level. The signal distribution peaks in the B0
mass as well as in the J/ψ mass.
2. Background from true J/ψ decays: The most common background cat-
egory consists of B decays formed from a true J/ψ meson and two further
randomly chosen tracks. It is expected that these candidates peak in the J/ψ
mass but show a ﬂat distribution in the B0 mass. This is called J/ψ back-
ground. From the simultaneous ﬁt described above, this fraction is estimated
to be approximately 17%.
3. Background originating not from true J/ψ decays: On the other hand,
background candidates that do not peak in the J/ψ mass but show a peak in
the B0 mass, so-called non J/ψ background, do not have a large contribution.
In fact, the simultaneous ﬁt shows that it is compatible with zero.
4. Combinatorial background: The remaining candidates do not peak in either
of the two mass distributions. This is formed from four randomly selected
tracks and represents a fraction of approximately 4%.
In conclusion, only J/ψ and combinatorial background that does not peak in the
B0 mass have a signiﬁcant contribution. However, this is only a ﬁrst estimate. It is
essential to investigate the background from simulated events which allows a more
detailed analysis. In the next section several sources of physical background that
can lead to peaking components are studied.
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5.2 Physical background
In this section, several possible contributions from physical background components
are investigated. These are candidates from other decay channels that pass the
B0 → J/ψK∗0 selection. As these are mostly candidates from B → J/ψX decays,
these processes can peak in the B0 signal region. The decays considered here have
similar branching fractions as the signal decay (remember: B(B0 → J/ψK∗0) =
(1.34± 0.06) · 10−3 [5]).
There can be contaminations from the decay channels B+ → J/ψK∗+(K+pi0)
and B+ → J/ψK∗+(Kspi+). The branching fraction is B(B+ → J/ψK∗+) =
(1.44 ± 0.08) · 10−3 [5]. To estimate their contribution the corresponding fully
simulated samples are used, each containing 1 million events. These events are
processed with the B0 → J/ψK∗0 selection. 44 and 80 events pass the selection,
respectively. As the mass distributions are ﬂat (see Fig. 5.2), these contributions are
treated by the ﬁt and therefore, do not have to be modelled explicitly. Similarly,
760 000 simulated B0s → J/ψη′ events and 5 million simulated B0s → J/ψφ events
are used to determine further background sources. The branching fractions are
B(B0s → J/ψη′) = (3.7+1.0−0.9) · 10−4 [5] and B(B0s → J/ψφ) = (1.05 ± 0.11) ×
10−3 [73], respectively, and after applying the B0 → J/ψK∗0 selection, 688 and
850 candidates remain. The invariant mass distributions can be seen in Fig. 5.3.
The ﬁrst distribution is ﬂat but the second shows a clear peak. Therefore, the
B0s → J/ψφ background needs further consideration.
To estimate the fraction of B0s → J/ψφ events one would expect in the B0 →
J/ψK∗0 data sample, ﬁrst the integrated luminosity corresponding to the 5 million
simulated events is calculated by using
Lint = N
2 · σbb · fB · Bvis[B0s → J/ψ(µ+µ−)φ(K+K−)] · gen
, (5.1)
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Figure 5.2: Invariant B0 mass distribtion using (a) B+ →
J/ψK∗+(K+pi0) and (b) B+ → J/ψK∗+(Kspi+) simulated events.
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Figure 5.3: Invariant B0 mass distribtion using (a) B0s → J/ψη′ and
(b) B0s → J/ψφ simulated events.
where N is the number of generated events, σbb = (288 ± 4 ± 48)µb [42] is the
production cross-section of bb pairs, fB = 0.105 ± 0.006 [5] is the hadronisation
fraction of B0s mesons, Bvis[B0s → J/ψ(µ+µ−)φ(K+K−)] = 3.16 · 10−5 [5] is the
visible branching ratio of the simulated decay and gen = 0.3283 ± 0.0008 [74] the
eﬃciency of the selection requirements that are applied during the generation of the
events (e.g. detector geometry). The factor of 2 takes into account that b quarks are
produced in pairs. The result is Lint ≈ 8 fb−1. Scaled to the integrated luminosity
of the collected data sample, the selected 850 simulated candidates correspond to
107 B0s → J/ψφ background candidates or a fraction of approximately 0.2% with
respect to the number of signal candidates. This is negligible hence, the background
pollution from B0s → J/ψφ events can be neglected.
Similarly, a contribution from Λ0b → J/ψKp decays has been found to be negligible.
This contributions has been particularly investigated as such events can be selected
if the mass hypothesis of the pion is replaced with that of a proton. The branching
fraction itself is small, B(Λ0b → J/ψKp) = (4.8± 0.9) · 10−6 [5].
In Fig 3.1(c) one can see a very small peak at around 5370 MeV which originates
from a contribution of B0s → J/ψK∗0 events. These events can be modelled sep-
arately in the ﬁt by using an additional Gaussian function to describe the mass
shape. Performing a ﬁt including this additional background component gives the
same results for the physics parameters (at the current precision). Therefore, the
contribution from B0s → J/ψK∗0 events can be neglected [28].
Finally, it can happen that the mass hypotheses of the pion and the kaon are
swapped. It has been shown, however, that these double misidentiﬁcations are very
rare and consequently are neglected in this analysis [28].
Apart from physical background sources, misreconstructed events can lead to peak-
ing components around the known B0 mass [5].
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5.3 Further background studies
These misreconstructed events are studied in more detail with a simulated signal
sample (as described in Ch. 3) using the LHCb framework summarised in [75]. Of
course, a simulated signal sample per deﬁnition does not contain background events,
however, it shows how many events are misreconstructed and what the properties
of these events are. These misreconstructed components have also to be considered
in data. Only such components that peak in the B0 signal region are of interest
because they cannot be treated by the sPlot technique or other background subtrac-
tion methods. This can lead to a signiﬁcant bias in the determination of the physics
parameters. All other components that are ﬂat in the B0 mass can be extrapolated
from the sidebands to the signal region and are treated correctly by the background
subtraction methods.
Applying the full B0 → J/ψK∗0 selection to the simulated signal sample shows
that there are only two signiﬁcant peaking contributions left, the “low mass” and
the “misreconstructed background” component. It can be debated whether the lat-
ter should be labelled as background as it rather describes reconstruction artefacts.
However, since this component needs to be taken into account in data, it is re-
ferred to as background in the following. Other peaking components are largely
reduced, mainly due to the hard criterion on the pion probability listed in Table 3.1.
A summary can be found in Table 5.1. There are also background fractions that
are uncategorised (further components) but they either do not peak or the angular
distributions are similar to those observed for signal candidates. The mass and an-
gular distributions of the low mass and misreconstructed background components
and the signal can be seen in Fig. 5.4 and Fig. 5.5.
The low mass component consists of reconstructed B0 candidates with invariant
mass that is systematically below the known B0 mass [5]. A more extensive study
using simulated events shows that in almost all events the J/ψ meson emits a pho-
ton but otherwise the process behaves like a signal event. As can be seen from
Fig. 5.5 the angular distributions are similar to those observed for signal candidates.
Hence, this component can be classiﬁed as signal. The candidates classed as mis-
Category Events / Fractions
Selected candidates 404 624
Signal fraction 0.906
Low mass fraction 0.044
Misreconstructed background fraction 0.035
Fraction of further components 0.015
Table 5.1: Composition of the simulated signal sample.
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Figure 5.4: Invariant B0 mass distribtion of signal candidates compared
to the low mass and misreconstructed background component using simu-
lated signal events.
reconstructed background consist of at least one track that has not been correctly
reconstructed. In most of the cases this is the pion track. Figure 5.5 shows that the
angular distributions are diﬀerent from the signal distributions. Especially candi-
dates that have a large positive value of cosψ deviate signiﬁcantly from the signal
distribution. However, from further studies it can be concluded that only 40% of
these candidates have a diﬀerent angular shape as the signal events. The remaining
candidates show a signal-like behaviour.
In conclusion, the only component that needs to be taken into account and cannot
be described by contributions that are ﬂat in the B0 mass is the misreconstructed
background category. A further background category can easily be included in the
ﬁtter by adding the following component to Eq. 4.16
Bmrec(~x|~λ) = fmrec · Bm,mrec(m|~λmrec) · Bt(t|~λbkg) · BΩ,mrec(Ω), (5.2)
where fmrec is the overall fraction of misreconstructed background candidates and
Bt(t|~λbkg) the same decay time parametrisation as used for the ﬂat background (i.e.
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Figure 5.5: Angular distribtions of signal candidates compared to the low
mass and misreconstructed background component using simulated signal
events.
the sum of two exponentials). The mass parameters and angular distributions de-
scribing these candidates are taken from simulation. The angular distributions are
described by a three-dimensional histogram with seven bins in each angular dimen-
sion. The mass PDF can be modelled by the sum of two Gaussian functions plus
an exponential function (no physics motivation). The mass distribution is shown in
Fig. 5.6. The corresponding ﬁt parameters can be found in Table 5.2. The mass
peak is slightly shifted to smaller values and has a larger width compared to the
signal distribution. The mass parameters are used in the maximum likelihood ﬁt
and are ﬁxed to the values as shown in Table 5.2. The fraction of misreconstructed
background candidates is ﬁxed as well in the full likelihood ﬁt to 3.5% as listed in
Table 5.1. The ﬁt including the misreconstructed background component of 3.5%
gives results close to those using the default conditions documented in the last
chapter. The diﬀerence to the default results is taken as systematic error (see Ch. 8).
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Figure 5.6: Invariant mass distribtion of the misreconstructed back-
ground component ﬁtted with the sum of two Gaussian functions plus
an exponential function using simulated signal events.
Parameter Fit result
mB0,mrec 5278.99± 0.01 MeV
fσm,1,mrec 0.741± 0.018
σsigm,1,mrec 9.55± 0.21 MeV
σsigm,2,mrec 28.65± 1.70 MeV
αm,mrec −0.0033± 0.0005
Table 5.2: Fit values corresponding to the distribution shown in Fig. 5.6.
Varying the fraction up to 5% or using only candidates with angular distributions
diﬀerent from the signal distribution does not change the physics results.
In conclusion, the background can be described by a ﬂat component to a good ap-
proximation. Only the misreconstructed background component does peak around
the known B0 mass [5]. To estimate the systematic eﬀect of neglecting this contribu-
tion in the default ﬁt, an additional background component is simulated explicitly
in the ﬁt. The results are slightly diﬀerent and the variation is taken as systematic
error. The relevant numbers are summarised in Sec. 8.3.
Chapter 6
Angular acceptance determination
No problem can withstand the assault of sustained
thinking.
Voltaire (1694-1778)
As the determination of the angular detector acceptance relies entirely on simu-
lated events, it is important that all kinematic distributions, like the momenta of
ﬁnal state particles, agree with those in data. This is especially the case as the
acceptance shape is largely dependent on the detector geometry and momentum
requirements. In this chapter an extensive comparison between simulated signal
candidates and background subtracted data is presented. Furthermore, an iterative
method is described to distinguish between diﬀerences related to the physics model
used in the generation of the simulated events and detector eﬃciency eﬀects.
6.1 Initial diﬀerences
As can be seen from Fig. 6.1, the pseudorapidity (η) and the transverse momentum
(pT) distributions for B0 meson candidates are diﬀerent for data and simulation. To
estimate the eﬀect on the acceptance determination the two distributions from sim-
ulated events (denoted as sim) are reweighted simultaneously such that they match
the data distributions. Schematically, this can be written as
histogramnewsim = histogram
old
sim ·
histogramdata
histogramoldsim
= histogramoldsim ·R, (6.1)
where R denotes the weight with which the initial histogram is modiﬁed. In this case
here, both the pseudorapidity and the transverse momentum of the B0 meson are
reweighted separately. The same procedure has also been performed in two dimen-
sions but no diﬀerences have been found compared to two separate reweightings.
A new acceptance histogram is determined using the weighted distributions from
simulation and a new maximum likelihood ﬁt is performed. It has been explained
in Subsec. 4.3.1 that the acceptance histogram is determined by the ratio of selected
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Figure 6.1: Comparison between simulation and data, showing the pseu-
dorapidity and the transverse momentum of the B0 meson. The plots are
normalised to unity.
events and the theoretical expectation. By the reweighting procedure the theory re-
mains unchanged but the distribution of selected events is modiﬁed. Consequently,
only the numerator of the acceptance histogram is altered, the denominator is not
changed. The eﬀect of reweighting the acceptance can be best visualised by compar-
ing the calculated acceptance factors for the original and the reweighted simulated
events. From Table 6.1 one can conclude that the reweighting has only a small eﬀect
on the acceptance. Using the new acceptance histogram the ﬁt parameters either do
not change or the diﬀerence to the original values is much smaller than the statistical
Factor No reweighting Reweighting in η(B0) and pT(B0)
ξ1 0.9027± 0.0017 0.9046± 0.0018
ξ2 1.1347± 0.0024 1.1447± 0.0025
ξ3 1.1408± 0.0025 1.1505± 0.0026
ξ4 0.0006± 0.0017 0.0004± 0.0017
ξ5 −0.0112± 0.0011 −0.0107± 0.0011
ξ6 −0.0007± 0.0010 −0.0007± 0.0011
ξ7 1.0084± 0.0019 1.0140± 0.0020
ξ8 −0.0135± 0.0016 −0.0130± 0.0016
ξ9 0.0011± 0.0015 0.0015± 0.0015
ξ10 −0.2709± 0.0026 −0.2739± 0.0030
Table 6.1: Acceptance factors before any reweighting and after reweight-
ing in η(B0) and pT(B0). The factors do not change signiﬁcantly. The
eﬀect on the physics parameters is negligible.
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Figure 6.2: Comparison between simulation and data, showing the mo-
mentum distributions of the four ﬁnal state particles after reweighting of
the B0 kinematics. The plots are normalised to unity.
error. Thus, no systematic error is assigned due to the reweighting of the B0 meson
kinematics. It has been veriﬁed that other kinematic distributions of the B0 are not
aﬀected. The reweighted acceptance is used in the default ﬁt as shown in Table 4.7.
It is expected that the kinematics of the B0 meson do not aﬀect the measurement of
the polarisation amplitudes to a large extent as they are determined by the transver-
sity angles between the ﬁnal state particles. Furthermore, the disagreement between
data and simulation for kinematic distributions of the B0 meson is a known problem
at LHCb.
To the contrary, the kinematic distributions of the four particles in the ﬁnal state
largely aﬀect the angular distributions and thus, the measurement of the polarisa-
tion amplitudes and phases. These distributions are investigated in the following.
Signiﬁcant deviations between data and simulation have only been found for the
momentum distributions which are shown in Fig. 6.2. There is a good agreement
for the muons. The agreement is much poorer for the pion and the kaon. Especially
the pion momentum distribution shows a very large discrepancy at low values. It has
to be emphasised that the polarisation amplitudes largely depend on the kinematics
of the ﬁnal state particles as the amplitudes describe the relative orientation of the
spins of the J/ψ and the K∗0 mesons.
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Factor Reweighting in η(B0) and pT(B0) Reweighting in p(K+, pi−)
ξ1 0.9046± 0.0018 0.9051± 0.0018
ξ2 1.1447± 0.0025 1.1616± 0.0025
ξ3 1.1505± 0.0026 1.1670± 0.0026
ξ4 0.0004± 0.0017 0.0001± 0.0017
ξ5 −0.0107± 0.0011 −0.0090± 0.0011
ξ6 −0.0007± 0.0011 −0.0008± 0.0011
ξ7 1.0140± 0.0020 1.0240± 0.0020
ξ8 −0.0130± 0.0016 −0.0154± 0.0016
ξ9 0.0015± 0.0015 0.0018± 0.0015
ξ10 −0.2739± 0.0030 −0.4513± 0.0030
Table 6.2: Acceptance factors after reweighting in η(B0) and pT(B0)
and after additional reweighting in p(K+, pi−). The diﬀerence is largest
for ξ10.
In principle, a similar reweighting procedure as for the pseudorapidity and the
transverse momentum of the B0 could be performed using the pion and the kaon
as both ﬁnal state particles are highly correlated (for the full procedure see next
section). However, as can be seen from Table 6.2, such a procedure would change
the acceptance factors and the ﬁt results signiﬁcantly. This is expected due to the
large correlation between the kinematics of the ﬁnal state particles (the pion is most
relevant due to the large discrepancy) and the amplitudes. Especially the acceptance
factor ξ10 is largely aﬀected. Moreover, as the origin of the discrepancy is not fully
understood, such a reweighting of the acceptance is not a valid approach.
6.2 Pion momentum diﬀerence: S-wave contribution
The diﬀerences in the pion momentum can be attributed to two diﬀerent eﬀects.
The discrepancy can either be induced by the physical diﬀerences between data and
simulation (the polarisation amplitudes are not the same), which lead to a signiﬁ-
cantly diﬀerent momentum distribution in data and simulation, or by an insuﬃcient
detector description in the simulation. In this section a method is introduced that
removes the discrepancy due to physics eﬀects.
The simulated event sample used for this analysis does not include any S-wave com-
ponent. Non-resonant K+pi− contributions have diﬀerent kinematic distributions
than resonant K∗0 components. In particular it has been tested that the S-wave
component populates low pion momentum ranges. This served as motivation to
assess the eﬀect of the S-wave component on the kinematic distributions of the ﬁnal
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Figure 6.3: Pion momentum spectrum using simulated raw events for
nominal and modiﬁed generated amplitudes. These simulated samples are
generated without any detector description and reconstruction. The plots
are normalised to unity. Note that only detector geometry and momentum
cuts have been applied.
state particles. As a fully simulated sample including an S-wave component does
not exist, a data-driven method has been developed to eﬀectively add an S-wave
contribution to the simulated sample. This procedure is explained in more detail
later in this section.
In addition, the simulated sample is generated with physics parameters (amplitudes,
phases) that are not consistent with those being measured in data. To see the eﬀect
of diﬀerent generation values on the pion momentum several samples are generated
without any detector description and reconstruction, i.e. only raw events are simu-
lated. Even changing the amplitudes and phases in the generation signiﬁcantly does
not change the kinematic distributions enough to explain the observed discrepancy.
As an example, Fig. 6.3 shows the pion momentum distribution for the nominal sim-
ulation and for a scenario where the generated polarisation amplitudes have been
changed by approximately 50%. The eﬀect on the pion momentum spectrum is
small. Note that only detector geometry and momentum cuts have been applied.
Thus, Fig. 6.3 is mainly shown for illustration purposes.
To decrease the pion momentum discrepancy a method is used that eﬀectively in-
troduces an S-wave component to the simulation and takes the diﬀerences in the
physics parameters between data and simulation into account. The method consists
of the following steps:
1. The angular part of the PDF as deﬁned in Eq. 4.12 is calculated for every event
in two diﬀerent ways. First, neglecting the S-wave components and using the
values of the physics parameters with which the simulation has been generated
as input. This corresponds to a set of parameter values Vgen. Second, the
estimated amplitudes from a ﬁt to data, V1, are used as an input for the PDF,
90 Chapter 6. Angular acceptance determination
i.e. the S-wave component is included. For each event the ratio RPDF between
the two PDF values is calculated, hence each event is assigned a weight. This
can be formally depicted as
RPDF,1 =
PDF(Ω)|V1 (S-wave)
PDF(Ω)|Vgen (no S-wave)
. (6.2)
2. The kinematic distributions are then reweighted by the ratio determined in
Step 1 according to Eq. 6.1. This eﬀectively yields a distribution of simulated
events containing an S-wave component and using the best estimates for the
physics parameters V1 determined in a ﬁt to data. Note that the acceptance
histogram itself is not changed by this procedure as the acceptance does not
directly depend on the polarisation amplitudes. Formally, the numerator and
the denominator of the acceptance histogram are weighted by RPDF,1 be-
cause both the number of selected and expected B0 candidates depend on the
transversity angles. Consequently, the reweighting cancels.
3. After this “physics reweighting” there is a remaining diﬀerence in the pion
momentum spectrum. This so-called residual diﬀerence in the pion and also
the kaon momentum (both are highly correlated and introducing an S-wave
component has an eﬀect on both quantities) are taken to further reweight the
simulation so that the distributions from simulation and data agree. This
second reweighting is done in the same way as for the reweighting in the pseu-
dorapidity and the transverse momentum of the B0, i.e. the two momentum
distributions are reweighted separately. However, in this case two iterations
are needed until both simulated distributions agree with data. The acceptance
factors do change as the physics is unchanged and the denominator of the ac-
ceptance histogram is not modiﬁed.
In total, two reweightings are performed, the “physics reweighting” by the
PDF ratio described in Step 1 and the residual reweighting of the momentum
distributions explained in this step. Hence, the total weight applied to the
simulation is
Rtot,1 = RPDF,1 ·Rmomentum,1. (6.3)
4. The acceptance histogram reweighted as described in Step 3 is then used to
perform a new ﬁt to data. The results give a diﬀerent estimate for the physics
parameters V2 as those of the previous ﬁt to data. These new results are used
as input for Step 1 and a new PDF ratio RPDF,2 is determined for each event.
In addition, the residual reweighting is performed, yielding a new total weight
Rtot,2.
5. The full procedure is re-iterated obtaining new estimates V3, V4, ... until it
converges, i.e. neither the acceptance weights nor the ﬁt results change signif-
icantly compared to the previous iteration. For this analysis the ﬁrst iteration
is the most signiﬁcant and four iterations are suﬃcient.
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Factor Before iterations Iteration 1 Iteration 2 Iteration 3 Iteration 4
ξ1 0.9046± 0.0018 0.8973 0.8976 0.8982 0.8985
ξ2 1.1447± 0.0025 1.1665 1.1705 1.1720 1.1727
ξ3 1.1505± 0.0026 1.1725 1.1765 1.1781 1.1788
ξ4 0.0004± 0.0017 0.0002 0.0002 0.0002 0.0002
ξ5 −0.0107± 0.0011 −0.0110 −0.0111 −0.0112 −0.0112
ξ6 −0.0007± 0.0011 −0.0008 −0.0008 −0.0008 −0.0008
ξ7 1.0140± 0.0020 1.0247 1.0273 1.0284 1.0290
ξ8 −0.0130± 0.0016 −0.0117 −0.0115 −0.0114 −0.0113
ξ9 0.0015± 0.0015 0.0017 0.0017 0.0017 0.0017
ξ10 −0.2739± 0.0030 −0.2530 −0.2404 −0.2332 −0.2292
Table 6.3: Acceptance factors before the iterative acceptance determina-
tion and after each iteration and residual reweighting. The method con-
verges after four steps. The statistical errors are the same for all iterations.
Parameter Before iteration Iteration 1 Iteration 2 Iteration 3 Iteration 4
R‖ 0.236± 0.004 0.228 0.228 0.228 0.227
R⊥ 0.209± 0.004 0.202 0.202 0.201 0.201
δ‖ −2.96± 0.02 −2.95 −2.94 −2.94 −2.94
δ⊥ 2.93± 0.02 2.94 2.94 2.94 2.94
FS 0.062± 0.003 0.061 0.063 0.064 0.064
δS 2.24± 0.02 2.27 2.29 2.29 2.30
Table 6.4: Fit results before the iterative acceptance determination and
after each iteration and residual reweighting. The errors are statistical
only and the same for all iterations. The S-wave parameters are averaged
over the four K+pi− mass bins.
The ﬁts are performed in the four bins of the K+pi− mass. In the case of the PDF
reweighting, the CSP factors are used depending on the K+pi− mass bin of the event.
Note that only one acceptance histogram is used for each K+pi− bin. The calcu-
lation of four diﬀerent acceptance histograms corresponding to the four mass bins
does not change the ﬁt results signiﬁcantly and is not performed. This is discussed
in more detail in Sec. 7.1. For the PDF reweighting, an S-wave fraction and phase
averaged over the four mass bins is used. A reweighting with four diﬀerent values
does not change the results signiﬁcantly.
92 Chapter 6. Angular acceptance determination
 momentum [MeV]+K
0 50000 100000
ca
n
di
da
te
s (
no
rm
.)
0
0.01
0.02
0.03
0.04
0.05
0.06 Data
Simulation
 momentum [MeV]-pi
0 50000 100000
ca
n
di
da
te
s (
no
rm
.)
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08 Data
Simulation
Figure 6.4: Comparison between simulation and data, showing the mo-
mentum distributions of the kaon and the pion after the iterative procedure
described in the text. The plots are normalised to unity.
The acceptance factors before the procedure and after each iteration are shown in
Table 6.3, the corresponding ﬁt results in Table 6.4. The values for the S-wave frac-
tion and the corresponding phase are averaged over the four m(K+pi−) bins. Note
that the sFit results in Table 4.8 have been obtained using the acceptance factors of
Iteration 4. The acceptance factors of the last iteration have already been shown in
Table 4.1.
One can see that the procedure converges quickly and that the ﬁt results do not
change signiﬁcantly even after the ﬁrst iteration. The S-wave parameters remain
almost constant, whereas the P-wave amplitudes change by a large amount.
The most important check, of course, is to examine the pion and kaon momen-
tum distributions after the last iteration and before the ﬁnal residual momentum
reweighting. From Fig. 6.4 one can see that the agreement in the pion momentum
has much improved by applying the method described above. The diﬀerence in the
kaon momentum has slightly increased but overall has not much changed. In sum-
mary, most of the discrepancies can be explained by physical diﬀerences between
data and simulation.
The method described above is intended to reduce the discrepancies due to phys-
ical diﬀerences. The remaining diﬀerence originates from an insuﬃcient detector
description in the simulation. This procedure can be tested mimicking a diﬀerence
in two event samples by splitting the simulated sample in two and modifying one of
them. For this sub-sample the pion momentum is distorted such that it looks like
in data. Note that this procedure does also aﬀect the kaon momentum due to the
high correlation. Both the sub-sample and the remaining events of the simulation
are then used to perform the same iterative method as described above. If the pro-
cedure works correctly, the S-wave fraction after the last iteration is expected to be
compatible with zero since the simulation does not contain any S-wave contribution.
To artiﬁcially distort the pion momentum spectrum in one sub-sample such that it
resembles that in data, each event of the simulation is reweighted with p(pi)
10+p(pi)
, where
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Figure 6.5: Comparison between simulation and distorted simulation as
described in the text. The plots are normalised to unity.
p(pi) is the pion momentum in GeV. The distorted spectra can be seen in Fig. 6.5.
One can see that the pion momentum distribution is similar to that in Fig. 6.2, the
kaon momentum is only slightly aﬀected. An initial ﬁt to the distorted simulation
sample yields an S-wave fraction of FS = 0.017± 0.001. The ﬁt is performed in one
K+pi− mass bin only. After the ﬁrst iteration of the above method this is reduced
to only FS = 0.001 ± 0.0003 and after the second iteration it is fully compatible
with zero. The P-wave values are compatible with those used for the generation of
the simulation within two standard deviations. The diﬀerences in the momentum
spectra remain.
The conclusion so far is two-fold: Firstly, the test just described shows that the it-
erative method can distinguish between physics and detector geometry eﬀects. The
distortion mimics a detector eﬀect that is also present after the procedure has con-
verged. These detector eﬀects cannot be reduced by this method. Secondly, the true
(vanishing) S-wave fraction of the simulated sample is retrieved. Combined with the
converging results of Table 6.4 this conﬁrms the stability of the method.
The remaining diﬀerence after the ﬁnal iteration and residual reweighting compared
to the ﬁt results before the procedure (i.e. the diﬀerence between the ﬁrst and the
last column in Table 6.4) is taken as systematic error due to discrepancies between
data and simulation. As shown in the next section, these remaining diﬀerences can
partially be explained by a diﬀerent detector description in the simulation. As these
diﬀerences cannot be easily eliminated by additional selection criteria or reweight-
ing, they are included as the systematic error described above. The systematic errors
are discussed in more detail in Ch. 8.
6.3 Pion momentum diﬀerence: Detector eﬀects
It can be seen from Fig. 6.4 that even after iteratively reweighting the simulation to
remove physical diﬀerences there are still discrepancies in the pion momentum and
due to the high correlation also in the kaon momentum spectrum. To investigate
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(a) x-axis, low pion momenta
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(b) x-axis, high pion momenta
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(c) y-axis, low pion momenta
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(d) y-axis, high pion momenta
Figure 6.6: x- and y-positions of the pion tracks at the end of the VELO
detector for pion momenta smaller (left side) and larger (right side) than
12 GeV. The plots are normalised to unity.
possible diﬀerences from the detector description in data and simulation the posi-
tion of the pion tracks (i.e. the x- and the y-coordinate) at the end of the VELO
detector is plotted. This is at 770 mm on the z-axis. As the problem mainly occurs
at low pion momenta, the samples are split up in pions with momentum smaller and
larger than 12 GeV. The distributions can be seen in Fig. 6.6. Two observations
can be made: Firstly, the discrepancy between data and simulation is larger and
the distribution is much broader for smaller compared to larger pion momenta. It
can be seen that in the simulation low momentum pion tracks are more centrally
located than those in data. This could explain the discrepancy between data and
simulation: As low momentum tracks are more likely to be bent out of the detector
acceptance and as these tracks are further away from the beam axis in data, this
could account for the excess of low momentum pions in the simulation as observed
in Fig. 6.2. Secondly, the disagreement is less pronounced in the y-direction. The
discrepancy in the pion momentum might thus be linked to a slightly diﬀerent ge-
ometry description in data and simulation. For kaons and muons, the diﬀerences
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(a) without geometrical cut
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(c) with additional reweighting
Figure 6.7: Pion momentum distributions for data and simulation with
and without an additional geometrical cut and with additional reweight-
ing. The plots are normalised to unity.
are very small and can be neglected.
In principle, selection requirements on the position of pion tracks in the VELO
detector could improve the agreement in the pion momentum. However, as the
disagreement is present over the entire x- and y-range (though more pronounced in
the inner region), these criteria will either be not eﬃcient enough or exclude a large
fraction of the event samples. In Fig. 6.7(a) and Fig. 6.7(b) the pion momentum dis-
tributions without any additional requirement and using only pion tracks that have
x-coordinates at the end of the VELO of larger than 40 mm (for data and simulation)
are shown. There is only a small improvement if at all and a large fraction of data
events are removed from the sample (more than half of it). The entire distribution
is shifted to smaller momenta. Another possibility would be to further reweight the
simulated pion momentum distribution. This could be done with the distributions
in Fig. 6.6. However, reweighting the simulated pion momentum distribution simul-
taneously with the ratio of the two diﬀerent distributions in Fig. 6.6(a) and Fig. 6.6(c)
does not change the spectra signiﬁcantly as shown in Fig. 6.7(c). One can conclude
that the applied selection cuts and the further reweighting procedure as explained
in this section does not improve the agreement between data and simulation. All
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studies performed have not revealed a direct link between the detector eﬀects and
the pion momentum discrepancy. The only way to account for these possible detec-
tor eﬀects and the remaining diﬀerence between data and simulation is to assign a
systematic error.
6.4 Summary
In this chapter the diﬀerences in the kinematic distributions of data and simulation
have been investigated. A discrepancy in the pseudorapidity and the transverse
momentum of the B0 meson are taken into account by reweighting the simulation
according to Eq. 6.1. This changes the ﬁt results only slightly. The largest diﬀerence
is observed in the pion momentum, especially for low values. Also the kaon momen-
tum is aﬀected but to a lesser extent. To reduce the physical part of the discrepancy
an iterative method is used to eﬀectively mimic a data-like S-wave component in
the simulation. This procedure converges quickly and has been tested on simulated
events. After the last iteration step, a diﬀerence can still be observed but is sig-
niﬁcantly reduced compared to before. This remaining diﬀerence might be linked
to diﬀerent eﬀects of the geometry description in data and simulation. However,
neither various additional selection criteria nor further reweighting procedures do
change the distributions signiﬁcantly. Thus, no reason for the observed remaining
diﬀerence has been found so far.
Therefore, the remaining diﬀerences between data and simulation are taken into
account by assigning a systematic error. A clear link to detector eﬀects could not be
established.
Chapter 7
Additional resonances
Science never solves a problem without creating ten
more.
George Bernard Shaw (1856-1950)
Several systematic uncertainties have to be considered for this analysis. They are
discussed in detail in the next chapter. In this chapter a source for one speciﬁc
systematic error is presented, namely the eﬀect of additional K+pi− resonances
on the ﬁt results. After a motivation why this eﬀect is studied, it is shown which
resonances have to be taken into account. The systematic uncertainty arising from
neglecting these resonances is estimated using pseudo-experiments.
7.1 Distribution of the S-wave fractions
As detailed in Ch. 4, the S-wave fractions are determined in four diﬀerent bins of
the K+pi− mass. The results of the nominal ﬁt are summarised in Table 4.8. For
) [MeV]-pi+m(K
850 900 950
S-
w
av
e 
ca
nd
id
at
es
0
200
400
600
800
1000
1200
1400
) [MeV]-pi+m(K
850 900 950
S-
w
av
e 
ca
nd
id
at
es
0
200
400
600
800
1000
1200
1400
Figure 7.1: S-wave yield in the four K+pi− mass bins, indicating the
statistical error only. A zeroth and ﬁrst order polynomial is ﬁtted to the
data points, respectively.
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the purpose of this chapter, these fractions are converted into an S-wave yield by
multiplying the ﬁtted S-wave fraction by the number of signal candidates in that bin.
Assuming only a non-resonant contribution, the S-wave yield is expected to follow a
ﬂat or linear rising distribution. Figure 7.1, however, shows that this is not the case.
Instead a clear increase in the inner bins is visible. Note that only the statistical
error is indicated. The two ﬁt curves are discussed later in this section.
The diﬀerential decay rate shown in Eq. 1.22 does not explicitly depend on the
K+pi− invariant mass although the S-wave amplitude varies with it. To take into ac-
count this mass dependency, the nominal ﬁt is performed in four bins of m(K+pi−)
and the coupling factors between the S-wave and P-wave contributions are used in
the ﬁt. As will be seen in the next chapter, the impact of these factors on the physics
parameters is small as they are close to 1 (see Table 1.4). However, an explicit model
of the full K+pi− mass spectrum is not assumed for this analysis. Furthermore, only
contributions from theK∗(892) P-wave (here, the 0 is dropped for allK∗ resonances)
and the non-resonant S-wave component are taken into account by modelling the
angular distributions, neglecting additional K+pi− resonances, e.g. D-wave states,
corresponding to a total spin of J = 2 that might be present in the selected mass
range (826 to 966 MeV). Although these resonances have a much higher mass than
the K∗(892) and their amplitude squared is small in the selected K+pi− mass range,
interference eﬀects can have a large impact. This is especially the case for the D-
wave resonance K∗2(1430)[76] as it is the only signiﬁcant contribution with J > 1.
Possible explanations of the observed peaking structure are detailed in the following.
To quantify the deviation of the distribution in Fig. 7.1 from the naïve expectation a
zeroth and ﬁrst order polynomial has been ﬁtted to the data points. The ﬁt quality,
χ2/nDoF, is 25/3 and 21/2, respectively. These are signiﬁcant deviations from the
expectations and cannot be easily explained by a statistical eﬀect although a down-
wards ﬂuctuation by two standard deviations of the two inner data points would
result in a ﬂat distribution. The most obvious explanation for the peaking structure
is another background component in data that is not ﬂat in the K+pi− mass. How-
ever, as the background has been investigated in great detail in Ch. 5 and no source
has been identiﬁed, this is ruled out.
Figure 7.1 only includes the statistical error. In the next chapter, the diﬀerent system-
atic uncertainties will be determined, also for the S-wave parameters in each bin. As
possible correlations between the four bins and between the amplitude and the cor-
responding phase are not taken into account in the systematic error determination,
they are rather conservatively estimated. Consequently, only the statistical errors
are indicated here. While including also the systematic uncertainties would improve
the compatibility with a straight line, the peaking structure would, of course, not
vanish.
As the angular acceptance is assumed to be independent of the K+pi− invariant
mass, the analysis has been performed using a single histogram to describe the
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Parameter Default results Four acceptance histogram
R‖ 0.227± 0.004 0.229± 0.004
R⊥ 0.201± 0.004 0.204± 0.004
δ‖ −2.94± 0.02 −2.98± 0.02
δ⊥ 2.94± 0.02 2.92± 0.02
F
(1)
S 0.115± 0.007 0.106± 0.007
δ
(1)
S 3.09± 0.10 3.08± 0.10
F
(2)
S 0.049± 0.004 0.036± 0.004
δ
(2)
S 2.66± 0.06 2.58± 0.06
F
(3)
S 0.052± 0.006 0.045± 0.006
δ
(3)
S 1.94± 0.03 1.77± 0.03
F
(4)
S 0.105± 0.014 0.106± 0.014
δ
(4)
S 1.53± 0.03 1.36± 0.03
Table 7.1: Fit results for one and four acceptance histograms. Only the
statistical error is indicated.
angular acceptance. However, an investigation is needed to verify this assumption.
The results with one and four acceptance histograms are compared in Table 7.1. The
corresponding yield plot can be seen in Fig. 7.2, indicating statistical errors only.
At a ﬁrst glance, the diﬀerence between the two sets of ﬁt results and the two yield
distributions is large and the corresponding yield plot shows a diﬀerent structure.
However, several issues have to be taken into account. Firstly, except for the S-wave
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Figure 7.2: The S-wave yield is shown for the case of four diﬀerent
acceptance histograms, depending on the K+pi− mass bin.
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phase in the third and fourth bin the results are compatible within two standard
deviations. Secondly, it has to be noted that the four acceptance histograms have
been obtained using a statistically limited simulated event sample. The ﬁrst bin
for example has only approximately one tenth of the total number of candidates.
This largely increases the statistical uncertainty of the acceptance and consequently
the systematic error due to the limited statistics of the simulated sample. Finally,
compared to the nominal yield plot with only one acceptance histogram, only the
S-wave yield in the second bin is lower by approximately one standard deviation.
As the diﬀerence between the two approaches is likely to be of a statistical nature,
only one acceptance histogram is used for the default analysis because it reduces
the statistical error of the acceptance compared to using four histograms. The cor-
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Figure 7.3: Projection plots of the transversity angle cosψ in the four
mass bins (points with statistical error bars). The plots show the P-wave
parity-even (dotted blue) and parity-odd (dashed blue) components, the
pure S-wave (purple) contribution without interference terms and the total
signal component (solid blue).
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responding acceptance factors for one histogram are listed in Table 4.1.
As a further crosscheck the ﬁt projection plots showing the P- and S-wave com-
ponents for the four mass bins have been investigated. The most interesting plots
because directly related to the S-wave contribution are the projections onto cosψ
(this angle describes the K+pi− system) that can be seen in Fig. 7.3. The total ﬁtted
projections agree well with the data points. In addition, the P-wave shape is con-
stant over the four bins. This is expected as the P-wave amplitudes are deﬁned with
respect to the total P-wave fraction. However, the P-even contribution is above the
data points in the ﬁrst and second bin for large positive values of cosψ. This is
the case because interference terms between P- and S-wave lead to a smaller total
amplitude. These interference terms can be negative depending on cosψ. The in-
terference eﬀect decreases with rising K+pi− mass. In a qualitative approach this
can be understood in the following way: Integrating over θ and ϕ to calculate the
projection onto cosψ yields for the tenth term in Table 1.3
h10 · f10 ∝ −|A0||AS| cos(δS) · cosψ. (7.1)
This is by far the largest contribution to the interference between S-wave and P-wave
because |A0| is the largest amplitude and the term above has to be weighted with the
corresponding acceptance factor ξ10 = −0.2292. The weights ξ8 and ξ9 are almost
negligible. Keeping in mind that the average cos(δS) is negative, the term above
is negative for cosψ larger than zero and positive for values smaller than zero. In
addition, the quantity cos(δS) is close to −1 in the ﬁrst K+pi− mass bin and approx-
imately 0 in the last bin. This dependence explains that the eﬀect of the interference
decreases from bin to bin. This behaviour in addition to the fact that the acceptance
in cosψ decreases steeply towards large positive values has prompted the concern
that this region might be badly treated in the ﬁt. To rule out that this region is
responsible for the observed S-wave yield shape, the ﬁt has been repeated for values
of cosψ < 0.8 but this does not signiﬁcantly change the shape of the S-wave yield.
Hence, this is not the reason for the peaking structure.
In summary, several tests have been performed trying to explain the peaking struc-
ture in the distribution of the S-wave yield. None of these cross-checks have
prompted an explanation. Another possibility left are further K+pi− resonances
that are not taken into account by the ﬁtting procedure. This is discussed in more
detail in the following section.
7.2 Eﬀect of other resonances
In the context of the analysis of B
0 → ψ(2S)K−pi+ decays, possible K+pi− reso-
nances in the relevant mass range for B0 → J/ψK+pi− decays are discussed in [76].
In addition to the K∗(892) contribution, several resonances are known to decay to a
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kaon and a pion. The lightest resonance is the κ(800) which centers at around 680
MeV and has a very broad width of approximately 550 MeV, thus leaking into the
selected K+pi− mass range of this analysis. Considering that the particle is in an
S-wave state (total spin J = 0), it might mimic a non-resonant Kpi contribution and
aﬀect the measured S-wave fractions. Another S-wave component, the K∗0(1430)
meson, has a mass of approximately 1425 MeV and a width of roughly 300 MeV. A
particle with similar properties but a total spin of 1 (P-wave), the K∗(1410), has also
to be considered in the relevant mass range. Of particular interest is the D-wave state
K∗2(1430). It has a relatively narrow width of roughly 100 MeV but can interfere
with the P-wave. These interferences might have a high impact on the physics pa-
rameters determined in the ﬁt. Furthermore, there is a P-wave state with a very large
width of approximately 300 MeV, the K∗(1680) meson. Moreover, three resonances
with a width of approximately 200 MeV are present although their eﬀect on the ob-
servables is expected to be small due to their high masses: an S-wave resonance, the
K∗0(1950), an F-wave state (J = 3), the K
∗
3(1780), and the K
∗
4(2045) meson, a G-
wave resonance (J = 4). The kinematic limit for B0 → J/ψK+pi− decays is at 2183
MeV, thus heavier resonances do not have to be considered. A summary including
the measured fractions of the resonant contributions can be found in Table 7.2.
The diﬀerent contributions and the full mass distribution from data are viusalised
in Fig. 7.4. It can be seen that in the mass range selected for this analysis (826 to 966
Resonance Spin state Mass [MeV] Width [MeV] BR [%] Fraction [76]
κ(800) S-wave 682± 29 547± 24 ∼ 100 0.032± 0.004
K∗(892) P-wave 895.9± 0.2 48.7± 0.7 ∼ 100 0.676± 0.004
K∗(1410) P-wave 1414± 15 232± 21 6.6± 1.3 0.003± 0.001
K∗0(1430) S-wave 1425± 50 270± 80 93± 10 0.097± 0.005
K∗2(1430) D-wave 1432± 1 109± 5 49.9± 1.2 0.082± 0.002
K∗(1680) P-wave 1717± 27 322± 110 38.7± 2.5 0.008± 0.001
K∗3(1780) F-wave 1776± 7 159± 21 18.8± 1.0 0.006± 0.001
K∗0(1950) S-wave 1945± 22 201± 78 52± 14 0.008± 0.001
K∗4(2045) G-wave 2045± 9 198± 30 9.9± 1.2 0.004± 0.001
non-resonant S-wave 0.021± 0.003
Total S-wave S-wave 0.195± 0.011
Table 7.2: Summary of the resonances present in the selected K+pi− mass
range [5, 76]. Note that the existence of the κ(800) is still disputed. BR
denotes the branching fraction for the decay of the resonance to a kaon and
a pion. The last column shows the ﬁtted fractions from [76] in the K+pi−
mass range up to 2183 MeV. The important components are in bold.
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Figure 7.4: The plot shows the projection of the data distribution of
B0 → J/ψK+pi− candidates (black points) onto the m(K+pi−)2 axis as
well as the ﬁtted resonant and non-resonant contributions: The S-wave
components are shown in magenta (the sum in purple), the P-wave com-
ponents in orange (note the dominant peak from the K∗(892) resonance),
the D-wave contribution in green, the F-wave distribution in blue and the
G-wave contribution in cyan. The sum of all ﬁtted contributions is visu-
alised in red. Note that the x-axis is quadratic and the y-axis logarithmic.
More details are given in the text. Figure courtesy of T. Skwarnicki [76].
MeV) the K∗(892) resonance is the dominant contribution (orange peaking struc-
ture), followed by various S-wave components (magenta, total distribution in purple).
The fractions quoted in Table 7.2 and the mass plot have been obtained from a ﬁt
to data recorded by the LHCb detector in 2011, as documented in [76]. This is done
by using a so-called amplitude ﬁt where the total decay amplitude is obtained by
summing over all terms that represent the individual K+pi− resonances. For the de-
cay amplitudes the helicity framework (see Subsec. 1.4.2) is used. To each resonance
a set of complex decay amplitudes can be associated. For spinless resonances, only
one helicity amplitude has to be considered, for all other contributions there are
three complex amplitudes. The decay matrix element does then depend on the am-
plitudes, the shape of the resonance and implicitly the momenta of the ﬁnal states
particles. Interference eﬀects are taken into account by summing over the diﬀerent
resonances linearly and then calculating the magnitude of the total decay amplitude.
The K+pi− mass dependence is mainly described by a Breit-Wigner distribution. In
the ﬁt the masses and widths of the resonances are generally ﬁxed to the world aver-
age values. In a simpliﬁed approach the decay matrix element can be schematically
written in the formM = ∑λ ∣∣∣∑k Ak,λ Rk dJkλ ∣∣∣2, where k indicates the resonance,
λ is the helicity of the J/ψ (and the K∗), A the complex helicity amplitude, R the
104 Chapter 7. Additional resonances
m(K+pi−) [MeV] candidates, S- and P-wave candidates, additional resonances
826− 861 26 406 23 957
861− 896 105 287 96 285
896− 931 100 288 90 495
931− 966 32 429 29 429
Table 7.3: Selected candidates in the four mass bins for both sets of
pseudo-experiments.
shape of the resonance and dJkλ depends mainly on the spin of the resonance Jk.
Note that this formula only serves as an illustration and does not show the full form
of the decay matrix element used in the ﬁt. Both the fractions and mass shapes of
the individual contributions shown here do not include interference eﬀects, whereas
the total contribution does. Hence, the individual contributions do not need to add
up to the full distribution.
This model, also called isobar model, is then used to generate two sets of pseudo-
experiments, each containing 400 000 B0 → J/ψK+pi− events in the full mass
Parameter S- and P-wave Including other resonances Diﬀerence
R‖ 0.21947± 0.00185 0.22485± 0.00195 0.005
R⊥ 0.21739± 0.00187 0.21345± 0.00198 0.004
δ‖ −2.9335± 0.0122 −2.9320± 0.0124 0.00
δ⊥ 2.9687± 0.0086 2.9773± 0.0090 0.01
F
(1)
S 0.10857± 0.00347 0.09254± 0.00317 0.016
δ
(1)
S 3.3852± 0.0418 3.3236± 0.0539 0.06
F
(2)
S 0.02940± 0.00108 0.02695± 0.00115 0.002
δ
(2)
S 2.8606± 0.0432 2.8358± 0.0487 0.02
F
(3)
S 0.03536± 0.00263 0.04113± 0.00299 0.006
δ
(3)
S 1.8247± 0.0150 1.8475± 0.0151 0.02
F
(4)
S 0.12290± 0.00730 0.12291± 0.00777 0.000
δ
(4)
S 1.4319± 0.0126 1.5115± 0.0127 0.08
Table 7.4: Fit results using two sets of pseudo-experiments, one contain-
ing only the P- and S-wave contributions, the other also including other
resonances. Errors larger than half of the statistical uncertainty are high-
lighted in red.
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(a) Only the P- and S-wave contributions
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(b) Including additional resonances
Figure 7.5: The S-wave yield is shown for two sets of pseudo-experiments,
containing (a) only the P- and S-wave contributions and (b) also other
resonances. Only the statistical errors are indicated.
range of Fig. 7.4, i.e. up to 2183 MeV [76] (note that in the ﬁgure the mass squared
is shown on the x-axis). Both samples contain the four-momenta of the ﬁnal state
particles, from which the transversity angles and the masses of the B0, the J/ψ and
the K∗(892) meson can be calculated. The maximum likelihood ﬁt described in
Ch. 4 is then performed, not including eﬃciency and resolution eﬀects. One of these
samples considers only the S- and P-wave contributions (i.e. J = 0, 1), the other one
all components listed in Table 7.2. The comparison of the two ﬁt results for the two
diﬀerent samples allows to study the eﬀect of higher spin resonances on the physics
parameters.
The only prominent contribution with a spin J larger than 1 is the K∗2(1430) res-
onance which is a J = 2 state. Thus, this is the main diﬀerence between the two
samples of pseudo-experiments. In the maximum-likelihood ﬁt the angular distribu-
tions of the P- and S-wave components are accounted for, whereas states of higher
spin are neglected. Figure 7.4 indicates that the D-wave contribution is small in the
narrow region considered in this analysis. This, however, is only true for the squared
amplitudes alone but not necessarily true for the interference with the K∗(892). As
this resonance is so prominent, a large enhancement is possible. The impact of this
eﬀect on the polarisation amplitudes can be studied by the two samples.
The number of candidates selected in each K+pi− mass bin is listed in Table 7.3.
The results from the ﬁts to the two pseudo-experiments are summarised in Table 7.4.
It can be seen immediately that there are large discrepancies between the two sets
of results, the largest diﬀerence being observed for F (1)S . The corresponding S-wave
yield plots are shown in Fig. 7.5. The plot for which only P- and S-wave contributions
are considered shows the naïvely expected shape of the S-wave yield, i.e. a rising
line. When including all other resonances, however, the plot changes. It is clearly
visible that the S-wave yield in the third K+pi− mass bin moves upwards, indicating
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a peaking structure. The diﬀerence between the two yield distributions can also be
attributed to a statistical eﬀect if one considers the third bin an upward ﬂuctuation.
On the contrary, the results summarised in Table 7.4 show that including other res-
onances can also aﬀect the P-wave parameters by a signiﬁcant amount. Thus, the
full diﬀerence observed between the two sets of pseudo-experiments is taken as a
systematic uncertainty. This additional source of systematic errors is dominant only
for some of the S-wave parameters. The total systematic uncertainty of the P-wave
parameters is almost unchanged. All systematic eﬀects are discussed in Ch. 8.
7.3 Summary
In this chapter the eﬀect of additional K+pi− resonances other than the K∗(892) in
the decay B0 → J/ψK+pi− on the physics parameters has been investigated. The
study has been triggered by the distribution of the S-wave yield in the four K+pi−
mass bins. In principle, one would expect a ﬂat or linearly rising behaviour. How-
ever, a peaking structure is observed. The most obvious explanation would be addi-
tional background components that have not been accounted for in the ﬁtting pro-
cedure. Therefore, numerous background sources, like the misreconstructed back-
ground component and contributions from other decay channels (e.g. B0s → J/ψη′,
B0s → J/ψφ), have been re-investigated but no evidence has been found that would
explain the observed yield distribution. Using separate acceptance histograms for
each bin does change the S-wave yields, these eﬀects, however, can be explained
by statistical eﬀects. Critical regions for large positive values of cosψ have been
excluded from the ﬁt but no signiﬁcant deviations have been found.
Furthermore, additional K+pi− resonances have been investigated. The PDF used
in the ﬁt does only include the angular distributions of the P- and S-wave contri-
butions and it does not make any explicit assumption on the mass shape of these
components (except in the determination of the coupling factors between S-wave
and P-wave). Several other K∗ resonances can aﬀect the measurement of the po-
larisation amplitudes. Of particular interest is the D-wave state K∗2(1430). D-waves
(J = 2) are not considered in the ﬁtting procedure and can have an eﬀect on the
observables due to interference with P-wave states. Using pseudo-experiments it has
been shown that such eﬀects can modify the shape of the S-wave yield distribution
and the extraction of the P-wave observables. Consequently, a systematic error has
been assigned to account for this behaviour. This, of course, is a very conservative
approach because the shape of the S-wave yield could also be explained by a statis-
tical ﬂuctuation.
Future analyses have to take into account these resonances explicitly. One way would
be to include D-wave terms into the PDF. Another approach would be to take into
account the dependency on the K+pi− mass explicitly, considering all resonant and
non-resonant contributions. The problem of this method is that theoretically no full
description is currently available.
Chapter 8
Systematic uncertainties
Errors are not in the art but in the artiﬁcers.
Sir Isaac Newton (1642-1727)
This chapter is dedicated to the study of sources for systematic uncertainties. In
previous chapters, the most important contributions have already been mentioned.
These are the background treatment, the misreconstructed background component
and the diﬀerences between data and simulation. In addition, the uncertainty of the
B0 mass model, the statistical error on the acceptance, the coupling between S- and
P-wave and further K+pi− resonances are taken into account. Further resonances
have been investigated in the previous chapter. Here, the corresponding systematic
errors are again listed in comparison with the other uncertainties. In general, the
tables in this chapter contain two sets of ﬁt results. These are the default results and
the numbers obtained when changing the ﬁt model to obtain the systematic error.
The full diﬀerence between the two sets is taken as systematic uncertainty that is
listed in the last column of the table. The number is highlighted in red if it is larger
than half of the statistical error. The default ﬁt is the sFit as detailed in Ch. 4 and
its results are summarised in Table 4.8. It uses the sum of two Gaussian functions
as mass parametrisation, does not include misreconstructed background and takes
into account the acceptance factors from Table 4.1.
8.1 Mass model
In the default ﬁt, an initial mass ﬁt is performed in each K+pi− mass bin, assuming
that the B0 mass distribution can be described by the sum of two Gaussian func-
tions. Subsequently, signal weights are calculated to separate signal and background,
followed by a maximum likelihood ﬁt to the remaining signal candidates to extract
the physics parameters. Therefore, the correct choice of the mass model is essential
for the determination of the observables. To estimate the eﬀect of a diﬀerent mass
model on the ﬁt results, a single Gaussian function is used instead to describe the
invariant mass distribution of the B0 meson. In Table 8.1 the nominal results are
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Parameter Default result (sFit) sFit with altern. mass model Abs. Diﬀerence
R‖ 0.22747± 0.00387 0.22795± 0.00393 0.000
R⊥ 0.20117± 0.00387 0.20024± 0.00393 0.001
δ‖ −2.9372± 0.0240 −2.9343± 0.0240 0.00
δ⊥ 2.9428± 0.0180 2.9402± 0.0183 0.00
F
(1)
S 0.11529± 0.00675 0.11997± 0.00714 0.005
δ
(1)
S 3.0930± 0.1010 3.0830± 0.1040 0.01
F
(2)
S 0.04945± 0.00398 0.05102± 0.00414 0.001
δ
(2)
S 2.6566± 0.0617 2.6468± 0.0613 0.01
F
(3)
S 0.05171± 0.00631 0.05509± 0.00667 0.003
δ
(3)
S 1.9397± 0.0301 1.9465± 0.0296 0.01
F
(4)
S 0.10530± 0.01410 0.10930± 0.01440 0.004
δ
(4)
S 1.5254± 0.0287 1.5318± 0.0284 0.01
Table 8.1: Fit results of the nominal ﬁt (sum of two Gaussian functions)
compared to those using only a single Gaussian function to model the B0
mass, showing statistical errors only. Using a Crystal Ball function gives
equivalent results.
compared with those using the alternative mass model. The diﬀerences are rather
small. They are negligible for the P-wave amplitudes, the largest eﬀect can be ob-
served for F (1)S . The full diﬀerence quoted in the table is taken as systematic error.
Equivalent results have been obtained using a Crystal Ball function [64] to model the
B0 mass. In conclusion, the physics parameters do not depend on the mass model
to a large extent.
8.2 Background treatment
The two ﬁtting techniques, the classical ﬁt using an explicit background model and
the sFit, where the background is separated before the extraction of the physics
parameters, are used to estimate the systematic uncertainty from the background
treatment. The diﬀerence between the cFit and sFit results is taken as systematic
error. This also serves as a test how accurately the sFit method can separate signal
from background. The corresponding results are summarised in Table 8.2. Again,
the diﬀerences are rather small, showing that both ﬁt methods are fully compatible.
Note in particular that the statistical errors are in good agreement. The largest eﬀect
is observed for R‖ and δ
(4)
S .
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Parameter Default result (sFit) cFit result Abs. Diﬀerence
R‖ 0.22747± 0.00387 0.22925± 0.00401 0.002
R⊥ 0.20117± 0.00387 0.20003± 0.00400 0.001
δ‖ −2.9372± 0.0240 −2.9399± 0.0246 0.00
δ⊥ 2.9428± 0.0180 2.9383± 0.0186 0.00
F
(1)
S 0.11529± 0.00675 0.11234± 0.00725 0.003
δ
(1)
S 3.0930± 0.1010 3.1310± 0.1070 0.04
F
(2)
S 0.04945± 0.00398 0.04822± 0.00398 0.001
δ
(2)
S 2.6566± 0.0617 2.6578± 0.0633 0.00
F
(3)
S 0.05171± 0.00631 0.05143± 0.00645 0.000
δ
(3)
S 1.9397± 0.0301 1.9358± 0.0307 0.01
F
(4)
S 0.10530± 0.01410 0.10230± 0.01450 0.003
δ
(4)
S 1.5254± 0.0287 1.5032± 0.0307 0.02
Table 8.2: Fit results of the default ﬁt (sFit) compared to those of the
cFit.
8.3 Misresonstructed background
In Ch. 5 it has been shown that the only background component that has to be
taken into account in the ﬁt is the contribution from misreconstructed background
(in most of the cases wrongly reconstructed pions). Furthermore, it has been ex-
plained how the additional background component can be included in the PDF
by using simulated events. The mass distribution of this background component
is modelled by the sum of two Gaussian functions plus and exponential function.
As the implementation is technically easier in the cFit framework than using the
sFit technique, the diﬀerence between the cFit results with and without the mis-
reconstructed background is taken as systematic uncertainty. The projection plot
of the B0 mass distribution can be seen in Fig. 8.1. It shows the one-dimensional
projection of the ﬁtted signal (blue), ﬂat background (red) and misreconstructed
background (green) PDF. The sum of these functions (black) is in agreement with
the data points. The misreconstructed component can be clearly identiﬁed as the
small peaking contribution.
In Table 8.3 the nominal cFit results are compared with those including the mis-
reconstructed background. Taking into account this component has a large impact
on the physics parameters, especially on the S-wave values. The S-wave fractions
increase signiﬁcantly, the largest rise can be observed for F (1)S . The fraction of this
background is ﬁxed to 3.5%, corresponding to the number observed on simulated
events. Alternatively, the fraction has been increased to 5%. The results remain
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Figure 8.1: Mass projection plot corresponding to the cFit including the
misreconstructed background component. It shows the data points (with
statistical error bars), the signal component (blue), the ﬂat background
component (red), the misreconstructed background (green) and the sum of
all components (black). The plot corresponds to an average distribution
over the four K+pi− mass bins.
unchanged as well as when using only misreconstructed background candidates to
model this background shape where the angular distributions are diﬀerent from the
signal distributions. Note that only 40% of the misreconstructed background events
have angular distributions signiﬁcantly diﬀerent from those for signal candidates.
It can be debated whether the ﬁt including the misreconstructed background should
be taken as default. This strategy is not chosen so that the PDF is as simple as
possible. The treatment of this background component would have to be included
as a systematic uncertainty (although possibly smaller) in any case. Furthermore,
this systematic error is not the dominant contribution to the total uncertainty.
This systematic error is obtained using the cFit technique as it is simpler to include
an additional background component than in the sFit which is performed on a back-
ground subtracted sample and where the angular distributions of the background
are not modelled explicitly.
8.4 Angular acceptance
In Ch. 6 the kinematic distributions of data and simulation have been compared
and discrepancies have been discussed. To decrease the large discrepancy in the
pion momentum spectrum an iterative method has been presented which eﬀectively
introduces an S-wave component to the simulated event sample. The remaining
diﬀerences cannot be fully explained and are taken into account by a systematic
uncertainty. The diﬀerence between the ﬁt results before the iterative procedure and
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Parameter cFit result cFit result with misrec. bkg. Abs. Diﬀerence
R‖ 0.22925± 0.00401 0.23108± 0.00415 0.002
R⊥ 0.20003± 0.00400 0.20020± 0.00414 0.000
δ‖ −2.9399± 0.0246 −2.9388± 0.0251 0.00
δ⊥ 2.9383± 0.0186 2.9329± 0.0192 0.00
F
(1)
S 0.11234± 0.00725 0.11850± 0.00775 0.006
δ
(1)
S 3.1310± 0.1070 3.1260± 0.1070 0.01
F
(2)
S 0.04822± 0.00398 0.05035± 0.00420 0.002
δ
(2)
S 2.6578± 0.0633 2.6560± 0.0635 0.00
F
(3)
S 0.05143± 0.00645 0.05427± 0.00680 0.003
δ
(3)
S 1.9358± 0.0307 1.9292± 0.0305 0.01
F
(4)
S 0.10230± 0.01450 0.10630± 0.01510 0.004
δ
(4)
S 1.5032± 0.0307 1.4910± 0.0314 0.01
Table 8.3: Fit results of the cFit compared to those of the cFit including
the misreconstructed background.
after the ﬁnal step is taken as systematic error. The corresponding ﬁt results can be
seen in Table 8.4.
The diﬀerence between the two sets of results is large. It is the dominant systematic
uncertainty for the P-wave and most of the S-wave parameters. Future analyses,
taking into account more data, will have to ﬁnd a strategy how to further reduce
and fully explain the diﬀerence in the pion momentum between data and simula-
tion. Several options would be available: The simulation could be tuned to better
describe the observed kinematic distributions and underlying physics processes. A
ﬁrst step on this path would be the generation of simulated events including an
S-wave contribution. Although this would not solve the observed discrepancy per
se, the iterative acceptance determination could be avoided. Certainly the best way
would be to ﬁnd an acceptance description that does not rely on simulated events
but on data only. So far, however, no solution has been found.
8.5 Statistical uncertainty of acceptance correction
The angular acceptance is determined from simulated events. Due to the ﬁnite size
of the sample, the statistical errors of the acceptance histogram have to be taken
into account as a systematic uncertainty of the physics parameters as they are not
included in the ﬁt procedure. To estimate this eﬀect, 50 pseudo-experiments have
been performed and ﬁtted for while varying the acceptance histogram randomly
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Parameter Default result (sFit) sFit before iter. procedure Abs. Diﬀerence
R‖ 0.22747± 0.00387 0.23616± 0.00395 0.009
R⊥ 0.20117± 0.00387 0.20852± 0.00394 0.007
δ‖ −2.9372± 0.0240 −2.9648± 0.0241 0.03
δ⊥ 2.9428± 0.0180 2.9298± 0.0184 0.01
F
(1)
S 0.11529± 0.00675 0.10844± 0.00675 0.007
δ
(1)
S 3.0930± 0.1010 3.0860± 0.1130 0.01
F
(2)
S 0.04945± 0.00398 0.04523± 0.00419 0.004
δ
(2)
S 2.6566± 0.0617 2.6041± 0.0658 0.05
F
(3)
S 0.05171± 0.00631 0.05164± 0.00662 0.000
δ
(3)
S 1.9397± 0.0301 1.8625± 0.0280 0.08
F
(4)
S 0.10530± 0.01410 0.10790± 0.01450 0.003
δ
(4)
S 1.5254± 0.0287 1.4698± 0.0293 0.05
Table 8.4: Fit results of the nominal sFit compared to those before the
iterative acceptance determination.
within its statistical error. The ﬁt settings have been the same as for the pseudo-
experiments detailed in Sec. 4.4. The distributions of the physics parameters agree
with a Gaussian shape as expected and the width of these distributions is taken as
systematic error. The corresponding numbers are listed in Table 8.5.
The eﬀect is small compared to the statistical error of the physics parameters. For
the S-wave parameters the widths are larger than for the P-wave parameters. A
full explanation has not been found, one reason, however, could be that the S-wave
fractions and phases are determined in separate bins of the K+pi− mass with a
reduced number of signal candidates which might increase the ﬂuctuations.
8.6 Coupling between S- and P-wave
In Subsec. 1.4.4 it has been explained that to account for the K+pi− mass depen-
dence of the polarisation amplitudes correction factors, CSP, are calculated in four
mass bins that eﬀectively describe the coupling between S-wave and P-wave. This
procedure is model dependent. In this case here, a Breit-Wigner function is used to
describe the P-wave line-shape, for the S-wave a ﬂat model has been chosen. In prin-
ciple, the systematic uncertainties could be estimated by changing the assumption
for the line-shapes. However, as the CSP factors are close to unity, an alternative,
more conservative, approach is used and the full ﬁt is repeated neglecting the cou-
pling between S-wave and P-wave and the diﬀerence to the nominal ﬁt is assigned
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Parameter Spread of ﬁt results
R‖ 0.001
R⊥ 0.001
δ‖ 0.01
δ⊥ 0.01
F
(1)
S 0.003
δ
(1)
S 0.04
F
(2)
S 0.002
δ
(2)
S 0.03
F
(3)
S 0.002
δ
(3)
S 0.03
F
(4)
S 0.003
δ
(4)
S 0.04
Table 8.5: Systematic errors due to the statistical uncertainty of the an-
gular acceptance histogram.
as systematic error. The two sets of ﬁt results and the diﬀerence between them can
be found in Table 8.6.
The eﬀect on the P-wave parameters and the S-wave phases is negligible. To the con-
trary, it is one of the dominant contributions to the S-wave fractions of the second
and third bin. This can be understood as the CSP factors in these two mass ranges
are further away from 1 than in the outer bins. However, these uncertainties are
smaller or approximately equal to the statistical errors. It is expected that changing
the model of the line-shape instead of neglecting the coupling factors entirely would
not signiﬁcantly decrease the systematic eﬀect.
8.7 Summary
In Table 8.7 all contributions to the systematic errors are summarised and compared
to the statistical error of the default maximum likelihood sFit. The results will be
discussed in detail in Ch. 9. Note that the coupling between S-wave and P-wave does
not aﬀect the P-wave results, hence this contribution is only listed for the S-wave pa-
rameters. The eﬀect of furtherK+pi− resonances has been addressed in the previous
chapter, the numbers are listed here to be compared to the other uncertainties. The
total systematic error is the quadratic sum of all single contributions.
Most of the parameters are systematically limited, only for δ(1)S and F
(4)
S the statisti-
cal error is larger than the systematic uncertainty. The following statements can be
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Parameter Default result (sFit) sFit neglecting CSP factors Abs. Diﬀerence
R‖ 0.22747± 0.00387 0.22729± 0.00385 0.000
R⊥ 0.20117± 0.00387 0.20165± 0.00384 0.000
δ‖ −2.9372± 0.0240 −2.9396± 0.0239 0.00
δ⊥ 2.9428± 0.0180 2.9438± 0.0180 0.00
F
(1)
S 0.11529± 0.00675 0.11137± 0.00651 0.003
δ
(1)
S 3.0930± 0.1010 3.0930± 0.1010 0.00
F
(2)
S 0.04945± 0.00398 0.04465± 0.00366 0.005
δ
(2)
S 2.6566± 0.0617 2.6480± 0.0622 0.01
F
(3)
S 0.05171± 0.00631 0.04717± 0.00591 0.005
δ
(3)
S 1.9397± 0.0301 1.9359± 0.0301 0.00
F
(4)
S 0.10530± 0.01410 0.10300± 0.01390 0.002
δ
(4)
S 1.5254± 0.0287 1.5255± 0.0285 0.00
Table 8.6: Fit results of the default sFit compared to those neglecting the
coupling between S-wave and P-wave.
made using the results in Table 8.7 (dominant contributions highlighted in red):
• The P-wave amplitudes are clearly systematically limited, by a factor of 2 to
3 compared to the statistical error. The largest systematic contribution has
its origin in the diﬀerences between data and simulation. All other sources
are almost negligible in the quadratic sum. In consequence, future analyses
have to focus on reducing the discrepancy in the pion momentum and other
kinematic quantities to an even larger extent.
• For the P-wave phases both the statistical and the systematic errors are ap-
proximately equal. The largest contribution here originates as well from the
angular acceptance determination.
• The S-wave parameters show a very diﬀerent behaviour in the four K+pi−
mass bins. For the amplitudes one can observe a decreasing weight of the
systematic error compared to the statistical uncertainty. In the ﬁrst bin the
systematic error is almost three times as large as the statistical uncertainty,
whereas in the last bin it amounts to only approximately 60%. For the S-wave
phases, however, the trend is opposite. While in the ﬁrst bin the systematic un-
certainty is smaller than the statistical, in the last bin it is almost four times as
large. This behaviour, especially the very large systematic uncertainty on F (1)S ,
is not fully understood. In this context, it should be noted that the contribution
from other resonances largely varies from bin to bin. Thus, subsequent anal-
8.7. Summary 115
Source R⊥ R⊥ δ‖ δ⊥
Mass model 0.000 0.001 0.00 0.00
Background treatment 0.002 0.001 0.00 0.00
Misreconstructed background 0.002 0.000 0.00 0.01
Angular acceptance 0.009 0.007 0.03 0.01
Statistical uncertainty on acceptance 0.001 0.001 0.01 0.01
Other resonances 0.005 0.004 0.00 0.01
Total systematic uncertainty 0.011 0.008 0.03 0.02
Statistical uncertainty 0.004 0.004 0.02 0.02
F
(1)
S δ
(1)
S F
(2)
S δ
(2)
S
Mass model 0.005 0.01 0.001 0.01
Background treatment 0.003 0.04 0.001 0.00
Misreconstructed background 0.006 0.01 0.002 0.00
Angular acceptance 0.007 0.01 0.004 0.05
Statistical uncertainty on acceptance 0.003 0.04 0.002 0.03
CSP factors 0.004 0.00 0.005 0.01
Other resonances 0.016 0.06 0.002 0.02
Total systematic uncertainty 0.020 0.08 0.007 0.06
Statistical uncertainty 0.007 0.10 0.004 0.06
F
(3)
S δ
(3)
S F
(4)
S δ
(4)
S
Mass model 0.003 0.01 0.004 0.01
Background treatment 0.000 0.00 0.003 0.02
Misreconstructed background 0.003 0.01 0.004 0.01
Angular acceptance 0.000 0.08 0.003 0.05
Statistical uncertainty on acceptance 0.002 0.03 0.003 0.04
CSP factors 0.005 0.00 0.002 0.00
Other resonances 0.006 0.02 0.000 0.08
Total systematic uncertainty 0.009 0.09 0.008 0.11
Statistical uncertainty 0.006 0.03 0.014 0.03
Table 8.7: Summary of all contributions to the systematic uncertainty
compared to the statistical error for the default sFit. The contribution from
the CSP factors is negligible for the P-wave parameters. The dominant
sources are highlighted in red.
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yses have to focus on investigating these resonances in more detail. Another
point is the eﬀect of the interference between P- and S-wave that decreases
from bin to bin, i.e. the statistical handle on the S-wave parameters changes.
• Furthermore, the dominant source is diﬀerent from bin to bin and also between
amplitude and corresponding phase of the same bin. In the ﬁrst bin, the largest
contribution for the amplitude is from the further K+pi− resonances. An ex-
tensive discussion of this source has been detailed in the previous section. For
the strong phase the same contribution is the most dominant one. However,
signiﬁcant contributions come as well from the statistical uncertainty on the
acceptance and the background treatment.
• The systematic errors in the second mass bin are much smaller. Both the dif-
ference between data and simulation and the coupling between S- and P-wave
are responsible for the systematic error of the amplitude to a large extent, all
others sources are negligible. For the corresponding phase the most important
contribution originates from the acceptance determination.
• The same conclusion can be drawn for the strong phase in the third bin, even
to a larger extent. For the amplitude the CSP factors and further resonances
are the dominant contributions.
• In the fourth bin numerous sources are responsible for the systematic uncer-
tainty of the S-wave amplitude, the largest contributions originating from the
mass model and the misreconstructed background. For the corresponding
phase further resonances are the largest contribution to the systematic error,
followed by the acceptance determination.
Although the size and the main sources of the systematic errors vary signiﬁcantly be-
tween P-wave and S-wave and from bin to bin, it can be concluded that the analysis is
systematically dominated to a large extent. First and foremost, this can be attributed
to the diﬀerence of the observed kinematic distributions between data and simula-
tion. Even the relatively small remaining diﬀerence in the pion and kaon momentum
spectra translates into a very large uncertainty on the acceptance determination and
consequently on the ﬁt results. Once more, this shows the tight connection between
the kinematic distributions of the ﬁnal state particles, the acceptance determination
and the measurement of the polarisation amplitudes. The eﬀect is reduced by the
eﬀective inclusion of an S-wave component to the simulation but the impact on the
P-wave amplitudes remains large. As already mentioned the systematic contributions
to the S-wave parameters diﬀer largely in the four bins compared to the statistical
error. This can be partially attributed to the bin-dependent contributions from other
resonances and the interference terms between S- and P-wave.
Chapter 9
Results of the maximum likelihood
ﬁt and search for direct CP violation
However beautiful the strategy, you should
occasionally look at the results.
Sir Winston Churchill (1874-1965)
In this chapter the results of the maximum likelihood ﬁt and a test of the CP sym-
metry, ﬁtting B0 and B
0
decays separately, is presented. First, the results of the P-
and S-wave parameters are summarised and important cross-checks are detailed. In
addition, it is explained how the 2-fold ambiguity of the strong phases is resolved.
Finally, the results of the separate ﬁts to B0 and B
0
decays, which tests direct CP
violation, is shown and a short summary is given.
9.1 P-wave results
In this section the results of the P-wave parameters obtained from a ﬁt to the com-
bined B0 → J/ψK∗0 and B0 → J/ψK∗0 data set, assuming no CPV, are discussed.
Parameter Fit result
R‖ 0.227± 0.004± 0.011
R⊥ 0.201± 0.004± 0.008
δ‖ −2.94± 0.02± 0.03
δ⊥ 2.94± 0.02± 0.02
Table 9.1: P-wave results for the sum of B0 → J/ψK∗0 and B0 →
J/ψK
∗0
candidates. The uncertainties are statistical and systematic,
respectively.
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Parameter BaBar 2007 [29] Belle 2005 [30] CDF 2005 [31]
R‖ 0.211± 0.010± 0.006 0.231± 0.012± 0.008 0.211± 0.012± 0.009
R⊥ 0.233± 0.010± 0.005 0.195± 0.012± 0.008 0.220± 0.015± 0.011
δ‖ −2.93± 0.08± 0.04 −2.887± 0.090± 0.008 −2.96± 0.08± 0.03
δ⊥ 2.91± 0.05± 0.03 2.938± 0.064± 0.010 2.97± 0.06± 0.01
Parameter LHCb 2013 (Neglecting S-wave)
R‖ 0.220± 0.004± 0.003
R⊥ 0.210± 0.004± 0.004
δ‖ −2.98± 0.03± 0.01
δ⊥ 2.97± 0.02± 0.02
Table 9.2: Results from previous experiments where the S-wave has not
been taken into account compared to the results of this analysis. The
uncertainties are statistical and systematic, respectively.
The maximum likelihood ﬁt is performed in four K+pi− mass bins using the sFit
technique described in Subsec. 4.3.3. The corresponding acceptance factors are
listed in Table 4.1. They are obtained after the full reweighting procedure as de-
scribed in Ch. 6 has been performed. The results are summarised in Table 9.1,
showing both the statistical and the systematic error. One can see that the results
for the amplitudes have approximately the same value, i.e. R‖ ≈ R⊥. The phases
are signiﬁcantly away from 0 mod pi, showing evidence for ﬁnal state interactions.
This is expected for colour-suppressed modes as explained in Subsec. 1.4.2.
As has been stated in the introduction the original motivation for this analysis was
the comparison with B0s → J/ψφ decays. The results for the P-wave amplitudes and
phases of this decay channel as measured by LHCb [77] are compatible with those
listed in Table 9.1 within two standard deviations. This shows that the polarisation
of the ﬁnal state particles is very similar in both decays.
In Subsec. 1.4.5, results from other experiments have been discussed [29, 30, 31]. As
they do not include any S-wave component, the maximum likelihood ﬁt used for
this analysis has been performed neglecting all S-wave contributions to be able to
compare the results. The systematic errors have been calculated in the same way as
for the nominal ﬁt. The iterative acceptance determination, however, has not been
applied as the S-wave component has been neglected. The systematic error due to
diﬀerences between data and simulation is much reduced compared to the full ﬁt,
reducing the total uncertainty. Note that to correctly determine the total systematic
error the eﬀect of neglecting the S-wave component would have to be estimated.
This is not done here as neglecting non-resonant contributions is not a fully correct
approach in the ﬁrst place. Thus, these results are only determined for the sake of
9.2. S-wave results 119
m(K+pi−) bin Nsig fsig Parameter Fit result
826− 861 MeV 6 456± 69 0.651± 0.007 F (1)S 0.115± 0.007± 0.020
δ
(1)
S − δ(1)0 3.09± 0.10± 0.08
861− 896 MeV 24 418± 80 0.846± 0.003 F (2)S 0.049± 0.004± 0.007
δ
(2)
S − δ(2)0 2.66± 0.06± 0.06
896− 931 MeV 23 036± 77 0.845± 0.003 F (3)S 0.052± 0.006± 0.009
δ
(3)
S − δ(3)0 1.94± 0.03± 0.09
931− 966 MeV 7 383± 64 0.656± 0.006 F (4)S 0.105± 0.014± 0.008
δ
(4)
S − δ(4)0 1.53± 0.03± 0.11
Table 9.3: Signal yield Nsig, signal fraction fsig and ﬁt results for the
S-wave parameters in the four bins of m(K+pi−), showing the statistical
and systematic uncertainties. Only the physical solution is shown for the
phase diﬀerence between S- and P-wave, δS − δ0. The average S-wave
fraction is FS = (6.4± 0.3± 1.0)%
comparison. This comparison can be found in Table 9.2. The results presented here
agree very well with the results from other experiments and the statistical errors are
smaller by a factor two to three. Note that due to the reasons mentioned above the
systematic uncertainties cannot be easily compared.
9.2 S-wave results
The S-wave parameters are determined in four m(K+pi−) bins of equal width. Ta-
ble 9.3 lists the S-wave parameters for each bin and the corresponding number of
signal candidates and the signal fraction. The phase δ0 has been added explicitly
to emphasise that this is the phase diﬀerence between S-wave and P-wave. How the
ambiguity mentioned in Subsec. 1.4.3 can be resolved is explained in Sec. 9.3. Only
the physical solution is shown here. As expected, the S-wave fraction is much higher
in the outer bins, far away from the known K∗0 mass [5]. An extensive discussion
about the number of S-wave events in each bin has been brought up in the Ch. 7.
The statistical error of the signal yield is obtained by propagating the error on the
signal fraction in the corresponding bin. It is assumed that the total number of
candidates has no error.
An average S-wave fraction can be obtained by integrating over all four bins. This
gives a value of FS = (6.4±0.3±1.0)% in the full mass window of ±70 MeV around
the known K∗0 mass [5]. In the K+pi− mass range between 0.8 and 1.0 GeV BaBar
has measured a fraction of (7.3 ± 1.8)% [29], well in agreement with the results
presented here.
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9.3 Further investigations
The ﬁt results summarised in the two previous sections can be tested in various ways.
The ﬁrst step is to evaluate the projection plots of the decay time and the transver-
sity angles which are shown in Fig. 9.1. The plots show the averaged contributions
over the four K+pi− mass bins. The data points agree very well with the projection
of the total probability density function (solid blue line). As already observed in
the previous chapter, the P-even component in the cosψ projection is above the data
points for large values of cosψ because the (partially negative) interference terms are
not included in the P- and S-wave contributions but are taken into account for the
sum of all components. The very asymmetric shape of the cosψ distribution can be
understood by the acceptance curves shown in Fig. 3.3. In the decay time projection
plot no diﬀerence is visible between the P-even and the P-odd component. This is
expected as the decay time width diﬀerence for B0 mesons, ∆Γd, is assumed to be 0.
The next step is to investigate the correlations between the physics parameters.
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Figure 9.1: Projection plots of the decay time and the three transversity
angles corresponding to the ﬁt results presented in this chapter (points
with statistical error bars). The plots show the P-wave parity-even (dotted
blue) and parity-odd (dashed blue) components, the pure S-wave (purple)
contribution without interference terms and the total signal component
(solid blue).
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R‖ R⊥ δ‖ δ⊥ F
(1)
S δ
(1)
S F
(2)
S δ
(2)
S F
(3)
S δ
(3)
S F
(4)
S δ
(4)
S
R‖ 1.00 -0.70 0.12 0.04 0.02 -0.02 0.10 -0.08 0.14 -0.07 0.10 0.03
R⊥ 1.00 -0.14 -0.01 0.01 0.02 -0.09 0.12 -0.19 0.15 -0.15 -0.01
δ‖ 1.00 0.64 -0.01 0.06 -0.06 0.10 -0.07 0.12 -0.02 0.07
δ⊥ 1.00 -0.03 0.14 -0.16 0.21 -0.17 0.18 -0.09 0.05
F
(1)
S 1.00 -0.24 0.01 -0.01 - - - -
δ
(1)
S 1.00 -0.03 0.03 -0.03 0.03 -0.02 -
F
(2)
S 1.00 -0.76 0.05 -0.04 0.03 -
δ
(2)
S 1.00 -0.06 0.05 -0.04 0.01
F
(3)
S 1.00 -0.59 0.04 -
δ
(3)
S 1.00 -0.04 0.01
F
(4)
S 1.00 0.19
δ
(4)
S 1.00
Table 9.4: Correlation matrix for the default sFit. The numbers across
the diagonal are the same. The dash indicates no correlation. Large
contributions are highlighted in bold font.
They are listed in the correlation matrix of Table 9.4. In the sFit the decay time
is not used to separate between signal and background and the physics results do
not change whether it is ﬁxed or ﬂoating in the ﬁt. When left free, the correlation
between the decay time and the polarisation amplitudes is zero, thus not included in
Table 9.4. Overall, the correlations are rather small, except for most of the S-wave
amplitudes and the corresponding phases. The only other signiﬁcant correlations
can be observed between the two P-wave amplitudes R‖ and R⊥ which is −0.70.
This is expected as the normalisation condition
∑
iRi = 1 holds. And, additionally,
between the two P-wave phases. The correlation between the S-wave amplitudes is
surprisingly low. This indicates that the diﬀerent K+pi− mass bins are rather inde-
pendent from each other.
Another important crosscheck is the calculation of proﬁle likelihood scans as dis-
cussed in Sec. 4.1. It has also been emphasised that the error estimation is only
valid if the errors are Gaussian distributed. As this is only true for a large number
of events, it is important to verify this assumption especially for the S-wave pa-
rameters in the four mass bins. In the ﬁrst and last bin there are much less than
10 000 signal candidates. To perform the proﬁle likelihood scan for the parameter
λi the ratio −2 ·∆ lnL(λi, ~λ) is determined at grid points of λi by minimising the
likelihood function with respect to all other parameters, i.e. ﬁxing the parameter
under investigation to the grid point. In this case here, 25 grid points are used. The
proﬁle likelihood scans for four S-wave parameters can be seen in Fig. 9.2. These
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Figure 9.2: Proﬁle likelihood scans for selected physics parameters.
parameters have been chosen because problems are rather expected for the S-wave
parameters that are determined in four bins with reduced statistics. It can be seen
that the distributions are parabolic and conﬁrm the error estimates of the physics
parameters given in this chapter. The proﬁles of all other physics parameters have
been found to be parabolic as well [28].
Finally, the measured errors from the ﬁt to data are compared with the expected
sensitivities from pseudo-experiments. Similarly to the procedure in Sec. 4.4, 600
pseudo-experiments are generated corresponding to the number of observed candi-
dates. In this case, however, a background fraction corresponding to that observed
in data has been included and a cFit is performed. This in particular veriﬁes the
error determination of the sFit that is used in the ﬁt to data. The comparison can
be found in Tab. 9.5. The agreement between the estimates is very good, especially
for the P-wave parameters. There are slight deviations for some of the S-wave pa-
rameters but due to the low statistics and high background level this is expected.
The error distributions from the pseudo-experiments are Gaussian distributed as
expected from the proﬁle scans.
In conclusion, the ﬁt results and error estimations presented in this chapter are ro-
bust, also for the ﬁrst and lastm(K+pi−) bin with a low number of signal candidates.
In particular, the error estimates for sFit and cFit are fully equivalent.
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Parameter Measured error Estimated error
R‖ 0.0039 0.0040
R⊥ 0.0039 0.0040
δ‖ 0.024 0.026
δ⊥ 0.018 0.019
F
(1)
S 0.0068 0.0063
δ
(1)
S 0.101 0.112
F
(2)
S 0.0040 0.0038
δ
(2)
S 0.062 0.071
F
(3)
S 0.0063 0.0065
δ
(3)
S 0.030 0.033
F
(4)
S 0.0141 0.0152
δ
(4)
S 0.029 0.028
Table 9.5: Error estimates as measured from a ﬁt to data and obtained
from 600 pseudo-experiments. The agreement is very good.
9.4 Resolving the ambiguity
As explained in Subsec. 1.4.3, there are two diﬀerent solutions for the strong phases
of the polarisation amplitudes. The transformation between the two solutions is
given by (δ‖, δ⊥, δS)←→ (−δ‖, pi− δ⊥,−δS). The two solutions can be disentangled
by measuring the phase diﬀerence between the P-wave and the S-wave, δS−δ0, in bins
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Figure 9.3: Background subtracted invariant K+pi− mass distribution
showing the four bins used to resolve the ambiguity in the strong phases.
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Figure 9.4: Fit results for (a) the S-wave fraction FS and (b) the phase
diﬀerence δS − δ0, showing two solutions with the falling trend being the
physical one. The error bars indicate the quadratic sum of the statistical
and systematic error.
of the K+pi− mass. The K+pi− mass bins are visualised in Fig. 9.3. Corresponding
to the two diﬀerent solutions there are two sets of phase diﬀerences δS − δ0, one
has a falling and the other a rising trend. The physical solution is the one with the
falling trend. Technically in the ﬁtter, the two solutions are retrieved by changing
Parameter Physical solution Second solution
R‖ 0.227± 0.004 0.227± 0.004
R⊥ 0.201± 0.004 0.201± 0.004
δ‖ −2.94± 0.02 2.94± 0.02
δ⊥ 2.94± 0.02 0.20± 0.02
F
(1)
S 0.115± 0.007 0.115± 0.007
δ
(1)
S 3.09± 0.10 −3.09± 0.10
F
(2)
S 0.049± 0.004 0.049± 0.004
δ
(2)
S 2.66± 0.06 −2.66± 0.06
F
(3)
S 0.052± 0.006 0.052± 0.006
δ
(3)
S 1.94± 0.03 −1.94± 0.03
F
(4)
S 0.105± 0.014 0.105± 0.014
δ
(4)
S 1.53± 0.03 −1.53± 0.03
Table 9.6: Fit results for the two diﬀerent solutions. Only the statistical
error is stated. The diﬀerences are highlighted in bold font.
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the starting values of the strong phases to a value near the respective solution. The
two diﬀerent solutions are visualised in Fig. 9.4. To evaluate potential diﬀerences
between the two solutions, the two ﬁt results are summarised in Table 9.6. Only the
statistical error is given. Both sets of results are fully compatible, the strong phases
change accordingly to the transformation between the two solutions. The ambiguity
can be resolved by using any of the P-wave phases, δ0 has been chosen as it does
not require technical changes in the ﬁtting procedure.
The ambiguity has previously been resolved by BaBar, see [32]. They also observe
two distinct solutions for the phase diﬀerence δS − δ0 and identify the falling trend
as the physical solution. They use a K+pi− mass range from 0.8 to 1.5 GeV which
makes a quantitative comparison with the results presented here diﬃcult.
All results presented in the previous sections correspond to the physical solution.
9.5 Search for direct CPV
In Sec. 1.5 several possibilities have been explained how physics beyond the Standard
Model can be observed. One way is to measure the polarisation amplitudes and
corresponding phases separately for B0 → J/ψK∗0 and B0 → J/ψK∗0 decays.
Any deviations between the two sub-samples would be a clear sign for direct CPV
and thus BSM processes as the SM does not predict any CPV for the studied decay
channel [6, 7, 8]. The ﬁtting procedure is the same as for the full data sample, only
some small changes have been made.
Firstly, two diﬀerent acceptance histograms, one for each sub-sample, are used to
take possible diﬀerences from charge asymmetries in the detector into account. The
two sets of acceptance factors are shown in Table 9.7. The same iterative method as
for the full sample is used. The weights are compatible with each other. The largest
discrepancy can be observed for ξ10.
Secondly, the S-wave parameters are ﬁxed to the results from the ﬁt to the full data
sample, i.e. they are not left free as this is the case for the default ﬁt. This has
several reasons. First of all, the predictions for new phenomena beyond the SM as
discussed in Sec. 1.5 do not include the non-resonant contributions but only rely
on terms including the P-wave amplitudes. No predictions are made for the S-wave
terms. As other experiments have not included S-wave contributions when mea-
suring CP asymmetries, ﬁxing the S-wave parameters allows an easier comparison
with these experiments. As a cross-check the ﬁts to the two sub-samples have also
been performed with the S-wave parameters kept free. Only marginal changes on
the P-wave amplitudes have been observed. The iterative acceptance determination
as described in Ch. 6 has been applied in the same way as for the ﬁt to the full data
sample, now separately for the two sub-samples. Note that to perform the iterative
method the S-wave parameters are required to be ﬂoating in the ﬁt. Hence, ﬁxing
the S-wave parameters is only done for the ﬁnal ﬁt after all reweighting procedures
have been applied. Using the same single acceptance histogram for the separate B0
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Factor B0 → J/ψK∗0 sample B0 → J/ψK∗0 sample
ξ1 0.8986± 0.0024 0.8987± 0.0024
ξ2 1.1769± 0.0034 1.1701± 0.0034
ξ3 1.1813± 0.0036 1.1778± 0.0036
ξ4 0.0017± 0.0025 0.0007± 0.0025
ξ5 −0.0121± 0.0015 −0.0106± 0.0016
ξ6 −0.0003± 0.0015 −0.0019± 0.0015
ξ7 1.0336± 0.0027 1.0257± 0.0027
ξ8 −0.0100± 0.0022 −0.0127± 0.0022
ξ9 0.0013± 0.0021 0.0020± 0.0021
ξ10 −0.2191± 0.0041 −0.2350± 0.0041
Table 9.7: Acceptance factors for B0 → J/ψK∗0 and B0 → J/ψK∗0
candidates. Only the statistical error is given.
and B
0
ﬁts would not change the P-wave results signiﬁcantly. The strategy with two
diﬀerent histograms has been chosen to detect any acceptance diﬀerences between
the two sub-samples.
The results of the two ﬁts and the corresponding CP asymmetry are summarised in
Table 9.8. For the results of the two separate ﬁts only the statistical error is given.
The B0-B
0
asymmetry is deﬁned as
A(−)
f
=
X −X
X +X
, (9.1)
where X denotes the parameter in consideration and f or f the ﬁnal state. Note
Parameter Value for B0 Value for B
0
B0-B
0
asymmetry
R‖ 0.230± 0.005 0.225± 0.005 −0.011± 0.016± 0.005
R⊥ 0.194± 0.005 0.207± 0.005 0.032± 0.018± 0.003
δ‖ −2.94± 0.03 −2.92± 0.03 0.003± 0.007± 0.002
δ⊥ 2.94± 0.02 2.96± 0.02 0.003± 0.005± 0.001
Table 9.8: Results from ﬁts to the B0 → J/ψK∗0 and B0 → J/ψK∗0
samples and the direct CP asymmetries X−X
X+X
, whereX is the corresponding
parameter. The uncertainties are statistical for the amplitudes and phases
and both statistical and systematic for the direct CP asymmetry.
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that the systematic errors of the asymmetry is much reduced as most contributions
cancel in the diﬀerence. The asymmetries show no evidence for direct CP viola-
tion, they are all compatible with zero within two standard deviations. This is in
agreement with similar results from Belle, listed in Table 1.6, but more precise. The
mass ﬁt yields 30 896±95 and 30 422±92 signal candidates for B0 → J/ψK∗0 and
B
0 → J/ψK∗0 decays, respectively. As naïvely expected, the statistical errors scale
with the number of events, i.e. are larger by approximately a factor of
√
2 compared
to the results from the full ﬁt. Likelihood scans are not shown as they are parabolic
as expected.
The systematic uncertainties are calculated only for the CP asymmetry. The num-
bers are summarised in Table 9.9. The measurement of the CP asymmetries is
largely statistically limited, thus it would be worthwhile to repeat the analysis with a
larger data sample. The systematic errors have been determined in the same way as
for the combined ﬁt, a few issues, however, should be noted:
• A larger systematic error for the amplitude R‖ compared to the combined
ﬁt is observed when the mass model for the B0 meson is changed from a
double to a single Gaussian function. This hints at a small diﬀerence in the
mass description between B0 and B
0
mesons. For the other parameters the
systematic error is negligible.
• The eﬀect of the background model (i.e. using cFit instead of sFit) on the ﬁt
results is compatible with that for the combined ﬁt.
• The same statement holds for the eﬀect of the misreconstructed background.
Both contributions are small.
• The diﬀerences between data and simulation cancel to a large extent in the
Source R‖ R⊥ δ‖ δ⊥
Mass model 0.003 0.000 0.00 0.00
Background treatment 0.001 0.001 0.02 0.01
Misreconstructed background 0.001 0.002 0.01 0.01
Angular acceptance 0.003 0.002 0.00 0.00
Statistical uncertainty on acceptance 0.000 0.000 0.00 0.00
Other resonances 0.000 0.000 0.00 0.00
Total systematic uncertainty 0.005 0.003 0.02 0.01
Statistical uncertainty 0.016 0.018 0.07 0.05
Table 9.9: Contributions to the systematic error of the CP asymmetry
results.
128 Chapter 9. Results of the maximum likelihood ﬁt and search for direct CPV
θcos 
-1 -0.5 0 0.5 1
ca
n
di
da
te
s /
 (0
.2)
0
1000
2000
3000
4000
5000
data
total
P-even
P-odd
S-wave
(a) cos θ projection plot for B0 sample
θcos 
-1 -0.5 0 0.5 1
ca
n
di
da
te
s /
 (0
.2)
0
1000
2000
3000
4000
5000
data
total
P-even
P-odd
S-wave
(b) cos θ projection plot for B
0
sample
ψcos 
-1 -0.5 0 0.5 1
ca
n
di
da
te
s /
 (0
.2)
0
2000
4000
6000
8000
data
total
P-even
P-odd
S-wave
(c) cosψ projection plot for B0 sample
ψcos 
-1 -0.5 0 0.5 1
ca
n
di
da
te
s /
 (0
.2)
0
2000
4000
6000
8000
data
total
P-even
P-odd
S-wave
(d) cos θ projection plot for B
0
sample
 [rad]ϕ
-2 0 2
 
ra
d)
pi
ca
n
di
da
te
s /
 (0
.2
0
1000
2000
3000
4000
5000
data
total
P-even
P-odd
S-wave
(e) ϕ projection plot for B0 sample
 [rad]ϕ
-2 0 2
 
ra
d)
pi
ca
n
di
da
te
s /
 (0
.2
0
1000
2000
3000
4000
5000
data
total
P-even
P-odd
S-wave
(f) ϕ projection plot for B
0
sample
Figure 9.5: Angular projection plots corresponding to the results from
ﬁts to the B0 and B
0
samples. The plots show the the P-wave parity-
even (dotted blue) and parity-odd (dashed blue) components, the pure S-
wave (purple) contribution without interference terms and the total signal
component (solid blue). The diﬀerence between the sub-samples is small
and the ﬁtted curves agree well with the data points.
diﬀerence between B0 and B
0
decays. In other words the remaining residual
diﬀerences after the iterative acceptance determination are similar for both
sub-samples. This is the main reason for the low total systematic uncertainty
9.6. Summary 129
on the CP asymmetries as it is the dominant contribution to the P-wave pa-
rameters, see Ch. 8.
• The systematic uncertainty due to the statistical error on the acceptance can-
cels in the diﬀerence. Thus, the reduced statistics in the two separate accep-
tance histograms does not aﬀect the systematic error.
• To estimate the systematic eﬀect of other resonances on the physics parame-
ters, the pseudo-experiments described in Ch. 7 are used. For the systematic
error determination it has been assumed that there is no CPV in resonances
so that the eﬀect on both sub-samples is the same and cancels in the diﬀer-
ence. This assumption has been made because no sign for direct CP violation
has been observed. As soon as evidence is found for deviations of the CP
asymmetries from zero, possible diﬀerent eﬀects of other resonances on the
two sub-samples have to be taken into account.
In summary, the systematic errors of the CP asymmetries are much smaller com-
pared to the uncertainties of the combined ﬁt because they partially cancel when
calculating the diﬀerence between B0 and B
0
decays.
The angular projection plots for both sub-samples can be seen in Fig. 9.5. The
ﬁtted curves are in good agreement with the data points. No signiﬁcant diﬀerences
between the two sub-samples can be observed.
9.6 Summary
In this chapter the results of the maximum likelihood ﬁt and the search for CP vio-
lation have been presented and the 2-fold ambiguity in the strong phases has been
resolved. The results are summarised in Table 9.10.
The results can be separated in three sub-sets. The P-wave parameters are the most
important results of the analysis. The two amplitudes have approximately the same
value, the corresponding phases are the same within errors but have opposite sign.
The phases deviate from 0 mod pi, indicating ﬁnal-state interactions. All P-wave
results are compatible with previous measurements.
The S-wave parameters in four K+pi− mass bins present a completely new result.
S-wave fractions have been measured before but only integrated over the entire mass
range. A clear trend can be observed that the S-wave fraction is much larger in the
outer than in the inner two bins. In other words, at large P-wave amplitudes the S-
wave fraction decreases. This is expected as the resonant component is concentrated
in the vicinity of the known K∗0 mass [5]. The measurement in four bins enables to
resolve the ambiguity in the strong phases. The physical solution corresponds to a
falling trend in the phase diﬀerence δ(i)S − δ0, conﬁrming earlier results.
Calculating the B0-B
0
asymmetries for the P-wave parameters shows no evidence for
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Parameter Full ﬁt results B0-B
0
asymmetry
R‖ 0.227± 0.004± 0.011 −0.011± 0.016± 0.005
R⊥ 0.201± 0.004± 0.008 −0.032± 0.018± 0.003
δ‖ −2.94± 0.02± 0.03 −0.003± 0.007± 0.002
δ⊥ 2.94± 0.02± 0.02 0.003± 0.005± 0.001
F
(1)
S 0.115± 0.007± 0.020
δ
(1)
S 3.09± 0.10± 0.08
F
(2)
S 0.049± 0.004± 0.007
δ
(2)
S 2.66± 0.06± 0.06 Integrated S-wave fraction:
F
(3)
S 0.052± 0.006± 0.009 0.064± 0.003± 0.10
δ
(3)
S 1.94± 0.03± 0.09
F
(4)
S 0.105± 0.014± 0.008
δ
(4)
S 1.53± 0.03± 0.11
Table 9.10: Summary of the results from a ﬁt to the full data set showing
the physical solution and results from the search for direct CPV. The errors
are statistical and systematic, respectively.
direct CPV. While the results from the combined ﬁt to B0 and B
0
decays are system-
atically limited, the CP asymmetry measurements can be improved by a larger data
sample. Thus, it will be interesting to see the results using the combined data set
taken in 2011 and 2012, corresponding to an integrated luminosity of approximately
3 fb−1.
Conclusions and perspectives
In this thesis a measurement of the polarisation amplitudes in B0 → J/ψK∗0 de-
cays has been presented. Serving initially as a cross-check analysis for the study of
B0s → J/ψφ decays, it has evolved into a measurement on its own as decay speciﬁc
issues have to be dealt with. In addition, the charge of the kaon allows to separate
the data in two sub-samples, dependent on the ﬂavour of the B0 meson at the time
of decay. This advantage can be used to test for direct CP violation. Any sign of
a diﬀerence between B0 → J/ψK∗0 and B0 → J/ψK∗0 decays would be a hint for
new phenomena beyond the Standard Model of particle physics because it does not
predict CP violation for this decay channel [6, 7, 8]. To extract the relevant physical
observables a maximum likelihood ﬁt in four dimensions, the decay time and the
three angles describing the kinematics of the decay, is used.
For this analysis, the full data sample collected in 2011 with the LHCb detector has
been used. The data, taken in pp-collisions at a centre-of-mass energy of 7 TeV, cor-
respond to an integrated luminosity of approximately 1 fb−1. After having applied
the selection criteria, roughly 61 000 signal candidates remain. In a mass window of
30 MeV around the known B0 mass [5] the signal fraction is approximately 93%.
Three main challenges of this analysis should be summarised. Firstly, it is impor-
tant to know the exact composition of the background. Most of it can be described
by a ﬂat distribution for combinatorial background. This component can be easily
accounted for by the maximum likelihood ﬁt. It can either be subtracted by means
of a B0 mass ﬁt before extracting the physical observables or it can be explicitly
described by using events outside the signal region. An extensive study of numer-
ous background contaminations (physical contributions and reconstruction artefacts)
using simulated events has been performed and only one signiﬁcant non-ﬂat com-
ponent remains that shows a peaking structure in the region around the known
B0 mass [5]. This reconstruction artefact consists mainly of misreconstructed pion
tracks and is treated as systematic uncertainty.
Secondly, as the determination of the angular detector acceptance relies on simu-
lated events, it is crucial to ensure that the important kinematic contributions agree
between data and simulation. In most of the variables both samples agree well, a
signiﬁcant diﬀerence, however, has been observed for the pion and, due to a high
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correlation, for the kaon momentum. Partially, this eﬀect can be explained by the
fact that non-resonant contributions (the so-called S-wave) are not taken into ac-
count in the simulation. An iterative procedure has been developed that eﬀectively
adds an S-wave contribution to the simulation. This reduces the discrepancy in the
pion momentum. The remaining diﬀerence is partially attributed to detector eﬀects
and is treated as systematic uncertainty.
Thirdly, the maximum likelihood ﬁt takes into account only P-wave resonances (i.e.
with a total spin of J = 1; in the selected K+pi− mass range of this analysis this
is the K∗(892)0) and the S-wave contribution into account. However, several other
resonances with higher spin have to be considered also in the relatively narrow
K+pi− mass range of this analysis. Especially important is a D-wave state (J = 2),
the K∗2(1430) resonance, which can interfere with the P-wave. Pseudo-experiments
show that such resonances can change the distribution of the S-wave yield measured
in bins of the K+pi− mass and also the P-wave amplitudes. As these states are not
modelled in the maximum likelihood ﬁt explicitly, a systematic uncertainty is as-
signed based on the results of the pseudo-experiments.
All three issues are responsible for most of the systematic uncertainties in the de-
termination of the polarisation amplitudes. The individual physical observables are
dominated by diﬀerent systematic sources.
The maximum likelihood ﬁt is performed in four bins of the K+pi− mass because
the S-wave amplitude depends on the K+pi− mass which is not explicitly taken into
account by the ﬁt. The P-wave parameters, however, are not mass dependent and
hence, are determined globally for the full mass range. The results of the ﬁt can be
separated in diﬀerent parameter sets. The P-wave amplitudes and their correspond-
ing phases have been determined to be
R‖ = 0.227± 0.004± 0.011,
R⊥ = 0.201± 0.004± 0.008,
δ‖ = −2.94± 0.02± 0.03,
δ⊥ = 2.94± 0.02± 0.02,
where the errors are statistical and systematic, respectively. The S-wave amplitudes
vary signiﬁcantly fromK+pi− mass bin toK+pi− mass bin (826−861 MeV, 861−896
MeV, 896− 931 MeV and 931− 966 MeV):
F
(1)
S = 0.115± 0.007± 0.020,
F
(2)
S = 0.049± 0.004± 0.007,
F
(3)
S = 0.052± 0.006± 0.009,
F
(4)
S = 0.105± 0.014± 0.008.
There is a 2-fold ambiguity in the strong phases which has been resolved by measur-
ing the diﬀerence between the S-wave and the P-wave phase, δS−δ0, in the four bins,
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resulting in a monotonously decreasing or increasing solution. The falling solution
corresponding to the expected pi/2 phase change over a resonance is the physical
one.
The results for the P-wave parameters presented here are well in agreement with
measurements from other experiments and are statistically more precise by a factor
two to three. It is also the ﬁrst time that S-wave parameters are quoted in diﬀerent
K+pi− mass bins.
The maximum likelihood ﬁt has also been performed for the two sub-samples from
B0 and B
0
decays separately. No evidence for CP violation has been observed thus,
conﬁrming Standard Model predictions.
The measurement is clearly systematically dominated, i.e. a simple increase in the
number of signal candidates, which can easily be accomplished by including the
full data set taken in 2012, does not result in a much smaller uncertainty. When
analysing the combined sample, more than 3 fb−1, measures have to be taken to
reduce the systematic error signiﬁcantly. This can only be achieved in the follow-
ing way: The diﬀerence between data and simulation has to be decreased either
by improving the simulation or by investigating the exact reason for the remain-
ing discrepancy. In addition, all resonances relevant for the selected K+pi− mass
range have to be taken into account. This can be done by modelling D-wave and
other contributions in the ﬁt model used in this analysis and by explicitly taking the
K+pi− mass dependency into account.
Another important cross-check for the Standard Model will be further searches for
direct CP violation. These can be performed not only by ﬁtting the two sub-samples
separately, also other CP observables can be extracted. Such tests can place con-
straints on models describing new phenomena, see e.g. [8]. In this context it will
also be important to correctly estimate eﬀects from penguin diagrams.
Using the decay of the K∗0 meson to another ﬁnal state, namely the process B0 →
J/ψ(µ+µ−)K∗0(K0spi
0), the angle cos 2β of the CKM triangle can be measured by
performing a fully time-dependent analysis. For LHCb, however, this will remain a
very diﬃcult measurement as neutral pions are very hard to detect.
In summary, this analysis presents the currently most precise measurements of the
P-wave amplitudes. The two transverse amplitudes are approximately of equal size.
The signiﬁcant deviation of the P-wave phases from pi is an evidence for ﬁnal state
interactions. The S-wave fractions in the four mass bins represent a new measure-
ment. They are highly dependent on the K+pi− mass bin and can be aﬀected by
higher K+pi− resonances. The CP asymmetries are consistent with zero, thus show-
ing no sign for new phenomena beyond the Standard Model.
The years ahead at the LHC will remain exciting and the particle physics community
will continue to look for a smoking gun of "New Physics".
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