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Uniform boundedness and convergence of global solutions are proved for
cross-diffusion systems in population dynamics. Gagliardo–Nirenberg type
inequalities are used in the estimates of solutions in order to establish W 12 -bounds
uniform in time. In each step of estimates the contribution of the diffusion
coefﬁcients are emphasized, and it is concluded that the uniform bound remains
independent of the growth of the diffusion coefﬁcient in the system. Hence
convergence of solutions are established for systems with large diffusion
coefﬁcients. # 2002 Elsevier Science (USA)
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In this paper we study the following quasilinear parabolic system in
population dynamics:
ut ¼ ðduþ a12uvÞxx þ uða1  b1u c1vÞ in ½0; 1  ð0;1Þ;
vt ¼ ðdv þ a21uvÞxx þ vða2  b2u c2vÞ in ½0; 1  ð0;1Þ;
uxðx; tÞ ¼ vxðx; tÞ ¼ 0 at x ¼ 0; 1;




where a12; a21; d; ai; bi; ci are positive constants for i ¼ 1; 2: The initial
functions u0; v0 are not constantly zero. System (1.1) is a special case of the
following system which was proposed by Shigesada et al. [13] in 1979 in an
attempt to model spatial segregation phenomena between two competingCurrent address: Department of Mathematics and Statistics, McMaster University,
milton, Ontario, Canada L8S 4K1 (E-mail: shims@math.mcmaster.ca).
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SEONG-A SHIM282species:
ut ¼ D½ðd1 þ a11uþ a12vÞu þ ða1  b1u c1vÞu in O ð0;1Þ;




@n ¼ 0 on @O ð0;1Þ;





 Rn is a bounded smooth domain and aij50; di; ai; bi; ci are
positive constants for i; j ¼ 1; 2: In system (1.2) u and v are nonnegative
functions which represent the population densities of two competing species.
d1 and d2 are the diffusion rates of the two species, respectively. a1 and a2
denote the intrinsic growth rates, b1 and c2 account for intra-speciﬁc
competitions, b2 and c1 are the coefﬁcients for inter-speciﬁc competitions.
When a11 ¼ a12 ¼ a21 ¼ a22 ¼ 0; (1.2) reduces to the well-known Lotka–
Voltera competition-diffusion system. a11 and a22 are usually referred as self-
diffusion, and a12; a21 are cross-diffusion pressures. By adopting the
coefﬁcients aij ði; j ¼ 1; 2Þ system (1.2) takes into account the pressures
created by mutually competing species. For more details on the back-
grounds of this model, we refer the reader to [10, 13].
To describe results on system (1.2) we use the following notation
throughout this paper.
Notation 1. Let O be a region in Rn: The norm in LpðOÞ is denoted by
j  jLpðOÞ; 14p41: The usual Sobolev spaces of real-valued functions in O
with exponent k50 are denoted by W kp ðOÞ; 14po1: And jj  jjW kp ðOÞ
represents the norm in the Sobolev space W kp ðOÞ: For O ¼ ½0; 1 
 R
1 we
shall use the simpliﬁed notation jj  jjk;p for jj  jjW kp ðOÞ and j  jp for j  jLpðOÞ:
The local existence of solutions to (1.2) was established by Amann [2–4].
According to his results system (1.2) has a unique nonnegative solution
uð; tÞ; vð; tÞ in Cð½0; TÞ; W 1p ðOÞÞ \ C
1ðð0; TÞ;C1ðOÞÞ; where T 2 ð0;1 is
the maximal existence time for the solution u; v: The following result is also
due to Amann [3].
Theorem 1.1. Let u0 and v0 be in W 1p ðOÞ: System (1.2) possesses a unique
nonnegative maximal smooth solution uðx; tÞ; vðx; tÞ 2 Cð½0; TÞ;W 1p ðOÞÞ \ C
1
ð %O ð0; TÞÞ for 04toT ; where p > n and 0oT41: If the solution satisfies
the estimates sup
0otoT
jjuð; tÞjjW 1p ðOÞo1; sup
0otoT
jjvð; tÞjjW 1p ðOÞo1; then T ¼
þ1: If, in addition, u0 and v0 are in W 2p ðOÞ then uðx; tÞ; vðx; tÞ 2 Cð½0;1Þ;
W 2p ðOÞÞ; and sup
04to1
jjuð; tÞjjW 2p ðOÞo1; sup
04to1
jjvð; tÞjjW 2p ðOÞo1:
So far the existence of nonnegative global solutions for system (1.2) has
been proved under very restrictive hypotheses only. Kim [7] proved the
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a11 ¼ a22 ¼ 0: Deuring [5] showed the global existence of classical positive
solutions to system (1.2) with a11 ¼ a22 ¼ 0 and small coefﬁcients depending
on the initial values for n51: In case n ¼ 2 Lou et al. [8] proved that system
(1.2) with a21 ¼ 0 has a unique smooth global solution. The arguments used
in [8] still hold in the case n ¼ 1 with a minor modiﬁcation. Yagi [14]
established the global existence for system (1.2) with n ¼ 2 under the
condition either 0oa21o8a11; 0oa12o8a22; or a21 ¼ a22 ¼ 0; a11 > 0: Kim
[7] and Yagi [14] obtained estimates of Gronwall’s type depending on T to
prove the global existence. Redlinger [12] studied existence of global
attractor for a system with a11 ¼ a21 ¼ a22 ¼ 0 and ða1  b1hðuÞ  c1vÞ
instead of ða1  b1u c1vÞ in (1.2), where the function h satisﬁes some
growth condition. And yet the qualitative properties of those global
solutions have not been proved for system (1.2) in the special cases
mentioned above.
In [7] Kim obtained estimates of Gronwall’s type depending on T to
prove the global existence of smooth nonnegative solutions to system (1.1).
We apply in this paper Gagliardo–Nirenberg type inequalities to establish
the uniform W 12 -bound independent of T ; the maximal existence time, for
the solutions obtained in Theorem 1.1. Thus we have the global existence
and the uniform L1-bound of the solutions from Theorem 1.1 and the
Sobolev embedding theorems. Especially in each step of estimates of the
solution we look for the contribution of the diffusion coefﬁcient d and
conclude that the uniform bound of the solution is independent of d if d51:
Hence for large d we obtain convergence results on the solution in the weak
competition case. In the strong competition case we construct an invariant
set and prove the convergence of the global solutions in that invariant set by
using the independence of the uniform bound of the solution of d51:















Here we state the main results of this paper.
Theorem 1.2. Suppose that the initial functions u0; v0 are in W 22 ð½0; 1Þ:
Let ðuðx; tÞ; vðx; tÞÞ be the maximal solution to system (1.1) as in Theorem 1.1.
Then there exist positive constants t0; M 0 ¼ M 0ðd; a12; a21; ai; bi; ci; i ¼ 1; 2Þ;
and M ¼ Mðd; a12; a21; ai; bi; ci; i ¼ 1; 2Þ such that
maxfjjuð; tÞjj1;2; jjvð; tÞjj1;2 : t 2 ðt0; TÞg4M
0;
maxfuðx; tÞ; vðx; tÞ : ðx; tÞ 2 ½0; 1  ðt0; TÞg4M;
SEONG-A SHIM284and T ¼ þ1: In the case d51; the constant M is independent of d51; that is,
M ¼ Mða12; a21; ai; bi; ci; i ¼ 1; 2Þ:
Theorem 1.3. Suppose the weak competition condition and that u0; v0







2ÞM2o4b2c1 %u %vd2; ð1:3Þ
where M is the positive constant in Theorem 1.2 (independent of d51), and




Þ then solution ðuðtÞ; vðtÞÞ converges to ð %u; %vÞ uni-
formly in ½0; 1 as t !1; and ð %u; %vÞ is globally asymptotically stable.
Theorem 1.4. Suppose the strong competition condition and that
a15a2; b1ob2: Also assume technical conditions (3.1), (3.3) on a21a12 ; a1; bi;


















where M is the positive constant in Theorem 1.2 (independent of d51), the
region Sa :¼ fðu; vÞju50; v50; v4a21a12 ug is a domain of attraction of ða1=b1; 0Þ
for system (1.1) in the sense that if fðu0ðxÞ; v0ðxÞÞjx 2 ½0; 1g 
 Sa and u0; v0 2
W 22 ð½0; 1Þ then the solution ðuðx; tÞ; vðx; tÞÞ of (1.1) converges to ða1=b1; 0Þ
uniformly in ½0; 1 as t !1:
Remark 2. From Theorem 1.4 we conclude that there is no other
equilibrium solution of system (1.1) than ð0; 0Þ and ða1
b1
; 0Þ in the set Sa:
Remark 3. Following are some example sets of constants which satisfy
all the conditions in Theorem 1.4.
a12 ¼ a21 ¼ 1; d  1;
a1 ¼ 1; b1 ¼ 1; c1 ¼ 2;
a2 ¼ 1; b2 ¼ 3; c2 ¼ 1;
k0 ¼ 2; b2b1c1c2 ¼ 2:
8>><
>>>:
a12 ¼ 2; a21 ¼ 1; d  1;
a1 ¼ 1; b1 ¼ 1; c1 ¼ 3;
a2 ¼ 12 ; b2 ¼ 3; c2 ¼ 1=3;












This paper is organized as follows. The proofs of Theorems 1.3, 1.4 are
given in Sections 2, 3, respectively. In Section 4 we collect calculus
inequalities which are necessary for the proof of Theorem 1.2. And Theorem
1.2 is proved in Sections 5.
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Proof of Theorem 1.3. In this proof we consider the weak competition






: Using the functional
Hðu; vÞ deﬁned in the following we observe the convergence of global



















Þ is the stable constant steady-state of system
(1.1) in the weak competition case. Hðu; vÞ is always nonnegative and is zero
only if u  %u and v  %v: In order to prove the convergence of the solution




























































2 þ 2b2c1ðu %uÞðv %vÞ þ c1c2ðv %vÞ
2g dx: ð2:1Þ





2 þ 2b2c1ðu %uÞðv %vÞ þ c1c2ðv %vÞ
2
5dfðu %uÞ2 þ ðv %vÞ2g: ð2:2Þ
Now we remind the uniform boundedness result for the solution of system
(1.1) in the case d51 as in Theorem 1.2 that there exist positive constants t0
and M ¼ Mða12; a21; ai; bi; ci; i ¼ 1; 2Þ such that
04uðx; tÞ; vðx; tÞ4M for every ðx; tÞ 2 ½0; 1  ðt0;1Þ: ð2:3Þ
SEONG-A SHIM286From the proof of Theorem 1.2 we can choose the constant M depending on
the initial functions u0; v0 so that the inequalities in (2.3) hold for all t50:
Using (2.3) and condition (1.3) in the hypothesis of the present theorem for














































































2ÞM2  4b2c1 %u %vd2
þ 4gM2fb2 %uðd þ a12MÞ þ c1 %vðd þ a21MÞgo0:








xg dx  d
Z 1
0
fðu %uÞ2 þ ðv %vÞ2g dx40:
We notice that dHðuðtÞ;vðtÞÞ
dt
¼ 0 only if uðx; tÞ  %u and vðx; tÞ  %v:
Thus it is shown that HðuðtÞ; vðtÞÞ & 0 as t !1: And we obtain the
L2 convergences, juðtÞ  %uj2 ! 0; jvðtÞ  %vj2 ! 0 as t !1 by using the





jvxxðtÞj2o1: Applying the calculus inequal-
ity (4.4) to the functions uðx; tÞ  %u and vðx; tÞ  %v; we obtain the
convergence ðuðtÞ; vðtÞÞ ! ð %u; %vÞ as t !1 in W 12 ð½0; 1Þ: By using the Sobolev
embedding theorem [1] we show that ðuðtÞ; vðtÞÞ converges to ð %u; %vÞ uniformly
in ½0; 1 as t !1: We also obtain that ð %u; %vÞ is locally asymptotically stable
in Cð½0; 1Þ by using the fact that HðuðtÞ; vðtÞÞ is decreasing for t50: Thus we
conclude that ð %u; %vÞ is globally asymptotically stable. ]
3. CONVERGENCE IN THE STRONG COMPETITION CASE
We study in this section convergence of solutions to system (1.1) in






: We construct the
SOLUTIONS TO CROSS-DIFFUSION SYSTEMS 287invariant set





in Lemma 3.1 and observe the global behavior of solutions in Sa using the













; 0Þ is a stable constant steady-state of system (1.1) in the strong
competition case.























































Then the region Sa is a domain of attraction of ða1=b1; 0Þ for system ð1:1Þ in
the sense that if fðu0ðxÞ; v0ðxÞÞjx 2 ½0; 1g 
 Sa and u0; v0 2 W 22 ð½0; 1Þ then the
solution ðuðx; tÞ; vðx; tÞÞ of (1.1) converges to ða1=b1; 0Þ uniformly as t !1:








5a21a12 : The region Sa is
positively invariant for system (1.1).
Proof. Using the scaling uðx; tÞ ¼ 1a21 u˜ðx; tÞ; vðx; tÞ ¼
1
a12
v˜ðx; tÞ we can
reduce system (1.1) to
u˜t ¼ ðdu˜þ u˜v˜Þxx þ u˜ða1 
b1
a21
u˜ c1a12 v˜Þ in ½0; 1  ð0;1Þ;
v˜t ¼ ðdv˜þ u˜v˜Þxx þ v˜ða2 
b2
a21
u˜ c2a12 v˜Þ in ½0; 1  ð0;1Þ;
u˜xðx; tÞ ¼ v˜xðx; tÞ ¼ 0 at x ¼ 0; 1:
8><
>: ð3:4Þ
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parabolic equations [11], u˜ðx; tÞ > 0 and v˜ðx; tÞ > 0 in %O ð0;1Þ: Let us
denote





































by using the given conditions on the coefﬁcients and the positiveness of u˜:
Let T˜ be any positive constant. Observe that
ðv˜ u˜Þt ¼ ðdv˜þ u˜v˜Þxx þ v˜g1ðu˜; v˜Þ  ðdu˜þ u˜v˜Þxx  u˜f1ðu˜; v˜Þ










4 dðv˜ u˜Þxx þ Kðx; tÞðv˜ u˜Þ
in O ð0; T˜; where Kðx; tÞ ¼ v˜ @g1@v˜ ðu˜; z˜1Þ þ g1ðu˜; u˜Þ  u˜
@f1
@v˜ ðu˜; z˜2Þ is a bounded
function. We also notice that ðv˜ u˜Þx ¼ 0 at x ¼ 0; 1 for every t 2 ð0; T˜:
Hence again the strong maximum principle and the Hopf boundary lemma
for parabolic equations assure that if v˜ðx; 0Þ  u˜ðx; 0Þ40 and is not
identically zero then v˜ðx; tÞou˜ðx; tÞ for every ðx; tÞ 2 %O ð0;1Þ since T˜ >
0 was arbitrary. Thus for ðuðx; tÞ; vðx; tÞÞ; a solution of system (1.1), if vðx;




every ðx; tÞ 2 %O ð0;1Þ: ]
Proof of Theorem 3.1. Let ðuðx; tÞ; vðx; tÞÞ be a global solution to
system (1.1) with the initial functions lying in the set Sa; that is,
fðu0ðxÞ; v0ðxÞÞjx 2 Og 
 Sa: By the positive invariance of Sa from
Lemma 3.1 ðuðx; tÞ; vðx; tÞÞ stays in Sa for all ðx; tÞ 2 O ð0;1Þ: A simple























ððduþ a12uvÞxx þ uf Þ:






























hðu; vÞ dx; ð3:5Þ
where hðu; vÞ ¼ uðu a1
b1
Þf þ v2g ¼ uðu a1
b1
Þða1  b1u c1vÞ þ v2ða2  b2u
c2vÞ: From Theorem 1.2 for every ðx; tÞ 2 O ðt0;1Þ we have that
0ouðx; tÞ; vðx; tÞ4M; where M is a positive constant independent of




















for t > t0; since
ða12uþ a21vÞ
2  4ðd þ a12v gÞðd þ a21u gÞ
4a212u
2 þ a221v




2  4d2 þ 4gf2d þ ða12 þ a21ÞMg
o0:
Thus the ﬁrst integral in (3.5) is nonnegative for t > t0: It is very easy to
see from the strong competition condition that hðu; vÞo0 for u5a1
b1
: We
also have that hðu; 0Þ40 for u50; and hðu; 0Þ ¼ 0 only at ða1
b1
; 0Þ and ð0; 0Þ:
For k > 0 along the straight line v ¼ ku in the phase plane we
SEONG-A SHIM290have that




ða1  b1u c1kuÞ þ k2u2ða2  b2u  c2kuÞ
¼ u ðb1 þ c1kÞu2 þ
a1
b1







 k2ðb2 þ c2kÞu2 þ a2k2u

:



















¼  Au2 þ Bu C:
Let DðkÞ denote the determinant of the quadratic function Kðu; kÞ of u:
Then













































































Thus for every 0okok0 we have that DðkÞo0; Kðu; kÞo0; hðu; kuÞo0 for
u > 0; and hðu; kuÞ ¼ 0 at u ¼ 0: Hence hðu; vÞ40 for every ðu; vÞ in the set Sa
since we assumed that a21a12ok0; and the equality holds only at ðu; vÞ ¼ ð0; 0Þ
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b1
; 0Þ: Therefore, we conclude that ðuðx; tÞ; vðx; tÞÞ stays in Sa;
and dEðuðtÞ;vðtÞÞ
dt
40 for every t > t0: The equality possibly holds only at ðu; vÞ ¼
ð0; 0Þ and ðu; vÞ ¼ ða1
b1
; 0Þ on the phase plane.
For the stable solutions ð0; 0Þ and ða1
b1








; 0Þ ¼ 0; respec-
tively. Thus in the case that Eðuð0Þ; vð0ÞÞoEð0; 0Þ for any initial state ðu0; v0Þ
in the set Sa; EðuðtÞ; vðtÞÞ & 0 for ðuðx; tÞ; vðx; tÞÞ as t !1:
If Eðuð0Þ; vð0ÞÞ5Eð0; 0Þ for the initial state ðu0; v0Þ; then for the solution
ðuðx; tÞ; vðx; tÞÞ; EðuðtÞ; vðtÞÞ may converge to Eð0; 0Þ or Eða1
b1
; 0Þ as t !1:
Suppose that EðuðtÞ; vðtÞÞ ! Eð0; 0Þ as t !1; and thus ðuðx; tÞ; vðx; tÞÞ
converges to ð0; 0Þ in L2 sense. Then there exists a sequence ftng such that
ðuð; tnÞ; vð; tnÞÞ converges to ð0; 0Þ pointwise almost everywhere in ½0; 1 as























































Since fuðx; tnÞg converges to 0 almost everywhere there exists a positive
constant N such that uðx; tN Þo 2a1b1ð1þk2Þ almost everywhere in ½0; 1: Hence the
last integral in (3.6) is negative for t ¼ tN ; and thus EðuðtN Þ; vðtN ÞÞoða1b1 Þ
2 ¼
Eð0; 0Þ: From this fact and the assumption that EðuðtÞ; vðtÞÞ ! Eð0; 0Þ we
have a t˜ > tN such that
dEðuðt˜Þ;vðt˜ÞÞ
dt
> 0: But this contradicts the result that
dEðuðtÞ;vðtÞÞ
dt
40 for all t > 0: Therefore, we conclude that even in the case
Eððuð0Þ; vð0ÞÞ5Eð0; 0Þ EðtÞ & 0 for ðuðx; tÞ; vðx; tÞÞ as t !1:
Thus it is shown similarly as in the proof of Theorem 1.3 that ðuðtÞ; vðtÞÞ
converges to ða1
b1
; 0Þ as t !1 in W 12 ð½0; 1Þ sense. Hence we conclude for the
initial state ðu0; v0Þ in the set Sa that the solution ðuðtÞ; vðtÞÞ stays in Sa and
converges to ða1
b1
; 0Þ uniformly in ½0; 1 as t !1 by the Sobolev embedding
theorem. ]
4. CALCULUS INEQUALITIES
Theorem 4.1. Let O 2 Rn be a bounded domain with @O in Cm: For every














Þ þ ð1 aÞ1
q
for all a in the interval j
m
4ao1; provided







¼ 1 and m  n
q
is not a nonnegative integer.
(The positive constant C depends only on n;m; j; q; r; a:Þ
Proof. We refer the reader to Friedman [6] or Nirenberg [9] for the proof
of this well-known calculus inequality. ]
Corollary 4.1. There exists a positive constant C such that for every







1 þ juj1Þ: ð4:2Þ
Proof. m ¼ 1; r ¼ 2; q ¼ 1 satisfy condition (ii) in Theorem 4.1. ]







1 þ juj1Þ: ð4:3Þ
Proof. m ¼ 2; r ¼ 2; q ¼ 1 satisfy condition (ii) in Theorem 4.1. ]








Proof. Using the given boundary conditions and Ho¨lder’s inequality
Z 1
0




and thus the inequality (4.4) holds. ]








Proof. Using the given boundary conditions, Ho¨lder’s inequality and
inequality (4.4) in the previous LemmaZ 1
0
















2 ; and thus the assertion is proved. ]
Lemma 4.3. If a function f is in the space W 12 ð½0; 1Þ then there exists a
constant C > 0 such that










Proof. Suppose ﬁrst f 2 C1½0; 1: By Lemma 5.2 of [6] there exists a
function F in C10ðR
1Þ such that F ¼ f in the interval ½0; 1 and jjF jjW j
2
ðR1Þ4





































j f j22 ð4:7Þ
for every e > 0: Suppose now that f 2 W 12 ð½0; 1Þ: There exists a sequence
ffig in C1½0; 1 such that jj fi  f jj1;2 ! 0; jj fi  f jj0;2 ! 0; j fi  f j1 ! 0
as i !1: Hence by passing limits in inequality (4.7) for fi we obtain
inequality (4.7) for f 2 W 12 ð½0; 1Þ and thus inequality (4.6) for every
0oeo1: ]
5. UNIFORM BOUNDEDNESS
Proof of Theorem 1.2. In order to reduce system (1.1) into the following
system we use the scaling uðx; t
d
Þ ¼ da21 u˜ðx; tÞ; vðx;
t
d
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vÞ in ½0; 1  ð0;1Þ;






vÞ in ½0; 1  ð0;1Þ;
uxðx; tÞ ¼ vxðx; tÞ ¼ 0 at x ¼ 0; 1;




In this proof we will observe the solution of (5.1) to prove the
uniform boundedness of its solution. Now we use z ¼ v u as an
auxiliary function to obtain necessary estimates and then system (5.1) is
rewritten as
ut ¼ ðuþ u2 þ uzÞxx þ uf˜; ð5:2Þ
vt ¼ ðvþ v2  vzÞxx þ vg˜; ð5:3Þ
zt ¼ zxx þ G; ð5:4Þ










v; and G ¼ vg˜ uf˜:










































































In the case that
R 1





for all t > 0:
In the case that
R 1
0 d u˜0 dx5
a1a21
b1
there exist positive constants d and t00 such
that
R 1
0 duðtÞ dxodþ a1a21b1 for all t 2 ðt
0
0;1Þ:
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R 1
0 dvðtÞ dx similarly and conclude that there exist positive






dvðtÞ dxoM0 for all t 2 ðt0;1Þ:
Step 2. Multiplying (5.2)–(5.4) by u; v;zxx; respectively, and integrating













































































































































































ðu2 þ v2Þ dx;































where K1;1 ¼ C1;2ð1þ 1d2 Þ; and the positive constants C1;2; C1;3 are depend-

































By using the result in Step 1 and applying inequality (4.6) to the function
u
3




































































































































































4K1;2 for every g50;












































ðu2 þ v2Þ dx þ K1;2: ð5:8Þ
Now we will estimate each term on the right-hand side of (5.8). Applying
inequality (4.2) to the functions u and v and using the uniform boundedness

























ðu2 þ v2Þ dx
 3
; ð5:9Þ
where C1;5 and C1;6 are positive constants depending only on a12; a21; ai;
bi; ci; i ¼ 1; 2: Applying inequality (4.3) to the function z and using the


































where C1;7 and C1;8 are positive constants depending only on a12; a21; ai;
bi; ci; i ¼ 1; 2 from the result obtained in Step 1. Substituting (5.9) and





































Þ3Þ; C1;9 is a positive
































































C1;11 are positive constants depending only on a12; a21; ai; bi; ci; i ¼ 1; 2:
Therefore, we conclude that there exist positive constants t1 and M1 ¼





ðdvðtÞÞ2 dxoM1 for all t 2 ðt1;1Þ: ð5:12Þ







d2ðu2 þ v2 þ z2xÞ dx4C1;12 þ C1;1
Z 1
0








where C1;12 is a positive constant depending only on a12; a21; ai; bi; ci; i ¼
1; 2: Thus, for d51 the positive constant M1 in (5.12) is independent of
d51; that is, M1 ¼ M1ða12; a21; ai; bi; ci; i ¼ 1; 2Þ:
Step 3. Multiplying (5.2), (5.3) by uxx;  vxx; respectively, and







u2x dx ¼ 
Z 1
0































































v2x dx ¼ 
Z 1
0












































xvxx dx ¼ 0 because of the Neumann
































































Taking derivative with respect to x twice on both sides of (5.4), multiplying
by zxx and integrating over ½0; 1 we have





























































Now we will estimate each term on the right-hand sides of (5.14)–(5.16).


























































































































































where C2;1;C2;2 are positive constants depending only on a12; a21; ai; bi;






































Þg: The right-hand side of







































Þg; and C2;4 is a positive
constant depending only on a12; a21; ai; bi; ci; i ¼ 1; 2: For the right-







xÞ dx þ C2;5
Z 1
0



































; K2;4 ¼ C2;7M1d2 ð1þ
M1
d2
Þ; and C2;5; C2;6; C2;7 are positive
constants depending only on a12; a21; ai; bi; ci; i ¼ 1; 2: Substituting































































K2;6 ¼ ðC2;2 þ C2;4ÞðM1d2 Þ
2; and C2;8 is a constant depending only on a12; a21;
ai; bi; ci; i ¼ 1; 2: Now we estimate the terms in the ﬁrst
integral of the right-hand side of the above inequality. Using
inequality (4.4) and the uniform boundedness of the L2 norm of u








































Inequality (4.5) applied to the function z and the uniform boundedness of
















































































































































































g; and C2;9; C2;10 are
constants depending only on a12; a21; ai; bi; ci; i ¼ 1; 2: Therefore, we
conclude that there exist positive constants t2 and M2 ¼ M2ðd; a12; a21; ai;







2 dxoM2 for all t 2 ðt2;1Þ: ð5:28Þ




























where C2;11; C2;12; C2;13 are positive constants depending only on a12;
a21; ai; bi; ci; i ¼ 1; 2: Thus for d51 the positive constant M2 in (5.28) is
independent of d51; that is, M2 ¼ M2ða12; a21; ai; bi; ci; i ¼ 1; 2Þ:
From the results of Steps 1–3 we have positive constants t˜0 and
M˜ ¼ M˜ðd; a12; a21; ai; bi; ci; i ¼ 1; 2Þ such that
maxfjjduð; tÞjj1;2; jjdvð; tÞjj1;2 : t 2 ðt˜0; T˜Þg4M˜ ð5:29Þ
for the maximal solution ðu; vÞ of (5.1). By scaling back and using the
Sobolev embedding inequalities we obtain the desired estimate for system
SOLUTIONS TO CROSS-DIFFUSION SYSTEMS 305(1.1) as the following: we have positive constants t0; M 0 ¼ M 0ðd; a12; a21;
ai; bi; ci; i ¼ 1; 2Þ; and M ¼ Mðd ; a12; a21; ai; bi; ci; i ¼ 1; 2Þ such that
maxfjjuð; tÞjj1;2; jjvð; tÞjj1;2 : t 2 ðt0; TÞg4M
0;
maxfuðx; tÞ; vðx; tÞ : ðx; tÞ 2 ½0; 1  ðt0; TÞg4M ð5:30Þ
for the maximal solution ðu; vÞ of (1.1). We also conclude that T ¼ þ1 from
Theorem 1.1. For d51 the positive constants M 0 and M in (5.30) are
independent of d51; that is, M 0 ¼ M 0ða12; a21; ai; bi; ci; i ¼ 1; 2Þ;
M ¼ Mða12; a21; ai; bi; ci; i ¼ 1; 2Þ: ]
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