Unproctored Internet Testing (UIT) is becoming more popular in personnel recruitment and selection. A drawback of UIT is that cheating is easy and, therefore, a proctored test is often administered after an UIT procedure. To detect inconsistent test scores from UIT, a cumulative sum procedure (CUSUM) is proposed. This procedure is applied to empirical data from an adaptive computer-based test in a real personnel selection context. The usefulness of the CUSUM is illustrated, and the unique contribution of the CUSUM to existing procedures is discussed.
clock at the best convenience for each person, it facilitates test scoring, and it speeds up feedback (Naglieri et al., 2004) . Also, the continuing technological advances that we have witnessed in the past decade solved problems in UIT related to speed of computer systems and reliability of the Internet. Although UIT is still not commonly accepted by psychologists in general (Tippins, 2009; Tippins et al., 2006) , many private organizations in the United States do seem to have embraced UIT for personnel recruitment and selection (Pearlman, 2009 ). This is not to say that there are no challenges in UIT. Often mentioned problems are nonstandardized testing conditions, test security, candidate identification, and cheating (Buchanan & Smith, 1999; Naglieri et al., 2004; Tippins et al., 2006) . The term cheating may refer to any kind of behavior from the test taker that intends to deceive the test provider by enhancing the ability or trait that the test tries to measure. Different types of cheating can be distinguished. For example, a candidate may take the test for others, or candidates may use nonallowed sources such as books, websites, or mobile phones. Although these types of cheating may also occur in proctored testing, the lack of a human proctor in UIT may increase cheating behavior. It is possible to use technology to try to prevent fraudulent behaviors (e.g., webcams), but as argued in Tippins et al. (2006, p. 205) , that would mean that ''the setting is no longer unproctored, it is just proctored remotely.' ' Naglieri et al. (2004) discussed that it is important (specially for high-stakes testing) to implement security measures on the Web servers involved in UIT in order to improve test security. Burke (2009) argued that using Web patrols to search the Internet for webpages that give nonauthorized access to testing contents can also be implemented. Technical methods to prevent fraud such as using webcams or Web patrols are of a preventive nature, that is, intended to discourage candidates from engaging in illegal practices, and are not further discussed.
The most popular method to validate scores from UIT consists of inviting candidates for a second, proctored test administration, often referred to as a confirmation or verification test. The confirmation test is taken in a secured, supervised environment provided by the organization responsible for the test administration. Of course, UIT is only efficient when the resources invested in the confirmation test are reduced to a minimum. This is typically achieved by only inviting for the confirmation test those candidates with a score on the unproctored test higher than some cutoff score. Also, the confirmation test should be constructed in such a way that only a minimum number of items is required to confirm or dismiss the results obtained in the first test. In the present article, we focus specifically on statistical methods designed to detect inconsistencies between the scores from the unproctored and the confirmation tests.
Several person-fit methods have been proposed in the literature to detect inconsistent item score patterns; see Meijer and Sijtsma (2001) and Karabatsos (2003) for reviews. An interesting practical example is given in Jacob and Levitt (2003) , who investigated suspicious test score fluctuations and misfitting item score patterns to identify teacher cheating. Methods that directly compare test-retest scores are also available. For example, Guo and Drasgow (2010) introduced the z statistic, which compares ability estimates from both tests. In the present article, we present a new methodology that consists of studying the compatibility between the ability estimates from the unproctored test and the item score patterns from the proctored test. Our method is based on CUmulative SUM control charts (CUSUMs); see Page (1954) , Meijer (2000, 2001) , Armstrong and Shi (2009) , and Tendeiro and Meijer (2012) . One advantage of the CUSUM methodology is that it uses item-level information to detect inconsistencies, unlike alternative methods which only use ability estimates or sum scores. CUSUMs are specially useful in identifying aberrancies which are sequential in nature. Also, the CUSUM methodology allows displaying results in the form of charts, which have the advantage of requiring minimal knowledge for interpretation of results.
Our main goal is to identify which candidates display a decrease in performance from the first (unproctored) test to the second (proctored) test. We apply the CUSUM methodology to empirical computerized adaptive test (CAT) data containing scores on both unproctored and proctored tests in a personnel recruitment procedure, and we compare the performance of these statistics with alternative methods in the literature.
Control Chart Techniques
Statistical process control (SPC) covers a range of statistical procedures that allow to control and monitor different types of production processes. One of the most important statistical tools in SPC are the CUSUMs discussed by Page (1954) . A CUSUM is a chart that allows following a production process in real time by using accumulated information. The procedure detects shifts in the measurements at an early stage in case some kind of anomaly disturbs the production process. A CUSUM is characterized by lower and upper control limits. Once a shift in measurements is big enough and the chart line crosses a control limit then an alarm signal is given, and measures should be taken in order to identify and eliminate the problem and to restore normal production conditions. At that point the CUSUM is reset and production is resumed.
Although SPC was traditionally focused on controlling industrial production, several studies proposed to use these methods to detect unusual response behavior in educational and psychological testing using item response theory (IRT) modeling (Embretson & Reise, 2000) . One of the first studies that applied CUSUMs was discussed in Bradlow, Weiss, and Cho (1998) , who used CUSUMs to identify candidates with inconsistent response patterns in a CAT. Applications of CUSUM procedures to CATs take into account that CATs are sequential and adaptive procedures, which are used to measure some latent ability u of a candidate via the administration of a variable number of items. Meijer (2000, 2001 ; see also Meijer & van Krimpen-Stoop, 2010) further developed and applied CUSUM procedures. They introduced statistics to determine upper and lower CUSUM control functions for CATs using dichotomous items scores. The CUSUM statistics are evaluated after administration of each item i (i = 1, . . ., n, where n is the number of items in the test). The formula is
for i = 1, and C Krimpen-Stoop & Meijer, 2000) can be defined by
n , that is, the difference between the observed and expected scores on item i, X i , and p i = P(X i = 1|u), respectively, corrected for test length. Expected probabilities p i are computed using any suitable IRT dichotomous model, for example, the one-, two-or three-parameter logistic models (1PL, 2PL, or 3PL models, respectively); see, for example, Embretson and Reise (2000) . T i can be evaluated at the updated ability estimateû iÀ1 or at the final ability estimateû n . Upper and lower control limits U i (a) and L i (a), respectively, must be estimated (Hawkins & Olwell, 1998) . A response string is to be considered inconsistent if, at any step i, C
The control limits are estimated such that false positives (i.e., falsely detecting inconsistent behavior) are limited by a preselected level a.
Armstrong and Shi (2009) defined an alternative statistic T i to compute upper and lower CUSUMs. Besides modeling the conditional probability of a correct response to an item, p i , Armstrong and Shi (2009) also modeled the probability of correctly answering an item in case of underperformance (p 
Statistics g U i and g L i are the logarithms of likelihood ratios (Neyman & Pearson, 1933) . Upper and lower control limits are estimated such that the rate of false positives is not superior to a preselected level a. Two-sided CUSUM statistics which combined both C U i and C L i given in Equation (3) were also considered by Armstrong and Shi (2009) ,
A score pattern is out of control whenever C LR is larger than a CUSUM control limit. Tendeiro and Meijer (2012) considered a similar two-sided statistic using the CUSUM statistics defined in Equations (1) and (2), denoted by C LR VM . The use of lower or upper CUSUM strategies is related to the type of inconsistency that a researcher is mostly interested in. In theory, lower CUSUMs are more sensitive in detecting inconsistent behaviors in which candidates perform under their real ability level, for example, because of tiredness, subexpertise on the contents being tested, or problems in understanding the language in which the test is written. Upper CUSUMs, on the other hand, are more sensitive in detecting overperformance, for example, because of dishonest behaviors such as cheating. A two-sided CUSUM statistic can be used if a researcher would like to detect both under-and overperformances.
CUSUM charts can be depicted for each candidate and for each CUSUM statistic, if desired. In the ''Results'' section we show examples of CUSUM charts and we show how these charts can be interpreted. CUSUM charts are one of the strengths of the CUSUM methodology because charts facilitate and enrich the interpretation of results.
CUSUMs in Test-Retest Context
As far as we know, there are no CUSUM applications in a test-retest context. The present article tries to fill in this gap. We propose to check, using CUSUMs, whether item scores from the confirmation test are compatible with ability estimates obtained from the unproctored test,û Un . In case of normal response behavior on the unproctored test, and assuming that cheating on the confirmation test is not likely, item scores from the confirmation test and ability estimates obtained from the unproctored test should be compatible. However, when a candidate overperforms during the first test, the item scores on the confirmation test may be unlikely given the ability estimateû Un . Specifically, some form of underperformance might be expected in the confirmation test ifû Un is taken as an acceptable estimate of the candidate's true latent ability. CUSUMs can be used in this context to assess whetherû Un and the response scores from the confirmation test are compatible. A researcher may use lower or two-sided CUSUMs computed using the ability estimate from the unproctored test and using the scores and item parameters from the confirmation test. Control limits can be estimated so that a decision rule can be created without too many false positives. We discuss this further in the ''Method'' section.
In this study, we focus on the lower CUSUM statistics C 2 and C L , since these are the most sensible statistics to detect deterioration of performance from the first test to the second test, which is our primary goal. We also used the two-sided C LR statistic, because Tendeiro and Meijer (2012) found that this statistic performed well in different test situations.
Method

Data
The Connector Ability (CA; Maij-de Meij, Schakel, Smid, Verstappen, & Jaganjac, 2008 ) is a CAT for the measurement of a person's cognitive ability and is used in selection settings. The test consists of three subtests: series of figures, series of matrices, and series of numbers (in this order). A G-factor u estimate is computed as a weighted combination of the u values estimated from the three subtests. There are two steps in the selection process using the CA. The first step consists of administrating the test through the Internet. This test is unproctored, and candidates are free to choose the location where they want to do the test. The second step consists of administrating the test in a supervised environment provided by the organization. The aim of this proctored test is to confirm the results of the unproctored test.
The CA is used by organizations for selecting candidates for positions requiring a master's (MA), bachelor's (BA), or upper vocational educational level. Item calibration was based on administration of items in pilot tests in unproctored settings. For each item, about 300 responses were obtained to estimate the item parameters using the 2PL model (Birnbaum, 1968) . The CA was administered under proctored conditions in real selection settings to compute the norms for the three educational levels MA, BA, or upper vocational level. Normalized values for ability estimates were determined for each educational level on the basis of these norms. The candidates invited for the proctored test were the ones who scored at or above the normalized cutoff score. The testing organization could still invite candidates for the second test who did not pass the cutoff score in the unproctored test, if desired.
Data were obtained from candidates of 14 different organizations, between January 2010 and June 2011. The total sample consisted of 850 candidates (67% male, 28% female, 5% unknown) applying for a job requiring an MA educational level (82%), a BA educational level (14%), and an upper vocational educational level (4%). The majority (52%) were between 18 and 29 years old. Forty-eight percent of the candidates obtained an MA, 25% a BA, and 6% had a midlevel educational background. The sample contained 69% autochton candidates, 6% Western minorities, 11% non-Western minorities, and 14% had an unknown ethnic background. All candidates in the data set were invited for a confirmation test.
The number of items administered in the unproctored test was between 30 and 45 (mean = 37.0, SD = 5.1). The confirmation test was typically shorter than the unproctored test. Candidates who were administered the CA in 2010 (half of the sample) were given a confirmation test consisting of 15 items. An update of the procedure led to an increase from 15 to 21 items in the confirmation test for all candidates in 2011. Thus, candidates who were administered the CA in 2011 (exactly half of the candidates in our data set) were given a longer confirmation test than those who went through the procedure in 2010.
Abilities were estimated using maximum likelihood estimation for the 2PL model. Two separate item pools were used for the unproctored and proctored tests. The item pool for the unproctored test was larger than that for the proctored test. Also, only highly discriminating items were used for the confirmation tests. Table 1 summarizes some characteristics of the item pools. Note that no specific methodology was implemented to control item exposure rates (ratio of the number of times an item is administered to the number of candidates). In practice, only 21% and 67% of the item pools for the unproctored and the confirmation tests were administered, respectively. The low percentage of items used from the unproctored item pool may be problematic with respect to test security. However, there was no indication that items became known. The average item exposure rates were .16 and .13 for the unproctored and proctored tests, respectively, which seem to be acceptable rates (see Impara & Foster, 2006) . Table 2 summarizes statistics regarding item exposure rates. In practice, the percentage of items administered from the item pool for the unproctored test was larger than 21% if we also consider the items used by candidates who were not selected for the confirmation test (38% of the item pool).
For the CA used in 2010, the ability parameter was set at zero at the beginning of each subtest, for both the unproctored and the confirmation tests. The updated 2011 version of the CA set the ability parameter at the beginning of each subtest at prespecified normed values according to the background of the candidate: u = 0.5, 0, and 20.5 for candidates with an MA, BA, or upper vocational educational level, respectively.
CUSUMs
We used C 2 , C L , and C LR as CUSUM statistics. For each candidate a CUSUM sequence was determined using the item parameters and item scores from the confirmation test, and using the ability estimate from the first test. Probabilities p L i and p U i were estimated using the algorithm presented in Armstrong and Shi (2009) with some adjustments discussed in Tendeiro and Meijer (2012) .
Next, control limits were estimated for each CUSUM statistic and for each candidate. We used bootstrapping (Efron & Tibshirani, 1993) to estimate the control limits. Given a candidate with ability estimateû Un , we selected all candidates (S) from the data set such that
Constant k was initially set equal to 0.5, and it was increased in steps of 0.25 until a sample of at least 10 candidates was collected. Only 24 candidates (2.8%) required a value larger than k = 0.5. The sample sizes for these cases ranged from 10 through 16. For all the other candidates (97.2%) the sample sizes were relatively larger (mean = 91.3, SD = 41.1). For each sample we computed bootstrap distributions for the 1% and 5% control limits of each CUSUM statistic (number of resamples = 1,000). Our final estimates were computed as the medians of the corresponding bootstrap distributions. The median was used because we observed that the bootstrap distributions were often nonsymmetric and/or multimodal. The control limits were then used to classify the answering behavior of each candidate as inconsistent or normal, for each CUSUM statistic.
Alternative Methods
The l z statistic (Drasgow, Levine, & Williams, 1985) is a standardization of the log likelihood function,
We computed the l z statistic for each candidate in the data set using the ability estimate from the first test, and the item parameters and item scores from the confirmation test. The distribution of l z is standard normal only when true u values are used (Molenaar & Hoijtink, 1990) . We used maximum likelihood estimates of u, which has the effect of changing the variance of l z more than expected under the standard normal distribution (see Meijer & Sijtsma, 2001 , for a discussion). Therefore, we used a bootstrapping procedure to estimate the 1% and 5% control limits for the l z statistic similar to the procedure used for the CUSUMs. The z statistic (Guo & Drasgow, 2010 ) is specifically designed for detecting misfits between unproctored and proctored tests. The formula for z is given by
z represents the difference between the estimated abilities from both tests, divided by a pooled standard error from both u estimates. The z statistic is asymptotically standard normal when the us are estimated using maximum likelihood and the IRT property of local independence assumption holds (Guo & Drasgow, 2010) . However, the z scores in our data, albeit normally distributed, differed from the expected standard normal distribution. This problem might be related to the length of the tests used. Therefore, we also used bootstrap distributions to estimate the 1% and 5% control limits for the z statistic. Our programs were written and executed in R (R Development Core Team, 2009).
Results
CUSUMs, l z , z
The detection rates, that is, the proportions of candidates whose answering patterns were flagged as inconsistent by each statistic, are summarized in Table 3 . All results that we present next concern the detection rates using the 5% control limits. For a given person-fit statistic, each candidate was coded 1 in case inconsistent behavior was detected and 0 otherwise. Thus, a binary vector of length n = 850 was available for each statistic. Table 4 , and l z was highest (correlations between .69 and .75). It is important to realize that different person-fit statistics detect different types of inconsistent response patterns. Hence, variation in the magnitude of the correlations between the statistics reflects the ability of different statistics to detect different types of inconsistencies. The researcher can use combined information from several person-fit statistics to decide which candidates should be flagged as inconsistent. In our analysis, we used three CUSUM person-fit statistics (C 2 , C L , and C LR ), the l z , and the z statistics. The percentage of score patterns flagged by all five procedures was 2.0% (17 candidates). Other possibilities consist of looking at the score patterns flagged by all three CUSUMs (2.6%, i.e., 22 candidates), by all CUSUMs and the l z (2.5%, i.e., 21 candidates), by all CUSUMs and z (2.0%, i.e., 17 candidates), or by at least one CUSUM plus both l z and z (4.0%, i.e., 34 candidates). 
CUSUM Charts
Besides flagging inconsistent item score patterns, CUSUMs allow access to local information concerning item scores. It is, for example, possible to investigate whether there are items or strings of items on the confirmation test where the candidate performed better or worse than expected. We illustrate the use of CUSUM charts in Figures 1 through 4 . These CUSUM charts display the variation of the values of the C 2 statistic for candidates 110, 192, 563, and 577 . Each chart represents the 1% and 5% control limits through horizontal lines; a response pattern is flagged as aberrant whenever the CUSUM series crossed a control limit. Candidates 110, 192, and 577 were flagged as inconsistent by the five person-fit statistics used in our analysis, whereas Candidate 563 was not flagged by any of the statistics. Candidate 110 in Figure 1 was flagged by C 2 as inconsistent at a 1% level. This candidate obtained an estimated ability from the unproctored test equal toû Un = 1:54. This estimate is high considering the easy items from the item pool of the confirmation test, see Table 1 . This has practical consequences when computing the CUSUM sequences: Answering an item incorrectly results in a relatively large decrease in the CUSUM, whereas answering an item correctly increases the CUSUM only slightly, since the expected probability of answering the item correctly is large for each item. Candidate 110 failed three of the first four items. After the fourth item this candidate answered three items correctly, then four items incorrectly, and finally four items correctly. Some of the items answered incorrectly were easy, given the estimated abilitŷ u Un from the unproctored test. For example, Items 8, 9, 10, and 11 with estimated difficultyb = 0:97, 0.47, 0.29, and 0.00, respectively, were incorrectly answered. This resulted in a CUSUM chart below the 1% control limit. Thus, the item score pattern of Candidate 110 was flagged as inconsistent because too many easy items (according to the ability estimate from the unproctored test) were answered incorrectly. Figure 2 provides another example of a CUSUM that reflects inconsistent response behavior (at 1% significance level). The estimated ability from the unproctored test equaledû Un = 0:84. This candidate performed well at the beginning of the test with only two incorrect scores on the first eight items. After the eighth administered item the candidate's performance deteriorated, and only one item of seven administered items was answered correctly. The bad performance in the second half of the test resulted in an inconsistent CUSUM chart. Observe that the increases and decreases in the CUSUM chart depend on the item difficulty. For example, the fourth item was answered incorrectly but the effect on the CUSUM was small because this was a difficult item (b = 2.35). In contrast, missing the last two items had a larger effect on the CUSUM because these were relatively easy items (difficulties equal to 21.00 and 21.24, respectively). Candidate 192 seems to have performed well only in the first half of the test, which may be interpreted as a result of plodding behavior (Meijer, 1996) .
The CUSUM of Candidate 577 (û Un = 1:03) displayed in Figure 3 resulted from the updated version of the CA; the confirmation test had 21 items in total. This candidate's score pattern consisted of an alternation of correct and incorrect answers. Items answered incorrectly were heavily penalized by the CUSUM because the estimated abilityû Un was relatively high. At the end of the test, the 1% control limit was crossed, reflecting an accumulation of evidence favoring the hypothesis of an inconsistent answering pattern. The score pattern of Candidate 563 (û Un = 0:81) displayed in Figure 4 was not flagged as inconsistent by the C 2 CUSUM statistic. This candidate was also tested with the updated version of the CA. The response vector consisted of an alternation of correct and incorrect answers throughout the test. Some of the items answered incorrectly can be considered difficult, and as a consequence the CUSUM decreased moderately for these items (e.g., consider Items 3, 5, and 17 with estimated difficultŷ b = 2:35, 1.66, and 1.31, respectively). Answering difficult items correctly, on the other hand, resulted in a pronounced increase of the CUSUM, as can be seen for Items 15 and 16 (difficultyb = 0:69 and 1.60, respectively). The CUSUM did not flag the response vector as inconsistent because Candidate 563 did not fail, in general, on many items with difficulty well below the estimated abilityû Un .
Discussion
To identify cheating in UIT, Guo and Drasgow (2010) proposed to use a statistic in which global measures (estimated abilities) on unproctored and proctored tests are compared. Unusual response behavior is identified when scores are larger than some cutoff threshold. The aim of the present article was to discuss other psychometric methods that can be used to identify test-taker cheating in a test-retest context. In the psychometric literature there has been a proliferation of statistics that are aimed at identifying cheating inconsistent response behavior (Meijer & Sijtsma, 2001) , but there are not many empirical studies that show their usefulness. Recently, a number of statistics were proposed to detect cheating (e.g., Belov, 2011; Sotaridona & Meijer, 2003), however, these statistics mainly aim at detecting persons who copy item scores from their neighbors. A different type of technique which allows to detect inconsistent answering behavior in UIT is based on the sequential probability ratio test (SPRT; Eggen, 1999; Eggen & Straetmans, 2000; Finkelman, 2008; Makransky & Glas, 2011; Wald, 1947) . SPRT-based models, or more specifically their adaptations to confirmation testing (Makransky & Glas, 2011) , allow to dynamically build the proctored test in a way that minimizes the number of items required until a decision can be made. We did not use SPRT models in our analysis because that would have required reformulating the CA adaptive testing procedure before collecting the data, which was not feasible.
An alternative to the cumulative sum strategy used in this article consists of estimating, for each candidate, two posterior distributions of ability using data from the unproctored and proctored tests. Both posteriors are then compared using the Kullback-Leibler divergence (KLD; see Belov, Pashley, Lewis, & Armstrong, 2007; Belov & Armstrong, 2010) . Large values of the KLD indicate a significant change in performance between both tests. Critical values for the KLD at fixed levels of significance can be estimated using either simulation, approximating distributions such as the lognormal (Belov & Armstrong, 2010) , or theoretical distributions which the KLD follows under specific conditions (Belov & Armstrong, 2011) . As observed by an anonymous reviewer, the KLD approach takes into account all available information from the posterior distributions, unlike other statistics which rely only on the first moments of the posteriors (e.g., Guo and Drasgow's z statistic). We observe that the CUSUM technique is of a different nature than the KLD. CUSUMs are sequential procedures which take into account the order in which the items are presented to each candidate. The KLD technique estimates posteriors from two sets of items (in our setting, the unproctored and proctored tests), but the order of the items within each set is not taken into account. In particular, psychometric information in the shape of CUSUM charts is not readily available for the KLD. Thus, the CUSUM and the KLD approaches can be regarded as two alternative ways for detecting aberrant response behavior. CUSUMs are specially suitable for situations where it is important to take into account a specific ordering of the items (e.g., the administration order). Guo, Tay, and Drasgow (2009) showed, using simulated data, that CATs can protect against cheating when the frequency of test administration was held constant. CAT systems were better at resisting small-scale cheating than conventional test systems. For the conventional tests, lengthier tests and more test forms enhanced test security. Although there is not much evidence yet, the first empirical studies (Lievens & Burke, 2010; Nye, Do, Drasgow, & Fine, 2008) showed that mean scores on the proctored tests are higher than the scores on the unproctored tests, indicating that, in general, test takers do not cheat. The existing studies that report these results also recognize that there are test takers with large decreases in test scores. Furthermore, these studies used dichotomous decisions on whether or not people cheat, although this may be more subtle. As an alternative a researcher can calculate the likelihood of each pattern based on the estimation of the first unproctored trait, as we showed in this study.
How should we use different sources of psychometric information with respect to cheating? An interesting study, although not in employment setting, that combined different types of statistical evidence to detect cheating was presented in Jacob and Levitt (2003) . In that study teacher cheating was identified by making use of suspicious test score fluctuations and misfitting item score patterns. To improve student achievement, several states and districts in the United States have recently implemented programs that use student scores to punish or reward schools. States are required to test elementary students each year, rate schools on the basis of test performance, and intervene in schools that do not make sufficient improvement. Although these policies may be effective, one of the drawbacks is that teachers and administrators may cheat. Teachers may change the responses on answer sheets, providing correct answers to students. Documented cases of this kind of cheating have been described by Kolker (1999) and Hofkins (1995) . Jacob and Levitt (2003) were in particular interested in the identification of unlikely answer strings. As a first measure they used counts concerning the number of identical answers within a class room. As a second measure they used the variance of student responses on an item within a classroom. A third measure used the degree of correlations across questions within a classroom and a fourth measure focused on how much a student's response pattern differed from the other response patterns in the classroom.
In our opinion, the Jacob and Levitt (2003) study is an excellent example of how information from inconsistent response pattern combined with other (statistical) information can be of great help to identify suspicious test scores of (groups of) individuals. In general, we think that in psychological and educational computer-based testing it is relatively easy to routinely check differences in test scores and combine this information with, for example, information about unexpected item score patterns. Additional context-specific information will probably always be needed to ''have a case,'' but the routine to check scores and item score patterns and, perhaps, communicate with candidates that this is being done may help obtain valid scores.
In this article, we presented strategies based on cumulative sum statistics that can be used to detect inconsistent item score patterns in test-retest contexts. We exemplified CUSUM techniques by means of empirical data. Comparisons with alternative methods were considered. We discussed several advantages associated to CUSUM techniques. One important advantage is the fact that CUSUMs allow interpreting individual item scores or sequences of item scores, which contrasts with person-fit techniques that are based on total score measures. Another advantage of using CUSUMs is the easiness and richness that CUSUM charts add to the analysis of the results.
In general we believe that CUSUM procedures can provide an additional view on person-fit in IRT. A future step in this field could be to consider implementing CUSUMs in real-life settings such as personnel recruitment, together with other well-known psychometric techniques. Integrating several person-fit methods together can benefit interpretation of results and can better substantiate the final outcomes of the analysis.
