Abstract. We obtain a characterization of two classes of dynamics with nonuniformly hyperbolic behavior in terms of an admissibility property. Namely, we consider exponential dichotomies with respect to a sequence of norms and nonuniformly hyperbolic sets. We note that the approach to establishing exponential bounds along the stable and the unstable directions differs from the standard technique of substituting test sequences. Moreover, we obtain the bounds in a single step.
Introduction
Our main objective is to obtain a characterization of two classes of dynamics with nonuniformly hyperbolic behavior in terms of an admissibility property. Namely, we consider the class of exponential dichotomies with respect to a sequence of norms and the class of nonuniformly hyperbolic sets.
In the first part of the paper we consider a nonautonomous dynamics with discrete time obtained from a sequence of linear operators on a Banach space and we characterize the notion of an exponential dichotomy with respect to a sequence of norms. The principal motivation for considering this notion is that includes both the notions of a uniform and of a nonuniform exponential dichotomy as special cases. We refer the reader to the books [3, 6, 7, 12] for details and further references on the uniform theory. On the other hand, the requirement of uniformity for the asymptotic behavior is often too stringent for the dynamics and it turns out that the notion of a nonuniform exponential dichotomy is much more typical. We refer the reader to [2] for an account of a substantial part of the theory. Most of the work in the literature related to admissibility has been devoted to the study of uniform exponential dichotomies. For some of the most relevant early contributions in the area we refer to the books by Massera and Schäffer [10] and by Dalec ′ kiȋ and Kreȋn [4] . We also refer to [9] for some early results in infinite-dimensional spaces. For a detailed list of references, we refer the reader to [3] and for more recent work to Huy [8] .
We emphasize that we consider the general case of a noninvertible dynamics which means that we assume only the invertibility along the unstable direction. Moreover, we characterize exponential dichotomies with respect to a sequence of norms in terms of the admissibility of a large family of Banach spaces (the particular case of l p spaces was considered in [1] ). We note that the approach to establishing exponential bounds along the stable and the unstable directions differs from the standard technique of substituting test sequences (see for example [6, 8] ). Moreover, in contrast to the existing approaches, we are able to obtain bounds along the stable and unstable directions in a single step.
In the second part of the paper we obtain an analogous characterization of nonuniformly hyperbolic sets. The notion of a nonuniformly hyperbolic set arises naturally in the context of smooth ergodic theory. Indeed, if f is a C 1 diffeomorphism of a finite-dimensional compact manifold preserving a finite measure µ with nonzero Lyapunov exponents, then there exists a nonuniformly hyperbolic set of full µ-measure. We refer the reader to [2] for details. Our work is close in spirit to that of Mather [11] , who obtained a similar characterization of uniformly hyperbolic sets, as well as that of Dragičević and Slijepčević [5] , where the problem of extending Mather's result to nonuniformly hyperbolic dynamics was first considered. However, there are substantial differences between our approach and that in [5] , which provides a characterization of ergodic invariant measures with nonzero Lyapunov exponents and not of nonuniformly hyperbolic sets.
Preliminaries
In this section we introduce a few basic notions. Let S be the set of all sequences s = (s n ) n∈Z of real numbers. We say that a linear subspace B ⊂ S is a normed sequence space if there exists a norm · B : B → R + 0 such that if s ′ ∈ B and |s n | ≤ |s ′ n | for n ∈ Z, then s ∈ B and s B ≤ s ′ B . If in addition (B, · B ) is complete, we say that B is a Banach sequence space.
Let B be a Banach sequence space. We say that B is admissible if: 1. χ {n} ∈ B and χ {n} B > 0 for n ∈ Z, where χ A denotes the characteristic function of the set A ⊂ Z; 2. for each s = (s n ) n∈Z ∈ B and m ∈ Z, the sequence s m = (s m n ) n∈Z defined by s m n = s n+m belongs to B and there exists N > 0 such that s m B ≤ N s B for s ∈ B and m ∈ Z. We present some examples of Banach sequence spaces. Example 1. The set l ∞ = {s ∈ S : sup n∈Z |s n | < +∞} is a Banach sequence space when equipped with the norm s = sup n∈Z |s n |.
Example 2.
For each p ∈ [1, ∞), the set l p = {s ∈ S : n∈Z |s n | p < +∞} is a Banach sequence space when equipped with the norm s = ( n∈Z |s n | p ) 1/p . We need the following auxiliary results. 
Proof. 1. Assume that s 1 ∈ B and let I ⊂ Z be the finite set of all integers n ∈ Z such that s 1 n = s 2 n . We define v = (v n ) n∈Z by v n = 0 if n / ∈ I and v n = s 2 n − s 1 n if n ∈ I. Since B is an admissible Banach sequence space, we have v ∈ B and thus
2. We have |s
By the definition of a normed sequence space, we obtain
for n ∈ Z and the conclusion follows. 3. We define a sequence v = (v n ) n∈Z by v n = |s n | for n ∈ Z. Clearly, v ∈ B and v B = s B . Moreover,
Since B is complete, the series m≥0 λ m v −m converges to some sequence x = (x n ) n∈Z ∈ B. It follows from the second property that
for n ∈ Z. Since |s 1 n | ≤ |x n | for n ∈ Z, we conclude that s 1 ∈ B and s 1 B ≤ x B , which yields that the first inequality in (1) holds. One can show in a similar manner that s 2 ∈ B and that the second inequality in (1) holds. Now let (X, · ) be a Banach space and let · n , for n ∈ Z, be a sequence of norms on X such that · n is equivalent to · for each n ∈ Z. For an admissible space B, let
For x ∈ Y B , we define
Proof. Let (x k ) k∈N be a Cauchy sequence in Y B . Repeating arguments in the proof of Proposition 1, one can show that (x k n ) k∈N is a Cauchy sequence in X for each n ∈ Z. Let
Hence, (s k ) k∈N is a Cauchy sequence in B. Since B is complete, it follows from property 2 in Proposition 1 that s k → s in B when k → ∞, where
One can easily verify that the sequence (
Admissibility and exponential dichotomies
In this section we consider the notion of an exponential dichotomy with respect to a sequence of norms and we characterize it in terms of the invertibility of a certain linear operator.
3.1. Basic notions. Let X be a Banach space and let L(X) be the set of all bounded linear operators from X to itself. Given a sequence (A m ) m∈Z in B(X), let
Definition 1. We say that (A m ) m∈Z admits an exponential dichotomy with respect to the sequence of norms · m if:
such that each map A m | ker P m : ker P m → ker P m+1 is invertible; 2. there exist constants D > 0 and 0 < λ < 1 < µ such that for each x ∈ X and n, m ∈ Z we have
and
where Q m = Id − P m and
More generally, one can consider the notion of an exponential dichotomy for sequences of linear operators between different spaces. Namely, let X n = (X n , · ), for n ∈ Z, be pairwise isomorphic Banach spaces. Given a sequence of bounded linear operators A m : X m → X m+1 , for m ∈ Z, one can define A(n, m) : X m → X n by (2) and introduce a corresponding notion of an exponential dichotomy, with projections P m : X m → X m for m ∈ Z. All the results obtained in this section hold verbatim in this general setting, but we prefer avoiding the cumbersome notation. Now let B be a Banach sequence space. Our main aim is to characterize the notion of an exponential dichotomy with respect to a sequence of norms in terms of the invertibility of the operator
It follows from the definition of Y B and property 2 in Proposition 1 that
for n ∈ Z, using the continuity of the linear operator A n−1 . Therefore, x ∈ D(T B ) and T B x = y. This shows that the operator T B is closed.
For x ∈ D(T B ) we consider the graph norm
Clearly, the operator
is bounded and from now on we denote it simply by T B . It follows from
) is a Banach space.
3.2. Characterization of exponential dichotomies. In this section we characterize the notion of an exponential dichotomy with respect to a sequence of norms in terms of the invertibility of the operator T B . Proof. In order to establish the injectivity of the operator T B , assume that T B x = 0 for some x ∈ Y B . Then x n = A n−1 x n−1 for n ∈ Z. Let x s n = P n x n and x u n = Q n x n . We have x n = x s n + x u n and it follows from (3) that x 
where α B = χ {0} B . Letting m → ∞ in the last term yields that
Therefore, x u k = 0 for k ∈ Z and hence x = 0. This shows that the operator T B is injective. Now we show that T B is onto. Take
We have It follows from property 3 in Proposition 1 that (x 1 n ) n∈Z and (x 2 n ) n∈Z belong to Y B . Now let x n = x 1 n + x 2 n for n ∈ Z and x = (x n ) n∈Z . Then x ∈ Y B and one can easily verify that T B x = y. This completes the proof of the theorem. Now we establish the converse of Theorem 4. Proof. For each n ∈ Z, let X(n) be the set of all x ∈ X with the property that there exists a sequence x = (x m ) m∈Z ∈ Y B such that x n = x and x m = A m−1 x m−1 for m > n. Moreover, let Z(n) be the set of all x ∈ X for which there exists z = (z m ) m∈Z ∈ Y B such that z n = x and z m = A m−1 z m−1 for m ≤ n. One can easily verify that X(n) and Z(n) are subspaces of X. Lemma 1. For each n ∈ Z, we have
Proof of the lemma. Given v ∈ X, we define a sequence y = (y m ) m∈Z by y n = v and y m = 0 for m = n. Clearly, y ∈ Y B . Hence, there exists x ∈ Y B such that T B x = y, that is,
Since x ∈ Y B , we obtain x n ∈ X(n) and A n−1 x n−1 ∈ Z(n).
Moreover, by (7), we have v ∈ X(n) + Z(n). Now take v ∈ X(n) ∩ Z(n) and choose x = (x m ) m∈Z and z = (z m ) m∈Z in Y B such that x n = z n = v, x m = A m−1 x m−1 for m > n and z m = A m−1 z m−1 for m ≤ n. We define y = (y m ) m∈Z by y m = x m for m ≥ n and y m = z m for m < n. It is easy to verify that y ∈ Y B and T B y = 0. Since T B is invertible, we have y = 0 and thus y n = v = 0. Let P n : X → X(n) and Q n : X → Z(n) be the projections associated to the decomposition in (6). 
Proof of the lemma. It is sufficient to show that
A n X(n) ⊂ X(n + 1) and A n Z(n) ⊂ Z(n + 1) for n ∈ Z. Take v ∈ X(n) and x = (x m ) m∈Z ∈ Y B such that x n = v and
Then x n+1 = A n v ∈ X(n + 1). Now take v ∈ Z(n) and choose z = (z m ) m∈Z such that z n = v and z m = A m−1 z m−1 for m ≤ n. We define
Lemma 3. The linear operator A n | ker P n : ker P n → ker P n+1 is invertible for each n ∈ Z.
Proof of the lemma. We first establish the injectivity of the operator. Assume that A n v = 0 for v ∈ ker P n = Z(n) and choose z = (z m ) m∈Z ∈ Y B such that z n = v and
Moreover, we define y = (y m ) m∈Z by y m = 0 for m > n and y m = z m for m ≤ n. Clearly, y ∈ Y B and T B y = 0. Since T B is invertible, we conclude that y = 0 and thus y n = v = 0.
In order to show that the operator is onto, take v ∈ ker P n+1 = Z(n + 1) and z = (z m ) m∈Z ∈ Y B with z n+1 = v and z m = A m−1 z m−1 for m ≤ n + 1. Clearly, z n ∈ Z(n) and A n z n = z n+1 . This shows that A n | ker P n is onto. Now we establish exponential bounds. Take n ∈ Z and v ∈ X. Moreover, let y and x be as in the proof of Lemma 1. For each z ≥ 1, we define a linear operator
for ν ∈ D(T B ) and z ≥ 1. In particular, this implies that B(z) is invertible whenever 1 ≤ z < 1 + 1/ T
−1 B
, and
.
Take t = 1/z for a given z ∈ (1, 1 + 1/ T
) and let z ∈ Y B be the unique element such that B(1/t)z = y. Writing
, we obtain
One can easily verify that T B x * = y and hence x * = x. Thus,
for m ∈ Z. Moreover, it was shown in the proof of Lemma 1 that P n v = x n and Q n v = −A n−1 x n−1 . Hence, it follows from (8) and (9) that
for m ≥ n. Similarly, it follows from (8) and (9) that
for m < n. By (10) and (11), there exists D > 0 such that (4) and (5) hold taking λ = t and µ = 1/t. This completes the proof of the theorem.
Nonuniformly hyperbolic sets
Now we consider an elaboration of the situation considered in Section 3. Namely, we characterize the notion of a nonuniformly hyperbolic set in terms of the invertibility of certain linear operators. More precisely, to each trajectory f n (x) of a nonuniformly hyperbolic set of a diffeomorphism f one can associate a linear operator defined in terms of the sequence of tangent spaces d f n (x) f (see the discussion after Definition 1). Moreover, each trajectory admits an exponential dichotomy with respect to the same sequence of tangent spaces and so it is natural to use arguments that are an elaboration of those in the former section.
Basic notions. Let M be a compact Riemannian manifold and let
Definition 2. An f -invariant measurable set Λ ⊂ M is said to be nonuniformly hyperbolic if there exist constants 0 < λ < 1 < µ and a df -invariant splitting
for x ∈ Λ such that given ε > 0, there exist measurable functions C, K : Λ → R + such that for each x ∈ Λ: 1. for v ∈ E s (x) and n ≥ 0,
2. for v ∈ E u (x) and n ≥ 0,
3.
We note that a nonuniform hyperbolic set gives rise naturally to a parameterized family of exponential dichotomies with respect to a sequence of norms. More precisely, to each trajectory one can associate an exponential dichotomy (see [2] ). Proposition 6. Let Λ ⊂ M be a nonuniformly hyperbolic set. Then for each ε > 0 such that λe ε < 1 < µe −ε there exists a norm · ′ = · ε on T Λ M such that for each x ∈ Λ the sequence of linear operators
admits an exponential dichotomy with respect to the norms · ′ f n (x) . Alternatively, Proposition 6 can be obtained as a consequence of the proof of Theorem 7 below (the proof introduces a particular norm that is also adapted to our characterization of nonuniformly hyperbolic sets).
4.2.
Characterization of nonuniformly hyperbolic sets. Given an admissible Banach sequence space B and a norm · ′ on the tangent bundle T Λ M , for each x ∈ Λ we denote by Y x the set of all sequences µ = (µ n ) n∈Z with µ n ∈ T xn M , where
One can easily verify that Y x is a Banach space with the norm
Finally, we define a linear operator R x by
Theorem 7. Let Λ ⊂ M be a nonuniformly hyperbolic set and let B be an admissible Banach sequence space. Then there exists ε 0 > 0 such that for every ε ∈ (0, ε 0 ) there is a norm · ′ = · ε on T Λ M and a measurable function G : Λ → R + such that for each x ∈ Λ:
3. R x : Y x → Y x is a well defined, bounded and invertible linear operator; 4. there exists a constant D > 0 (independent of ε and x) such that
Proof. Since M is compact and f is continuous, there exists A > 0 such
Without loss of generality, one may assume that 1/A ≤ λ and µ ≤ A (since otherwise one can simply increase A). Take ε 0 > 0 such that λe ε 0 < 1 < µe −ε 0 . For each ε ∈ (0, ε 0 ) we introduce an adapted norm
It follows from (12) that
Moreover,
It follows from (13) that
for v ∈ E u (x). One can show in a similar manner that
For an arbitrary v ∈ T x M , we define
x , where v = v s + v u with v s ∈ E s (x) and v u ∈ E u (x). It follows from (14), (19) and (21) that
Hence, (16) holds taking G(x) = (C(x) + 1)/K(x). Moreover, it follows from (15) that (17) holds. Finally, it follows from (20) and (23) that
for x ∈ Λ and v ∈ T x M . Now let P (x) :
Lemma 4. There exists a constant Z > 0 (independent of ε and x) such that
Proof of the lemma. For each x ∈ Λ let
Take a vector v ∈ T x M such that P v = 0 and Qv = 0, where P = P (x) and Q = Q(x). Then
and thus,
It follows from (20), (22) and (24) (recall that ε < ε 0 ) that
Therefore, (25) holds taking Z = 2A(e ε 0 + 1) µe −ε 0 − λe ε 0 . This completes the proof of the lemma. Now take x ∈ Λ. It follows from (24) that R x is a well defined bounded linear operator on Y x . We first show that it is onto. Let µ = (µ n ) n∈Z ∈ Y x . By Lemma 4, we have µ s = (µ s n ) n∈Z ∈ Y x and µ u = (µ u n ) n∈Z ∈ Y x , where µ s n = P (f n (x))µ n and µ u n = Q(f n (x))µ n .
For each n ∈ Z, let ξ It follows from (1), (20), (22) and (25) (since ε < ε 0 ) that ξ s = (ξ s n ) n∈Z and ξ u = (ξ u n ) n∈Z belong to Y x . Moreover,
for n ∈ Z. Therefore, ξ = (ξ n ) n∈Z , where ξ n = ξ s n + ξ u n , belongs to Y x and
Moreover, one can easily verify that R x ξ = µ. Now we show that R x is injective. Assume that R x ξ = 0 for some ξ = (ξ n ) n∈Z ∈ Y x . Then ξ n = d x n−1 f for n ∈ Z and hence, ξ s n = d x n−1 f ξ s n−1 and ξ u n = d x n−1 f ξ u n−1 for n ∈ Z. For each k ∈ Z, it follows from (20) that
for m ≥ 0. Letting m → +∞, since λe ε 0 < 1 we obtain ξ s k = 0. Similarly, ξ u k = 0 for k ∈ Z and thus ξ = 0. This shows that R x is invertible. In addition, it follows from (26) that there exists a constant D > 0 (independent on x and ε) such that (18) holds. This completes the proof of the theorem. Now we establish the converse of Theorem 7. where K(x) = 1/((2 + 2D)G(x)). It follows readily from (17) that the functions C and K satisfy (15) with ε replaced by 2ε. This shows that the set Λ is nonuniformly hyperbolic.
