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Abstract
This paper provides an explicit construction of the Fleming-Viot process with viability
selection in a Bayesian nonparametric framework, and derives its stationary distribution.
The measure-valued diﬀusion is obtained as the inﬁnite population limit of the empirical
measures of a semi-Markov process of exchangeable particles. In the limit the stationary
distribution is shown to be the two-parameter Poisson-Dirichlet process, also known as the
Pitman-Yor process.
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11 Introduction and preliminaries
The Fleming-Viot process, introduced by Fleming and Viot (1979), is a measure
valued diﬀusion on the space P(E) of Borel probability measures on E, endowed
with the topology of weak convergence, where E is a locally compact complete
separable metric space, called the type space. The general form of the generator










































ε→0+ ε−1{φ(µ + εδx) − φ(µ)}
and we take D(A) to be the set of all φ ∈ B(P(E)), where B(P(E)) is the set of
bounded functions on P(E), of the form
φ(µ) = F(hf1,µi,...,hfm,µi) = F(hf,µi)
where hf,µi =
R
fdµ and, for m ≥ 1, f1,...,fm ∈ D(B) and F ∈ C2(Rm). Also, B
is the generator of a Feller semi-group on the space ˆ C(E) of continuous functions
vanishing at inﬁnity, known as the mutation operator, R is a bounded linear operator
from B(E) to B(E2), known as the recombination operator, and σ ∈ Bsym(E2) is
called selection intensity function. We assume throughout the paper that R ≡ 0,
i.e. there is no recombination in the model.
The selection mechanism can be of two types: fertility selection, which makes
some individuals more likely to have oﬀspring than others; and viability selection,
which makes some individuals more likely to survive longer than others. In this
paper we will concentrate on the case with viability selection, for which when
φ = hf,µmi (1)
2µm denoting product measure, the generator of the corresponding Fleming-Viot














hβ(·,µ) ⊗ f,µm+1i − hβi(·,µ)f,µmi

,
β denoting the selection intensity function, which is a bounded function on E.
Ethier and Kurtz (1994) showed that when there is no selection nor recombina-






{f(z) − f(x)}ν0(dz) (3)
where θ > 0 and ν0 is a non atomic probability measure, then the stationary distri-
bution of the Fleming-Viot process is the Dirichlet process with parameter (θ,ν0),
denoted by Dθ,ν0(·). Also, they showed that when (3) holds, σ ∈ Bsym(E2) is the
fertility selection intensity function and there is no recombination, the stationary
distribution of the Fleming-Viot process is
Π(dµ) = Cehσ,µ2iDθ,ν0(dµ) (4)
where C is a constant and hσ,µ2i =
R
σ(x,y)µ(dx)µ(dy). See also Walker et al.
(2007) and Walker and Ruggiero (2007) for a recent Bayesian nonparametric inter-
pretation of the neutral diﬀusion model and the Fleming-Viot process with fertility
selection respectively.
This paper provides a construction of the Fleming-Viot process with viability
selection in a Bayesian setting, and derive its stationary distribution. The con-
struction uses an En-valued semi-Markov jump process, whose transitions are based
on a generalisation of the Blackwell-MacQueen P´ olya urn scheme (Blackwell and
MacQueen, 1973) due to Pitman (1996), which characterises the predictive density
associated with the two-parameter Poisson-Dirichlet process, also known as Pitman-
Yor process (see Pitman and Yor, 1997; Ishwaran and James, 2001; Ishwaran and
Zarepour, 2003). The semi-Markov particle process is asymptotically Markov (the
choice of the semi-Markovianity is explained in Remark 2.1 below), and the asso-
ciated process of empirical measures weakly converges to a Fleming-Viot process
with viability selection, whose generator is (2). The stationary distribution of such
Fleming-Viot process is shown to be the two-parameter Poisson-Dirichlet process,
3which is also the de Finetti measure of the semi-Markov particle process.
The paper is organized as follows. In Section 2 the semi-Markov particle process
is deﬁned and its generator computed. In Section 3 the associated process of em-
pirical measures is considered, and shown to converge to the Fleming-Viot process
with viability selection. Section 4 brieﬂy discusses the properties of the selection
intensity function. Finally, Section 5 deals with stationarity.
2 The particle process
Consider a sequence of n exchangeable variables (x1,...,xn) with values in a lo-
cally compact complete separable metric space E. Denote the unique values in
(x1,...,xn) with (x∗
1,...,x∗
k); then k can be seen as the number of clusters labeled
by the distinct values in the vector. We can deﬁne a pure jump semi-Markov pro-
cess on the product space En as follows. Instantaneously after each transition, a
coordinate xi is chosen from the vector (x1,...,xn) with probability π
σ,n
i = πσ,n(xi)
to be speciﬁed later on, for i = 1,...,n, n ≥ 1 and 0 < σ < 1. The coordinates
diﬀerent from the i-th are set equal to their previous values until the next renewal.
An incoming particle that will replace xi is then sampled from the density
pn(dx|x−i) =
θ + σki
θ + n − 1
ν0(dx) +
1





where θ > 0, σ is as above, ν0 is a non atomic prbability measure on E, δx is
the point mass at x, ki is the number of distinct values in the subvector x−i =
(x1,...,xi−1,xi+1,...,xn), and nj is the cardinality of the j-th cluster, namely the
multiplicity of x’s in x−i whose value equals that of x∗
j. Note that (5) is the predic-
tion rule that generates a sequence of variables which are conditionally i.i.d. from a
random distribution function sampled from a two-parameter Poisson-Dirichlet pro-
cess with parameters σ and θ, denoted by PD( · ; σ,θ) (see Pitman, 1995, 1996).
Note that for σ = 0, PD( · ; σ,θ) reduces to a Dirichlet process with parameters
(θ,ν0), and (5) to the Blackwell-MacQueen P´ olya-urn scheme (see Ishwaran and
James, 2001; Ishwaran and Zarepour, 2003).
The incoming particle, sampled from (5) to replace xi, determines the parameter
of the exponential distribution from which the current holding time is sampled. In
particular, it will be λn,j,i = λ(x∗
j,xi,µn), for j = 1,...,ki, if the new particle is set
equal to x∗
j (µn denoting the empirical measure of (x1,...,xn)), or λn,0,i if the new
4particle is from ν0. Thus the distribution of the holding times Qn
j,i,x−i(t) depends on
both the outgoing particle xi, which belongs to the starting state, and the incoming
particle x∗
j, which belongs to the arrival state, from which the semi-Markovianity.
See for example Pyke (1961), Cinlar (1975).
The transitions can thus be expresses, conditionally on the fact that the particle






j,i,x−i(t) is an exponential distribution of parameter λn,j,i, j = 0,1,...,ki
(note that j now ranges from 0), ki as above, and
P0(xi,dy) =
θ + σki




θ + n − 1
δx∗
j(dy) j = 1,...,ki
where j = 0 denotes that the particle comes from the non atomic measure. Note
that the value of the vector Xn
−i needed for the computation of ki and Qn
j,i,x−i(t) in
(6) is the same for every time point between the previous transition and the current
one.

































































5The previous identity simply states that counting the distinct values in the subvector
(x1,...,xi−1,xi+1,...,xn) is like counting all observations in (x1,...,xn) normalis-























i αi = 0
(10)
















−1 n(θ + n − 1)
2
(12)
for l = 1,...,i − 1,i + 1,...,n. Substituting π
σ,n



































applied to the ith argument of f and
β(x,µn) = σ α(x,µn).
Remark 2.1. Note that, since β is a bounded function (cf. Section 4), the mutation
operator Bβ is bounded, and so is the whole generator (13). Constructing a Markov
particle process whose transition is based on (5) yields an unbounded mutation op-
erator. The boundedness of the generator has thus been obtained at the expense of
the Markov property. Later on we will see that in the limit this does not constitute
a problem.
6Observe that for σ = 0, π
σ,n
i reduces to n−1, both λn,l,i and λn,0,i reduce to n(θ +
n − 1)/2, and also β ≡ 0 (compare Section 4 for a choice of α) so that Bβ in (14)
simpliﬁes to (3). Thus, if σ = 0, the collection of Poisson processes simpliﬁes to
a single Poisson process, and in particular the parameters of the neutral diﬀusion
model are recovered (cf. Ethier and Kurtz, 1993). This was expected, since for σ = 0
the two-parameter Poisson-Dirichlet process PD( · ; σ,θ) reduces to the Dirichlet
process with parameters (θ,ν0), which is the stationary distribution of the neutral
Fleming-Viot process.
3 The associated measure-valued process
In this section we proceed similarly to Donnelly and Kurtz (1999) to derive the
generator of the process of empirical measures of the exchangeable sequence given
by the particle process of the previous section, and show that for large n it converges
to the generator of the Fleming-Viot process with selection.
For m < n, let µ(m) be the probability measure on Em deﬁned by
µ(m) =
1
n(n − 1)...(n − m + 1)
X
δ(xi1,...,xim)
where the sum is taken over all choices of 1 ≤ i1,...,im ≤ n with ik 6= il, and deﬁne,
for f ∈ B(En), ϕ ∈ B(Pn(E)) by
ϕ(µ) = hf,µ(n)i (15)
where Pn(E) is the set of purely atomic probability measures on E, and Anϕ by
Anϕ(µ) = hAnf,µ(n)i; (16)
where hf,µi =
R
fdµ. Also let Φki : En → En−1 be
Φkif(x1,...,xn) = f(x1,...,xi−1,xk,xi+1,...,xn)


























































































hβ(·,µ) ⊗ f,µ(m+1)i − hβi(·,µ)f,µ(m)i

(18)
where h = β(·,µ) ⊗ f is deﬁned by
h(x1,...,xm,µ) = β(xm+1,µ)f(x1,...,xm).
Since for large n, µ(m) is essentially product measure, and noting that for n growing














hβ(·,µ) ⊗ f,µm+1i − hβi(·,µ)f,µmi

, (19)
φ being (1), which is the generator of the Fleming-Viot process with viability selec-
tion (cf. eq. (2)).
The above computation implies that the constructed process of empirical mea-
sures weakly converges to the Fleming-Viot process with viability selection in the
8Skorohod space of c` adl` ag functions from [0,∞) to P(E). See Donnelly and Kurtz
(1999) for relative compactness conditions. Further, the well-posedness of the mar-
tingale problem for (19) (see Ethier and Kurtz (1993); see also Ethier and Kurtz
(1987), pag. 77) implies the asymptotical Markovianity of the process of empirical
measures for n growing to inﬁnity.
4 The selection intensity function
In this section we discuss the properties of the selection intensity function β(xi,µn) =














for all i = 1,...,n, and
n X
i=1
αi = 0. (21)
for all n ≥ 1 (note that α depends on n through the empirical measure µn). There-
fore it is enough to choose, for instance, αi ∈ (−1/σ,1/σ), that is β ∈ (−1,1), to
satisfy (20) for each n ≥ 2 (the case n = 1 is irrelevant), so that β is bounded for
every dimension of the population.
Further, we want to show that a negative β does not represent a problem in
the generator of the measure-valued process. Consider βmin and βmax such that
−1 < βmin < βmax < 1 and βi ∈ [βmin,βmax] for all i. Take now β0
i = βi + |βmin|, so
that β0
i ∈ [0,βmax + |βmin|], i.e. β0 is a bounded non negative function. Then from























hβ(·,µ) ⊗ f,µm+1i − hβi(·,µ)f,µmi

.
Hence we can assume (20) and (21), under which β is a bounded function.
95 Stationarity
In this section we show that the two-parameter Poisson-Dirichlet process is the
stationary distribution of the Fleming-Viot process with viability selection.
Theorem 5.1. Let {µt,t ≥ 0} denote the Fleming-Viot process on P(E) with gen-
erator given by (19). Then the two-parameter Poisson-Dirichlet process PD( · ; σ,θ)
is the stationary distribution of {µt,t ≥ 0}.
Proof. For given n, let N(t) denote the number of transitions of the En-valued
process that occur in [0,t], and consider the En-valued chain
Yn
N(t) = Xn(t)
embedded in the particle process, where Yn
N(t) = (Y1(N(t)),...,Yn(N(t))). The
transitions of the embedded chain consist of choosing a coordinate yi from the
vector Yn
N(t) with probability π
σ,n




θ + n − 1
ν0(dy) +
1





where the notation is consistent with Section 2. Note that this amounts to implement
a Gibbs sampler to Yn = (Y1,...,Yn), where (22) is the full conditional distribution
(see Gelfand and Smith, 1990, for the Gibbs sampler algorithm and its properties).
Also, by means of (10), the selection intensity function can be chosen such that the
probability of picking the ith coordinate, for 1 ≤ i ≤ n, is strictly positive, this in
turn implying that each coordinate is visited inﬁnitely often with probability one
(see also Section 4 for a possible choice). It follows that the chain Yn
N(t) is Markov,




(θ + σki)ν0 +
Pki
j=1 ((nj − σ)δy∗
j
θ + i − 1
. (23)
Also, if Pn is the initial distribution (which we assume from now on), at every step
the sequence (Y1,...,Yn) is exchangeable with distribution Pn.
We know from Pitman (1996) that when the sequence (Y1,...,Yn) has distribu-
tion (23) the following holds:
Yi | µ
iid ∼ µ i = 1,...,n






where µ is a random probability measure sampled from PD( · ; σ,θ) and µn denotes
product measure. Recall now that the continuous time process is deﬁned to be
constant between consecutive jumps. It follows that (24) holds also for the process
Xn(t) at each t ≥ 0, which therefore has stationary distribution Pn. To see this more
clearly, assume that t and t+s are jump times, for t,s > 0, so that Xn(t) and Xn(t+
s), being values of the embedded chain, both have distribution Pn. But Xn(t + τ),
for τ < s, equals Xn(t), thus Xn(t + τ) has distribution Pn conditionally on the
following transition. Since now the Poisson rates (11) and (12) are nondecreasing,
denoting with Wn the nth interarrival time, we have
Pr{Wn < ∞} = lim
t→∞
1 − e−λn,j,it = 1,
from which it follows that the process has inﬁnitely many transitions with probability
one. Hence Pn is the stationary distribution of the semi-Markov process Xn(t).








has distribution PD( · ; σ,θ), that is at every time point the two-parameter Poisson-
Dirichlet process is the distribution of the weak limit of the empirical measure of the
particle process (see Aldous, 1985). Since, in addition, the CP(E)[0,∞) martingale
problem for (19) is well posed (see Ethier and Kurtz (1993); see also Ethier and
Kurtz (1987), pag. 77) from Lemma 4.9.1 of Ethier and Kurtz (1986) it follows
that PD( · ; σ,θ) is the stationary distribution of the Flemig-Viot process with
generator (19). 
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