In this paper sums of independent but not identically distributed m-dimensional vectors are considered. The summands are generated by a random vector multiplied by a deterministic weight matrix which results in a singular covariance matrix. Under general conditions, given separately for the weight matrix and the random vector, saddlepoint approximations to the distribution of the sum are derived. The results are applied to the least squares estimator, the residual sum of squares, and to an F-statistic in linear regression. © 2002 Elsevier Science (USA) AMS 2000 subject classifications: 62F12; 62E10; 62J05.
INTRODUCTION
Statisticians have been pinning their hopes for the past three decades on asymptotic expansions of Edgeworth type as an improvement of the approximation to the distributions of the various statistics admitting stochastic asymptotic expansions (see [4] and numerous references therein). Unfortunately it turned out that the usual Edgeworth expansions as a rule do not supply us with an efficient tool for the inference in the useful quantile zone of the distribution [3] .
The qualitative explanation of such a failure lies in the fact that in this zone the values of the Edgeworth expansion term containing the Hermite polynomial of the third order are appreciable (cf. [2] ). To overcome this difficulty one can use the so-called indirect Edgeworth expansion (tilting procedure) and corresponding saddlepoint approximation because it does not possess such a drawback (see [10] and references therein).
In this paper we obtain a result (Theorem 1) on indirect Edgeworth expansions for the density of the sum of independent nonidentically distributed (non-i.i.d.) random vectors of a special structure. The proof of Theorem 1 relies upon the general machinery of Edgeworth expansions presented in the book of Bhattacharya and Ranga Rao [1] and uses some ideas of Qumsiyeh [12] . The structure of the random vectors in consideration is imposed by necessity to embrace and handle the problems of both linear and nonlinear regression analysis.
The main mathematical idea here is to use Theorem 1 for a saddlepoint approximation to the distributions of much-used functionals of the least squares estimator (l.s.e.) of an unknown parameter vector in linear and nonlinear regression models. These functionals include the residual sum of squares, the variance ratio, and the studentized l.s.e. and can be treated as some transformations of the sums of non-i.i.d. random vectors we investigate in Theorem 1.
The preliminary results of the authors in this direction are published in [5] [6] [7] [8] [9] .
We conclude this paper by the illustrative example of the saddlepoint approximation to the distribution of the variance ratio in Gaussian linear regression. In all three examples mentioned above the saddlepoint approximation is for normal models first order correct. This fact generates a hope that in more complicated models such as linear regression with nonGaussian errors of observations and, particularly in nonlinear regression, the method offered will produce acceptable approximation results.
Linear Regression Model

Consider the heteroscedastic linear regression model
Y=Xb+e,
where Y=(y 1 , ..., y n )
T is the vector of observations and X is the n × p design matrix. e=(s 1 E 1 , ..., s n E n )
T where s i > 0 and E 1 , ..., E n are i.i.d. r.v.-s and each E i has the same distribution as E with EE=0, Var E=1. Here b ¥ R k is a vector of fixed unknown parameters. Let W=(w ij ) be a known, symmetric n × n matrix of weights with columns w i .
Here we are interested in the following statistics:
• The weighted least squares estimator b
• The related residual sum of squares
• The variance ratio or F-statistic
with the deterministic p × 1 vectors
For W=diag(w 11 ...w nn ), we get
Thus the RSS is a function of
For the F-statistic we have analogously
hence F is a function of S.
SADDLEPOINT APPROXIMATION FOR A SPECIAL SUM OF NON-I.I.D. VECTORS
In this section we consider sums of non i.i.d. random vectors:
with
Formula (2) is an example for S a and (5) is an example for S. The covariance matrices of the summands are singular, namely:
Nevertheless our assumptions ensure that the covariance matrix of the sums are positive definite. However, the formulations of Theorem 1-3 are independent of any regression scheme. In [12] and [13] the Edgeworth expansions for the sums S are derived. Our aim is to obtain a saddlepoint approximation to the distributions of S a and S.
Notations and Assumptions
We will use the standard notation of a square matrix A=(a ij ) : 
where EE Set for some positive constants c (1) , c (2) T={l:
We cannot avoid the following strong moment conditions.
(E1) For the constant c (1) and for some d > 0, there exists a constant m max such that
Without loss of generality let 1 [ ln(m max ). Under normal distribution this condition is fulfilled for c (1) < 1 2 . Note, the constants c (1) will be essential for determining the region X in (24), where the remainder term of the saddlepoint approximation is of order O(n
). Especially we get (45).
Further we require that the function exp(
(f) stands for the total variation of f over (−., .); compare for instance Natanson [11, p. 215] .
We assume that the 2 × 2 matrix of second derivatives of o(l) is uniformly positive definite in the following sense.
(E3) There exists a constant o 0 > 0, such that
Second we introduce the assumptions for S a . They are less restrictive. Set for some positive constant c a
(E1') For the constant c a and for some d > 0, there exists a constant m a such that
Without loss of generality let 1 [ ln(m a ). Instead of E2 we formulate the requirement directly to the moment generating function j E (l)=E exp(lE).
(E2') For some r \ 1 and for any b > 0
Note, for r > 1 E2' does not imply the existence of a density of the error variables. Further we require an analog of E3. Let o E be the cumulant generating function of E, then (E3')
The weight vectors and matrices. Let
A i =( a 0, i 0 0 a i ) be an (m+1 × 2) matrix, with numbers a 0, i ¥ R 1 , 0 < a min [ a 0, i =a 0, i (n) and with vectors a i =a i (b, n) ¥ R m , which may depend additionally on b ¥ G ¥ R p .
SADDLEPOINT EXPANSIONS
For the matrix A i we require: (A1) There exists a positive constant l 0 such that
Note that under assumption A2 we obtain for
Unfortunately we cannot consider the sum S a as a special case of the sum S with a 0, i =0, because A1 excludes this case. Therefore, we need separate assumptions.
(A1') There exists a positive constant l 0 such that
(A2') There exists a constant c 0 such that
The Tilted Sum
Denote the cumulant generating function of
The cumulant generating function of
In the following we will concentrate on S. Setting a 0, i =0, we get the respective formulas for S a .
In order to obtain a saddlepoint expansion for the density of S we proceed to a parameterized family of probability measures. Let p S be the density of S, then we introduce a conjugate exponential density p S(h) , depending on an (m+1)-dimensional parameter h by
where
S , (12) and o (1) 
T are the partial derivatives of o with respect to the variables l 1 ,l 2 . Then the cumulant generating function related to the new conjugate density p S(h) is
. This means the new density in (11) is also the density of a sum of independent random vectors
where the cumulant generating function of each summand
Let v i (h), u i (h) be two random variables, with the joint cumulant generating function o h (l). Then we have Ev i (h)=0, Eu i (h)=0, and
Cov((v i (h), u i (h)))=V i (h)= R s 2 v i s u i v i s u i v i s 2 u i S , with s 2 v i =o (11) (A T i h), s 2 u i =o (22) (A T i h), s u i v i =o (12) (A T i h), where o (i, j) = (" 2 /"l i l j ) o(l), l=(l 1 , l 2 ) T .
Properties of the tilted sum.
As for the original sum (7) we get a similar structure for the tilted sum (13) ,
with expected value ES(h)=0 and the (m+1) × (m+1) covariance matrix
Proof. Define the (m × n)-matrix A consisting of the columns a i (b, n):
Similarly
We use the general relation between matrices C, B:
Because of E3 and relation
we get
Proof. Due to (17) and (18) we have
Let us consider the normalized tilted sum:
Obviously Cov(S norm (h))=I m+1 , where I m+1 is the identity matrix of order m+1.
Lemma 3. Under the assumptions A1, A2, and E1 for r ¥ N and r r = 1 n ;
Proof. Indeed
Expansions
In order to obtain the saddlepoint approximation of S we have to derive a uniform Edgeworth expansion for the tilted sum S(h). The proof is close SADDLEPOINT EXPANSIONS to the presentation in Bhattacharya and Ranga Rao [1] , but we cannot apply the results directly, because we have to take the additional structure of the random summands into account. By that reason, the assumptions in the book Bhattacharya and Ranga Rao have to be modified.
Let Q g nh be the distribution of the sum S norm (h), introduced in (21), and
is the Edgeworth expansion of order k − 2, k \ 3, where f is the standard Gaussian density in R
m+1
, P r are the standard polynomials of the multivariate Edgeworth expansion defined by formula (7.11) on p. 54 of the book [1] . It is easy to verify that
where q g n (h) is the average of the cumulants of order n of the vectors Y ih , i=1, ..., n, and f C(h) is the Gaussian density in R m+1 with zero mean and covariance matrix C(h).
Because of (11), the density of S is
Define the saddlepoint ĥ(x) as a solution of the equation system:
with m(h) defined in (12) . We get
Application of the uniform Edgeworth expansion of p S(h) at zero delivers the saddlepoint expansion.
The following are our main results.
The Main Results
The first theorem gives the Edgeworth expansion of S(h). 
).
The following two theorems contain the saddlepoint approximations of S and S a . Theorem 2. Under assumptions A1, A2, and E1-E3, for any k, k \ 3 and for
it holds that
The approximation
is called saddlepoint approximation. For the special case k=5 we obtain
Theorem 3. Under assumptions A1', A2', E1', E2', and E3' for any k, k \ 3 and for
and
Lemmata
To prove the main results we present in this section several assertions, which are strongly related to the special structure of the random vectors in (15) .
Lemma 4. Under the assumptions A1, A2, E1, and E3 there exists a constant
one has
.
We have as an implication of the assumption E3
Therefore it holds
The function k with j X i (y)=k(A T i y) is considered as a function of two complex variables and k is uniformly continuous in some compact neighborhood of zero. Therefore there exists a Lipschitz constant
On the other hand from E1 and (28) it follows that
The following technical lemma on the characteristic function corresponding to a singular distribution on the plane is an extension of Lemma 29.1 of the book [4] ; see also [8] . (2) 
Lemma 5. If assumptions E1 and E2 hold then for any c > 0 there exists a constant
Proof. We have 
Then integrating by parts, 
Obviously due to E2
The integral I 3 is bounded by precisely the same constant.
It follows from (32)-(34) that
On the other hand from (31) it follows that
By integration by parts and using (33), E1, E2 we get
Multiplying the inequality (35) squared by (36) one obtains for |t 2 | \ 1 (1) 
Thus (30) follows from (37). L
Observe that the characteristic function of the distribution Q g nh is
(38)
Lemma 6. Under the assumptions A1, A2, and E1-E3 there exists a constant C 3 < . such that
Proof. By changing the variables we get
Using (14) we obtain 
By the generalized Hölder inequality
Let us make the change of variables
. Due to the construction of I (l) this transformation is one to one. Denote by D l the Jacobian of this transformation
It follows from Lemma 5 with c=1/5 that for 0 < a min < a 0i ,
Under the assumptions A1, A2, and E1-E3 there exist
Proof. Taking relation (38) into account we have
Moreover for any b > 0 there exists d=d(b) < 1 such that
To prove this fact assume the last statement is not correct and suppose that there exists b 0 > 0 such that for any sequence
The last fact contradicts (30).
Obviously by (10) and Lemma 1 we have for
and by A2 for r =l 0 /C max , with C max from (19) [1, p. 194] . However, we have to take into account the special structure of the random vectors and to show that under the above assumptions the proof is still valid. (y) . We now consider the difference (y 1 , ..., y m+1 ) .
Lemma 6 shows that the characteristic function j S norm (h)
By the Fourier inversion formula one has
where ĥ n (z) is the Fourier transform of h n (y). We have
We proceed to show that the right-hand side of (41) is O(n n=(k+1, 0, ..., 0), ..., n=(0, 0, ..., k+1) .
Using a similar partition as in the proof of Theorem 19.3 of Bhattacharya and Ranga Rao [1, p. 195 , formula (19.38)], we get
where ) and it remains to show that I 2, 2 =O(n
). By Leibniz formula, the derivative D n j S norm (h) (z) is the sum of n |n| terms of the form 
Because of A2 and Lemma 1 it holds that
Thus we have
Now we split the product < i^¥ I a once more in two products,
, where the number of elements |J i | such that |J i |/n Q const for n Q . with i=1, 2. Thus we have
On the other hand by Lemma 6 we get
Proof of Theorem 2.
Proof. From (23) and relation p S(h) (x)=(det C(h))
and refer then to Theorem 1. L SADDLEPOINT EXPANSIONS 2.6.3. To the proof of Theorem 3. The proof does not contain any principal new details in comparison with the proof of Theorem 2. We use instead of Lemma 5 the assumption E2' directly. We omit the proof.
APPLICATION TO LINEAR REGRESSION
First let us formulate assumptions for the linear regression model which are sufficient for A1, A2. Note that in the linear model the weight matrices do not depend of the regression parameter b.
Least Squares Estimator
For the l.s.e in (1) we get the following approximation result. Set the
where o E denotes the cumulant function of the error distribution and o 
for any k, k \ 3, and for
Proof. We apply Theorem 3 to (2) 
Residual Sum of Squares
Because of (4) we have`n ( /"y)| -1 for our special type of transformation. Then we have
The application of Theorem 2 to p S (z) delivers an approximation result for the density of RSS.
Theorem 5. Under assumptions R1, R2, R3', and E1-E3 it holds for any k, k \ 3 The saddlepoint approximation requires numerical integration and depends through the cumulant generating function mainly on the error distribution. In the case of normally distributed errors we know that the RSS is q n − p distributed. The leading term of the saddlepoint approximation gives in that case the same distribution. This is proved in [9] for the nonlinear regression also. 
Variance Ratio
, h 2 ¥ R p and I (n) given in (3). The saddlepoints are: 
