Abstract: Let f be a non-constant meromorphic function and let a = a(z) ( ̸ ≡ 0, ∞) be a small function of f . Under certain essential conditions, we obtained a conclusion similar to the Brück Conjecture, when f and its differential polynomial P[f] shares a with weight l (≥ 0). 
Definitions and results
Let f and g be two non-constant meromorphic functions in the open complex plane ℂ. If for some a ∈ ℂ ∪ {∞}, the functions f and g have same set of a-points with the same multiplicities, we say that f and g share the value a CM (counting multiplicities), and if we do not consider the multiplicities, then f and g are said to share the value a IM (ignoring multiplicities). When a = ∞, the zeros of f − a mean the poles of f .
A meromorphic function a(z) ( ̸ ≡ 0, ∞) is called a small function with respect to f when T(r, a) = S(r, f) as r → ∞, r ̸ ∈ E, where E is any set of positive real numbers whose Lebesgue measure is finite. If a = a(z) is a small function, then we say that f and g share a IM or a CM when f − a and g − a share 0 IM or 0 CM, respectively.
The hyper order ρ 2 (f) of a non-constant meromorphic function f is defined by ρ 2 (f) = lim sup r→∞ log log T(r, f) log r .
In connection to finding the relation between an entire function with its derivative when they share one value CM, in 1996 in this direction the following famous conjecture was proposed by Brück [4] .
Conjecture. Let f be a non-constant entire function such that the hyper order ρ 2 (f) of f is not a positive integer or infinite. If f and f share a finite value a CM, then
Zhang [18] extended Theorem A to meromorphic functions, and also studied the CM value sharing of a meromorphic function with its k-th derivative. Meanwhile, a new notion of scalings between CM and IM known as weighted sharing [7] , appeared in the uniqueness literature. Definition 1.1 ([7] ). Let k be a non-negative integer or infinity. For a ∈ ℂ ∪ {∞}, we denote by E k (a; f) the set of all a-points of f , where an a-point of multiplicity m is counted m times if m ≤ k and k + 1 times if m > k. If E k (a; f) = E k (a; g), we say that f and g share the value a with weight k.
The definition implies that if f and g share a value a with weight k, then z 0 is an a-point of f with multiplicity m (≤ k) if and only if it is an a-point of g with multiplicity m (≤ k), and z 0 is an a-point of f with multiplicity m (> k) if and only if it is an a-point of g with multiplicity n (> k), where m is not necessarily equal to n.
We write f , g share (a, k) to mean that f , g share the value a with weight k. Clearly if f , g share (a, k), then f , g share (a, p) for any integer p, 0 ≤ p < k. Also we note that f , g share a value a IM or CM if and only if f , g share (a, 0) or (a, ∞), respectively.
Throughout this paper, we use the standard notations and definitions of the value distribution theory available in [6] . Also we explain some definitions and notations which are used in this paper.
Definition 1.2 ([9]
). Let p be a positive integer and a ∈ ℂ ∪ {∞}.
(i) N(r, a; f |≥ p) (resp. N(r, a; f |≥ p)) denotes the counting function (resp. reduced counting function) of those a-points of f whose multiplicities are not less than p. (ii) N(r, a; f |≤ p) (resp. N(r, a; f |≤ p)) denotes the counting function (resp. reduced counting function) of those a-points of f whose multiplicities are not greater than p. (ii) We denote by N f >s (r, a; g) (resp. N g>s (r, a; f)) the counting functions of those a-points of f and g for which
E (r, a; f) the counting function of those a-points of f and g where p = q = 1. (iv) We denote by N (2 E (r, a; f) the counting function of those a-points of f and g where p = q ≥ 2. Each point in these counting functions is counted only once. In the same way, we can define N L (r, a; g), N
1)
E (r, a; g) and N (2 E (r, a; g). We denote by N f ≥k+1 (r, a; f | g ̸ = a) (resp. N g≥k+1 (r, a; g | f ̸ = a)) the reduced counting functions of those a-points of f and g for which p ≥ k + 1 and q = 0 (resp. q ≥ k + 1 and p = 0). 
Definition 1.6 ([7]
). Let f , g share a value a IM. We denote by N * (r, a; f, g) the reduced counting function of those a-points of f whose multiplicities differ from the multiplicities of the corresponding a-points of g.
Definition 1.7 ([13]
). For a ∈ ℂ ∪ {∞} and a positive integer p, we put
In 2004, Lahiri and Sarkar [9] employed the weighted value sharing method to improve the results of Zhang [18] . In 2005, Zhang [17] further extended the results of Lahiri and Sarkar to a small function and proved the following result.
Theorem C ([17]). Let f be a non-constant meromorphic function and let k (≥ 1) and l (≥
or l = 1 and
or l = 0 and
for r ∈ I, where 0 < λ < 1 and I is a set of infinite linear measure, then
In 2007, Zhang and Yang [16] obtained the following result.
Theorem D ([16]). Let f be a non-constant meromorphic function and let k (≥ 1) and l (≥
then f = L(f) for some constant c ∈ ℂ/{0}. Definition 1.8. Let n 0j , n 1j , . . . , n kj be non-negative integers. The expression
The numbers d(P) = min{d(M j ) : 1 ≤ j ≤ t} and k (the highest order of the derivative of f in P[f]) are called respectively the lower degree and order of P [f] .
Recently Li, Yang and Liu [10] improved the above theorems and obtained the following result.
Theorem E ([10]). Let f be a non-constant meromorphic function and let P[f] be a non-constant homogeneous differential polynomial of degree d and weight
f −a = c for some constant c ∈ ℂ/{0}. In particular, when l = 0 and (1.1) is satisfied, then P[f] = f . Question 1.9. Can a Brück-type conclusion be obtained when the homogeneous differential polynomial is replaced by an arbitrary differential polynomial in Theorem E?
The following theorem answers the above question affirmatively. 
or l = 1, 2d(P) > d(P) and
or l = 0, 5d(P) > 4d(P) and 
Lemmas
In this section, we present some lemmas which will be needed in the sequel. Let F, G be two non-constant meromorphic functions. Henceforth we shall denote by H the following function: 
T(r, R(f)) = pT(r, f) + S(r, f),
where p = max{n, m}.
Lemma 2.3 ([5]). Let f be a meromorphic function and let P[f] be a differential polynomial. Then m(r, P[f]
f d(P) ) ≤ (d(P) − d(P))m(r, 1 f ) + S(r, f).
Lemma 2.4 ([2, 3]). Let f be a meromorphic function and let P[f] be a differential polynomial. Then we have
N(r, ∞; P[f] f d(P) ) ≤ (Γ P − d(P))N(r, ∞; f) + (d(P) − d(P))N(r, 0; f |≥ k + 1) + QN(r, 0; f |≥ k + 1) + d(P)N(r, 0; f |≤ k) + S(r, f).
Lemma 2.5. For the differential polynomial P[f]
,
Proof. From Lemma 2.3 it is clear that
Now using Lemmas 2.1, 2.3 and (2.1), we have
(r, f)) + S(r, f).
Hence the proof is completed.
Lemma 2.6. For the differential polynomial P[f], N(r, 0; P[f]) ≤ T(r, P) − d(P)T(r,
Proof. Similar to the proof of Lemma 2.5.
Lemma 2.7. Let j and p be two positive integers satisfying j ≥ p + 1 and Γ > (k + 1)d(P) − (p + 1). Then for the differential polynomial P[f],
Proof. Let z 0 be a zero of f of order t. If td(P) < j + Γ − d(P), then the proof is obvious. So we assume that td(P) ≥ j + Γ − d(P). Now we consider two cases.
Case (I). Let us assume that
So the proof is clear.
Case (II). Let us assume that
which is a contradiction to Γ > (k + 1)d(P) − (p + 1).
Lemma 2.8. Let j and p be two positive integers satisfying j
Proof. From Lemmas 2.5 and 2.7 we have
This completes the proof.
Lemma 2.9. Let j and p be two positive integers satisfying j
≥ p + 1 and Γ > (k + 1)d(P) − (p + 1). Then for a differential polynomial P[f], N p (r, 0; P[f]) ≤ N p+Γ−d(P) (r, 0; f d(P) ) + T
(r, P) − d(P)T(r, f) + S(r, f).
Proof. The proof follows from Lemmas 2.6 and 2.8. 
Lemma 2.11 ([1]). If F and G share
and
Lemma 2.12 ([1]). Let F and G share (1, l) and H
̸ ≡ 0. Then N(r, 1; F) + N(r, 1; G) ≤ N(r, ∞; H) + N (2 E (r, 1; F) + N L (r, 1; F) + N L (r, 1; G) + N(r, 1; G) + S(r, f).
Proof of the theorem
Proof of Theorem 1.10.
a . Since f and P[f] share (a, l), it follows that F and G share (1, l) except the zeros and poles of a(z). Now we consider the following cases.
Subcase (1.1). Assume l ≥ 1. Using the second fundamental theorem and Lemmas 2.12 and 2.10, we get , 1; F) + 2N L (r, 1; G) + N(r, 1; G) + S(r, f) .
(3.1)
Subcase (1.1.1). Next assume l ≥ 2. Now by using inequality (3.1) and Lemma 2.8, we get
i.e., for any ε > 0,
That is,
which contradicts (1.2) of Theorem 1.10.
Subcase (1.1.2).
Next we assume l = 1. Now by inequality (3.1) and in view of Lemmas 2.11, 2.8 and 2.9, we get
i.e.,
That is, for any ε > 0,
which contradicts (1.3) of Theorem 1.10.
Subcase (1.2).
Assume l = 0. Then by using the second fundamental theorem and Lemmas 2.12, 2.10, 2.11, 2.8 and 2.9, we get
which contradicts (1.4) of Theorem 1.10.
Case (2) . If H ≡ 0, then by integration we get
where C, D are constants and C ̸ = 0. From (3.2) it is clear that F and G share 1 CM. We first assume that D ̸ = 0. Then by (3.2) we get N(r, ∞; f) = S(r, f). 
