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1. Introduction
This article is a sequel to my paper [6]: “The tangent complex to the Bloch–Suslin complex”, but it
can be read independently. It originated in an incomplete argument concerning non-zero characteris-
tic, in one proof of that paper: we take the opportunity to complete this argument in an independent
Appendix A.
In what follows k is an arbitrary ﬁeld and k0 denotes its prime ﬁeld. We recall in Section 2 two
exact sequences of k-linear spaces from [6], one in characteristic 0 and the other in characteristic > 0,
which give multiplicative presentations of absolute Kähler differentials of k. They ﬁrst appeared in
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88 J.-L. Cathelineau / Journal of Algebra 332 (2011) 87–113relation with Hilbert third problem [4] and the tangent complex to the Bloch–Suslin complex. The
purpose of this article is to afford three different interpretations of their dual sequences.
To give an idea of the paper, we present in this introduction one central result which relates three
different k-linear spaces which we introduce now.
The ﬁrst space, denoted Dil(k), is the set of inﬁnitesimal dilogarithms [5,8] that is the space of maps
ν :k → k, which satisfy
ν(1) = 0,
and for x = 0,1, the 4-term functional equation
ν(x) − ν(y) + xν
(
y
x
)
+ (1− x)ν
(
1− y
1− x
)
= 0.
The second space is an Ext-group. We deﬁne a k×-extension as an extension of k×-modules
0 → k+ i−→ E j−→ k+ → 0,
where the additive group k+ of k is considered as a module over the multiplicative group k× . The
group of isomorphism classes of such extensions, in the category of k×-modules, will be written
Ext1k× (k,k). Of course it coincides with the extension group Ext
1
Z[k×](k,k), over the group alge-
bra Z[k×].
The third space is a special cohomology group, with non-trivial coeﬃcients, of the aﬃne
group Aff 1(k). Recall that Aff 1(k) is the semi-direct product of k by k
× , for the action of k× on k
given by multiplication. We denote by (a, c), c = 0, the aﬃne transformation x → cx+ a. Let kl be the
additive group of k considered as a left Aff 1(k)-module by the action (a, c).u = cu, we are interested
in the cohomology group H2(Aff 1(k),kl).
Concerning these three spaces, we have
Theorem 1.1. Without restriction on k, Dil(k), Ext1k× (k,k) and H
2(Aff 1(k),kl) are naturally isomorphic
k-linear spaces.
Actually, we will give explicit natural isomorphisms between these spaces.
Here is the content of the paper. Section 2 recalls the main exact sequences from [6]. In Sec-
tion 3, we explicit their dual exact sequences in terms of derivations, logarithms and inﬁnitesimal
dilogarithms. The second interpretation of these dual sequences, by different types of Ext-groups, is
performed in Section 4. Section 5 addresses the cohomological aspects of the duals. In the last section,
we return to the main sequences with a homological viewpoint.
The original motivations for the subject came from algebraic K -theory, Hilbert third problem and
polylogarithms [1,4,7–9,17]. Old exchanges with the late Chi-Han Sah, and the short note of Kontse-
vich [14], mainly provided the stimulus for clarifying for general ﬁelds, these elementary but intricate
matters. Of course one can ask if it remains something of this paper in the context of higher inﬁnites-
imal polylogarithms [5].
2. Preliminaries: the main exact sequences
We recall a few deﬁnitions and results from [6].
The space β(k) is deﬁned1 as the k-linear space with generators symbols [a], a ∈ k, and deﬁning
relations
1 This is Deﬁnition 8.2 in [6]: note that in the very special case of the ﬁeld with two elements Proposition 8.3, on the
equivalence of Deﬁnitions 8.1 and 8.2, is correct only if we add a generator [0] in Deﬁnition 8.1.
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and
[a] − [a′]+ a
[
a′
a
]
+ (1− a)
[
1− a′
1− a
]
= 0, for a = 0,1. (2)
One of the main results of [6] (a proof in the dual setting is given below: see Section 4.2) reads
Theorem 2.1. (See [6, 8.10].) Let Ω1k be the space of absolute Kähler differentials of degree 1.
If k is of characteristic 0, the following sequence of k-vector spaces is exact
0 → β(k) f−→ k+ ⊗ k× g−→ Ω1k → 0. (3)
If k is of characteristic > 0, the following sequence of k-vector spaces is exact
0 → k h−→ β(k) f−→ k+ ⊗ k× g−→ Ω1k → 0. (4)
In these sequences
f
([a])= a ⊗ a + (1− a) ⊗ (1− a), for a = 0,1,
f
([0])= 0,
g(b ⊗ a) = bda
a
,
h(1) =
∑
c∈k0
[c].
For perfect ﬁelds with characteristic > 0, the sequence (4) reduces to an isomorphism: k ∼= β(k).
In what follows, (3) and (4) are called the main exact sequences. We will ﬁnd three different occur-
rences of their dual sequences.
We recall the following facts for β(k). In characteristic = 2, [0] = 0, [a] = [1−a] and [a] = −a[1/a].
If Chark = 2: [0] = 0, [a] + [1+ a] = [0], and [a] + a[1/a] = (1+ a)[0].
The space β(k) has a remarkable avatar. We deﬁne J (k) as the k-linear space, with generators
symbols
〈a,b〉, a,b ∈ k,
and deﬁning relations
〈a,b〉 = 〈b,a〉, (5)
〈ca, cb〉 = c〈a,b〉, (6)
〈b, c〉 − 〈a + b, c〉 + 〈a,b + c〉 − 〈a,b〉 = 0. (7)
These relations imply [6, Lemma 8.6] that 〈a,0〉 = 〈0,a〉 = 0, and if Chark = 2, 〈a,1− a〉 = 〈−1,1− a〉
and 〈a,−a〉 = 0.
We recall the following facts from [6] Propositions 8.7 and 8.8, and their proofs.
If Chark = 2, the correspondence
[a] → 〈a,1− a〉,
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R :β(k) → J (k).
The inverse of R is given on the generators of J (k) by
〈a,−a〉 → 0,
and
〈a,b〉 → (a + b)
[
a
a + b
]
, if a + b = 0.
If Chark = 2, the correspondence
[a] → 〈1,1+ a〉,
induces an isomorphism of k-linear spaces
R2 :β(k) → J (k).
The inverse satisﬁes
〈a,b〉 → a
[
1+ b
a
]
, if a = 0,
and
〈a,b〉 → 0, if a = 0.
Note that this is coherent with the case of Chark = 2. In fact if Chark = 2 as recalled above,
〈a,1− a〉 = 〈−1,1− a〉 and a[1+ ba ] = (a + b)[ aa+b ], for a,a + b = 0. But in characteristic 2
a
[
1+ b
a
]
= (a + b)
[
a
a + b
]
+ b
a
[0].
If Chark > 0, the element
∑
c∈k0 [c] corresponds to −
∑
c∈k0 〈1, c〉, in the previous isomorphisms.
In particular in characteristic 2, [0] corresponds to 〈1,1〉 which is not 0. Also in these isomorphisms,
the map f translates to the map
J (k) → k+ ⊗ k×,
〈a,b〉 → −(a + b) ⊗ (a + b) + a ⊗ a + b ⊗ b.
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3.1. The dual exact sequences
The dual Der(k) of Ω1k is the k-vector space of absolute derivations, that is the space of additive
maps δ :k → k, such that δ(xy) = xδ(y) + yδ(x).
Denote by Log(k) the dual of k⊗ k×: this space is canonically isomorphic to the k-vector space of
algebraic logarithms, that is the space of group morphisms ρ :k× → k+ .
The dual of β(k) is canonically isomorphic to the space of inﬁnitesimal dilogarithms Dil(k).
Consider the dual exact sequences to (3) and (4)
0 → Der(k) g∗−→ Log(k) f ∗−→ Dil(k) → 0 (8)
and
0 → Der(k) g∗−→ Log(k) f ∗−→ Dil(k) h∗−→ k∗ → 0. (9)
The respective dual maps to g , f and h are given as follows:
1) g∗(δ)(x) = δ(x)
x
,
for x = 0.
2) f ∗(ρ)(x) = xρ(x) + (1− x)ρ(1− x), if x = 0,1,
f ∗(ρ)(1) = f ∗(ρ)(0) = 0.
3) In non-zero characteristic
h∗(ν)(1) =
∑
c∈k0
ν(c).
3.2. Remarks on inﬁnitesimal dilogarithms
In characteristic 0, by the exactness of (8), all the inﬁnitesimal dilogarithms come from logarithms.
For example, the map:
C → C,
such that: 0,1 → 0, and: z → z log |z| + (1 − z) log |1 − z| if z = 0,1, is an inﬁnitesimal dilogarithm
which comes from the logarithm: z → log |z|. Its restriction to R, which is also an inﬁnitesimal dilog-
arithm, is a well-known function in information theory (see [5,14,8,1]).
Proposition 3.1. For a perfect ﬁeld k of positive characteristic, in particular for a ﬁnite ﬁeld, Der(k) =
Log(k) = 0, and Dil(k) is one-dimensional.
Proof. β(k) is one-dimensional in this case. 
For an explicit generator of Dil(k) in the case of perfect ﬁelds, see Proposition 4.11 in the next
section.
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a set of representatives for the irreducible elements, up to units. The logarithms in Log(k) are in bijection with
the couples (r, s), where r : A× → k+ , is a group morphism, and s : I→ k is any map.
Corollary 3.3. There is a canonical isomorphism of Q-vector spaces
Log(Q) ∼= QP,
where P is the set of prime integers. For a number ﬁeld k, Dil(k) ∼= Log(k) is a k-linear space of continuous
dimension.
Proof. The logarithms for Q are in bijection with the maps P → Q. For a number ﬁeld k ⊃ Q, the
isomorphism Dil(k) ∼= Log(k) comes from the exact sequence (8), since Ω1k = 0. If N :k → Q is the
norm, one can check that the Q-linear map: Log(Q) → Log(k), ρ → ρ ◦ N , is injective. This implies
the last part of the proposition. 
Corollary 3.4. Let K be any ﬁeld and k = K (X), its ﬁeld of rational fractions. The k-linear space Dil(k) is at
least of continuous dimension.
Proof. Let LogK (k) ⊂ Log(k) be the linear subspace of logarithms whose restriction to K× is 0:
it is at least of continuous dimension over k. From the exact sequences (8) and (9), the quotient
LogK (k)/(g∗(Der(k)) ∩ LogK (k)) injects in Dil(k). But g∗(Der(k)) ∩ LogK (k) is isomorphic to the dual
of Ω1k/K , and Ω
1
k/K is one-dimensional over k, generated by dX . 
For k an algebraically closed ﬁeld, the quotient k×/μ(k) of the multiplicative group by the sub-
group of roots of unity is uniquely divisible and then has a canonical structure of Q-vector space.
Then if k is of characteristic 0 there are plenty of group morphisms form k× to k+ . This implies in
particular that Dil(Q) is of continuous dimension over Q.
4. The dual exact sequences II: extensions
4.1. Equivariant cocycles
Consider the following equations for a map: ϕ :k × k → k.
ϕ(a,b) = ϕ(b,a), (10)
ϕ(ca, cb) = cϕ(a,b), (11)
ϕ(b, c) − ϕ(a + b, c) + ϕ(a,b + c) − ϕ(a,b) = 0. (12)
Let us recall the description of the group Ext1Z(k,k) by “factors”. It is the quotient of the space of
symmetric cocycles, that is the maps k × k → k, satisfying Eqs. (10) and (12) above, by the subspace
of the applications
(a,b) → −μ(a + b) +μ(a) + μ(b),
with μ an arbitrary map: k → k.
A cocycle which satisﬁes the three equations (10), (11) and (12) will be called an equivariant
cocycle. It is straightforward, from the results recalled in Section 2, that inﬁnitesimal dilogarithms are
in bijection with the equivariant cocycles and the correspondences are as follows.
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ν(a) = ϕ(a,1− a).
On the other way, to an inﬁnitesimal dilogarithm ν is associated an equivariant cocycle by putting
ϕ(a,b) = (a + b)ν
(
a
a + b
)
,
if a + b = 0, and
ϕ(a,−a) = 0.
If Chark = 2, the correspondence is given by
ν(a) = ϕ(1,1+ a),
ϕ(a,b) = aν
(
1+ b
a
)
, if a = 0; and ϕ(0,b) = 0.
It should be noted that by the relations in J (k) recalled in Section 2, an equivariant cocycle is
necessarily normalized, that is ϕ(a,b) = 0, if a = 0 or b = 0.
4.2. Exactness of the dual sequences: a direct proof
We give a direct proof of exactness for the sequences (8) and (9). This retrieves Theorem 2.1.
Proposition 4.1. For any inﬁnitesimal dilogarithm ν , with the additional condition
h∗(ν)(1) =
∑
c∈k0
ν(c) = 0, if Chark = 0,
there exist logarithms ρ such that ν(x) = xρ(x) + (1 − x)ρ(1 − x), if x = 0,1. If ρ is a logarithm such that
xρ(x) + (1− x)ρ(1− x) = 0, for x = 0,1, x → xρ(x) is a derivation.
In characteristic = 2, any inﬁnitesimal dilogarithm ν is such that ν(0) = 0, since [0] = 0 in β(k).
In characteristic 2, the condition of the proposition implies that ν(0) = 0.
Proof. If we consider the equivariant cocycle ϕ associated to ν , the proposition is a direct conse-
quence of the following lemma whose proof is a variant of an argument of [6], itself reminiscent of
the proof by Jessen of the theorem of Dehn–Sydler [3,12,13].
Lemma 4.2. Let ψ be an equivariant cocycle such that
∑
c∈k0
ϕ(1, c) = 0,
if Char(k) > 0. There exists a map φ :k → k, such that
ϕ(a,b) = −φ(a + b) + φ(a) + φ(b),
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φ(ab) = aφ(b) + bφ(a).
Proof. We ﬁrst note that the extension k ⊃ k0 of a ﬁeld over its prime ﬁeld is always separable, hence
by [16, Chap. 11], k is smooth over k0. The commutative group C = k × k becomes a commutative
Z-algebra with unity (0,1), if we deﬁne the sum and product by
(x,a) + (y,b) = (x+ y − ϕ(a,b),a + b),
(x,a)(y,b) = (ay + bx,ab).
This stems from the fact that ψ is an equivariant cocycle. Furthermore, in any characteristic, C is a
k0-algebra. In non-zero characteristic this stems from the relation
n(1,0) =
( ∑
0< j<n
ϕ(1, j),n
)
.
Now we have a commutative diagram of k0-algebras
k0 C
π
k
Id
k
where π is the projection on the second factor. Since the kernel of π is a square 0 ideal, by smooth-
ness of k over k0 [16], π has a section a → (φ(a),a) in the category of k0-algebras. Considering the
deﬁnitions of the sum and product in C , one gets easily the relations of the lemma. 
Taking for the logarithm the function ρ : x → φ(x)/x, one can check that ν(x) = xρ(x) + (1 −
x)ρ(1− x), if x = 0, and since ν(0) = 0 as remarked above ν = f ∗(ρ). If ρ is a logarithm the relation
f ∗(ρ) = 0 implies that the map: 0 → 0, x → xρ(x) for x = 0, is additive and then a derivation. 
This proves the exactness of (3). To complete the exactness of (4), one has to show that h∗ = 0:
a direct argument independent of Theorem 2.1 appears in the remark at the end of Section 4.4.
4.3. Inﬁnitesimal dilogarithms and Ext1k× (k,k)
For a k×-extension
0 → k i−→ E j−→ k → 0, (13)
we denote by c  u, the action of c ∈ k× , on an element u ∈ E . We make the following trivial but
crucial observation.
Observation. If v ∈ Im i, and a + b,a,b = 0, one has
(a + b)  v = a  v + b  v,
(−a)  v = −a  v,
a  v = 0 ⇒ v = 0.
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Lemma 4.3. If k has at least 3 elements any equivariant section σ is normalized that is σ(0) = 0, and the set
of equivariant sections is in natural bijection with the ﬁber of j over 1.
Proof. Actually, for any element of u ∈ j−1(1), we get such a section σ by putting
σ(a) = a  u, for a = 0,
σ (0) = 0.
If σ is an equivariant section and a = 0,1, we have by the above observation, since σ(0) ∈ Im i
σ(0) − a  σ (0) = (1− a)  σ (0) = 0,
and then by the previous observation, σ(0) = 0 if k has at least 3 elements. 
For the very restricted case of the ﬁeld with 2 elements, we assume that σ(0) = 0.
The following lemma is very speciﬁc to our situation.
Lemma 4.4. The cocycles associated to the equivariant sections of a k×-extension
0 → k i−→ E j−→ k → 0,
are all equal.
Proof. Let σ and σ ′ be two equivariant sections with σ(1) = u and σ ′(1) = u′ , for the corresponding
cocycles ϕ and ϕ′
i
((
ϕ − ϕ′)(a,b))= −(σ − σ ′)(a + b) + (σ − σ ′)(a) + (σ − σ ′)(b),
furthermore, if a + b = 0
(
σ − σ ′)(a + b) = (a + b)  u − (a + b)  u′ = (a + b)  (u − u′),
and if a = 0
(
σ − σ ′)(−a) = (−a)  u − (−a)  u′ = (−a)  (u − u′).
From the observation above, since u − u′ ∈ Im i, we get
(a + b)  (u − u′)= a  (u − u′)+ b  (u − u′),
if a + b,a,b = 0, and
(−a)  (u − u′)= −a  (u − u′),
if a = 0.
This implies the equality of ϕ and ϕ′ . 
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ϕ(ca, cb) = cϕ(a,b),
so it is an equivariant cocycle. It is called the equivariant cocycle associated to the k×-extension.
Conversely any equivariant cocycle ϕ is the equivariant cocycle associated to the k×-extension
0 → k → Eϕ → k → 0
where the addition and the k×-action on Eϕ = k × k, are given by the relations
(b,a) + (b′,a′)= (b + b′ + ϕ(a,a′),a + a′),
and
c  (b,a) = (cb, ca).
Lemma 4.6. The equivariant cocycles associated to two isomorphic k×-extensions are equal.
Proof. Consider an isomorphism of k×-extensions
E
j
f0 k
i
i′
k 0.
E ′
j′
If σ be an equivariant section of j, f ◦ σ is an equivariant section of j′ , and for these two sections
the associated cocycles are equal. 
We conclude from this series of lemmas that:
Theorem 4.7. For any ﬁeld, the abelian group Ext1k×(k,k) is canonically isomorphic to the abelian group of
inﬁnitesimal dilogarithms, and thus it is naturally a k-vector space.
One gets directly from the results of the previous sections the following corollaries.
Corollary 4.8. For a perfect ﬁeld k of non-zero characteristic, Ext1k× (k,k) is one-dimensional.
Corollary 4.9. If k is a number ﬁeld, or Q, or the ﬁeld K (X) with K any ﬁeld, the k-vector space Ext1k× (k,k) is
of continuous dimension.
Remark. Note that in characteristic zero the group Ext1Z(k,k) = Ext1Q(k,k) is trivial, contrary to
Ext1k× (k,k). At the opposite, for the ﬁnite ﬁeld k = Fpr , Ext1Z(k,k) is a k-vector space of dimension r2,
and also for k an inﬁnite perfect ﬁeld, Ext1Z(k,k) is at least of continuous dimension over k0, because
an Ext of direct sums is a product of Ext, but in these two cases Ext1k× (k,k) is one-dimensional.
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We want to give now an explicit generator of Ext1k× (k,k) for k perfect, that is a non-zero element.
It is well known (see for example [18]) that for any ﬁeld, the map χ :k × k → k
χ(x, y) =
p−1∑
i=1
1
p
(
p
i
)
xi yp−i, (14)
is a cocycle which deﬁnes the addition on the space W2(k) of Witt vectors of length 2, as well as a
speciﬁc extension. But this extension does not come in general from a k×-extension. More precisely:
Proposition 4.10. For k of characteristic p, the extension of abelian groups
0 → k → W2(k) → k → 0,
associated to the cocycle (14), admits a structure of k×-extension iff k is reduced to its prime ﬁeld.
Proof. If this is the case, there exists an equivariant cocycle ϕ and a map μ :k → k such that
ϕ(a,b) −χ(a,b) = −μ(a + b) + μ(a) + μ(b) = dμ(a,b).
This implies the relation
χ(ca, cb) − cχ(a,b) = dλc(a,b),
with
λc(a) = μ(ca) − cμ(a).
Since
χ(ca, cb) = cpχ(a,b),
we get
(
cp − c)χ(a,b) = dλc(a,b).
If k is not reduced to its prime ﬁeld, one can choose an element c ∈ k such that cp − c = 0, this would
imply that our extension is trivial as an extension of abelian groups. But then the group of 2-Witt
vectors W2(k) would be p-torsion, which is not the case since it contains W2(k0) ∼= Z/p2Z. 
Nevertheless we remark that if k is perfect, ξ = χ 1p is an equivariant cocycle whose restriction to
the prime ﬁeld coincides with χ .
Proposition 4.11. Let k be a perfect ﬁeld of characteristic p. The one-dimensional k-linear space Dil(k) is
generated by the inﬁnitesimal dilogarithm θp associated to the equivariant cocycle ξ = χ
1
p .
If p = 2,
θp(x) =
p−1∑ 1
p
(
p
i
)
x
i
p (1− x) p−ip ,i=1
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x →
p−1∑
i=1
xi
i
.
If p = 2,
θ2(x) = 1+ x 12 ,
with restriction to F2
0 → 1, 1 → 0.
Proof. If p = 2 and x ∈ k, we have successively
χ(x,1− x) =
p−1∑
i=1
1
p
(
p
i
)
xi(1− x)p−i
= 1
p
(
1− xp − (1− x)p)
= 1
p
p−1∑
i=1
(−1)p−i+1
(
p
i
)
xi
=
p−1∑
i=1
(−1)p−i+1 (p − 1) · · · (p − i + 1)
i! x
i
=
p−1∑
i=1
xi
i
.
And for x ∈ k0, θp(x) = χ(x,1− x).
If p = 2,
χ(1,1+ x) = 1+ x.
Finally, we note that for p even or odd, θp = 0. This results from the fact that the extension
0 → Z/pZ → Z/p2Z → Z/pZ → 0,
is non-trivial. We can remark also that
θp
(∑
c∈k0
[c]
)
= 1.
If p = 2, this stems from the classical identities
∑
x∈k
xi = 0, if 1 i  p − 2,
0
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∑
x∈k0
xp−1 = −1. 
From the previous proof, we see again that the element [0] is not 0 in β(k) when Chark = 2. Also
for k perfect, the map β(k) → k, induced by θp is the inverse2 to the isomorphism h :k → β(k).
Remark. Let k be any ﬁeld of characteristic p, and k¯ a perfect closure of k. If θp is the previous
inﬁnitesimal dilogarithm relative to k¯, for any k-linear projection π : k¯ → k, the restriction θ ′p of π ◦ θp
to k is an inﬁnitesimal dilogarithm such that h∗(θ ′p)(1) = 1.
4.5. Ext-groups and the dual sequences
There is a natural morphism of k-vector spaces
Λ : Ext1k×(k,k) → Ext1Z(k,k).
Of course if Chark = 0, this is the zero map since in this case Ext1Z(k,k) = 0. Since the additive group
of k is a module over the group ring k0[k×], we have also an extension group Ext1k0[k×](k,k) which
coincides with Ext1k× (k,k) in characteristic 0.
Proposition 4.12. In non-zero characteristic,
KerΛ ∼= Kerh∗ ∼= Ext1k0[k×](k,k).
Furthermore, the image of Λ is a one-dimensional k-linear subspace of Ext1Z(k,k), and for any ﬁeld k, one can
ﬁnd a linear map t :k∗ → Ext1Z(k,k), such that t ◦ h∗ = Λ.
Proof. We observe that a k×-extension
0 → k i−→ E j−→ k → 0,
is trivial as an extension of Z-modules, iff it is also an extension of k0[k×]-modules, that is iff E is
p-torsion. This last condition is equivalent to the relation
h∗(ρ)(1) =
∑
c∈k0
ϕ(1, c) = 0,
for the associated equivariant cocycle ϕ and inﬁnitesimal dilogarithm ρ , since when we compute in
the extension Eϕ associated to ϕ , we have
p(a,b) =
(
a
∑
c∈k0
ϕ(1, c),0
)
.
2 The 1 12 -logarithm of Kontsevich concerns only the prime ﬁelds Fp , with p odd. Thus Remark 8.12 in [6] has to be restricted
to the case k = Z/pZ, p = 2.
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groups. Let e be the associated element in Ext1Z(k,k), the linear map t :k
∗ → Ext1Z(k,k), t(1∗) = e,
with 1∗ the dual canonical basis, is such that t ◦ h∗ = Λ. 
Let Ext1k[k×](k,k) be the group of extensions of k by k in the category of k[k×]-modules. Any ex-
tension of k-linear spaces being split, a k[k×]-extension is given by an exact sequence of k-linear
spaces
0 → k → k × k → k → 0,
where the action of k× in k × k is such that
c  (b,a) = (cb + τ (c)a, ca),
with τ :k× → k, satisfying the relation
τ
(
cc′
)= cτ (c′)+ c′τ (c).
Thus the map ρ(c) = τ (c)c is a logarithm. An automorphism of this extension is necessarily the iden-
tity: actually as an isomorphism of k-extension it is such that
(b,a) → (b + λa,a),
but the commutation with the action of k× implies that λ = 0.
Considering the equivariant section a → a  (1,0) = (a, τ (a)), we ﬁnd that the equivariant cocycle
associated to this extension is given by
ψ(a,b) = −τ (a + b) + τ (a) + τ (b).
This shows that the extension is trivial as an extension of k×-module if an only if τ is a derivation.
We note as a consequence of the previous discussion, the noticeable corollary of Proposition 4.1.
Proposition 4.13. The natural map
Ext1k[k×](k,k) → Ext1k0[k×](k,k)
is surjective.
Finally the two following exact diagrams, where Ext′1k[k×](k,k) is the kernel of the natural map
Ext1k[k×](k,k) → Ext1k0[k×](k,k),
express the dual sequences of the main sequences in terms of Ext-groups (note that Ext′1k[k×](k,k) ∼=
Der(k)).
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0
Ext1k×(k,k)
0 Ext′1k[k×](k,k) Ext
1
k[k×](k,k) Ext
1
k0[k×](k,k) 0.
0
In non-zero characteristic:
0
k
Ext1k×(k,k)
0 Ext′1k[k×](k,k) Ext
1
k[k×](k,k) Ext
1
k0[k×](k,k) 0.
0
4.6. k×-extensions and Z-extensions
In this section Chark = 0.
There are natural actions of the multiplicative group k× in Ext1Z(k,k), on the left and on the right.
Combining the two we get an action of conjugation, which is induced by the one given on the cocycles
by
c  ϕ : (a,b) → cϕ(c−1a, c−1b).
It is clear that the image of Λ is contained in the invariant subspace Ext1Z(k,k)
k× , for this action.
We want to ﬁnd an obstruction for an element of Ext1Z(k,k)
k× to be in the image of Λ. For this let
B(k) be the k-linear space of maps λ :k → k, such that λ(0) = 0, A(k) the subspace of additive maps,
and let T(k) be the quotient B(k)/A(k). We consider T(k) as a k×-module, for the action induced by
the one on λ ∈ B(k) given by
c  λ(a) := cλ(c−1a).
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k×-module.
Proposition 4.14. There is a natural k-linear map: Ext1Z(k,k)
k× −→ H1(k×,T(k)), such that for α ∈
Ext1Z(k,k)
k× , (α) = 0 iff α comes from a k×-extension.
Proof. For this, let ϕ be a normalized cocycle associated to an element α ∈ Ext1Z(k,k)k
×
, we choose
for any c ∈ k× an element λc ∈ B(k) such that
c  ϕ(a,b) − ϕ(a,b) = −λc(a + b) + λc(a) + λc(b).
Let λc be the class of λc in T(k). One can deduce from these equalities that
λcc′ = c  λc′ + λc.
Thus we have got a 1-cocycle c → λc , for the cohomology of k× with coeﬃcients in the k×-
module T(k). We note that λ does not depend on the different choices for λ. Now let ϕ and ψ
be two cocycles corresponding to the same element of Ext1Z(k,k)
k× , and let μ ∈ B(k) be such that
ϕ(a,b) − ψ(a,b) = −μ(a + b) + μ(a) +μ(b).
If λϕ and λψ are the 1-cocycles associated to ϕ and ψ , we have the relations
λϕc − λψ c = c μ− μ,
where μ is the class of μ in T(k). Thus we have got a well-deﬁned element (α) ∈ H1(k×,T(k)). It
is routine to check that the map  is k-linear.
If (α) = 0, and ϕ and λ are as above, there exists ν ∈ B(k) such that
λc = c  ν − ν.
This implies the relation
c  (ϕ − dν) = ϕ − dν,
where
dν(a,b) = −ν(a + b) + ν(a) + ν(b).
Finally, one sees that ϕ − dν is an equivariant cocycle whose associated element β in Ext1k×(k,k) is
such that Λ(β) = α. 
Remark. For an inﬁnite ﬁeld, I don’t know if H1(k×,T(k)) can be = 0, or if there is any example with
non-trivial obstruction. We will come back to the cohomology of k× in the next section, and see that
actually for a ﬁnite ﬁeld H1(k×,T(k)) = 0. This implies that for a ﬁnite ﬁeld
Ext1k×(k,k)
∼= Ext1Z(k,k)k
× = ImΛ ∼= k.
Another direct proof of this fact is given in the next subsection.
J.-L. Cathelineau / Journal of Algebra 332 (2011) 87–113 1034.7. Relation with regular extensions of the additive group
Here again we assume that Chark = 0. Let Ext1reg(k,k) be the group of extensions in the cate-
gory of algebraic groups, with regular sections as in [19] (we do not assume that k is algebraically
closed). Mind that our Ext1Z(k,k) is not the same as the one in [19], since we do not assume that our
extensions are algebraic groups or admit regular sections.
There is a natural morphism which is equivariant for the actions of conjugation by k×
Π : Ext1reg(k,k) → Ext1Z(k,k).
From the fact that any map: k → k, is a polynomial function if k is ﬁnite, we deduce that Π is actually
injective for ﬁnite ﬁelds.
Proposition 4.10 means that if k is not a prime ﬁeld, the image by Π of the extension associated
to χ in Ext1reg(k,k) is not in Ext
1
Z(k,k)
k× . If k is inﬁnite I do not know the precise relation between
ImΠ and Ext1reg(k,k)
k× . The following proposition shows that our results are in some sense of tran-
scendental nature, and transverse to the ones in algebraic geometry, concerning the extension of the
additive group Ga .
Proposition 4.15. For k an inﬁnite ﬁeld of non-zero characteristic
Ext1reg(k,k)
k× = 0.
For ﬁnite ﬁelds
Ext1reg(k,k)
k× ∼= ImΛ = Ext1Z(k,k)k
× ∼= k.
Proof. In characteristic p (see [19] Proposition VII 8, or best Lazard [15], since we do not assume
our ﬁelds to be algebraically closed), Ext1reg(k,k) is identiﬁed to a k-vector spaces of cocycles, with
basis the set {χ pi , i = 0,1, . . .}, where χ is the cocycle (14): this set is ﬁnite for a ﬁnite ﬁeld. The
identiﬁcation is clearly compatible with the actions of k× .
If the element ζ =∑i aiχ pi is invariant, we get for any c ∈ k× ,
∑
i
ai
(
c − cpi+1)χ pi = 0.
For an inﬁnite ﬁeld, this implies that ζ = 0. For the ﬁnite ﬁeld Fq , q = pr , we have ζ = ar−1χ pr−1 =
ar−1χ
1
p . 
5. The dual exact sequences III: connection with the cohomology of the aﬃne group
5.1. Preliminaries
We recall two general results on the cohomology of groups with coeﬃcients in vector spaces (see
for example [10]).
Proposition 5.1. Let G be a group, K a ﬁeld and M a K-vector spaces which is a left G-module in the category
of K -vector spaces, there are natural isomorphisms of K -vector spaces
Hi(G,M)
∗ ∼= Hi(G,M∗), i  0,
where (.)∗ is the dual and M∗ is considered as a left G-module by the action g. f (x) := f (g−1.x).
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HomK (M,N) be a left G-module by the adjoint action, there is a natural isomorphism
Hi
(
G,HomK (M,N)
)∼= ExtiK [G](M,N),
for any i  0.
In particular we will encounter in what follows the isomorphism
H1
(
k×,Homk(k,k)
)∼= Ext1k[k×](k,k).
We know from Section 4.5 that Ext1k[k×](k,k) ∼= Log(k). In this case the element in H1(k×,
Homk(k,k)) = H1(k×,k∗) corresponding to a logarithm ρ is the map
a → (x → ρ(a)x).
5.2. A few cohomological results on the multiplicative group
Recall the exact sequence of k×-modules of Section 4.6
0 → A(k) → B(k) → T(k) → 0, (15)
where the actions are by conjugations.
Proposition 5.3. For a ﬁnite ﬁeld k and M a k-linear space which is a k×-module
H0
(
k×,M
)= Mk× , H1(k×,M)= 0,
H2i
(
k×,M
)= 0, if i > 0,
H2i+1
(
k×,M
)∼= H2i+1(k×,Mk×), if i > 0.
In particular, for a ﬁnite ﬁeld, H1(k×,T(k)) = 0.
Proof. If k has q elements, since k× is a cyclic group we can write M =⊕q−2j=0 M j , where the action
of a ∈ k× in M j is the product by a j . Now H1(k×,M0) = 0, because for a ﬁnite ﬁeld every group
morphism of k× in a k-linear space is trivial. In a different way H2i(k×,M0) = 0, because in even
strictly positive degree the cohomology of a cyclic group with coeﬃcients in a trivial module is 0.
Furthermore, Hi(k×,M j) = 0, for j = 0, and i  0, by the “center kills lemma” [7, Lemma 5.4] if k has
at least three element, and trivially if k = F2. 
Proposition 5.4. For any ﬁeld,
Hi
(
k×,B(k)
)= 0, i > 0.
The natural map
Hi
(
k×,T(k)
)→ Hi+1(k×,A(k)),
is an isomorphism, for i  0.
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comes from the fact that B′(k) is the coinduced module
B′(k) ∼= Homk[{1}]
(
k
[
k×
]
,k
)∼= CoIndk[k×]k[{1}](k),
relative to the action of k× in k by the product. To ﬁnish the proof one remarks that
H0
(
k×,A(k)
) ∼=−→ H0(k×,B(k)),
because these two spaces coincide with the space of k-linear maps: k → k, and one applies the long
exact sequence in cohomology associated to (15). 
We remind that A(k) = HomZ(k,k) is considered as a k×-module by the conjugation action. Note
that the induced action on the subspace of linear maps, which is the dual k∗ , is trivial.
Proposition 5.5. For any ﬁeld, there are natural isomorphisms
H1
(
k×,HomZ(k,k)
)∼= Ext1k0[k×](k,k),
H1
(
k×,k∗
)∼= Ext1k0[k×](k,k).
In these isomorphisms, the natural map
H1
(
k×,k∗
)→ H1(k×,HomZ(k,k)),
becomes the natural map
Ext1k[k×](k,k) → Ext1k0[k×](k,k).
In particular, the map H1(k×,k∗) → H1(k×,HomZ(k,k)), is surjective.
Proof. The two isomorphisms are direct consequences of Proposition 5.2, since with the previous
structures of k×-modules HomZ(k,k) = Homk0 (k,k) and Homk(k,k) = k∗ . The last assertion stems from
the naturality of the isomorphism of Proposition 5.2. 
Let S(k) be the quotient of A(k) by its subspace of linear maps, which is the dual k∗ . We look at
the exact sequence of k×-modules
0 → k∗ → A(k) → S(k) → 0, (16)
and the associated exact sequence in cohomology
→ H0(k×,A(k))→ H0(k×,S(k))→ H1(k×,k∗)→ H1(k×,A(k))→ H1(k×,S(k))→ .
Proposition 5.6. For any ﬁeld, the following sequence is exact
0 → H0(k×,S(k))→ H1(k×,k∗)→ H1(k×,A(k))→ 0.
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with f ∈ A(k), g : x → f (x) − xf (1) is a derivation which depends only on f¯ . If g is a derivation,
g¯ ∈ H0(k×,S(k)). Also the map
H0
(
k×,S(k)
)→ H1(k×,k∗),
identiﬁes to the map
Der(k) → Log(k),
g →
(
x → − g(x)
x
)
,
and is injective. Let us check this point: if g ∈ Der(k), the image of g¯ in Log(k) is the map x →
xg(x−1) − g(1), but since g is a derivation, g(1) = 0 and g(x−1) = −x−2g(x). 
Proposition 5.7. Let k be any ﬁeld and let H2(k,k) be considered as a k×-module by conjugation, the natural
map
Ext1Z(k,k) → H2(k,k),
induces an isomorphism
Ext1Z(k,k)
k× ∼= H0(k×, H2(k,k)).
Proof. We consider the exact sequence from [2, V. 6, Ex. 5]
0 → Ext1Z(k,k) → H2(k,k) → Hom
(∧2k,k)→ 0.
This exact sequence is equivariant for the different conjugation actions. The proposition will result
from the fact that the space of invariant Hom(∧2k,k)k× is 0, for any ﬁeld.
In characteristic = 2, it is straightforward that for a morphism of k0-linear spaces f :∧2k → k, the
relation f (ca ∧ cb) = cf (a ∧ b) for c in the prime ﬁeld k0, implies f = 0.
If Chark = 2, this argument does not work and we proceed as follows. For f ∈ Hom(∧2k,k)k× , the
relation
f
(
(1+ a) ∧ (1+ a2))= (1+ a) f (1∧ (1+ a)),
implies
f
(
1∧ a2)= 0.
If k is perfect, this implies f (1∧ a) = 0, for any a. If not, we have
f
(
(1+ a) ∧ (1+ a)3)= (1+ a) f (1∧ (1+ a)2)= (1+ a) f (1∧ a2)= 0,
which gives by developing the left-hand term
(1+ a) f (1∧ a) = f (1∧ a3).
From the previous relations and the equality
f
(
(1+ a)2 ∧ (1+ a)3)= (1+ a2) f (1∧ a),
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f (a ∧ b) = af (1∧ b/a) = 0,
and then f = 0. 
5.3. Cohomology of Aff 1(k)
Recall that Aff 1(k) is the group of aﬃne transformations of k and consider the Aff 1(k)-module kl
introduced in Section 1. From a k×-extension
0 → k i−→ E j−→ k → 0,
we derive an extension of groups
0 → k i′−→ E  k× j′−→ Aff 1(k) → 0, (17)
where E  k× is the semi-direct product for the action of k× on E , i′(b) = (i(b),1) and j′((u, c)) =
( j(u), c). The product in E  k× reads
(u, c)
(
u′, c′
)= (c  u′ + u, cc′).
The following equalities show that the corresponding structure of Aff 1(k)-module on k is precisely
the one of kl
(0, c)
(
i(b),1
)(
0, c−1
)= (c  i(b),1)= i′(cb).
Since the construction is compatible with isomorphisms of extensions on both sides, we get a well-
deﬁned natural map which is implicit in [14]
Ξ : Ext1k×(k,k) → H2
(
Aff 1(k),kl
)
.
Theorem 5.8. For any ﬁeld k, the natural map Ξ is an isomorphism of k-linear spaces.
Proof. We use the spectral sequence of the extension
0 → k → Aff 1(k) → k× → 0,
with
Ei, j2 = Hi
(
k×, H j(k,kl)
) ⇒ Hi+ j(Aff 1(k),kl).
We have
Ei,02 = Hi
(
k×, H0(k,kl)
)= Hi(k×,kl).
Now by the center kills lemma, Hi(k×,kl) = 0, for i > 0 and H0(k×,kl) = 0, if k has at least 3 ele-
ments; and H0(k×,kl) = k, for k = F2. We have H0(Aff 1(k),kl) = 0, except for k = F2 where it is equal
to F2, and H1(Aff 1(k),kl) = H0(k×, H1(k,kl)) ∼= k.
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Lemma 5.9. The following diagram, where the vertical morphisms come from Propositions 5.7 and 5.4, is
commutative
H0(k×, H2(k,kl))
d2
H2(k×, H1(k,kl))
Ext1Z(k,k)
k× 
∼=
H1(k×,T(k)).
∼=
Proof. The commutativity of the diagram comes from the following description of the differential
d2 : H0(k×, H2(k,kl)) → H2(k×, H1(k,kl)). Let ψ :k×k → k be a cocycle corresponding to an invariant
element υ ∈ H2(k,kl). For any element c ∈ k× , we can choose a map μc :k → k, such that (recall that
c means the action by conjugation)
c ψ(a,b) − ψ(a,b) = −μc(a + b) + μc(a) +μc(b).
One can check that the map
(
c, c′
) → c μc′ − μcc′ +μc,
is a 2-cocycle with values in the k×-module A(k) = H1(k,kl). The class of this cocycle is precisely
d2(υ) which is easily related to the obstruction of Proposition 4.14, by the connection morphism
associated to the exact sequence (15). 
We see from the lemma that
ImΛ ∼= E0,13 .
This gives exact sequences
0 → ImΛ → H0(k×, H2(k,kl))→ H2(k×, H1(k,kl)),
0 → H1(k×, H1(k,kl))→ H2(Aff 1(k),kl)→ ImΛ → 0.
To achieve the proof of the theorem, we observe that the following diagram with exact lines is com-
mutative
0 Ext1k0[k×](k,k)
∼=
Ext1k×(k,k) ImΛ
∼=
0
0 H1(k×, H1(k,kl)) H2(Aff 1(k),kl) E0,13 0.
The commutativity of the right-hand square is clear since the map H2(Aff 1(k),kl) → E0,13 is the re-
striction map: H2(Aff 1(k),kl) → H2(k,k). The commutativity up to sign, of the left-hand square is a
consequence of the following lemma.
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cocycle
φ
(
(a, c),
(
a′, c′
))= −ρ(c′)a.
Proof. In this case, as in Section 4.5, our extension is given by an exact sequence of k-linear spaces
0 → k → k × k → k → 0,
where the action of k× in k × k is such that
c  (b,a) = (cb + cρ(c)a, ca).
The group structure of the semi-direct product (k × k)  k× reads
(b,a, c).
(
b′,a′, c′
)= (cb′ + cρ(c)a′ + b, ca′ + a, cc′).
We compute the cocycle φ associated to the following section of j′
(a, c) → (ρ(c)a,a, c).
It is given by
i′
(
φ
(
(a, c),
(
a′, c′
)))= (ρ(c)a,a, c).(ρ(c′)a′,a′, c′).(ρ(cc′)(ca′ + a), ca′ + a, cc′)−1.
Calculating with the relation
(b,a, c)−1 = (c−1(ρ(c)a − b),−c−1a, c−1),
one gets
φ
(
(a, c),
(
a′, c′
))= −ρ(c′)a. 
We know that an element of Ext1k0[k×](k,k) is representable by a logarithm ρ , and the correspond-
ing element in H1(k×, H1(k,kl)) is then represented by the cocycle which associates to c ∈ k× the
linear map a → ρ(c)a. Now the commutativity of the left-hand square above results easily from the
lemma, if we look at the spectral sequence of the extension
0 → k → Aff 1(k) → k× → 0,
by the direct method of the original paper of Hochschild and Serre (see [11, Chapter II, Theorem 1]).
This concludes the proof of the theorem. 
It is interesting to give an explicit expression for Ξ in terms of equivariant cocycles.
Proposition 5.11. If ψ is the equivariant cocycle of a k×-extension
0 → k i−→ E j−→ k → 0,
the image by Ξ of this extension is represented by the cocycle
φ
(
(a, c),
(
a′, c′
))= ψ(ca′,a).
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σ (a, c) := (σ (a), c) of j′ in (19). A simple calculation shows that the cocycle φ obtained from σ is
given by
φ
(
(a, c),
(
a′, c′
))= −σ (ca′ + a)+ σ (ca′)+ σ(a) = ψ(ca′,a). 
In particular, we ﬁnd non-trivial cohomology classes in H2(Aff 1(k),kl), for k = R,C, represented
by the continuous cocycles
φ
(
(a, c),
(
a′, c′
))= L(ca′)+ L(a) − L(ca′ + a),
where L(x) = x log |x|, if x = 0 and L(0) = 0.
The diagrams at the end of Section 4.5 become the following ones in cohomology.
In characteristic 0:
0
H2(Aff 1(k),kl)
0 H0(k×,S(k)) H1(k×,k) H1(k×, H1(k,kl)) 0.
0
In characteristic p:
0
k
H2(Aff 1(k),kl)
0 H0(k×,S(k)) H1(k×,k) H1(k×, H1(k,kl)) 0.
0
6. Homological complements
Let kr be k considered as a left module over Aff 1(k) by the action (a, c).u = c−1u. Note that for the
corresponding right module, the action is given by u.(a, c) = cu. It was observed by Chi-Han Sah [4],
that for inﬁnite ﬁelds H2(Aff 1(k),kr) ∼= β(k). By Proposition 5.1, this implies under this hypothesis that
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in fact:
Theorem 6.1. There is a natural isomorphism deﬁned for all ﬁelds
Θ : H2
(
Aff 1(k),kr
)→ β(k).
Proof. We will deﬁne Θ as a map with values in J (k) instead of β(k). Proposition 5.11 suggests as a
candidate for Θ , the map which associates to the 2-cochain b[(a, c)|(a′, c′)], in the non-homogeneous
complex for the homology of groups, the element b〈ca′,a〉 in J (k). To prove that such a map is well
deﬁned, we have just to check that the differential of the cochain b[(a, c)|(a′, c′)|(a′′, c′′)], that is
cb
[(
a′, c′
)|(a′′, c′′)]− b[(ca′ + a, cc′)|(a′′, c′′)]+ b[(a, c)|(c′a′′ + a′, c′c′′)]− b[(a, c)|(a′, c′)],
is sent to 0. But in J (k) we have
c
〈
c′a′′,a′
〉− 〈cc′a′′, ca′ + a〉+ 〈c(c′a′′ + a′),a〉− 〈ca′,a〉= 0
by the relations (5), (6) and (7). Now the map Ξ is the dual map to Θ and then from Theorem 5.8,
Θ is an isomorphism. 
We want to give now, after an idea of Sah and for its interest in showing a striking appearance
of the four terms relation of the inﬁnitesimal dilogarithms, a geometric proof working for any inﬁnite
ﬁeld (see also [4]), of the fact H2(Aff 1(k),kr) ∼= β(k). For convenience, we denote Aff 1(k) by G .
Let Xn = {(x0, x1, . . . , xn) ∈ kn+1}, xi = x j for i = j. We consider the k-vector space An = k[Xn] as a
left G-module by the diagonal action, coming from the geometric action of G in k. Let
d
(
(x0, x1, . . . , xn)
)=
n∑
i=0
(−1)i(x0, . . . , xˆi, . . . , xn), 
(
(x0)
)= 1.
Since k is inﬁnite, the following complex of G-modules is exact
· · · d−→ An d−→ An−1 d−→ · · · d−→ A0 −→ k → 0.
Now, consider the tensor products of G-modules Cn = An ⊗k kr . These modules are direct sums of
induced modules parametrized by the orbits of G in Xn . The stabilizers are reduced to the unit group
for n > 0. As a result these modules are acyclic by the Eckmann–Shapiro lemma for n > 0. This is also
the case for n = 0, because Hi(k×,kr) = 0 if i > 0. Then we get a resolution of kr by acyclic G-modules
(C3)G
δ−→ (C2)G δ−→ (C1)G δ−→ (C0)G → kr → 0.
By a simple spectral sequence argument, the homology groups Hi(G,kr) are given by the homology
of the complex of coinvariants
· · · δ−→ (Cn)G δ−→ (Cn−1)G δ−→ · · · δ−→ (C0)G .
The low degree part of this complex
(C3)G
δ−→ (C2)G δ−→ (C1)G δ−→ (C0)G ,
can be expressed as follows. For n = 0,1, there is just one orbit of G in Xn , considering the stabilizers
one sees that (C0)G = 0 (since k has at least 3 elements) and (C1)G is a one-dimensional k-linear
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respectively by symbols [a], a = 0,1 and [a,b], a = b, a,b = 0,1, corresponding to the orbits of (0,1,a)
and (0,1,a,b). By simple calculations, one ﬁnd that the differentials (C2)G
δ−→ (C1)G write on the
generators
δ
([a])= (a − 1)ω0 − aω0 +ω0 = 0,
and δ : (C3)G → (C2)G is given by
δ
([a,b])= (1− a)[(1− b)/(1− a)]+ a[b/a] − [b] + [a].
We could have considered also, instead of Xn , the whole diagonal G-module X ′n = kn+1. As above
this leads to a resolution of kr by a complex of G-modules C ′n , but now for any ﬁeld. However these
G-modules are no more acyclic. But we get a natural morphism for all ﬁelds from Hi(G,kr) to the
homology of the complex
· · · δ−→ (C ′n)G δ−→ (C ′n−1)G δ−→ · · · δ−→ (C ′0)G .
One can check that H2(C ′∗) is the quotient of β(k) by the relations [a] = [1 − a] and [a] = −a[1/a].
Actually, these relations are satisﬁes in β(k) if Chark = 2, but not if Chark = 2.
To ﬁnish these homological considerations, it is interesting to give a homological interpretation of
the exact sequence
0 → β ′(k) f−→ k+ ⊗ k× g−→ Ω1k → 0, (18)
where β ′(k) is the kernel of g . For this, we start from the exact sequence
0 → I → k ⊗ k → k → 0,
where k ⊗ k is considered as a k-vector space by the ﬁrst factor and I is the kernel of the k-linear
map k⊗k → k, a⊗b → ab. We consider this sequence as a sequence of left k×-modules for the trivial
action on k and the action on k ⊗ k, such that c  a ⊗ b = c−1a ⊗ cb.
We get an exact sequence in homology
· · · → H1
(
k×, I
)→ H1(k×,k ⊗ k)→ H1(k×,k)→ H0(k×, I)→ H0(k×,k ⊗ k)→ ·· · .
We have H1(k×,k) ∼= k× ⊗ k and H0(k×, I) ∼= Ω1k , the differential da of an element a ∈ k correspond-
ing to the invariant element 1 ⊗ a − a ⊗ 1. The map H1(k×,k) → H0(k×, I) is also translated to
the logarithmic differential b ⊗ a → bda/a. On the other hand, the dual of this exact sequence of
k×-modules (18) is exactly the sequence (16) of Section 5
0 → k∗ → A(k) → S(k) → 0.
Since we know by Proposition 5.5 that the map
H1
(
k×,k∗
)→ H1(k×,A(k))
is surjective, we get ﬁnally an exact sequence
0 → H1
(
k×,k ⊗ k)→ H1(k×,k)→ H0(k×, I)→ 0,
which is isomorphic to (18), in particular H1(k×,k ⊗ k) ∼= β ′(k).
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We complete, independently of the rest of the paper, the deﬁcient argument in the last part of the
proof of Theorem 8.10 of [6], concerning the non-zero characteristic case. The correction concerns the
fact that for a ﬁeld k of characteristic p with prime ﬁeld k0, the element
∑
c∈k0 [c] of β(k) is not 0.
Actually the argument given in the proof did work only for the prime ﬁeld.
In general one can proceed as follows. By naturality of β(.), one can assume that k is perfect,
considering for example an algebraic closure. In this particular case, instead of the extension
0 → k → W2(k) → k → 0
where the sum in W2(k) = k × k, is given by the cocycle [18]
χ(a,b) = −
p−1∑
i=1
1
p
(
p
i
)
aibp−i,
one has to consider the image of this extension by the inverse of the Frobenius map. The correspond-
ing cocycle is
ξ(a,b) = −
p−1∑
i=1
1
p
(
p
i
)
a
i
p b
p−i
p .
Now this last cocycle satisﬁes the relation ξ(ca, cb) = cξ(a,b) and thus induces a k-linear map
J (k) → k. But since the restrictions of χ and ξ to k0 × k0 are the same, the relation in J (k):∑
c∈k0 〈1, c〉 = 0, which is equivalent to
∑
c∈k0 [c] = 0, would imply that Z/p2Z is p-torsion as in [6].
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