I consider the problem of vortex tunneling in a two-dimensional superconductor. The vortex dynamics is governed by the Magnus force and the Ohmic friction force. Under-barrier motion in the vicinity of the saddle point of the pinning potential leads to a model with quadratic Hamiltonian which can be analytically diagonalized. I find a non-monotonic dependence of the tunneling probability on the friction coefficient with a maximum at tan ΘH ∼ 1, where ΘH is the Hall angle.
Introduction
The dynamics of vortices in Type-II superconductors has been one of the most attractive areas of research in recent years [1] because of its importance from scientific as well as technological point of view. To science, vortices present an example of extended topologically stable objects with extremely rich properties. On the technological side, the motion of vortices is the source of supercurrent dissipation -the circumstance that limits high magnetic fields application of high-T c materials. In view of this fact, the exploration of the limits of strong pinning of vortices has been actively pursued both in theory and experiment. It has long been known that the thermally-activated depinning rate strongly decreases as the temperature is lowered and eventually saturates at values believed to be set by quantum tunneling. The present article explores this quantum regime.
The difficulty of the problem is in the fact that there are two major forces that govern the dynamics of the vortex: Hall (Magnus) force and friction force. While the first one is conservative and can be treated through a single vortex description, the second one is not: the energy dissipates into the environment. Therefore, one needs to consider the combined vortex-plus-environment system. In the pioneering paper by Feigel'man et al. [2] , which took into account both forces, the environmental degrees of freedom were integrated out with the use of path-integral techniques to produce an effective vortex action description. The time non-locality of the resulting action, however, limited the analysis to qualitative conclusions. Later, the same approach was independently taken by Morais Smith et al. [3] , but they also failed to go beyond the scaling analysis of the effective action. This paper is devoted to the study of an exactly solvable model of two-dimensional dissipative vortex tunneling. It has a quadratic Hamiltonian of the vortex coupled to the environment and is solvable by an analytic diagonalization. The present model is a generalization of the quadratic model for one-dimensional dissipative particle tunneling that was solved by Ford et al. [4] . The results show that, as friction increases from 0, the vortex tunneling probability first increases, reaches maximum and eventually decreases. This is in contrast with the general expectation that tunneling is monotonically suppressed by dissipation. This paper is organized as follows: I first start with a non-dissipative case in Sec. 2; the dissipative model is introduced in Sec. 3, where some of its general features are analyzed; in Sec. 4 I describe the solution of the dissipative tunneling problem; conclusions follow in Sec. 5. Units withh = 1 are used throughout the paper.
Vortex tunneling: non-dissipative case
In order to analyze the motion of a vortex one needs first to identify the forces that govern its dynamics. Both in classical [5] and in quantum [6] fluids there is an intrinsic Magnus force that acts on a vortex when it moves relative to a (super)fluid. This force is normal both to the vortex tangent and to the vortex velocity, relative to the fluid, and is linear with in the latter. In this respect, it is very similar to Lorentz force that acts on charged particles moving in magnetic fields. Since Magnus force does not produce any work, it is possible to formulate vortex dynamics using Hamiltonian formalism [5] , [6] . This formalism was successfully applied to the problem of quantum-mechanical vortex nucleation by Volovik [7] . However, it was not until much later that Haldane and Wu [8] realized that, just like Lorentz force is a manifestation of a geometric (AharonovBohm) phase [9] associated with a motion of a particle, Magnus force should arise as a consequence of a geometric phase associated with vortex motion. Later, Ao and Thouless [10] extended this idea to vortices in superconductors. To clarify the physics involved, I will sketch the derivation of the geometric phase done by Ao and Thouless. Consider the ground state many-body wave function of a two-dimensional superconductor: Ψ 0 (r 1 , . . . , r N ), where r j = (x j , y j ) are the coordinates of electrons. A vortex at r = (x, y) can be created by "spinning up" the system:
Here it is assumed that Ψ ′ 0 is "close" to Ψ 0 , i. e., it is obtained from the latter by a continuous deformation; θ(r j − r) = arctan xj−x yj−y . Note that the factor 1 2 in the exponent comes from the fact that the condensate is made of Cooper pairs. Now one can adiabatically move r around a closed contour keeping the coordinates of electrons fixed. The phase accumulated at the end will come from the exponent and will be given by π times the number of electrons encircled by the path of the vortex. This phase can be described by the inclusion of a geometric phase term in the action:
Here α = πn s is the Hall coefficient and n s is the density of electrons in the condensate. One sees that the length scale, associated with this geometric phase term is 1/ √ n s which is one of the smallest in the problem. One expects then that the dynamics will be dominated by the Magnus force.
Next I include the vortex potential energy in the action:
To clarify the picture I go over to the Hamiltonian formulation. First of all, it is easy to identify canonically conjugate variables. Indeed, from the above action one sees that the variable, conjugate to x is αy. The Hamiltonian is then equal to the potential energy:
For an arbitrary V (x, y) there is a problem of operator ordering. This problem has been addressed by Girvin and Jach [11] ; an alternative approach to this problem is the path-integral approach considered by Jain and Kivelson [12] . In the model studied below, however, this difficulty does not appear. Consider now the tunneling problem in which an impurity potential, which pins the vortex, is tilted by a Magnus force due to an applied depinning supercurrent (see Fig. 1 ). For a vortex to tunnel out of the pinning site it has to overcome a potential barrier. This leads to a thermally-activated depinning rate at high temperatures. Here I am considering the problem of quantum tunneling which gives dominant contribution to the depinning rate at low temperatures. One can argue then that for sufficiently strong depinning supercurrents the tunneling exponent is dominated by the under-barrier motion in the vicinity of the saddle point of the potential (see Fig. 1 ). This leads one to consider the problem of tunneling in the following model potential:
This becomes the problem of tunneling across an inverted parabolic barrier −κ x x 2 in 1D quantum mechanics if one identifies the momentum p = αy, and the mass m = α 2 /κ y of the 1D particle. The transmission coefficient for this problem can be calculated exactly and is given by [13] :
Here the energy E of the vortex is measured from the value at the saddle point. It equals the activation energy in the high temperature thermally-assisted tunneling. In comparison, the previous works on the dissipative vortex tunneling problem [2, 3] considered the model with an added cubic term:
which has a minimum at x = − κx κ3 . I argue that the role of the cubic term is mainly to set the position of the localized state and its energy and that it is not essential for the tunneling itself. Meanwhile, setting κ 3 = 0 produces a quadratic Hamiltonian which allows for an exact diagonalization when the dissipation is added. Finally, let me mention that the model Eq. (6) (without dissipation) has been considered before by Fertig and Halperin [14] in a different context: the tunneling of electrons in two dimensions in the presence of a strong magnetic field. It later became the basis for the Chalker-Coddington model of the Integer Quantum Hall transition [15] .
Dissipation
The friction force is always present in the vortex dynamics. Moreover, for temperatures not too low compared to T c the dynamics of vortices is predominantly dissipative, as seen from experimentally measured small Hall angles: tan Θ H = α/η ≪ 1, with η being the friction coefficient. As the temperature is lowered, however, η decreases. The question of the behavior of the friction coefficient at low temperatures is quite important, but is beyond the scope of this paper; instead the reader is referred to the discussion by Guinea and Pogorelov [16] . Our goal is to describe the influence of the friction on vortex tunneling. In the following I use the approach of Ford et al. [4] to the problem of dissipation in quantum mechanics. I model the friction force by a linear coupling to a bath of oscillators (to simplify notation I use x a , a = {1, 2} for x and y coordinates of the vortex):
Vortex coordinates x 1 and x 2 are coupled to two independent identical sets of oscillators in a simple way: they shift their equilibrium positions. The difference between this model the one considered by Ford et al. [4] is that, due to a different physical context, here both x 1 and x 2 need to be coupled to the oscillator baths in order to account for friction in both directions. The Heisenberg equations of motion corresponding to Eq. (9) are:
The solution of Eq. (12) is:
where q h aj (t) is the solution of the corresponding homogeneous equation. I set its expectation value to zero to account for an unperturbed initial state of the oscillator bath. Substituting Eq. (13) into Eq. (11) one obtains:
Here µ(t) is the so-called memory kernel, N a (t) is the noise force and θ(t) is the Heaviside step function. Next I consider the so-called Ohmic case when the friction force acting on the vortex is strictly linear in the vortex velocity. This is realized by taking the following distribution of oscillator strengths:
With this choice Eq. (14) becomes:
Naturally, this can be called the force balance equation: it balances Magnus, potential, friction and noise forces. This equation shows that the model Eq. (9) indeed describes friction force linear in the velocity.
One might wonder about how relevant the Ohmic case is. There is experimental evidence that the friction is indeed linear [1] , but is there any a priori reason to expect that? In fact, it has been known after the work of Schönhammer [17] that there is a deep connection between a non-equilibrium effect -energy dissipationand an adiabatic effect -Anderson orthogonality catastrophe. The latter is ubiquitous in electronic systems. To illustrate this relation it is instructive to use our effective bosonic oscillator bath model.
Consider an adiabatic motion of the vortex in which its coordinates change from x to x ′ . Since the motion is adiabatic all oscillators in the bath (see Eq. (9)) will follow the motion of the vortex by changing their positions by the same amount to remain in their ground states. Lets calculate the overlap of the oscillator bath ground states before and after the vortex motion. The calculation is straightforward and gives:
In the case of the Ohmic bath (η(ω) = const) one obtains the result:
where Λ is the high-frequency cut-off and t is the characteristic time of the vortex motion. This is precisely the result obtained by Schönhammer [17] for the orthogonality exponent. Reversing the line of thinking, one can say that as soon as there is an orthogonality response of the form of Eq. (20) one should expect a friction force that is linear in the velocity.
Dissipative vortex tunneling
Returning to our problem of tunneling in the vortex depinning by an external supercurrent, one now has to consider Eq. (9) with V given by Eq. (6). The crucial observation due to Ford et al. [4] (made for a similar problem) is that the resulting system is a set of coupled oscillators with one of them having a negative spring constant (−κ x ). This leads to a spectrum which contains an isolated mode with purely imaginary frequency iΩ * . After the diagonalization of the Hamiltonian one obtains an oscillator with a (shifted) negative spring constant that is decoupled from the rest of the oscillators (all with positive spring constants). It is this new negative spring constant that determines the tunneling amplitude. The transmission coefficient is then given by Eq. (7) with a substitution Ω 0 → Ω * :
The value of the imaginary eigenmode frequency iΩ * can be found by diagonalizing the Hamiltonian; a much easier way is to observe that this eigenmode should satisfy the force balance equation, Eq. (18), without the noise term (i. e., the corresponding equation for the expectation values; it should be stressed that noise term can be separated due to the linearity of the equations). This leads to the following equation on Ω * :
It is easy to understand this equation qualitatively using the following simple arguments: roughly, all oscillators in the bath (see Eq. (9)) can be divided into two types, those with frequencies smaller and bigger than Ω * . Oscillators with small frequencies do not follow the motion of the vortex and each one effectively increases the values of and κ y and −κ x by m j ω 2 j . Those with high frequencies adjust to the vortex motion and thus do not contribute to the increase of κ's. Then a simple estimate gives : initially decreases or increases (from Ω * = Ω 0 at η = 0) depending on whether κ y > κ x or κ y < κ x respectively. From Eq. (22) one sees that the first case corresponds to decreasing D (stronger vortex pinning), and the second one corresponds to increasing D (weaker pinning). It is thus important to understand which of these two cases occurs in a given physical situation. I consider the general case of a rotationally-symmetric pinning potential V p (r), with r = x 2 + y 2 , biased by the Magnus force due to external supercurrent J: V = V p (r) − πJx. Then the κ's are:
Here x = x s , y = 0 is the position of the saddle point. As can be easily verified, the inequality κ y < κ x is satisfied by pinning potentials that decay as 1/x δ with any δ > 0. This comprises almost the entire class of possible pinning potentials, except for the logarithmic ones. It is known that, in fact, realistic pinning potentials decay as 1/x 2 [1] . I therefore come to the conclusion that with the friction coefficient η increasing from 0 the tunneling probability will increase. This is in sharp contrast with the effects of dissipation that have been known so far: it is generally believed that dissipation suppresses tunneling through the orthogonality catastrophe effect. To understand what is different about this problem I consider the extreme situation when κ y = 0 in Eq. (6) . Then for η = 0 the Hamiltonian Eq. (9) possesses translational symmetry along the y-direction; this leads to the conservation of the conjugate variable -the x-coordinate. The tunneling is thus forbidden by the new conservation law. For η > 0 this symmetry is dynamically broken by coupling to the oscillator bath (although it is still preserved in the adiabatic limit); this makes the tunneling possible. For very large η, however, the orthogonality effect in the bath becomes dominant again and the tunneling probability decreases. The dependence of Ω * on η, as given by the solution of Eq. (23), is shown in Fig. 2 .
Conclusion
Using an exactly solvable model of dissipative vortex tunneling I have obtained the following main result: for a vortex tunneling away from a pinning site at T = 0 the tunneling probability, as a function of friction coefficient η, generally first increases, reaches maximum at η 0 ∼ α, where α is the Hall coefficient, and then decreases. Although I have only considered here the case of a vortex in a two-dimensional film, these results can be carried over to the three-dimensional case as well. Following the arguments of Brandt [18] , one can show that the effect of the extra elastic term in the energy of a vortex line is mainly to set a length scale along the vortex -the size of the tunneling nucleus. Meanwhile, the effect of dissipation on vortex tunneling should be qualitatively the same. It is therefore strongly suggested that the maximum of the tunneling probability at η ∼ α is a general feature of dissipative vortex tunneling. This is in sharp contrast with most cases of dissipative tunneling that have been known so far where the tunneling probability decreases monotonically as friction increases.
