In a recent paper, the author has shown how Interaction Graphs models for linear logic can be used to obtain implicit characterisations of nondeterministic complexity classes. In this paper, we show how this semantic approach to Implicit Complexity Theory (ICC) can be used to characterise deterministic and probabilistic models of computation. In doing so, we obtain correspondences between group actions and both deterministic and probabilistic hierarchies of complexity classes. As a particular case, we provide the first implicit characterisations of the classes PLogspace (unbounded error probabilistic logarithmic space) and PPtime (unbounded error probabilistic polynomial time)
Introduction
Complexity theory finds its root in three different papers that, in the span of a single year, tackled the difficult question of defining a notion of feasible computation [6, 9, 12] . Interestingly, the three authors independently came up with the same answer, namely the class FPtime of polynomial time computable functions. Indeed, while computability finds its roots in mathematical logic, i.e. very far from actual computing devices, it became quite clear at the time that the notion of computable function does not fall into any reasonable notion of effective computability. Based on this, the fields of complexity theory, whose aim is the definition and classification of functions based on how much resources (e.g. time, space) are needed to compute them, quickly developed.
While progress on the classification problem was quick in the early days, new results quickly became more and more scarcer. The difficulty of the classification problem can be explained in several ways. First, from a logical point of view, the question of showing whether a complexity class cannot compute a given function corresponds to showing the negation of an existential statement. But the severe difficulty of this problem can be understood through negative results known as barriers, i.e. results stating that currently known methods cannot solve current open problems. While three such barriers exist, we will take the stand that only two conceptual barriers exists, the algebrization barrier being understood as a (far-reaching) refinement of the older relativization barrier.
Barriers. For the following short discussion about barriers, let us consider the famous Ptime vs. NPtime problem. The relativisation barrier is based on Baker, Gill and Solovay result [5] that there exists (recursive) oracles A, B such that Ptime A = NPtime A and Ptime B = NPtime B . This implies that any proof method that is oblivious to the dis/use of oracles -in other words, that relativises -will not answer the Ptime vs. NPtime problem. The algebrization barrier [1] provides a conceptually similar but refined negative result for algebraic methods, i.e. for those proof methods that are oblivious to the dis/use of algebraic extensions of oracles -which are said to algebrize. The third barrier provides a somewhat orthogonal negative result, based on a notion of natural proofs: roughly speaking a proof is natural if it can be formulated as separating two complexity classes using a predicate on boolean functions that satisfies three properties: largeness -i.e. most problems in the smallest of the two classes will satisfy the predicate -, and constructibility -i.e. the predicate is decidable in exponential time. Razborov and Rudich showed [21] that under the assumption of the existence of exponentially-hard random generators, a natural proof cannot be used to prove that Ptime = NPtime.
These three barriers altogether capture all known separation methods to date, and therefore state that proving new separation results will "require radically new techniques" [1] . In the last twenty years, one research program has been thought of as the only serious proposal for developing new separation methods that would circumvent the barriers, namely Mulmuley's Geometric Complexity Theory (gct) programme [16, 17, 18, 19] . Inspired from a geometric proof of lower bounds on a (weakened) variation of the pram model [15] , Mulmuley gct methods are based on involved methods from algebraic geometry. However, after twenty years of existence, the gct program has been dented with a few negative results in the last years.
Graphings. The author recently proposed a new approach to complexity theory, one which may lead to new proof methods for separation [25, 24, 30] . Although this claim might not be formally justified at this point, let us point out that a recent preprint uses these methods to recast and improve lower bounds in algebraic complexity [20] . The principal idea behind the approach is to propose a new general mathematical theory of computation that accounts for the dynamics of programs. In essence, the guiding intuition is that a computation should be mathematically modelled as a dynamical system, in the same way physical phenomena are. Obviously, while a computation (i.e. a run of a program) is deterministic and can be represented as such, a program is not in general: it might be e.g. probabilistic, deterministic, and represent in itself several possible runs on a given input. Seiller's proposal is therefore to work with generalisations of dynamical systems introduced under the name of graphings. Similarly to dynamical systems, graphings come in three different flavours: discrete, topological and measurable. The distinction between those does not impact the following discussion, although the results in this paper will use measurable graphings.
Graphings were initially introduced in the context of ergodic theory [2, 10] , and entered the realm of theoretical computer science through work on semantics of linear logic [28, 31, 27] . The main result in this aspect is that a collection of graphings built from a monoid action onto a space α : M X -i.e. graph- d k (resp. n k , p k ) is the languages decided by two-way k-heads (resp. nondeterministic, probabilistic) automata.
ings that can be locally identified with endomorphisms of the type α(m) -gives rise to a model of (fragments of) linear logic. It is in this context that Seiller discovered that the action α : M X can be put into correspondence with complexity classes, i.e. choosing different monoid actions leads to models in which the represented programs are of limited complexity, formalising an intuition that already appeared in the more involved context of operator algebras [29] . The first result in this direction [30] provided a correspondence between a hierarchy of group actions m 1 , m 2 , . . . , m k , . . . , m ∞ and a hierarchy of complexity classes between (and including) Regular-the classe of regular languages -and coNLogspace.
Contributions. The current paper provides similar characterisations of the corresponding deterministic, non-deterministic (with the usual notion of acceptance), and probabilistic hierarchies. This is an important step in the overall program, as it shows the techniques apply to several computational paradigms. From a more external point of view, the techniques provides the first implicit characterisation probabilistic complexity classes, such as PLogspace (resp. PPtime) of problems decidable (with unbounded error) by a probabilistic machine using logarithmic space (resp. polynomial time) in the input. Figure 1 recapitulates 1 the known characterisations through the author's methods, showing the results of the current paper in white cells (previous results are shown in gray cells).
It is important to understand that this approach can be understood both from a logical and a computability point of view. While coming from models of linear logic, the techniques relate to Implicit Computational Complexity (icc) and can be seen from this perspective as a semantic variant of constraint linear logics. However the modelling of programs as graphings go beyond the usual scope of the Curry-Howard correspondence, allowing for instance the sound representation of pram machines 2 [20] . From this perspective, one could argue for this approach as a "computing with dynamical systems", with the underlying belief that any computation might be represented as such.
Interaction Graphs and Complexity
Interaction Graphs models of linear logic were developed in order to generalise Girard's geometry of interaction constructions to account for quantitative aspects, in particular adapting to non-deterministic and probabilistic settings. The aim of the goi (and hence the ig) approach is to obtain a dynamic model of proofs and their cut-elimination procedure.
Graphings, Execution and Measurement
In the general setting, graphings can be defined in three different flavours: discrete, topological and measurable. In this paper, we will be working with measurable graphings, and will refer to them simply as graphings. Graphings act on a chosen space (hence here, on a measured space); the definition of graphings makes sense for any measured space X, and under some mild assumptions on X it provides a model of (at least) Multiplicative-Additive Linear Logic (MALL) [28, 31, 27] . We now fix the measure space of interest in this paper.
is considered with its usual Borel σ-algebra and Lebesgue measure. The space {⋆, 0, 1} N is endowed with the natural topology 3 , the corresponding Borel σ-algebra and the natural measure given by µ(V (w)) = 3 −lgw .
Borrowing the notation introduced in previous work [27, 30] , we denote by (x, s, π) the points in X, where s and π are sequences for which we allow a concatenation-based notation, e.g. we write (a, b) · s for the sequences whose first two elements are a, b (and we abusively write a · s instead of (a) · s). Given a permutation σ over the natural numbers, we write σ(s) the result of its natural action on the N-indexed list s.
Graphings are then defined as objects acting on the measured space X. A parameter in the construction allows one to consider subsets of graphings based on how they act on the space. To do this, we fix a monoid of measurable maps that we call a microcosm. Again, while graphings can be defined in full generality, some conditions on the chosen microcosms are needed to construct models of MALL. The following microcosms, which are of of interest in this paper, do satisfy these additional requirements.
Definition 2 (Microcosms). For all integer i 1, we consider the translations
for all integer z, and the permutations
for all bijection σ : N → N such that σ(k) = k for all k > i. We denote by m i the monoid generated by those maps, and by m ∞ the union ∪ i>1 m i .
We also consider the maps:
We denote by n i the monoid generated the microcosm m i extended by those three maps, and by n ∞ the union ∪ i>1 n i .
Finally, let us denote by a+b the fractional part of the sum a + b. We also define the microcosmsm i (resp.n i ) as the smallest microcosms containing m i (resp. n i ) and all translations t λ : (x, a · s) → (x, (a+λ) · s) for λ in [0, 1].
We are now able to define graphings. Those are formally defined as quotient of graph-like objects called graphing representatives 4 . Graphing representatives are just (countable) families of weighted edges defined by a source -a measurable subset of X × D where S is a fixed set of states -and a realiser, i.e. a map in the considered microcosm and a new state in D.
As in previous work [30] , we fix the monoid of weights of graphings Ω to be equal to [0, 1] × {0, 1} with usual multiplication on the unit interval and the product on {0, 1}. To simplify notations, we write elements of the form (a, 0) as a and elements of the form (a, 1) as a · 1. On this set of weights, we will consider the fixed parameter map m(x, y) = xy in the following (used in Definition 7.
Definition 3 (Graphing representative). We fix a measure space X, a microcosm m, a monoid Ω, a measurable subset V G of X, and a finite set S G . A (Ω-weighted) m-graphing representative G of support V G and stateset S G is a countable set
o G e are elements of D G , and ω G e ∈ Ω is a weight. We will refer to the indexing set E G as the set of edges. For each edge e ∈ E G the set S G e × {i G e } is called the source of e, and we define the target of e as the set
). The notion of graphing representatives captures more than just an action on a space. Indeed, consider a graphing representative G with a single edge of source S ⊎ S ′ , weight w and realiser f . Then the graphing representative H having two edges of weight w, realiser f and respective sources S and S ′ intuitively represent the same action on X as G. In other words, the notion of graphing representative captures both the notion of action and a notion of representation of this action. The auuthor therefore defines a notion of refinement which allows for the consideration of the equivalence G ∼ H that captures the fact that G and H represent the same action.
Then two graphing representatives are equivalent if and only if they possess a common refinement. The actual notion of graphing is then an equivalence class of the objects just defined w.r.t. this equivalence.
Definition 5 (Graphing). A graphing is an equivalence class of graphing representatives w.r.t. the induced equivalence:
Since all operations considered on graphings were shown to be compatible with this quotienting [28] , i.e. well defined on the equivalence classes, we will in general make no distinction between a graphing -as an equivalence class -and a graphing representative belonging to this equivalence class.
Definition 6 (Execution). Let F and G be graphings such that
where π is an element of AltPath(F, G), the set of alternating path between F and G, i.e. the set of paths π = e 1 e 2 . . . e n such that for all i = 1, . . . , n − 1, e i ∈ F iff e i+1 ∈ G.
. . , e n ∈ AltPath(F, G)}
Measurement, Proofs and Types
We now recall the notion of measurement. Since in the specific case that will be of interest to us, i.e. when restricting to the microcosms considered in this paper, the expression of the measurement can be simplified, we only give this simple expression and point the curious reader to earlier work for the general definition [28] .
Definition 7. The measurement between two graphings (realised by measurepreserving maps) is defined as
, and the support supp(π) of π is the set of points x belonging to a finite orbit [28, Definition 41 ].
The measurement is used to define linear negation. But first, let us recall the notion of project which is the semantic equivalent of proofs.
Definition 8.
A project of support V is a pair (a, A) of a real number a and a finite formal sum A = i∈I α i A i where for all i ∈ I, α i ∈ R and A i is a graphing of support V .
We can then define an orthogonality relation on the set of projects. Orthogonality captures the notion of linear negation and somehow translates the correctness criterion for proof nets. Its definition is based on the measurement defined above, extended to formal weighted sums of graphings by "linearity" [26, 28] .
Definition 9. Two projects (a, A) and (b, B) are orthogonal -written (a, A) ‹ (b, B) -when they have equal support and (a, A), (b, B) = 0, ∞. We also define the orthogonal of a set E as
Orthogonality allows for a definition of types. In fact the models are defined based on two notions of types -conducts and behaviours [26] . Conducts are simple to define but while their definition is enough to define a model of multiplicative linear logic, dealing with additives requires the more refined notion of behaviour.
Conducts provide a model of Multiplicative Linear Logic. The connectives ⊗, ⊸ are defined as follows: if A and B are conducts of disjoint supports
However, to define additive connectives, one has to restrict the model to behaviours. In this paper, we will deal almost exclusively with proper behaviours. Based on the following proposition, we will therefore consider mostly projects of the form (0, L) which we abusively identify with the underlying sliced graphing L. Moreover, we will use the term "behaviour" in place of "proper behaviour".
Finally, let us mention the fundamental theorem for the interaction graphs construction in the restricted case we just exposed 8 .
Theorem 12 ([28, Theorem 1]). For any microcosm m, the set of behaviours provides a model of Multiplicative-Additive Linear Logic (mall) without multiplicative units.
Integers, Machines and Complexity
We now recall some definitions introduced in previous work by the author characterising complexity classes by use of graphings [30] ; interested readers will find there (and in some references therein [3, 4] ) more detailed explanations ofand motivations for -the definitions. In particular the representation of binary words is related to
the type of binary lists in Elementary Linear Logic [11, 8] . Notations 13. To ease notations, we only consider words over Σ = {0, 1} in this paper. We write Σ ⇄ the set {0, 1, ⋆} × {in, out}. We also denote by Σ ⇄ a,r the set Σ ⇄ ∪ {a, r}, where a (resp. r) stand for accept (resp. reject).
Initial segments of the natural numbers {0, 1, . . . , n} are denoted [n]. Up to renaming, all statesets can be considered to be of this form. Notations 14. As in the previous paper [30] , we fix once and for all an injection Ψ from the set Σ ⇄ a,r to intervals in R of the form
Given a word w = ⋆a 1 a 2 . . . a k , we denoteW w the graph with set of vertices VW w × DW w , set of edges EW w , source map sW w and target map tW w respectively defined as follows:
This graph is the discrete representation of w. Detailed explanations on how these graphs relate to the proofs of the sequent ⊢ BList can be found in earlier work [23, 3] .
Definition 15. Let w be a word w = ⋆a 1 a 2 . . . a k over the alphabet Σ. We define the word graphing W w of support Σ ⇄ and stateset DW w by the set of edges EW w and for all edge e: Definition 17. Given a word w, a representation of w is a graphing !L where L belongs to Gp(w). The set of representations of words in Σ is denoted ♯W 2 , the set of representations of a specific word w is denoted Rep(w).
We then define the conduct !Nat 2 = (♯W 2 ) ‹‹ . The computation of a given machine given an argument is represented by the execution, i.e. the computation of paths defined in Definition 6. The result of the execution is an element of NBool, i.e. somehow a generalised boolean value 9 . 
We now want to define the language characterised by a machine. For this, one could consider existential L T ∃ (M ) and universal L T ∀ (M ) languages for a machine M w.r.t. a test T :
We now introduce the notion of uniformity, which describes a situation where both definitions above coincide. This collapse of definitions is of particular interest because it ensures that both of the following problems are easy to solve:
• whether a word belongs to the language: from the existential definition one only needs to consider one representation of the word; • whether a word does not belong to the language: from the universal definition, one needs to consider only one representation of the word. Definition 27. We define the complexity class Pred co−ndet (m) as the set
We recall the main theorem of the author's previous paper [30] , and refer to Definition 41 for the definition of the characterised complexity classes.
Theorem 28. For all i ∈ N * ∪ {∞}, the class Pred co−ndet (m i ) is equal to co2Nfa(i). As particular cases, Pred co−ndet (m 1 ) = Regular and Pred co−ndet (m ∞ ) = coNLogspace.
Characterising NLogspace
The starting point of this work was the realisation that one can define another test T + that allows to capture the notion of acceptance in NLogspace. Based on this idea, and using technical lemmas from the previous paper, we can characterise easily the hierarchy of complexity classes defined by k-head nondeterministic automata with the standard non-deterministic acceptance condition (i.e. there is at least one accepting run). a , something that can be decided by an automaton. A simple adaptation of the arguments then provides a proof of the following. We omit the details for the moment, as the next sections will expose a generalisation of the technique that also applies to the probabilistic case and to automata with a pushdown stack. The definitions of the complexity classes involved in the statement are given in Definition 41. Remark 34. The notion is quite natural, and corresponds in the case of graphs to the. requirement the out-degree of all vertices to be less or equal to 1.
We now prove that the set of deterministic graphings is closed under composition, i.e. if F, G are deterministic graphings, then their execution F :: G is again a deterministic graphing. This shows that the sets of deterministic and non-deterministic graphings define submodels of M[Ω, m]. The edges e, f correspond to paths π e and π f alternating between F and G. It is clear that the first step of these paths belong to the same graphing, say F without loss of generality, because the Borel set B did not belong to the cut. Thus π e and π f can be written π e = f 0 π 1 e and π f = f 0 π 1 f . Thus the domains of the paths π 1 e and π 1 f coincide on the Borel set φ F f0 (B) which is of non-zero measure since all maps considered are non-singular. One can then continue the reasoning up to the end of one of the paths and show that they are equal up to this point. Now, if one of the paths ends before the other we have a contradiction because it would mean the the Borel set under consideration would be at the same time inside and outside the cut, which is not possible. So both paths have the same length and are therefore equal. Which shows that F :: G is deterministic since we have shown that if the domain of two paths alternating between F and G coincide on a non-zero measure Borel set, the two paths are equal (hence they correspond to the same edge in F :: G).
One can then check that the interpretations of proofs by graphings in earlier papers [28, 31, 27] are all deterministic. This gives us the following theorem as a corollary of the previous lemma. Definition 37. We define the complexity class Pred det (m) as the set
The Probabilistic Model
One can also consider several other classes of graphings. We explain here the simplest non-classical model one could consider, namely that of sub-probabilistic graphings. In order for this notion to be well-defined, one should suppose that the unit interval [0, 1] endowed with multiplication is a submonoid of Ω. Proof. If the weights of edges in F and G are elements of [0, 1], then it is clear that the weights of edges in F :: G are also elements of [0, 1]. We therefore only need to check that the second condition is preserved.
Let us denote by Out(F :: G) the set of x ∈ X which are source of paths whose added weight is greater than 1, and by Out(F ∪ G) the set of x which are source of edges (either in F or G) whose added weight is greater than 1. First, we notice that if x ∈ Out(F :: G) then either x ∈ Out(F ∪ G), or x is mappedthrough at least one edge -to an element y which is itself in Out(F ∪ G). To prove this statement, let us write paths(x) (resp. edges(x)) the set of paths in F :: G (resp. edges in F or G) whose source contain x. We know the sum of all the weights of these paths is greater than 1, i.e. π∈paths(x) ω(π) > 1. But this sum can be rearranged by ordering paths depending on theirs initial edge, i.e. π∈paths(x) ω(π) = e∈edges(x) π=eρ∈paths(x) e ω(π), where paths(x) e denotes the paths whose first edge is e. Now, since the weight of e appears in all ω(eρ) = ω(e)ω(ρ), we can factorize and obtain the following inequality.
Since the sum e∈edges(x) ω(e) is not greater than 1, we deduce that there exists at least one e ∈ edges(x) such that π=eρ∈paths(x) e ω(ρ) > 1. However, this means that φ e (x) is an element of Out(F :: G). Now, we must note that x is not element of a cycle. This is clear from the fact that x lies in the carrier of F :: G.
Then, an induction shows that x is an element of Out(F :: G) if and only if there is a (finite, possibly empty) path from x to an element of Out(F ∪ G), i.e. Out(F :: G) is at most a countable union of images of the set Out(F ∪ G). But since all maps considered are non-singular, these images of Out(F ∪ G) are negligible subsets since Out(F ∪ G) is itself negligible. This ends the proof as a countable union of copies of negligible sets are negligible (by countable additivity), hence Out(F :: G) is negligible.
Theorem 40 (Probabilistic model). Let Ω be a monoid and m a microcosm. The set of Ω-weighted sub-probabilistic graphings in m yields a model, which we will denote M prob [Ω, m], of multiplicative-additive linear logic.
We will now show how deterministic and probabilistic complexity classes can be characterised by means of the type of predicates Pred(m) in the deterministic and probabilistic models respectively. We will start by establishing soundness by showing how the computation by automata can be represented by the execution between graphings and word representations.
Soundness
The proof of the characterisation theorem [30] relies on a representation of multihead automata as graphings. We here generalise the result to probabilistic automata with a pushdown stack. For practical purposes, we consider a variant of the classical notion of probabilistic two-way multihead finite automata with a pushdown stack obtained by:
• fixing the right and left end-markers as both being equal to the fixed symbol ⋆; • fixing once and for all unique initial, accept and reject states;
• choosing that each transition step moves exactly one of the multiple heads of the automaton; • imposing that all heads are repositioned on the left end-marker and the stack is emptied before accepting/rejecting. • symbols from the stack are read by performing a pop instruction; if the end-of-stack symbol ⋆ is popped, it is pushed on the stack in the next transition. It should be clear that these choices in design have no effect on the sets of languages recognised.
Definition 41. A k-heads probabilistic two-way multihead finite automata with a pushdown stack (2Pfa(k)) M is defined as a tuple (Σ, Q, →), where the transition function → is a map that associates to each element of Σ k ⋆ × Q a subprobability distribution over the set (Inst × Q) where Inst is the set of instructions: ({1, . . . , k} × {in, out}) × {Id, pop, push 1 , push 0 , push ⋆ }.
The set of deterministic (resp. probabilistic) two-way multihead automata with k heads is written 2dfa(k) (resp. 2pdfa(k)) and the corresponding complexity class is noted 2Dfa(k) (resp. 2Pfa(k)). The set of all deterministic (resp. probabilistic) two-way multihead automata ∪ k 1 2dfa(k) is denoted by 2dfa (resp 2pfa): the corresponding complexity classes 2Dfa(∞) and 2Pfa(∞) are known to be equal to Logspace and PLogspace [13] .
The set of k heads deterministic (resp. probabilistic) two-way multihead automata with a pushdown stack is written 2dfa + s(k) (resp. 2pdfa + s(k)) and the corresponding complexity class is noted 2Dfa+s(k) (resp. 2Pfa+s(k)). The set of all deterministic (resp. probabilistic) two-way multihead automata with a pushdown stack ∪ k 1 2dfa + s(k) is denoted by 2dfa + s (resp 2pfa + s): the corresponding complexity classes 2Dfa+s(∞) and 2Pfa+s(∞) are known to be equal to Ptime [14] and PPtime.
We now describe how to extend the author's translation of multihead automata as graphings to the set of all 2Pfa(k). To simplify the definition, we define for all for t = (( s, q), (i, d ′ , q ′ )) the notation t ∈→ to denote that → ( s, q)(i, d ′ , q ′ ) > 0, i.e. the probability that the automaton will perform the transition t is non-zero.
The encoding is heavy but the principle is easy to grasp. We use the stateset to keep track of the last values read by the heads, as well as the last popped symbol from the stack. The subtlety is that we also keep track of the permutation of the heads of the machine. Indeed, the graphing representation has the peculiarity that moving one head requires to use a permutation. As a consequence, to keep track of where the heads are at a given point, we store and update a permutation. Lastly, the stack is initiated with the symbol ⋆; this is done by simply restricting the source of the edges from the initial state to the subspace V (⋆) of sequences starting with the symbol ⋆.
Definition 42. Let M = (Σ, Q, →) be a 2Pfa(k). We define {M} a graphing in n with dialect -set of states -Q × G k × {⋆, 0, 1} k × {⋆, 0, 1} as follows.
• each transition of the form t = (( s, q), (ν, q ′ )) with q = init and ν = (i, d ′ ) × ι with ι = pop gives rise to a family of edges indexed by a permutation σ and an element u of {⋆, 0, 1}:
realised by the map p (1,σ(i)) together with the adequate map on the stack subspace and the adequate translation on Z, and of weight → ( s, q)(ν, q ′ );
• each transition of the form t = (( s, q), (ν, q ′ )) with q = init and ν = (i, d ′ ) × pop gives rise to a family of edges indexed by a permutation σ and an element u of {⋆, 0, 1}:
realised by the map p (1,σ(i)) composed with the pop map and the adequate translation on Z, and of weight → ( s, q)(ν, q ′ );
• each transition of the form t = (( s, q), (ν, q ′ )) with q = init and ν = (i, d ′ ) × ι with ι = pop gives rise to a family of edges indexed by an element v ∈ {a, r} and an element u of {⋆, 0, 1}:
• each transition of the form t = (( s, q), (ν, q ′ )) with q = init and ν = (i, d ′ )×pop gives rise to a family of edges indexed by an element v ∈ {a, r} and an element u of {⋆, 0, 1}:
realised by the map p (1,σ(i)) together with the pop map on the stack subspace and the adequate translation on Z, and of weight → ( s, q)(ν, q ′ ).
We now generalise the key lemma from the previious paper [30] . This result will be essential for all later results stated in this paper. The proof is a simple but lengthy induction. We now define the probabilistic tests. These will be used to characterise probabilistic classes thanks to the lemma that follows and which relates the probability that a computation accepts with the orthogonality.
Definition 45. For η > 0, we define the test T +,ǫ as the set
Lemma 46. The sum of the weights of alternating paths between {M} and !W w of source and target a is greater than ǫ if and only if {M} :: !W w ‹ T +,ǫ .
Proof. Let us write the weights of alternating paths between {M} and !W w of source and target a as p 0 , p 1 , . . . , p k . We use here a result from the first work on Interaction Graphs [22] showing that in the probabilistic case the measurement of two graphs G, H m is equal to the measurement of the graphs Ĝ ,Ĥ m where. fusion the edges with same source and target into a single edge by summing the weights [22, Proposition 16] . Therefore, {M} :: Definition 47. We define the complexity class Pred prob (m) as the set
Using the preceding lemma and the definitions of the complexity classes, we obtain the following theorem.
Theorem 48. For all i ∈ N * ∪ {∞},
Completeness
We here generalise a technical lemma from the previous paper [30, Lemma4.14] to include probabilities and pushdown stacks. The principle is the following. By the author's proof, the computation of a m i -machine given an input w can be simulated by a computation of paths between finite graphs. This can be extended with probabilistic weights in a straightforward manner. Now, the operations on stacks could be thought of as breaking this result, since stacks are arbitrarily long. However, this can be dealt with by considering weight within the monoid Θ generated by {0, 1, ⋆, c} and the relations c0 = c1 = c⋆ = ǫ where epsilon is the empty sequence, thus the neutral element of Θ. We will thus obtain that the computation of a n i -machine given an input w can be simulated by a computation of paths between finite graphs with weights in Ω × Θ.
Lemma 49 (Technical Lemma). Let M be a n ∞ -machine. The computation of M with a representation !W of a word w is equivalent to the execution of a finite 12 Ω × Θ-weighted graphM and the graph representationW w of w.
Proof. The proof of this lemma follows the proof of the restricted case provided in earlier work [30] . Based on the finiteness of n ∞ -machines, there exists an integer N such that M is a n N -machine. We now pick a word w ∈ Σ k and (0, W w ) the project (0, !W w ). All maps realising edges in M or in !W w are of Based on this, one can build two (thick 13 ) graphsM andW w over the set
as in the proof of the restricted lemma [30] . The only difference is that we keep track of weights and encode the stack operations as elements of Θ (we use the identification: Proof. Using the trefoil property for graphings [28] , which in this case becomes We will now define an automaton that will compute the same language as a given n ∞ -machine M . Notice one subtlety here: a n i machine can use the push ⋆ instruction at any given moment. Thus the automata to be defined works with a ternary stack -over the alphabet {⋆, 0, 1} -and not a binary one. This is fine because from any automaton with a ternary stack one can define an automaton on a binary stack recognising the same language (very naively, using a representation of the ternary alphabet as words of length 2, this simply multiplies the number of state by a factor of 2). Now, a key element in the result which has not yet appeared is that the shrinking of the support of the tests as n grows implies that the cycles considered in the previous proof need to go through the first N -cube in the finite graphs M andW w . The same trick implies that the stack is emptied during the path, i.e. the weight of the path alternating between the finite graphsM andW w is required to be equal to (p, c i ). All in all, for any n ∞ -machine M and word representation !W , M :: !W is orthogonal to T +,ǫ if and only if there exists a path of weight (p, c i ) with p > ǫ from a × N i=1 [0,1/k] -the first N -cube on ato itself. It is then easy to define an automata {M} that computes the same language as M by simply following the transitions ofM , and check that this automata accepts a word w with probability p if and only if there is a path of weight (p, c i ) with p > ǫ from a × N i=1 [0,1/k] -the first N -cube on a -to itself. This leads to the following proposition.
Proposition 51. Let G be a n i -machine. The automaton {G} is such that for all word w and all word representation !W of w, the sum of the weights in Ω of alternating paths of Θ-weight ǫ between G and !W ⊗ Id a from a to itself is greater than ǫ if and only if {G} accepts w with probability greater than ǫ.
Putting together this result and the main theorem of the last section, we obtain. 
Conclusion and Perspectives
We have shown how to extend the author's method to capture numerous complexity classes between regular languages and polynomial time, showing how the method applies as well to probabilistic computation. This provides the first examples of implicit characterisations of probabilistic complexity classes. This is however related to bounded error classes, and it will be natural to try and characterise bounded-error classes. In particular, it should be possible to capture both BPL and BPP from the present work. We expect to be able to do so using the rich notion of type provided by Interaction graphs models. As an example, let us explain how the characterisations above can be expressed through types in the models. We can define the language associated to a m-machine M and a test T as a type. Indeed, we say a word w is in the langage defined by M if and only if M :: w ‹ t for all t ∈ T . Using standard properties of the execution and orthogonality [28] , this can be rephrased as M :: t ‹ w. Thus, M defines a set of projects {M :: t | t ∈ T } which tests natural numbers, i.e. elements of Nat 2 .
Definition 54. Let M be a m-machine and T be a test. We define the type: The type represents a language in the following fashion.
Proposition 56. Let M be a m-machine and T be a test.
Now, this is particularly interesting when one considers that the model allows for the definition of (linear) dependent types. Indeed, if A(u) is a family of types (we suppose here that u ranges over the type U), the types u:U A(u) and Indeed, we have that:
A ∈ PPtime ⇔ ∃M : !Nat 2 ⊸ NBool, A = Lang T +, 1 2 (M ).
Noting that T +, 1 2 can be defined as a countable intersection (thus a universal quantification), it is equal to ∀n ∈ N, T +, 1 2 + 1 n . The above type then becomes: 
