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Abstract
Ascent sequences have received a lot of attention in recent years in connection
with (2 + 2)-free posets and other combinatorial objects. Here, we first show bi-
jectively that analogous repetition sequences are counted by the Bell numbers, and
021-avoiding repetition sequences by the Catalan numbers. Then we adapt a bijec-
tion of Chen et al and use it along with the “symbolic” method of Flajolet to find the
4-variable generating function for 021-avoiding ascent sequences by length, number
of 0’s, number of isolated 0’s, and number of runs of 2 or more 0’s. We deduce that
021-avoiding ascent sequences that have no consecutive 0’s (resp. no isolated 0’s)
both satisfy a Catalan-like recurrence, differing only in initial conditions, and give a
bijective proof for the case of no consecutive 0’s. Lastly, we show that 021-avoiding
descent sequences are equinumerous with same-size UUDU -avoiding Dyck paths.
1 Introduction
An ascent sequence is a sequence a1a2 . . . an of nonnegative integers with a1 = 0 and
ai ≤ 1+ number of ascents in a1 . . . ai−1 for i ≥ 2, that is, ai ≤ 1+ # {j ∈ [ 1, i−2 ] : aj <
aj+1}. Analogously, repetition sequences and descent sequences are defined by replacing
“aj < aj+1” with “aj = aj+1” and “aj > aj+1,” respectively, in the definition of ascent
sequence. Ascent, repetition, and descent sequences are counted, respectively, by the
Fishburn numbers A022493 in the OEIS [1], the Bell numbers A000110, and A225588.
Ascent sequences have received attention in recent years in connection with (2 + 2)-
free posets and other combinatorial objects, e.g., [2]. For avoidance of a pattern up to
length 4 in ascent sequences, see [3]. We have the following useful little lemma [3].
Lemma 1. For an ascent, repetition, or descent sequence, since the first entry is 0,
avoidance of the pattern 021 (aka pattern 132) is equivalent to “nonzero entries are weakly
increasing.”
We let An denote the set of ascent sequences of length n and An(021) those that avoid
021. Analogously, Rn and Rn(021) refer to repetition sequences, and Dn and Dn(021) to
descent sequences. Thus, R1 = {0}, R2 = {00, 01}, R3 = {000, 001, 002, 010, 011} and
012 is not included in R3 because the last entry, 2, is too large.
In Section 2, we give a bijective proof that |Rn| = Bn, the Bell number. In Section
3, we show bijectively that |Rn(021)| = Cn, the Catalan number. In Section 4, we give a
bijection, based on a result in [4], from 021-avoiding ascent sequences to Dyck paths, and
use it in Section 5 to find the 4-variable generating function F (x, y, z, w) for 021-avoiding
ascent sequences with x, y, z, w marking, respectively, length, # 0’s, # isolated 0’s, # runs
of 2 or more 0’s. In the two sections after that, we count 021-avoiding ascent sequences
that have no consecutive 0’s (resp. no isolated 0’s) and show that, curiously, the counting
sequences both satisfy a Catalan-like recurrence. In the last section, we count 021-avoiding
descent sequences and show that they are equinumerous with same-size UUD U -avoiding
Dyck paths.
2 From repetition sequences to partitions
We will recursively define a bijection φ from Rn, the repetition sequences of length n,
to set partitions of [n], counted by the Bell numbers A005843, that sends “number of
repetitions” to “number of dividers.” We write all set partitions in a canonical form:
increasing entries within each block, and blocks arranged in increasing order of smallest
entries, for example 135/29/4/678 with 4 blocks and 3 dividers (slashes) separating the
blocks.
First, for n = 1, φ(0) = 1 with no repetitions and no dividers. Then, for w =
a1a2 . . . an ∈ Rn with n ≥ 2, we may suppose by induction that φ(a1a2 . . . an−1) is a set
partition of [n− 1] in canonical form with k dividers, hence k + 1 blocks, where k is the
number of repetitions in a1a2 . . . an−1.
Now place n in a block determined as follows:
• if an = an−1, place n in a singleton block at the end,
• if an > an−1, place n in the an-th block,
• if an < an−1, place n in the (1 + an)-th block.
For example, given that φ(002) = 1/23 (by induction), φ sends 0020, 0021, 0022 respec-
tively to 14/23, 1/234, 1/23/4. It is fairly easy to see that this procedure will work to
produce a set partition with the claimed number of dividers. It is also easy to turn φ into
an explicit bijection by starting with the appropriate number of empty blocks and then
placing n, n− 1, . . . , 2 in turn into their blocks and, lastly, placing 1 in the first block.
3 021-Avoiding repetition sequences
Recall that a repetition sequence a avoids 021 if and only if the nonzero entries of a are
weakly increasing left to right. Thus 00111020225 is a 021-avoiding repetition sequence.
So R3(021) = R3 and the only entry of R4 not in R4(021) is 0021. To show that
|Rn(021)| = Cn, we will define recursively a bijection ψ from Rn(021) to Dyck paths
of size n (where size means semilength = number of up steps) that sends repetitions to
valleys (a valley is an occurrence of DU , D a down step, U an upstep). First, ψ(0) = UD
with no repetitions and no valleys.
Now suppose for given n, ψ(a) has been defined for a ∈ Rn(021) (induction hy-
pothesis). Each element of Rn+1(021) is formed by appending a suitable entry an+1 to
a = (ai)
n
i=1 ∈ Rn(021). We will show how to define ψ in each case by inserting UD ap-
propriately into ψ(a). By way of illustration, let n = 9 and a = 000223303 and ψ(a) = P
as in Figure 1.
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Figure 1
The valid values for an+1 are an, here 3, the repetition value because it increments
by one the number of repetitions in the sequence, and (since a has 4 repetitions) 0,4,5,
the nonrep values. Their counterparts in ψ(a) are defined as follows. The key peak in
a nonempty Dyck path P is the first peak after the last DUU in P , and the first peak
in case P has no DUU . The repetition vertex is the vertex immediately after the key
peak and the nonrep vertices are the key peak vertex and all later peak vertices. Thus,
in Figure 1, the key vertex is at location 9, the repetition vertex is at location 10 and the
nonrep vertices are at locations 9,13,17. The “extreme” cases of a pyramid path and a
sawtooth path, both of which avoid DUU , are illustrated in Figure 2.
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By induction (see below) the number of nonrep values for an+1 is the same as the
number of nonrep vertices in ψ(a). The definition of ψ on Rn+1(021) is now to simply
insert UD at the corresponding nonrep vertex or at the repetition vertex as appropriate.
For example, if an+1 = 5, the third nonrep value, insert UD at the peak at location 17,
the third nonrep vertex in Figure 1, and if an+1 = 3, insert UD at the red vertex.
Setting an+1 to the repetition value increments by 1 both the number of repetitions
and the number of valid nonrep values. Setting an+1 to the i-th nonrep value preserves the
number of repetitions and, due to the weakly increasing requirement on nonzero entries,
reduces the number of valid nonrep values by i − 1. Correspondingly, inserting UD at
the repetition vertex preserves the last DUU and increments by 1 both the number of
valleys and the number of nonrep vertices, while inserting UD at the i-th nonrep vertex
produces a new last DUU , kills i− 1 of the nonrep vertices and preserves the number of
valleys. These observations are the basis for the induction claims above.
It is not hard to see that an all-0 sequence goes to a sawtooth path and an alternating
010 . . . sequence goes to a pyramid path.
As for reversing the map, if the last two entries of a are equal, the insertion of UD
ensures that the last DUU (which is unchanged) starts an ascent that is immediately
followed by a short descent (i.e., of length 1). Otherwise, the last DUU starts an ascent
that is immediately followed by a long descent, distinguishing the two cases, and the
inverse procedure is clear.
4 A bijection from A(021) to Dyck paths
Here, based on a decomposition of An(021) due to Chen et al [4], we describe a bijection τ
that sends An(021) to the Dyck paths of semilength n. Actually, we give two descriptions,
a recursive one and an algorithmic on: recursive is more concise but algorithmic is more
illuminating, showing how the image Dyck path is built up by successive insertions of a
U and a D, always at ground level, according to the successive entries of the 021-avoiding
ascent sequence. The algorithmic description will be useful in the next Section.
Following [4], for a = (ai)
n
i=1 ∈ An, say i is a tight index if ai = 1+ # {j ∈ [ 1, i− 2 ] :
aj < aj+1} so that ai has the maximum value allowed by the defining restriction of an
ascent sequence. We have an almost obvious lemma.
Lemma 2. For a ∈ An(021), if i is a tight index, then ai is an ascent top.
Proof. Suppose i is tight. Then ai 6= 0 and a1 . . . ai ends with ar < ar+1 = ar+2 = · · · = ai
for some r ≤ i− 1 due to the weakly increasing property of the nonzero entries. We wish
to show r = i − 1. If not, ar+1 = ai = 1 + # ascents in a1 . . . ar+1 (since r + 1 < i) =
2 + # ascents in a1 . . . ar, and ar+1 is too big for an ascent sequence.
The key index k for a ∈ An(021) is its largest tight index. The index i of the first 1
in a is tight and so k exists except for the all-0 sequence 0n, where we take k = n as the
key index. Henceforth, suppose a ∈ An(021). Set M = ak. Then ak+1, if present, is M or
0. More generally, deleting the first k entries and all t ≥ 0 Ms that immediately follow
ak, the remaining sequence ak+t+1 . . . an is either empty or begins with 0 and, after each
nonzero entry is decremented by M − 1, is a 021-avoiding ascent sequence. This fact is
the key to recursion.
First, τ sends the empty sequence to the empty path. Now, to define τ recursively,
suppose given a ∈ An(021) with n ≥ 1. With k the key index, if ak+1 =M , define
τ(a) = UD τ(a1, . . . , âk, . . . , an),
where the hat denotes that entry is omitted. Otherwise, define
τ(a) = U τ(a1, . . . , ak−1)D τ(bk+1, . . . , bn),
where bk+1, . . . , bn is a 021-avoiding ascent sequence obtained from ak+1, . . . , an by sub-
tracting M − 1 from each nonzero entry.
For the algorithmic description, we need the notion of the DD-components of a nonempty
Dyck path: split the path after each DD that returns the path to ground level, see Figure
3 below.
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Figure 3
Thus each DD-component has the form (UD)iUPD where i ≥ 0 and P is a nonempty
Dyck path, except for the last one where P may be empty; in other words, the last
DD-component may also have the form (UD)i, i ≥ 1.
Now, to obtain τ(a1 . . . an−1an) from P = τ(a1 . . . an−1) for (ai)ni=1 ∈ An(021), consider
cases. If an = 0, append UD to P . If an = an−1 > 0, insert UD just before the last
DD-component of P . It is convenient to call all other valid values of an the main values
of an. They constitute an interval of one or more integers as in the following Table, where
m denotes max(a1 . . . an−1) and # asc denotes the number of ascents in a1 . . . an−1.
Values of m and an−1 Main values for an
m = 0 1
m > 0 and an−1 = 0 [m, 1 + # asc ]
m = an−1 > 0 [m+ 1, 1 + # asc ]
Say an is the jth main value (from smallest to largest). Then elevate the last j DD-
components of P . This means that if P = QPj . . . P2P1 where Pj, . . . , P2, P1 are the last
j DD-components of P , then τ(a) = QUPj . . . P2P1D. For example, with n = 6 and
(ai)
n−1
i=1 = 01011, τ(01011) is shown in Figure 4, and the construction of τ
(
(ai)
n
i=1
)
for
each an is shown in Figure 5.
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This procedure works because of the following Lemma whose proof, by induction, is
left to the reader.
Lemma 3. (i) For a ∈ An(021), τ(a) ends with UD if and only if an = 0.
(ii) For (ai)
n−1
i=1 ∈ An−1(021), the number of main values for an is equal to the number of
DD-components in τ
(
(ai)
n−1
i=1
)
.
We leave the reader to verify that the two descriptions give the same bijection. A
different bijection from A(021) to Dyck paths appears in [5].
5 A generating function for A(021)
With A(021) the set of all 021-avoiding ascent sequences, let F (x, y, z, w) denote the
generating function for A(021) with x, y, z, w marking, respectively, length, # 0’s, #
isolated 0’s, # runs of 2 or more 0’s. For example, 00102200023030 contributes x14y8z3w2
to F .
Theorem 4. F (x, y, z, w) =
1
2x
1−
√
1− x(4 + y) + 4x2(1 + y(1− z))− 4x3y(1 + wy − (1 + y)z)+ 4x4y2(w − z)
1− xy

(1)
Proof. A peak in a Dyck path is an occurrence of UD. A run of peaks in a Dyck path
is a maximal subpath of the form (UD)i, i ≥ 1 and a good run of peaks is one that is
not immediately followed by a U , i.e., is either followed by a D or ends the path. A good
peak is one that is contained in a good run of peaks. For example, in the an = 1 path in
Figure 5, there are 3 runs of peaks of which the first and third are good.
From the algorithmic description of the bijection τ from An(021) to Dn of the previous
Section, it is clear that 0’s go to good peaks, indeed the runs of 0’s, say of lengths
r1, r2, . . . , rt left to right, go to the good runs of peaks, also t in number and of lengths
r1, r2, . . . , rt left to right.
So our desired generating function F (x, y, z, w) is also a generating function for Dyck
paths with x, y, z, w marking, respectively, semilength, # good peaks, # good peak runs
of length 1, # good peak runs of length ≥ 2. It is easy to find this generating function:
split Dyck paths into two classes, (i) sawtooth paths, (UD)i, i ≥ 0, and (ii) non-sawtooth
paths, that is, paths of the form (UD)iUPDQ with i ≥ 0, P a nonempty Dyck path, and
Q a Dyck path. The contributions to F are as follows. Class (i) contributes the constant
1 (for the empty path) + xyz (for the path UD) +
∑
i≥2 x
iyiw (for (UD)i with i ≥ 2).
Class (ii) contributes
∑
i≥0 x
i+1(F − 1)F . Consequently,
F = 1 + xyz +
x2y2w
1− xy +
x
1− x(F − 1)F ,
with solution (1).
Several distributions can be derived from F . For instance, the number of 0’s in 021-
avoiding ascent sequences has generating function
F (x, y, 1, 1) =
1−√(1− x(4 + y) + 4x2)/(1− xy)
2x
,
sequence A175136.
6 021-Avoiding ascent sequences – no 00’s
Let Un denote the set of 021-avoiding ascent sequences of length n that contain no two
consecutive zeros and un = | Un|. For example, U0 = {ǫ} where ǫ is the empty sequence,
U1 = {0}, U2 = {01}, and U3 = {010, 011, 012}. The generating function
∑
n≥0 unx
n is
given by
F (x, 1, 1, 0) =
1−√1− 4x+ 4x3
2x
.
We will show bijectively (Theorem 5 below) that un satisfies a Catalan-like recurrence,
see A025265 and A025262.
We say an entry ai in a = (ai)
n
i=1 ∈ Un is a max if i is a tight index. We have a1 = 0
and a2 = 1 for all a ∈ Un with n ≥ 2. In particular, a1 is never a max and a2 is always a
max—the trivial one. A nontrivial max is one with index ≥ 3.
Theorem 5.
un = u0un−1 + u1un−2 + · · ·+ un−1u0 (2)
for n ≥ 3 with initial conditions u0 = u1 = u2 = 1.
The following two Propositions (with an intervening lemma) yield that, for n ≥ 3,
un = 2un−1+un−2+
∑n
k=4 uk−3 un−k+2, which is equivalent to (2), and Theorem 5 follows.
Proposition 6. For n ≥ 3,
(i) | {a ∈ Un : a3 = 1}| = un−1,
(ii) | {a ∈ Un : a3 = 2}| = un−1,
(iii) | {a ∈ Un : a3 = 0 and a has no nontrivial max}| = un−2.
Proof. (i) “Delete a3” is a bijection from {a ∈ Un : a3 = 1} to Un−1.
(ii) Similar to (i), delete a3 and subtract 1 from each later nonzero entry.
(iii) “Delete a1, a2” is a bijection from the a’s counted on the left side to Un−2. Deleting
a1 = 0 and a2 = 1 does not introduce a violation of the defining condition for ascent
sequences because a3, . . . , an are not max entries in a.
Lemma 7. For n ≥ 4,
| {a ∈ Un : a3 = 0 and an is the first (and only) nontrivial max}| = un−3 .
Proof. “Delete a1, a2, and an” is a bijection from the a’s counted on the left side to
Un−3.
Proposition 8. For 4 ≤ k ≤ n,
| {a ∈ Un : a3 = 0 and ak is the first nontrivial max}| = uk−3 un−k+2.
Proof. Suppose a ∈ Un is counted by the left side. According to Lemma 7, there are uk−3
possibilities for the prefix a1 . . . ak. For each such prefix, “delete a1, . . . , ak−2, change ak−1
to 0, and subtract ak − 1 from all remaining nonzero entries” is a bijection to Un−(k−2).
For example, with k = 6 and prefix 010124, this map sends 01012445057 to 0112024.
7 021-Avoiding ascent sequences – no isolated zeros
Let Vn denotes the set of 021-avoiding ascent sequences of length n that contain no isolated
zeros and vn = | Vn|. Thus, V0 = {ǫ}, V1 = {}, V2 = {00}, and V3 = {000, 001}.
It is remarkable that vn satisfies the same recurrence as un (“no consecutive 0’s”)
differing only in the initial conditions.
Theorem 9. For n ≥ 1,
vn =
⌊(n+1)/3⌋∑
k=1
2n−3k+1
(
n− k − 1
2k − 2
)
Ck−1 (3)
where Cn :=
(
2n
n
)− ( 2n
n−1
)
is the Catalan number, and vn satisfies the defining recurrence
vn = v0vn−1 + v1vn−2 + · · ·+ vn−1v0
for n ≥ 3 with initial conditions v0 = 1, v1 = 0, v2 = 1.
Proof. Refine Vn to Vn,k = {a ∈ Vn : a has k runs of 0’s} and set vn,k = | Vn,k|. For
example, V8,3 = {00100100, 00100200}. Now let Bn,k denote the set of 021-avoiding
ascent sequences with k runs of 0’s, and let bn,k = | Bn,k|. Then “append a 0 to each run
of 0’s” is a simple bijection from Bn−k,k to Vn,k, 1 ≤ k ≤ (n+ 1)/3.
Turning to Bn,k, the bijection τ of Sec. 5 sends descents to DDUs. Since each descent
is necessarily to 0 by Lemma 1, the number of runs of 0’s is precisely 1 + #descents.
It is well known that the number of Dyck paths of size n with k DDUs is given by
tn,k := 2
n−2k−1(n−1
2k
)
Ck, the Touchard distribution A091894. Since bn,k = tn,k−1 and
vn =
∑
k≥1 vn,k =
∑
k≥1 bn−k,k, identity (3) follows.
The generating function
∑
n≥0 vnx
n is given by
F (x, 1, 0, 1) =
1−√1− 4x+ 4x2 − 4x3
2x
,
and it is routine to check that the recurrence of the theorem is equivalent to this generating
function. There does not, however, seem to be any very obvious bijective proof of the
recurrence.
8 021-Avoiding descent sequences
Let Dn,k refer to descent sequences of length n with k descents.
Theorem 10. For n ≥ 1, k ≥ 0,
|Dn,k(021)| =
(
n+ k
3k + 1
)
Ck . (4)
Proof. Consider w ∈ Dn,k(021). By Lemma 1, the descent bottoms of w are all 0, and
the descent tops, say (di)
k
i=1, form a Catalan sequence, that is, 1 ≤ di ≤ i for all i and the
di’s are weakly increasing. The number of Catalan sequences of length k is well known
to be Ck, and so there are Ck possibilities for the list of descent tops. For each such list
(di)
k
i=1, we will show there are
(
n+k+1
3k+1
)
possibilities for w. This is because w must have
the form illustrated below for k = 4 and (di)
k
i=1 = {1, 2, 2, 3},
0 0∗ 1∗ 10 0∗ 1∗ 2∗ 20 0∗ 2∗ 20 0∗ 2∗ 3∗ 30 0∗ 3∗ 4∗ 5∗
where the boxed pairs are the descents and the asterisk in j∗ indicates a run of zero or
more j’s.
First, all 0’s must immediately follow the descent bottom 0’s (else a new descent
is introduced). Second, the nonzero entries are weakly increasing (Lemma 1) up to a
maximum of k + 1; this accounts for the appearance of a single 1∗, 2∗, . . . , (k + 1)∗ left to
right. But also, if j0 is a box, then j∗ appears both before and after the box, in other
words, repetitions account for an additional k nonzero asterisks. Thus the total number of
asterisks is k+1 (for the 0’s) + k+1 (for 1, 2, . . . , k+1) + k (for the nonzero repetitions)
= 3k + 2.
So, to specify w, we have to split n− (2k + 1) x’s (entries belonging to the asterisks)
into 3k + 2 segments (some may be empty). By elementary combinatorics, we need to
arrange in a row n−(2k+1) x’s and 3k+1 “dividers”—(n−(2k+1)+3k+1
3k+1
)
=
(
n+k
3k+1
)
ways.
It follows routinely from Theorem 10 that the generating functionG(x, y) for nonempty
021-avoiding descent sequences, with x, y marking length and number of descents respec-
tively, is given by
G(x, y) = 1 +
x
(1− x)2 C
(
x2y
(1− x)3
)
=
(1− x)
(
1−
√
1− 4x2y
(1−x)3
)
2xy
where C(x) = 1−
√
1−4x
2x
is the generating function for the Catalan numbers.
The generating function for D(021) by length is thus
1 +G(x, 1) =
1 + x−
√
1−3x−x2−x3
1−x
2x
= 1 + x+ 2x2 + 4x3 + 9x4 + 22x5 + 57x6 + · · · .
This is also the generating function for Dyck paths that avoid UUD U , A105633. A
bijection to explain this equipotence would be interesting.
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