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Abstract
For positive integers j¿ k, an L(j; k)-labeling of graph G is an integer labeling of V (G) such
that adjacent vertices receive labels which di1er by at least j, and vertices that are distance two
apart receive labels which di1er by at least k. The j;k -number of G is the minimum span over
the L(j; k)-labelings of G. In this paper, we derive the j;k -number of the in4nite regular tree.
For x = j=k, we also introduce a rational variation x(G) of j;k(G), and provide a proof that
x(G) is continuous.
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1. Introduction
The problem of vertex labeling with a condition at distance two, a variation of
Hale’s channel assignment problem [11], was 4rst explored by Griggs and Yeh [10].
For graph G with w; v∈V (G), and for 4xed positive integers j and k where k6j, the
function L :V (G)→Z is called an L(j; k)-labeling of G if and only if
|L(v)− L(w)|¿j if w and v are adjacent; and
|L(v)− L(w)|¿k if w and v are distance two apart:
The j; k -number of G, denoted j; k(G), is the minimum span over all L(j; k)-labelings
of G, and any L(j; k)-labeling of G which achieves the minimum span is called a
j; k -labeling of G.
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Various authors have contributed to the literature of j; k -labelings where, for the
most part, attention has been focused on j=2 and k =1. In their seminal paper,
Griggs and Yeh investigated the 2;1-numbers of trees, cycles, paths, n-cubes, mul-
tipartite graphs and wheels. They also considered the relationship between 2;1(G) and
invariants (G); (G), and |V (G)|. Sakai [14] explored the 2;1-numbers of chordal
graphs and intersection graphs. The 2;1-numbers of products of paths and products
of complete graphs were considered by Whittlesey et al. [16]; they also improved the
upper bound on 2;1(Qn) given in [10]. The relationship between 2;1(G) and the path-
covering number of Gc was explored by Georges et al. [9], while Chang and Kuo [2]
derived an upper bound of 2(G)+(G) for 2;1(G). Independently of [9], Chang and
Kuo also considered the relationship between 2;1(G) and the path-covering number
of Gc. Issues of criticality were explored by Georges and Mauro [3], and in [5] they
obtained sharp upper and lower bounds on the size of G for 4xed order and 4xed
2;1-number. The algebra of j; k -numbers was developed in [4], and formulas for the
j; k -numbers of cycles, paths, complete multipartite graphs, t-point suspensions of paths
and cycles, and joins of graphs were derived. Partial results on the j; k -numbers of
products of paths and trees were also given. For further results, the reader is referred
to [1,6–8,12,13,15].
In this paper, we derive the j; k -number of the in4nite tree each of whose vertices
has degree . In Section 2, we provide an overview of the tree-labeling problem. Pre-
liminary results and the main theorems are stated in Section 3, and proofs are presented
in Sections 3–5. Finally, in Section 6, we de4ne x(G)= (1=k)j; k(G) where x= j=k,
and show that for any G; x(G) is continuous on the set of rationals not less than 1.
2. Labeling trees: a brief survey
The history of labeling trees with a condition at distance two begins with the
following result from [10]:
Theorem 2.1. For any 4nite tree T with maximum vertex degree ; j; k(T )=+ 1
or + 2.
Obtained via a 4rst-4t (greedy) algorithm, this result gives rise to the question of
classifying those trees with 2;1(T )= + 1 (class one) or alternatively  + 2 (class
two). Although Griggs and Yeh conjectured that the classi4cation problem was NP-
complete, Chang and Kuo [2] presented a polynomial-time classi4cation algorithm.
Still, the characterization of all trees with 2;1(T )=+2 is an open question. Georges
and Mauro [3], while considering the -criticality of graphs, produced several in4nite
families of trees with =3 and + 2=5-criticality.
With respect to the L(j; k) problem of labeling trees, it was shown in [4] that, for
any graph G, 1;1(G)= (G2) − 1. Hence, the 1;1-number of any tree T is equal to
, implying that j; j(T )= j. However, for 4xed j; k with j¿k, the classi4cation of
trees by j; k -number is certainly no less diNcult than in the particular case j=2 and
k =1, and is marked by only partial results. For example, if we regard the collection
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Fig. 1. A tree which is of class 1 for j=2; k =1 and of class 2 for j=3; k =1.
of trees with smallest j; k -number (for 4xed j; k) to be of class one with respect to
the ordered pair (j; k), then K1;  is necessarily a class one tree. Hence the j; k -number
of any class one tree is known from the following:
Theorem 2.2 (Georges and Mauro [4]). j; k(K1; )= j + (− 1)k.
Moreover, we point out that each vertex of degree  in a tree of class one must be
labeled either 0 or j + ( − 1)k. It thus follows that no tree of class one can have a
vertex of degree  adjacent to more than one other vertex of degree . It is also known
that the class of a tree may vary with respect to the choices of j and k. For instance, it
can be easily veri4ed that the tree given in Fig. 1 has 2;1-number equal to 4 and 3;1-
number equal to 6. Thus, it is of class one with respect to the ordered pair (2; 1), but not
of class one with respect to the ordered pair (3; 1). By virtue of this example, we note
that the condition for a tree to be of class one, as stated at the end of the previous
paragraph, is necessary but not suNcient. We conjecture that if j; j′; k, and k ′ are
positive integers with j¿k; j′¿k ′, and j=k¿j′=k ′, then T is of class one with respect
to the ordered pair (j′; k ′) if T is of class one with respect to the ordered pair (j; k).
The number of di1erent classes of trees along with their associated -numbers is a
function of j and k. The following results reOect this observation.
Theorem 2.3 (Georges and Mauro [4]). Let G be a graph with maximum degree .
Suppose there is a vertex with  neighbors, each of which has degree . Then
(1) j; k(G)¿2j + (− 2)k if j=k6.
(2) j; k(G)¿j + (2− 2)k if j=k¿.
Theorem 2.4 (Georges and Mauro [4]). If T is a tree with maximum degree , and if
v is a vertex with  neighbors each of which has degree , then j; k(T )= j+(2−2)k
for j=k¿.
For the case j=k¿, Theorems 2.2 and 2.4 give sharp lower and upper bounds of
j+(−1)k and j+(2−2)k, respectively, for the j; k -number of trees with maximum
degree . The following examples demonstrate that sometimes, though not always, for
every integer i in the closed interval [j + ( − 1)k; j + (2 − 2)k] there is a tree T
with j; k(T )= i.
Example 2.5. If T is a tree with =3, then 563;1(T )67. By Theorem 2.2, K1;3 has
3;1-number equal to 5; by inspection the tree in Fig. 1 has 3;1-number equal to 6; and
by Theorem 2.4 the complete 3-ary tree of depth 2 has a 3;1-number equal to 7. If T
130 J.P. Georges, D.W. Mauro /Discrete Mathematics 269 (2003) 127–148
is a tree with =3, then 51631;10(T )671. But 31;10(T ) cannot equal 57 (among
others) due to the following theorem from [4]:
Theorem 2.6. For all graphs G and for 4xed positive integers j¿k, there exists a
j; k -labeling of G such that each label is of the form j + k where  and  are
non-negative integers. In particular, if j; k(G)¡∞, then j; k(G)= 0j+0k for some
non-negative integers 0; 0.
Examples 2.5 and 2.6 lead us to conjecture that for j=k¿, there are exactly 
distinct labeling classes realized over the collection of trees with maximum degree ,
and the j; k -numbers associated with these classes are of the form j + ik;  − 16i6
2− 2.
In view of the diNculty in classifying 4nite trees, we shall obtain an upper bound for
j; k(T ) by deriving the j; k -number of T∞(), the in4nite tree each of whose vertices
has degree .
3. Preliminary results and de$nitions
In this section, we present conventions, terminology and notation. We state the four
main theorems of the paper and, following several foundational lemmas, provide proofs
of the 4rst two.
Unless otherwise speci4ed, the notation (a; b) shall refer to the open interval of real
numbers {x | a¡x¡b}. We use the common notation (a; b]; [a; b) and [a; b] to indicate
intervals which include one or both endpoints.
With no loss of generality, we shall restrict ourselves to L(j; k)-labelings of T∞()
with minimum label 0, ordinarily assigned to the root. Thus, the maximum label
assigned by any given bounded labeling L is s(L), the span of L. If X is a 4nite
set of non-negative integers such that any two distinct elements of X di1er by at least
k, then we shall say that X is a k-separated set, or alternatively, the elements of X are
k-separated. If, for 4xed positive integers j and k; x is an integer such that x= aj+bk
for some non-negative integers a and b, then x will be called (j; k)-regular, as will
any L(j; k)-labeling whose image contains only (j; k)-regular integers. (When there is
no chance for confusion, labels and L(j; k)-labelings may be called simply regular.)
We note that if L is an L(j; k)-labeling of G with span s(L), then the di1erence of
functions s(L) − L is also an L(j; k)-labeling of G. However, if L is (j; k)-regular, it
is not necessarily the case that s(L)− L is (j; k)-regular. The following related lemma
will prove useful in Section 4.
Lemma 3.1. Let L be a (j; k)-regular L(j; k)-labeling of graph G with span s(L)¡∞.
Then there exists a (j; k)-regular L(j; k)-labeling L∗ of G with s(L∗)= s(L) where
L∗(v)= s(L)− L(v) for every v∈V (G) such that s(L)− L(v) is (j; k)-regular.
Proof. Denote the distinct labels under L by 0=m0¡m1¡m2¡ · · ·¡mz = s(L) and
consider the L(j; k)-labeling Lq= s(L)−L, where q¿0 is the number of distinct labels
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under Lq which are not regular. If q=0 then we are done. Thus, suppose q¿0, and
let x denote the smallest non-regular label assigned by Lq. Let Cx denote the collection
of vertices which receive x under Lq. De4ne a labeling L′ as follows:
L′(v)=
{
Lq(v) if v =∈Cx;
x − 1 if v∈Cx:
We note that L′ is an L(j; k)-labeling since if not, then there is a vertex w0 ∈Cx
and a vertex w1 =∈Cx such that L′(w0) − L′(w1)= j − 1 or k − 1. In either case,
since L′(w1)=Lq(w1)¡x is regular, we have the contradiction that Lq(w0)= x is
regular.
If x − 1 is regular, then L′ assigns q − 1 distinct labels which are not regular,
whereupon we set L′=Lq−1. Otherwise, we iterate this procedure on x − 1 until we
obtain an L(j; k)-labeling Lq−1 which assigns to every vertex in Cx the largest regular
integer which is less than x. Proceeding inductively, we construct L(j; k)-labelings
Lq−2; Lq−3; : : : ; L0, whence L∗=L0.
For 4xed positive integers ¿2; j and k where k6j, we let a denote the integer
	j=k
. For a6, we represent
j= ak + rj where 06rj¡k; (3.1)
= as + r where 06r¡a; (3.2)
− a− 2= s1(2a+ 1) + r1 where 06r1¡2a+ 1: (3.3)
As a consequence of (3.1) and (3.3), we have for a6:
(2s1 + 3)j + r1k =(+ 2a− 1)k + (s1 + 1)(2rj − k) + rj: (3.4)
Our four main theorems are given below. We note that the in4nite path T∞(2) is
addressed as a special case of Theorems 3.2 and 3.3 which extend results on paths
in [4]. Additionally, we note that the hypotheses of Theorems 3.4 and 3.5 imply that
¿3.
Theorem 3.2. If a¿, then j; k(T∞())= j + (2− 2)k.
Theorem 3.3. If a=− 1, then j; k(T∞())= 2j + (− 2)k.
Theorem 3.4. Let a6− 2. If a+ 12¡j=k¡a+ 1 and a¡(− 1)=2, then
j; k(T∞()) = (2s1 + 3)j + r1k if
j
k
6a+
s1 + 2
2s1 + 3
;
= (+ 2a)k if a+
s1 + 2
2s1 + 3
6
j
k
:
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Theorem 3.5. Let a6− 2. If a6j=k6a+ 12 or a¿(− 1)=2, then
(i) For r=0;
j; k(T∞()) = j + (+ a− 1)k if jk¿
a(+ 1)

and a¿2;
=
(
+ a
a
)
j + (a− 2)k if j
k
6
a(+ 1)

and a¿2;
= j + k if
j
k
¿

− 1 and a=1;
= j if
j
k
6

− 1 and a=1:
(ii) For r=1;
j; k(T∞()) = j + (+ a− 1)k if jk¿
a
− 1 ;
=
(
+ a− 1
a
)
j + (a− 1)k if j
k
6
a
− 1 :
(iii) For r¿2;
j; k(T∞()) = j + (+ a− 1)k if jk¿a
(
+ a− r + 1
+ a− r
)
;
=
(
+ 2a− r
a
)
j + (r − 2)k if jk6a
(
+ a− r + 1
+ a− r
)
:
The variety of minimum spans given by these theorems is illustrated in Appendix
A for the case =8.
We next turn to several results which will provide bounds on j; k(T∞()).
Lemma 3.6. Let X and Y be 4nite sets of non-negative integers such that
(1) 0∈X ,
(2) X and Y are each k-separated,
(3) for all x∈X , the cardinality of the set di:erence Y − (x− j; x+ j) is at least ,
and
(4) for all y∈Y , the cardinality of the set di:erence X − (y− j; y+ j) is at least .
Then there exists an L(j; k)-labeling of T∞() with span less than or equal to
max{z | z ∈X ∪Y}.
Proof. It suNces to construct an L(j; k)-labeling L which assigns integers from X ∪Y .
Proceeding by induction on the levels of T∞(), we let 0 be assigned to the
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root. Then by hypotheses (2) and (3), there exist  elements of Y which may be as-
signed to the children of the root in compliance with the distance
conditions.
Now suppose that the vertices on levels 0; 1; : : : ; h − 1¿1 have been labeled in
a way such that the distance conditions are satis4ed and the vertices on
odd (even) levels receive labels from Y (X ). Select vertex v on level h−1. If L(v)∈Y ,
then there exist  k-separated elements of X which di1er from L(v) by at least
j, one of which may be the label of the parent w of v. Thus, there exist  − 1
k-separated elements of X which di1er from L(v) by at least j and which di1er
from L(w) by at least k. The children of v can therefore be labeled with elements
of X in compliance with the distance conditions. A similar argument holds if
L(v)∈X .
Proof of Theorem 3.2. Let X = {0; k; 2k; : : : ; ( − 1)k} and let Y = {j + ( − 1)k;
j + k; j + ( + 1)k; : : : ; j + (2 − 2)k}. Then j; k(T∞())6j + (2 − 2)k by
Lemma 3.6. But j=k¿ since a¿, so j; k(T∞())¿j + (2 − 2)k by
Theorem 2.3.
Lemma 3.7. There exists an L(j; k)-labeling of T∞() with span ( + 2a − 2)k
+ 	(+ 2a− 2)=a
rj.
Proof. Let Q= {q0; q1; q2; : : : ; q+2a−2}; qi = ik + 	i=a
rj, and apply Lemma 3.6 with
X =Y =Q.
Proof of Theorem 3.3. By Lemma 3.7 and the equality a=−1, we have j; k(T∞())
6( + 2a − 2)k + 	( + 2a − 2)=a
rj =(3 − 4)k + 	(3 − 4)=( − 1)
rj =
(3 − 4)k + 2rj =2ak + 2rj + ( − 2)k =2j + ( − 2)k by (3.1). But a= − 1
implies j=k¡, so j; k(T∞())¿2j + (− 2)k by Theorem 2.3.
Lemma 3.8. If j=k = a6, then j; k(T∞())= 2j + (− 2)k.
Proof. By Theorem 2.3, j; k(T∞())¿2j + ( − 2)k. And, by Lemma 3.7
and the hypothesis that rj =0, there exists an L(j; k)-labeling of T∞() with span
(+ 2a− 2)k =2ak + (− 2)k =2j + (− 2)k.
Lemma 3.9. For 16a6 − 2, let T = {t0; t1; t2; : : : ; t+a−1} and B= {b0; b1; b2; : : : ;
b+a−1} be sets of non-negative integers such that
(1) t0 = 0,
(2) T is k-separated,
(3) bi = ti + j for all i; 06i6+ a− 1,
(4) bi−2a−1 + j6ti for all i; 2a+ 16i6+ a− 1.
Then there exists an L(j; k)-labeling of T∞() with span b+a−1.
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Proof. Noting that B is necessarily a k-separated set, we de4ne two auxiliary sets each
with cardinality a:
T ∗ = {t+a; t+a+1; : : : ; t+2a−1}; where t+a−1+d= t+a−1 + dk + rj
for 16d6a
and
B∗ = {b−a; b−a+1; : : : ; b−2; b−1}; where b−d= b0 − dk − rj = j − dk − rj
for 16d6a:
Then T ∗ ∪T and B∗ ∪B are k-separated sets. Moreover, we observe that 〈tn〉 is an
increasing sequence with t+2a−1 = b+a−1, and 〈bn〉 is an increasing sequence with
b−a= t0 = 0. Hence, the smallest and largest elements in B∪B∗ ∪T ∪T ∗ are, respec-
tively, 0 and b+a−1. It remains to show merely that T ∗ ∪T and B∗ ∪B each satisfy
hypotheses (3) and (4) of Lemma 3.6.
We close this section with a de4nition and an observation which will be used in
the proofs of Theorems 3.4 and 3.5. Let L be an L(j; k)-labeling of G, and let v be
a vertex in V (G) with neighbor w such that L(w)¡L(v) (L(w)¿L(v)). Then we say
that w is a lower (upper) neighbor of v under L. (Reference to L will be deleted when
there is no possibility of confusion.)
Observation 3.10. For graph G, let v∈V (G) and let L be an L(j; k)-labeling of G
with span s(L)¡∞.
(i) If v has exactly n1 lower neighbors, then the i∗th smallest label among the
lower neighbors of L(v) is in the closed interval [(i∗ − 1)k; L(v)− j − (n1 − i∗)k] for
16i∗6n1.
(ii) If vertex v has exactly n2 upper neighbors, then the i∗th smallest label among
the upper neighbors of L(v) is in the closed interval [L(v)+j+(i∗−1)k; s(L)−(n2−i∗)k]
for 16i∗6n2.
(iii) If v has at least n3 upper neighbors, the smallest label among which is
l¿ L(v)+j, then there is an upper neighbor of v with label at least l+ (n3 − 1)k.
4. Proof of Theorem 3.4
We begin our proof of this theorem by considering the case a+12¡j=k¡a+(s1+2)=
(2s1 + 3), where necessarily 2rj¿k. (See (3.1).) We shall show that there exists
an L(j; k)-labeling of T∞() with span (2s1 +3)j+ r1k, and that (2s1 +3)j+ r1k is a
lower bound for j; k(T∞()). Applying these results, we next show that (+ 2a)k is
both an upper and lower bound for j; k(T∞()) in the case a + (s1 + 2)=(2s1 + 3)6
j=k¡a+ 1.
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Lemma 4.1. If 16a¡(−1)=2 and a+ 12¡j=k¡(s1+2)=(2s1+3), then j; k(T∞())6
(2s1 + 3)j + r1k.
Proof. Since 16a¡( − 1)=2, we have ¿4 and a6 − 2. We de4ne ti = ik+
	i=(2a+1)
(2rj−k) and bi = ti+j for 06i6+a−1, noting that these terms are seen
to satisfy the hypotheses of Lemma 3.9. Hence there is an L(j; k)-labeling of T∞()
with span b+a−1 = j + t+a−1 = j + (+ a− 1)k + 	(+ a− 1)=(2a+ 1)
(2rj − k)=
(2s1 + 3)j + r1k by (3.1), (3.3) and (3.4).
It thus remains to show that (2s1 + 3)j+ r1k is a lower bound for j; k(T∞()). To
this end, we appeal to Lemma 4.1 and Theorem 2.6 which permit us to restrict our
discussion to (j; k)-regular L(j; k)-labelings with span no greater than (2s1 +3)j+ r1k.
Since r1k62ak by (3.3), we need to consider only the (j; k)-regular integers j + k
with (1) 62s1 + 3 and 06¡r1, and (2) =2s1 + 4 and 066r1 − a− 1.
We begin with several lemmas which establish properties of (j; k)-regular integers
under the given constraints. On some occasions we shall omit the proofs of lemmas
which are algebraic consequences of (3.1)–(3.4), (4.2) and=or (4.1). We note that
throughout this section, the indicator function I(x) is 1 if x is an odd integer; 0
otherwise.
Lemma 4.2. For real h, it follows from the inequality rj=k¡(s1 + 2)=(2s1 + 3) that
(i) h(2rj − k)¡rj if h6s1 + 2;
(ii) h(2rj − k) + rj¡k if h6s1 + 1.
As a result of (3.4) and Lemma 4.2, we have the inequality
(2s1 + 3)j + r1k¡(+ 2a)k: (4.1)
Additionally, it is a matter of elementary algebra that
irj =
i − I(i)
2
k +
i − I(i)
2
(2rj − k) + rjI(i): (4.2)
Lemma 4.3. (i) If c is a (j; k)-regular integer such that c¡(2s1 + 3)j + r1k, then
c6(2s1 + 3)j + r1k − (2rj − k).
(ii) If 16m∗6a−1 where a¿2, then the only (j; k)-regular integer in the half-open
interval (2j + m∗k; 2j + m∗k + (s1 − 1)(2rj − k) + rj] is j + (a+ m∗ + 1)k.
(iii) If i1j + m1k and i2 j + m2k are distinct (j; k)-regular integers, each less than
(2s1 + 3)j, then i1j + m1k and i2 j + m2k di:er by at least 2rj − k.
For 4xed i; 06i62s1+1, we now let Mi denote the largest integer such that ij+Mik
is less than (2s1 + 3)j + r1k − (2rj − k) by at least j.
Lemma 4.4. If 06i62s1 + 1, then
(i) Mi =− a(i − 1)− (i + 2 + I(i))=2 and
(ii) (i − 1)j + mk¡(2s1 + 3)j for i¿1 and 2a+ 16m6Mi.
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Let L(j; k) denote the set of (j; k)-regular L(j; k)-labelings of T∞() with span
(2s1 + 3)j + r1k − (2rj − k). Assuming L(j; k) is non-empty, let L be an arbitrary
element of L(j; k) throughout the following lemmas.
Lemma 4.5. If v is a vertex with L(v)= j + k, where j6L(v)6s(L)− j and 06
62s1 + 1, then the number of lower neighbors of v is a( − 1) +  + ( + I())=2.
Accordingly, the number of upper neighbors of v is − a(− 1)− − (+ I())=2.
Proof. Let N1 and N2 respectively denote the number of lower neighbors and upper
neighbors of v. Then
N16
⌊
(L(v)− j)
k
⌋
+ 1=
(
a+  − a+ (− I())
2
)
+
⌊
(−I()
2 (2rj − k) + rjI()− rj)
k
⌋
+ 1
by (3.1) and (4.2). But by Lemma 4.2 and the constraint on ,⌊
−I()
2 (2rj − k) + rjI()− rj
k
⌋
= − 1 or 0
per whether  is even or odd. In either case, N16a(− 1) +  + (+ I())=2.
We also have
N26
⌊
(s(L)− L(v)− j)
k
⌋
+ 1=
(
−  − (− 1)a− − I()
2
)
+
⌊
2 s1−+I()
2 (2rj − k)− rjI()
k
⌋
by (3.1), (3.4) and (4.2). But by Lemma 4.2 and the constraint on ⌊
2 s1−+I()
2 (2rj − k)− rjI()
k
⌋
=0 or − 1
per whether  is even or odd. In either case, N26 −  − a( − 1) − ( + I())=2.
Thus, since N1 +N2 = and since the sum of their upper bounds is also , the lemma
is proved.
Lemma 4.6. For every i; m such that 06i62s1 + 1 and 2a+16m6Mi, no vertex is
assigned the label ij + mk under L.
Proof. We proceed by induction on i. To establish the initial condition, let vertex v be
assigned the label mk. Then by Lemma 4.5, there are m−a¿a+1 lower neighbors of
v and +a−m upper neighbors of v. Setting i∗= a+1 and n1 =m−a in Observation
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3.10(i), we see that there exists a neighbor w of v with label in the closed interval
[ak; mk − j − (m− 2a− 1)k] = [ak; ak + k − rj]⊆ [ak; j) since k − rj¡rj. Hence, since
L is regular, L(w)= ak. But the neighbors of w with labels strictly between L(w) and
L(v) number at most 	(L(v)− k−L(w)− j)=k
+1=m−2a−1¿0. And the neighbors
of w with labels strictly greater than L(v) number at most⌊
s(L)− L(v)− k
k
⌋
+ 1
=
⌊
(2s1 + 3)j + r1k − (2rj − k)− mk − k
k
⌋
+ 1
6
⌊
(+ 2a)k − (2rj − k)− mk − k
k
⌋
+ 1 by (4:1)
= + 2a− m− 1:
Thus w has at most (m−2a−1)+(+2a−m−1)+1=−1 neighbors, a contradiction.
Now suppose that under L, no vertex is assigned a label j+k for 066i−162s1
and 2a+166M where, by Lemma 4.4(i), M=−a(−1)− (+2+ I())=2. We
show that no vertex is assigned a label ij +mk, where 2a+16m6Mi =−a(i−1)−
(i + 2 + I(i))=2.
For 4xed m; 2a+ 16m6Mi, suppose that v is a vertex with L(v)= ij + mk. Then
by Lemma 4.5, there are N1 = a(i − 1) + m + (i + I(i))=2 lower neighbors of v and
N2 =− N1 upper neighbors of v. Setting i∗= n1 =N1, Observation 3.10(i) gives the
existence of a neighbor w of v with label in the closed interval I= [(N1−1)k; ij+mk−
j] = [(a(i−1)+m+(i−2+I(i))=2)k; (i−1)j+mk]. We shall show that L(w) is of a form
which contradicts the inductive hypothesis, considering the cases i is even and i is odd.
Case 1: If i is odd, then by (4.2), I= [(i − 1)j − ((i − 1)=2) (2rj − k) + mk;
(i − 1)j + mk].
Let C denote the set of (j; k)-regular integers in I and, for integer - with 06-6
(i − 1)=2, let f(-)= (i − 1)j − ((i − 1)=2)(2rj − k) + mk + -(2rj − k). Then f is an
increasing function of - such that f(0) is the left endpoint of I and f((i−1)=2) is the
right endpoint. Moreover, by (3.1), f(-) can be expressed as the (j; k)-regular integer
2-j+(m+a(i−1)+(i−1)=2−-(2a+1))k. Since f((i−1)=2)¡(2s1 +3)j by Lemma
4.4(ii), then by Lemma 4.3(iii) we have C = {f(-) | -=0; 1; 2; : : : ; (i − 1)=2}, which
contains L(w). But we can demonstrate a contradiction of the inductive hypothesis
by showing that for any -; f(-) is not a label under L. To this end, we must show
f(-)= j + k under the conditions 066i − 1 and 2a+ 166M.
The condition on =2- follows from 06-6(i − 1)=2. To verify the lower bound
on , we note =m+a(i−1)+(i−1)=2− -(2a+1)¿m¿2a+1 by the upper bound
on - and the assumption 2a+ 16m. Similarly, by the assumption m6Mi, we have
6− a(i − 1)− i + 3
2
+ a(i − 1) + i − 1
2
− -(2a+ 1)
= − 2-a− -− 2
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6− a(2-− 1)− 2-+ 2
2
= M2- by Lemma 4:4(i)
= M:
Case 2: If i is even, then I= [(a(i − 1) + m + (i − 2)=2)k; (i − 1)j + mk]. Since
it is easy to verify by (3.1) that (N1 − 1)k¡(N1 − 1)k + rj =(i − 1)j+mk −
((i−2)=2)(2rj−k)6(i−1)j+mk, we can write I as the union of two non-empty disjoint
intervals:
I1 =
[
(N1 − 1)k; (i − 1)j + mk − i − 22 (2rj − k)
)
and
I2 =
[
(i − 1)j + mk − i − 2
2
(2rj − k); (i − 1)j + mk
]
:
Let C denote the set of (j; k)-regular integers in I2 and, for integer - with 06-6
(i − 2)=2, let f(-)= (i − 1)j + mk − ((i − 2)=2)(2rj − k) + -(2rj − k). Then arguing
as above, it can be shown that C = {f(-) | -=0; 1; 2; : : : ; (i − 2)=2} and f(-) is not a
label under L, implying L(w)∈I1. Thus the lower neighbors of w number at most⌊
L(w)− j
k
⌋
+ 1
6
 (i − 2)j + mk −
i − 2
2
(2rj − k)− 1
k
+ 1 since I1 is open on the right
=a(i − 2) + i − 2
2
+ m by (4:2) and the parity (even) of i − 2:
To see that the neighbors of w with labels strictly between L(w) and L(v) number 0,
we note that (N1−1)k =(a(i−1)+m+(i−2)=2)k =(i−1)j+mk−((i−2)=2)(2rj−k)−rj,
giving L(v)−L(w)6ij+mk− ((i−1)j+mk− ((i−2)=2)(2rj−k)− rj)= j+((i−2)=2)
(2rj−k)+rj. But (i−2)=2(2rj−k)+rj¡k by Lemma 4.2, which implies L(v)−L(w)¡
j + k.
Finally, the neighbors of w with labels larger than L(v) number at most⌊
s(L)− L(v)− k
k
⌋
+ 1
=
⌊
(2s1 + 3)j + r1k − (2rj − k)− ij − mk − k
k
⌋
+ 1
=
⌊
(+ 2a− m− 2− ia− i2 )k + (s1 − i2 )(2rj − k) + rj
k
⌋
+ 1
by (3:4) and (4:2) the parity of i:
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But 06i=26s1, so 06s1−i=26s1, implying that (s1−i=2)(2rj−k)+rj¡k by Lemma 4.2.
Hence, the neighbors of w with labels greater than L(v) number at most +2a−m−
1− ia− i=2.
Including v, the neighbors of w thus number no more than a(i− 2)+ i−22 +m++
2a− m− 1− ia− i=2 + 1=− 1, a contradiction.
Lemma 4.7. The following integers are not assigned by L: (i) j; (ii) k; a662a;
(iii) 2j + k; 0662a; (iv) j + k; a662a; (v) j + k, 166a− 1 if a¿2
Proof. (i) Suppose to the contrary that j is assigned to some vertex under L. Since
s(L) − j is equal to the (j; k)-regular label (2s1 + 3)j + r1k − (2rj − k) − j=2s1j +
(2a + r1 + 1)k, Lemma 3.1 implies the existence of a labeling L∗ ∈L(j; k) which
assigns label s(L) − j to the vertices which are assigned j under L. However, since
M2 s1 = 2a + r1 + 1¿2a + 1 by Lemma 4.4(i) and (3.3), it follows from Lemma 4.6
that no labeling in L(j; k) can assign label 2s1j +M2 s1k to a vertex, a contradiction.
(ii) Suppose that there is a vertex v with label k under L. By Lemma 4.5, there are
−+a upper neighbors of v. Hence, by Observation 3.10(ii) with n2 =−+a and
i∗=−, there is a vertex w with label in the closed interval [j+(−1)k; s(L)−ak].
Thus L(w)+ j¿2j+(−1)k =(+2a−1)k+2rj¿(+2a)k¿s(L) by (4.1), which
implies that all neighbors of w are lower neighbors. Moreover, since a¡( − 1)=2
implies 2a+26, Observation 3.10(i) with n1 = and i∗=2a+2 gives the existence
of a vertex y neighboring w with label in the closed interval [(2a + 1)k; L(w) − j −
(− 2a− 2)k]. But
L(w)6 s(L)− ak; so L(w)− j − (− 2a− 2)k
6 s(L)− ak − j − (− 2a− 2)k
= k(2a+ 1) + s1(2rj − k) by (3:1) and (3:3)
¡k(2a+ 1) + rj by Lemma 4:2:
Thus L(y)∈ [(2a+1)k; (2a+1)k+rj), implying that the labels of lower neighbors of y
are less than (a+1)k. Since no vertex is assigned j by Lemma 4.7(i), then the labels
of the lower neighbors of y are of the form pk for some p; 06p6a. This implies
that y has at most a+1 lower neighbors, so y has at least − a− 1 upper neighbors.
But if y has more than − a− 1 upper neighbors, then by Observation 3.10(ii) with
i∗= n2¿−a, there is a vertex with label at least L(y)+j+(−a−1)k¿(2a+1)k+
j + (− a− 1)k =(+ 2a)k + rj¿s(L) by (4.1), a contradiction. Thus y has exactly
a+1 lower neighbors, implying the existence of a neighbor z of y with label ak. Since
L(y)¡(2a+1)k + rj, vertex y has the smallest label among all of the neighbors of z,
implying (by Observation 3.10(iii)) the existence of a vertex neighboring z with label
at least L(y) + (− 1)k¿(2a+ 1)k + (− 1)k =(+ 2a)k¿s(L), a contradiction.
(iii) Suppose v is a vertex with L(v)= 2j+k; 0662a. Then there are a++1
lower neighbors of v by Lemma 4.5. If we set i∗= a+1 and n1 = a++1, Observation
3.10(i) gives the existence of a neighbor y of v with label in the closed interval [ak; j],
contradicting Lemma 4.7(i) and (ii).
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(iv) Suppose v is a vertex with L(v)= j+k; a662a. Then there are +1 lower
neighbors of v by Lemma 4.5. Thus k must be a label assigned by L to some vertex
y, contradicting Lemma 4.7(ii).
(v) Suppose v is a vertex with L(v)= j + k; 166a − 1. Then by Lemma 4.5,
there are respectively  −  − 1 and  + 1 upper and lower neighbors of v. Setting
i∗=1 and n2 =−−1, Observation 3.10(ii) gives the existence of a neighbor y of v
with label in the closed interval [L(v)+j; s(L)−(−−2)k]. But the right endpoint is
(2s1 + 3)j + r1k − (2rj − k)− (−  − 2)k
=2j + k + (s1 − 1)(2rj − k) + rj by (3:4):
So by Lemma 4.3(ii), L(y)= 2j + k or j + (a +  + 1)k, neither of which can be
assigned by L per Lemmas 4.7(iii) and (iv).
We are now ready to prove Theorem 3.4 for the case a+12¡j=k¡a+(s1+2)=(2s1+3).
Let L∗ be a (j; k)-regular L(j; k)-labeling with span less than or equal to (2s1+3)j+
r1k−(2rj−k). We de4ne an L(j; k)-labeling L′ with s(L′)= (2s1+3)j+r1k−(2rj−k)
as follows:
L′(v)=
{
L∗(v) if L∗(v)¡s(L∗);
(2s1 + 3)j + r1k − (2rj − k) otherwise:
We note that L∗=L′ when s(L∗)= (2s1 + 3)j + r1k − (2rj − k). It follows from
Lemmas 4.7(v), (iv), (i) and (ii) (or Lemmas 4.7(iv), (i) and (ii) if a = 1) that L′
can assign labels of neither the form k; a662a, nor the form j+k; 066a. Thus,
we observe that L′ does not assign labels from the closed interval [ak; j + ak]. Since
the length of this interval is j, and since s(L′)¿j + ak by Theorem 2.2, we conclude
that L′ is not a j; k labeling of T∞(). Additionally, since L∗=L′ at those vertices v
with L∗(v)¡s(L∗); L∗ cannot assign labels from within the closed interval [ak; j+ak],
and so L∗ is not a j; k -labeling of T∞(). Thus we have that j; k(T∞())¿(2s1 +
3)j + r1k − (2rj − k), implying that j; k(T∞())¿(2s1 + 3)j + r1k by Lemma 4.3(i).
From Lemma 4.1, we therefore conclude that j; k(T∞())= (2s1 + 3)j + r1k.
To prove Theorem 3.4 for a+(s1+2)=(2s1+3)6j=k¡a+1, we show that (+2a)k
is both an upper and a lower bound for j; k(T∞()).
Assuming a+(s1 +2)=(2s1 +3)6j=k¡a+1, we select integers 16k∗6j∗ such that
a+
1
2
¡a+
s1 + 2− 1k
2s1 + 3
¡
j∗
k∗
¡a+
s1 + 2
2s1 + 3
(where the leftmost inequality follows necessarily from the constraints on j=k).
Then
j∗
k∗
=
j∗k
k∗k
¡a+
s1 + 2
2s1 + 3
6
j
k
=
jk∗
kk∗
;
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so j∗k;k∗k(T∞())6jk∗ ; k∗k(T∞()). Thus kj∗ ;k∗(T∞())6k∗j; k(T∞()), or alter-
natively (k=k∗)j∗ ; k∗(T∞())6j; k(T∞()). But (k=k∗)j∗ ; k∗(T∞())¿( + 2a)k − 1
since
j∗
k∗
¿a+
s1 + 2− 1k
2s1 + 3
⇒ rj∗
k∗
¿
s1 + 2− 1k
2s1 + 3
⇒ k
k∗
((+ 2a− 1)k∗ + (s1 + 1)(2rj∗ − k∗) + rj∗)
¿(+ 2a)k − 1 (by elementary algebra);
where j∗ ; k∗(T∞())= (+2a−1)k∗+(s1+1)(2rj∗−k∗)+rj∗ by the previously proved
portion of Theorem 3.4 and (3.4). This gives j; k(T∞())¿( + 2a)k − 1, implying
j; k(T∞())¿( + 2a)k. However, j=k¡a + 1, so j; k(T∞())6k(a+1);k(T∞())=
ka+1;1(T∞())= (+ 2a)k by Lemma 3.8.
5. Proof of Theorem 3.5
We note that the formulae given in Theorem 3.5 are proved by Lemma 3.8 in the
case j=k = a; i.e. in the case rj =0. We therefore assume throughout this section that
j=k is not integer-valued. Also in this section, we refer to (3.2): = as + r. Since
we are assuming that a6− 2, then s¿1.
In order to prove Theorem 3.5, we 4rst establish in Lemmas 5.1 and 5.2 that
the formulae in Theorem 3.5 are upper bounds for j; k(T∞()). Following a num-
ber of other lemmas, we then show that if the bound given in Lemma 5.1 is strictly
greater than j; k(T∞()), then the bounds appearing in Lemma 5.2 will serve as lower
bounds.
Lemma 5.1. Suppose 16a6−2. If (−1)=26a or a6j=k6a+ 12 , then j; k(T∞())
6j + (+ a− 1)k.
Proof. We consider the cases (− 1)=26a and a6j=k6a+ 12 separately.
Case 1: For a6j=k6a + 12 , we de4ne ti = ik and bi = ti + j for 06i6 + a − 1.
Then Lemma 3.9 implies the existence of an L(j; k)-labeling of T∞() with span
b+a−1 = j + t+a−1 = j + (+ a− 1)k.
Case 2: For (− 1)=26a, we let X =X1 ∪X2, where X1 = {ik|06i62a} and X2 =
{j + ik|a6i6+ a− 1}. Since the only two integers in X which di1er by less than
k are 2ak and j + ak, and since (a + 1)k¿j, it is easy to show that if w and v are
vertices with labels in X such that v is the child of w and |L(v)−L(w)|¿j, then there
are at least − 1 integers in X which can be assigned to the children of v in a way
which satis4es the distance conditions. By induction on the levels of T∞(), we thus
construct an L(j; k)-labeling L using only elements of X . Details are omitted.
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Lemma 5.2. There exists an L(j; k)-labeling of T∞() with span
(1) ((+ a)=a)j + (a− 2)k if r=0 and a¿2;
(2) j if r=0 and a=1;
(3) ((+ a− 1)=a)j + (a− 1)k if r=1;
(4) ((+ 2a− r)=a)j + (r − 2)k if r¿2.
Proof. Applying Lemma 3.7, we show the existence of L(j; k)-labelings with the given
spans.
(1) (+2a−2)k+	(+2a−2)=a
rj =((+a)=a)ak+(a−2)k+((+2a)=a−1)rj
(since  is divisible by a)= ((+ a)=a)j + (a− 2)k.
The other cases are handled similarly.
We now de4ne the indicator function I(r)= 1 if r¿0; 0 otherwise.
Lemma 5.3. Let a6 − 2. If L is a j; k -labeling of T∞() with span less than
j+ (+ a− 1)k, then for every i; 06i6s + I(r)− 1, no label of L appears in the
closed interval [ij + ak; (i + 1)j − 1].
Proof. We shall proceed by induction on i, noting that, by virtue of the conditions set
forth at the beginning of this section, the intervals in question are non-empty and the
range of values taken by i is non-vacuous.
Suppose there exists a vertex v with L(v)∈ [ak; j− 1]. By Observation 3.10(ii) with
n2 = i∗=, the largest label among the (necessarily) upper neighbors of v is at least
L(v)+ j+(− 1)k¿ak + j+(− 1)k = j+(+ a− 1)k, contradicting the span of L.
Now suppose that L has no label in the union of closed intervals
⋃i0−1
i=0 [ij + ak; (i+
1)j − 1]; 06i0 − 16s + I(r) − 2, and suppose that there exists a vertex v with
L(v)∈ [i0 j + ak; (i0 + 1)j − 1]. Then by the distance one condition, the labels of the
lower neighbors of v are less than or equal to L(v) − j6i0 j − 1, implying by the
inductive hypothesis that the labels of the lower neighbors of v are contained in the
union of closed intervals
⋃i0−1
i=0 [ij; ij + ak − 1]. Since the labels of the neighbors of v
form a k-separated set, v has at most ai0 lower neighbors and hence at least  − ai0
upper neighbors. But if r=0, then i06s−1, which implies that −ai0¿−as=0.
Similarly, if r¿0, then −ai0¿−as¿−as−r=0. Thus, the number of upper
neighbors of v is positive. But by Observation 3.10(ii) with i∗= n2¿−ai0, the largest
label among the neighbors of v is at least L(v) + j + (− ai0 − 1)k¿i0 j + ak + j +
( − ai0 − 1)k¿i0ak + ak + j + ( − ai0 − 1)k = j + ( + a − 1)k, contradicting the
span of L.
We now consider a particular class of label. Let 16a¡j=k¡a + 16 − 1. Then
non-negative integer t is (j; k)-normal if and only if t= j + k for some ¿0
and 066a − 1. The proof of the following observation, algebraic in nature, is
omitted.
Observation 5.4. Let t1 = 1j + 1k and t2 = 2j + 2k be (j; k)-normal integers, and
let 06-1; -2¡k. Then
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(1) 1j+1k+-1 = 2j+2k+-2 if and only if 1 = 2; 1 = 2 and -1 = -2. Hence,
for integer h¿0, the (j; k)-normal integers in the closed interval [hj; hj+ ak − 1] are
precisely hj; hj + k; hj + 2k; : : : ; hj + (a− 1)k.
(2) If t16t2, then the number of (j; k)-normal integers between t1 and t2 inclusive
is a(2 − 1)− 1 + 2 + 1. Hence, the number of (j; k)-normal integers less than or
equal to t2 is a2 + 2 + 1.
Lemma 5.5. If j; k(T∞())¡j+ (+ a− 1)k, then there exists a (j; k)-regular j; k -
labeling of T∞() under which each label less than (s+I(r))j+ak is (j; k)-normal.
Proof. Noting that regular j; k -labelings of T∞() exist by Theorem 2.6, we suppose
to the contrary that every regular j; k -labeling assigns at least one non-(j; k)-normal
label in the half-open interval [0; (s + I(r))j+ ak). Let L∗ be a regular j; k -labeling
which assigns a minimum number of non-(j; k)-normal labels in that interval, and let
m∗ be the smallest non-(j; k)-normal label assigned by L∗. Then from Lemma 5.3,
m∗ ∈ [ij; ij+ ak − 1] for some i; 06i6s+ I(r). In addition, the largest (j; k)-normal
integer which is less than m∗, denoted n∗, di1ers from m∗ by less than k. We claim
that the vertex labeling L′, where
L′(v)=
{
n∗ if L∗(v)=m∗;
L∗(v) otherwise
is a regular j; k -labeling of T∞(). Since L′6L∗ implies s(L′)= s(L∗), and since the
regularity of L∗ and n∗ implies the regularity of each label under L′, it suNces to show
that L′ is an L(j; k)-labeling.
If L′ is not an L(j; k)-labeling, then there exist vertices u and w with L∗(u)=m∗
such that either u and w are adjacent with n∗ − L′(w)¡j or u and w are distance two
apart with n∗ − L′(w)¡k. In the former case, we have that n∗¡L′(w) + j=L∗(w) +
j¡m∗ since m∗ is not (j; k)-normal and L∗(w)+ j is (j; k)-normal; thus we contradict
the choice of n∗. In the latter case, n∗; m∗ and L′(w) must be in the closed interval
[ij; ij + ak − 1]. Hence, by Observation 5.4 and the (j; k)-normality of L′(w)=L∗(w),
we have that n∗=L′(w). Thus L∗(u)− L∗(w)¡k, contradicting that L∗ is an L(j; k)-
labeling. It now follows that L′ assigns one fewer non-(j; k)-normal label than does
L∗, contradicting our choice of L∗.
Let L be a (j; k)-regular j; k -labeling of T∞() with s(L)¡j + ( + a − 1)k and
a6− 2; in addition, per Lemma 5.5 suppose that L uses only (j; k)-normal labels in
the half-open interval [0; (s+ I(r))j+ak). Since by Theorem 2.3 j; k(T∞())¿2j+
(− 2)k¿2j − 1, we observe that L assigns label j + pk for some p; 06p6a− 1,
to a vertex v of T∞(); otherwise, by Lemma 5.3 L would not assign a label from the
closed interval [ak; 2j − 1] which has length at least j (since we have assumed that
rj¿0), implying that L is not a j; k -labeling. Hence, if s¿2, the upper neighbors of
v with labels strictly less than sj + ak are contained in the union of closed intervals
[2j+pk; 2j+ ak − 1]∪ (⋃sh=3[hj; hj+ ak − 1]). Since the labels of the neighbors of v
form a k-separated set, there are at most a−p neighbors of v with labels in the closed
interval [2j+pk; 2j+ ak − 1], and at most a neighbors of v with labels in the closed
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interval [hj; hj+ak−1]. Additionally, since there are at most p+1 lower neighbors of
v, then there are at most (p+1)+(a−p)+a(s−2)= a(s−1)+1 neighbors of v with
labels less than sj+ak. Alternatively, there are at least − (a(s−1)+1)= r+a−1
neighbors of v with labels at least sj + ak, which by Lemma 5.3 implies that there
are at least r + a− 1 neighbors of v with labels at least (s + 1)j if r¿0. We state
these results as
Lemma 5.6. For a6 − 2, if L is a (j; k)-regular j; k -labeling of T∞() with
s(L)¡j + ( + a − 1)k such that each label less than (s + I(r))j + ak is (j; k)-
normal, then
(1) there is a vertex v with L(v)= j + pk; 06p6a− 1, and
(2) if s¿2, then there are at least r + a− 1 neighbors of v with labels at least
sj + ak if r=0;
(s + 1)j if r¿0:
We now de4ne L∗(j; k) to be the collection of (j; k)-regular j; k -labelings L of
T∞() such that every label assigned by L which is less than (s + I(r))j + ak is
(j; k)-normal. We also de4ne 1, consistent with the formulae given in Theorem 3.5:
1=


(
+ a
a
)
j + (a− 2)k if a¿2 and r=0;
j if a=1 and r = 0;(
+ a− 1
a
)
j + (a− 1)k if r=1;(
+ 2a− r
a
)
j + (r − 2)k if r¿2:
Lemma 5.7. For a6− 2 and rj¿0, if j; k(T∞())¡j+ (+ a− 1)k, then j; k(T∞
())¿1.
Proof. Since j; k(T∞())¡j+(+a−1)k, then by Lemma 5.5 there exists L∈L∗(j; k)
with s(L)¡j+(+a−1)k. It suNces to show that s(L) is bounded from below by 1.
We shall consider separately the three cases r=0; r=1, and r¿2.
Case 1: r=0. Since s==a and a6− 2, it follows that s¿2.
(1) Suppose 4rst that no vertex is assigned a label in the closed interval [sj +
ak; (s+1)j−1]. Then by Lemma 5.6, for some p; 06p6a−1, there exists a vertex
v with L(v)= j + pk and with at least a − 1 neighbors whose labels are greater than
or equal to (s + 1)j. If a¿2, then Observation 3.10(iii) implies that the largest label
among the neighbors of v is at least (s + 1)j + (a − 2)k =(( + a)=a)j + (a − 2)k,
the formula we seek. If a=1, then s= and p=0. Hence, v has at most one lower
neighbor and at least − 1 upper neighbors. But by Observation 5.4 with a = 1, there
are exactly −1 (j; k)-normal integers between L(v)+ j=2j and sj, inclusive, those
labels being 2j; 3j; : : : ; sj. Thus, by the normality assumption, the largest label among
the neighbors of v is at least sj=j, again the formula we seek.
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(2) If, on the other hand, there exists a vertex v with L(v)∈ [sj+ak; (s+1)j−1],
then a¿2; otherwise, a = 1 implies that = s, and that L(v)¿sj + ak¿j + ( +
a − 1)k, contradicting the span of L. Similarly, we note that all neighbors of v are
lower neighbors since L(v) + j¿sj + ak + j¿a ak + ak + j¿j + ( + a − 1)k.
Thus by Lemma 5.3, all neighbors of v have labels in the union of closed intervals⋃s−1
h=0 [hj; hj + ak − 1]. Since the distance two condition implies that each interval in
the union contains at most a labels of the neighbors of v, and since as=, then each
interval in the union contains exactly a labels of the neighbors of v. Consequently,
there exists a neighbor v1 of v with L(v1)= (a− 1)k.
If sj is the label of some neighbor v2 of v1, then by Observation 5.4 there are at
most (s− 1)a+1 lower neighbors of v2, and hence at least − (s− 1)a− 1= a− 1
upper neighbors. The largest label among the neighbors of v2 is therefore at least
L(v2) + j + (a− 2)k =(s + 1)j + (a− 2)k =((+ a)=a)j + (a− 2)k by Observation
3.10(ii) with i∗= n2¿a− 1. But this is the desired formula in the case a¿2.
If sj is not the label of some neighbor of v1, then by the normality assumption there
are at most a− 1 neighbors of v1 with labels in the closed interval [sj; sj+ ak − 1].
Additionally, there is at most one neighbor of v1 with label in the closed interval
[j; j + ak − 1] (necessarily that label is j + (a − 1)k) and at most a neighbors of v1
with labels in the closed interval [hj; hj + ak − 1] for 26h6s − 1. Summing, there
are at most (s − 1)a neighbors of v1 with labels less than or equal to sj + ak − 1,
implying that at least − (s − 1)a= a neighbors of v1 have labels at least sj + ak.
By Observation 3.10(iii), the largest label among the neighbors of v1 is therefore at
least sj+ak+(a−1)k¿j+(s−1)ak+(2a−1)k = j+(+a−1)k, a contradiction.
Case 2: r=1. Here we have s¿2; otherwise = a+ r6(− 2) + r, implying
that r¿2. Utilizing Lemma 5.6 in which vertex v is characterized, we conclude that
there are at least r + a − 1= a neighbors of v with labels greater than or equal to
(s+1)j. By Observation 3.10(iii) there is a vertex with label at least (s+1)j+(a−
1)k =((− 1 + a)=a)j + (a− 1)k, the formula we seek if r=1.
Case 3: r¿2.
(1) If s¿2, then from Lemma 5.6 let v be a vertex with L(v)= j+pk; 06p6a−1.
If there is a neighbor v1 of v with L(v1)= (s + 1)j, then by Observation 5.4 and
the normality assumption, there are at most sa + 1 lower neighbors of v1, giving
at least  − (sa + 1)= r − 1 upper neighbors of v1. So by Observation 3.10(ii)
with i∗= n2¿r− 1 the largest label among the neighbors of v1 is at least (s+2)j+
(r − 2)k =((+ 2a− r)=a)j + (r − 2)k, the desired formula. On the other hand, if
there is no neighbor of v with label (s+1)j, then by Observation 5.4, Lemma 5.6 and
the normality assumption there exist at least r + a − 1 neighbors of v with labels at
least (s+1)j+ k, which by Observation 3.10(iii) implies that the largest label among
the neighbors of v is at least (s + 1)j + k + (r + a − 2)k¿(s + 2)j + (r − 2)k =
((+ 2a− r)=a)j + (r − 2)k.
(2) If s=1, then = a+ r. Thus, we seek to establish the lower bound ((+2a−
r)=a)j+(r−2)k =3j+(r−2)k. From Lemma 5.6, let v be a vertex with L(v)= j+pk
for some p; 06p6a−1. There are at most p+1 lower neighbors of v, and therefore
at least −p−1 upper neighbors. If there is no neighbor of v with label 2j+pk, then
by Observation 5.4 and the normality assumption, there are at least −p−1 neighbors
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of v with labels at least 2j+(p+1)k, implying by Observation 3.10(iii) that the largest
label among the neighbors of v is at least 2j+(p+1)k+(−p−2)k¿3j+(r−2)k.
Thus, suppose that there is a neighbor v1 of v with L(v1)= 2j+pk. By Observation 5.4
and the normality assumption, there are at most a+ p+ 1 lower neighbors of v1, and
hence at least −a−p−1= r−p−1 upper neighbors of v1. If r−p−1¿1, then by
Observation 3.10(ii) with i∗= n2¿r−p−1 the largest label among the neighbors of v1
is at least 2j+pk+j+(r−p−2)k =3j+(r−2)k. Thus, suppose that r−16p6a−1.
If there exists a neighbor v2 of v1 with label j + p∗k; 06p∗6r − 2, we may apply
the above arguments with p∗ in the role of p to conclude j; k(T∞())¿3j+(r−2)k.
If not, then by Observation 5.4 there are at most (a+p+1)− (r−1)= a+p− r+2
lower neighbors of v1, and hence at least −a−p+ r−2=2r−p−2 upper neigh-
bors. By Observation 3.10(ii) with i∗= n2¿2r − p − 2 the largest label among the
neighbors of v1 is thus at least 2j + pk + j + (2r − p − 3)k =3j +
(2r − 3)k¿3j + (r − 2)k.
Proof of Theorem 3.5. We prove the case a¿2 and r=0, noting that the other cases
are proved similarly.
Since ((+a)=a)j+(a−2)k¡j+(+a−1)k if and only if j=k¡a(+1)=, Lemmas
5.2 and 5.7 prove that j; k(T∞())= (( + a)=a)j + (a − 2)k under that condition.
By Lemma 5.1 and the contrapositive of Lemma 5.7, we also have j; k(T∞())=
j + ( + a − 1)k if j=k¿a( + 1)=. We thus consider the remaining case j=k =
a(+1)=, under which it is easily seen that j+(+a−1)k =((+a)=a)j+(a−2)k.
Hence if j; k(T∞())¡j + (+ a− 1)k, then by Lemma 5.7 j; k(T∞())¿j + (+
a − 1)k, a contradiction. Thus j; k(T∞())¿j + ( + a − 1)k, from which equality
follows by Lemma 5.1.
6. Conclusion
Throughout this paper we have dealt with the problem of labeling the vertices of a
graph with integers subject to integral distance constraints. The j; k -number of a graph,
a linear combination of j and k with non-negative coeNcients, was found to assume
certain forms for the rational number j=k within certain intervals. Although these results
were established and presented algebraically, we were guided by a sense that the j; k -
numbers behaved nicely across values of j and k. The behavior to which we refer may
be placed into sharper focus through consideration of an analogous labeling problem.
Let x¿1 be in the set Q of rationals and let x=A=B where A and B are relatively
prime positive integers. For graph G de4ne x(G)= (1=B)A;B(G). Since A;B(G)= A+
B for some non-negative integers ;  (see [4]), it follows that x(G)= (1=B)A;B(G)
= x + . Now suppose that j and k are positive integers such that j=k =A=B= x.
Since A and B are relatively prime, then for some positive integer a; j= aA and
k = aB. As a consequence, j; k(G)= aA;aB(G)= aA;B(G) (see [4]), implying that
x(G)= (1=k)j; k(G). It follows that x(G) is induced by j; k(G). Furthermore, if
L :V (G)→ I is an L(j; k)-labeling of G, there corresponds a labeling L′ :V (G)→Q
such that if L(v)= a0j + b0k, then L′(v)= a0x + b0. We refer the reader to Appendix
A for an illustration of x(T∞(8)).
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By Theorems 3.2–3.5, it can be veri4ed that x(T∞()) is a continuous function of
x on the set Q∩ [1;∞) where Q is the set of rationals. This observation motivated
our conjecture that x(G) is continuous on Q∩ [1;∞) for any graph G. We thank an
anonymous referee for the following proof.
Theorem 6.1. For any graph G; x(G) is continuous on Q∩ [1;∞).
Proof. If E(G)=4, the theorem is trivially true. Otherwise, let x= a=b¿1 and y=
c=d¿1 where a; b; c; d∈Z+ and x6y. Since ad26bcd, then acd; ad2 (G)6acd; bcd(G).
But acd; ad2 (G)= ad2y(G) and acd; bcd(G)= bcdx(G), giving y(G)6(y=x)x(G).
Hence, for integer z¿1; (1=z)z(G)61;1(G).
Fix 5¿0, and let 6¡5=1;1(G). If y − x¡6, then |y(G) − x(G)|6|(y=x)x(G) −
x(G) |= x(G)(y=x − 1)= (x(G)=x)(y − x)661;1(G)¡5.
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Appendix A. j; k and x of T∞ (8)
Interval containing x= j=k j; k(T∞(8)) x(T∞(8))
[1; 87 ] 8j 8x
[ 87 ;
3
2 ] j + 8k x + 8
[32 ;
5
3 ] 5j + 2k 5x + 2
[53 ; 2] 10k 10
[2; 94 ] 5j 5x
[ 94 ;
5
2 ] j + 10k x + 10
[52 ;
8
3 ] 3j + 4k 3x + 4
[83 ; 3] 12k 12
[3; 103 ] 4j 4x
[ 103 ;
7
2 ] j + 10k x + 10
[72 ;
11
3 ] 3j + 3k 3x + 3
[113 ; 4] 14k 14
[4; 92 ] 3j + 2k 3x + 2
[92 ; 5] j + 11k x + 11
[5; 112 ] 3j + k 3x + 1
[112 ; 6] j + 12k x + 12
[6; 132 ] 3j 3x
[ 132 ; 7] j + 13k x + 13
[7; 8] 2j + 6k 2x + 6
[8;∞) j + 14k x + 14
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