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Solutions for a Nonhomogeneous Nonlinear
Schroedinger Equation with Double Power
Nonlinearity
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Abstract
We consider the problem −∆u + V (x)u = f ′(u) + g(x) in RN , under
the assumption limx→∞ V (x) = 0, and with the non linear term f
with a double power behavior. We prove the existence two solutions
when g is sufficiently small and V < 0.
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1 Perturbation of NSE
We consider the existence of solutions of the following nonhomogeneous prob-
lem { −∆u+ V (x)u = f ′(u) + g(x), x ∈ RN ;
EVg (u) <∞. (P)
where the energy functional is defined by
Eg(u) = E
V
g (u) =
1
2
∫
RN
|∇u|2 + V (x)u2(x)dx−
∫
RN
f(u)dx−
∫
RN
g(x)u(x)dx.
The nonlinearity is given by a function f of double power type that is an
even function f ∈ C3(R,R) with f(0) = f ′(0) = f ′′(0) = 0 satisfying the
following requirements:
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1. there exist positive numbers c0, c2, p, q with 2 < p < 2
∗ < q such that{
c0|s|p ≤ f(s) for |s| ≥ 1;
c0|s|q < f(s) for |s| ≤ 1; (f0){ |f ′′(s)| ≤ c2|s|p−2 for |s| ≥ 1;
|f ′′(s)| ≤ c2|s|q−2 for |s| ≤ 1; (f2)
2. there exists µ1 > 2 and µ2 > 1 such that, for all s 6= 0
0 < µ1f(s) ≤ f ′(s)s, µ2f ′(s)s < f ′′(s)s2, f ′′′(s)s3 > 0; (fµ)
3. for any u ∈ D1,2 we have
f ′′′(u)u3 ∈ L1. (f3)
For example the required assumptions are satisfied by f(s) = |s|
q
1+|s|q−p with
q − p small enough, as shown in the appendix.
We assume V ∈ LN/2(RN) ∩ Lt, for some t > N/2 and
||V ||LN/2 < S := inf
u∈D1,2
∫
RN
|∇u|2(∫
RN
|u|2∗
)2/2∗ . (1)
Moreover, we want V ≤ 0 and V < 0 on a set of positive measure.
In [18] the existence of two positive solutions u1, u2 ∈ H1(RN) of the
equation −∆u + u = |u|p−2u + g is proved when g ∈ L2 satisfies 0 ≤ g ≤
C exp(−(1 + ε)|x|), g 6≡ 0.
Recently, in [17], a similar problem for the p-laplacian is studied. Namely,
the author proves, with variational techniques, that the problem −∆pu +
c|u|p−2u = |u|p∗−2u + f(x, u) + h(x) in RN , where 2 ≤ p < N , c > 0, h ∈
W−1,p
′
(RN) and f a is continuous superlinear function such that f(x, 0) = 0
and f(x, u) = o(|u|p∗−1) as |u| → ∞, admits two positive solutions u1, u2 ∈
H1(RN).
The existence of a positive solution of the problem −∆u+u = |u|p−1u+g
on RN , u(x) → 0 for |x| → ∞, was proven in [10] when p > N
N−2 and
g ∈ C0,α(RN), g ≥ 0, g 6≡ 0 and g(x) ≤ C
(1+|x|2)p/p−1 for some C > 0. In [3]
there is a result of multiplicity for this problem.
In [16] the author shows that the Dirichlet problem on a bounded domain
Ω ⊂ RN in the critical case −∆u = |u|2∗−2u + g has two solutions u0, u1 ∈
2
H10 (Ω), for g satisfying a suitable condition, and if g ≥ 0 then u0 ≥ 0 and
u1 ≥ 0.
We are interested in studying the problem with double power nonlinearity.
In pioneering work Berestycki and Lions [7, 8] showed the existence of a
positive solution in the case V ≡ 0 when f ′′(0) = 0, f has a supercritical
growth near the origin and subcritical at infinity.
More recently in the papers [2, 5, 6, 14] the double-power growth condi-
tion has been used to obtain the existence of positive solutions for different
problems of the tipe (P). In particular, in [5], the authors proved that in
the same hypothesis on V the homogeneous problem
−∆u+ V u = f ′(u) (2)
has a ground state solution (i.e. least energy nontrivial solution). Other
results on similar problems with the double power nonlinearity can be found
in [1, 2, 12].
In this paper we prove the following theorem
Theorem 1. If g ∈ L 2NN+2 ∩ Ls, for some s > 2N
N+2
, and if ||g|| 2N
N+2
is suf-
ficiently small there exist two solutions of problem (P) in D1,2. The first
solution is close to 0; if also ||g||Lp′∩Lq′ is small enough, the critical value of
the second solution is close to the least energy level mV of the homogeneous
problem (2).
Furthermore, if g ≥ 0 the two solutions are non negative.
Remark 2. Indeed the hypothesis on the sign of V is used only to find the sec-
ond solution, but we prefer a more compact claim for the theorem. Anyway,
in the proofs we focus out when we use any hypothesis.
To get the solutions of (P) we look for critical points of the functional
EVg constrained on the Nehari manifold
N Vg = Ng =
{
u ∈ D1,2 : 〈∇Eg(u), u〉 = 0, u 6= 0
}
=
=
{
u ∈ D1,2 r 0 :
∫
RN
|∇u|2 +
∫
RN
V u2 −
∫
RN
f ′(u)u−
∫
RN
gu = 0
}
.
The study of the structure of the Nehari manifold will be a fundamental part
of this paper.
This paper is organized as follows: in section 2, we recall some technical
results concerning the appropriate function space required by the growth
properties of the nonlinearity f . Moreover, we study the geometry and the
properties of the Nehari manifold. In section 3, we prove a Splitting Lemma
necessary to overcome the lack of compactness. This lemma is a variant for a
well known result of [15]. In section 4 we prove the existence of two distinct
critical points of the functional on the Nehari manifold.
3
2 Notations and preliminary result
We will use the following notations
• D1,2 = D1,2(RN) = completion of C∞0 (RN) with respect to the norm
||u|| =
(∫
RN
|∇u|2
)1/2
;
• ||u||2V =
∫
RN
|∇u|2 +
∫
RN
V u2; notice that, by (1), we have that ||u||V
is a norm in D1,2 equivalent to the usual one;
• 2∗ = 2N
N−2 ;
• mg = inf
u∈NVg
EVg (u);
• m1,g = inf
u∈N−g
EVg (u);
• m0 = inf
u∈N 00
E00(u); we call ω the minimizer of E
0
0 on N 00 radially sym-
metric;
• mV = inf
u∈NV0
EV0 (u); we call u¯ the minimizer of E
V
0 on N V0 ;
• Γu = {x ∈ RN : |u(x)| > 1};
• |A| = the Lebesgue measure of the subset A ⊂ RN ;
• BR = {x ∈ RN : |x| ≤ R};
• BCR = RN rBR;
• uy(x) = u(x+ y).
In order to study the properties of the functional EVg and its Nehari
manifold, we consider some suitable Orlicz space Lp + Lq, where 2 < p <
2∗ < q, related to the double power growth behavior of the function f . We
recall some properties of these spaces to get the smoothness of the functional
EVg
Given p 6= q, we consider the space Lp + Lq made up of the functions
v : RN → R such that
v = v1 + v2 with v1 ∈ Lp, v2 ∈ Lq. (3)
4
The space Lp + Lq is a Banach space equipped with the norm:
||v||Lp+Lq = inf{ ||v1||Lp + ||v2||Lq : v1 ∈ Lp, v2 ∈ Lq, v1 + v2 = v}. (4)
It is well known (see, for example [9]) that Lp + Lq coincides with the dual
of Lp
′ ∩ Lq′ . Then:
Lp + Lq =
(
Lp
′ ∩ Lq′
)′
with p′ =
p
p− 1 , q
′ =
q
q − 1 , (5)
and we can introduce the following norm equivalent to the previous one
||v||Lp+Lq = inf
ϕ 6=0
∫
vϕ
||ϕ||Lp′ + ||ϕ||Lq′
. (6)
Hereafter we recall some results useful for this paper contained in [4, 6].
Lemma 3. We have
1. if v ∈ Lp + Lq, the following inequalities hold:
max
[
||v||Lq(RNrΓv) − 1,
1
1 + |Γv| 1τ
||v||Lp(Γv)
]
≤
≤ ||v||Lp+Lq ≤
≤ max[||v||Lq(RNrΓv), ||v||Lp(Γv)]
when τ = pq
q−p ;
2. let {vn} ⊂ Lp +Lq. Then {vn} is bounded in Lp +Lq if and only if the
sequences {|Γvn|} and {||v||Lq(RNrΓvn ) + ||v||Lp(Γvn )} are bounded.
3. f ′ is a bounded map from Lp + Lq into L
p
p−1 ∩ L qq−1
Remark 4. By the previous lemma we have L2
∗ ⊂ Lp + Lq when 2 < p <
2∗ < q. Then, by Sobolev inequality, we get the continuous embedding
D1,2(RN) ⊂ Lp + Lq.
In order to prove the C2 regularity of the functional EVg , we need the
following lemmas proved in [6]
Lemma 5. If f satisfies the hypothesis (f0) and (f2), we have that
1. if θ, u are bounded in Lp + Lq, then f ′′(θ)u is bounded in Lp
′ ∩ Lq′;
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2. f ′′ is a bounded map from Lp + Lq into Lp/p−2 ∩ Lq/q−2;
3. f ′′ is a continuous map from Lp + Lq into Lp/p−2 ∩ Lq/q−2;
4. the map (u, v) 7→ uv from (Lp + Lq)2 in Lp/2 + Lq/2 is bounded.
Lemma 6. The functional EVg is of class C
2 and it holds
E ′g(u)[v] = 〈∇EVg (u), v〉 =
∫
RN
∇u∇v + V uv − f ′(u)v − gv; (7)
E ′′g (u)[v, w] =
∫
RN
∇v∇w + V vw − f ′′(u)vw. (8)
Moreover the Nehari manifold defined as
N Vg =
{
u ∈ D1,2 r 0 :
∫
RN
|∇u|2 + V u2 − f ′(u)udx− gu = 0
}
(9)
is of class C1 and its tangent space at the point u is
TuN Vg =
{
v ∈ D1,2 :
∫
RN
2∇u∇v + 2V uv − f ′(u)vdx− f ′′(u)uv − gv = 0
}
.
At last, we introduce the functions
ϕu0(t) = ϕ0(t) := E
V
0 (tu) =
∫
RN
t2
2
(|∇u|2 + V u2)− f(tu); (10)
ϕug (t) = ϕg(t) := E
V
g (tu) = ϕ0(t)− t
∫
RN
gu. (11)
We have that
ϕ′g(t) = t||u||2V −
∫
RN
f ′(tu)u−
∫
RN
gu; (12)
ϕ′′g(t) = ||u||2V −
∫
RN
f ′′(tu)u2; (13)
ϕ′′′g (t) = −
∫
RN
f ′′′(tu)u3. (14)
Notice that the conditions on f assure that also ϕ′′′g (t) exists. Further-
more, if d
dt
ϕg(t¯) = 0, then 〈∇E(t¯u), u〉 = 0, so t¯u ∈ N Vg , and vice versa, so
we want to find the critical points of ϕg(t).
To study the manifold N Vg it is useful to consider the following manifold:
V =
{
w 6= 0 : G(w) := ||w||2V −
∫
RN
f ′′(w)w2 = 0
}
. (15)
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Lemma 7. We have that for all u ∈ D1,2 there exists an unique Tu > 0 such
that Tuu ∈ V
Proof. We have that, using (fµ) and (f0),
ϕ′0(t) = t||u||2V −
∫
RN
f ′(tu)u ≤ t||u||2V −
µ1
t
∫
RN
f(tu) ≤
≤ t||u||2V − tq−1c0µ1
∫
t|u|<1
|u|q − tp−1c0µ1
∫
t|u|≥1
|u|p ≤ (16)
≤ t||u||2V − tp−1c0µ1
∫
|u|≥1
|u|p → −∞ when t→∞,
because p > 2. Furthermore we have that ϕ′0(t) is strictly concave when
t 6= 0, and that ϕ′′0(0) > 0, so, for every u ∈ D1,2 there exist an unique
maximum point Tu > 0 for the function ϕ
′
0(t). Thus
0 = T 2uϕ
′′
0(Tu) = ||Tuu||2V −
∫
RN
f ′′(Tuu)(Tuu)2.
Proposition 8. We have that inf
w∈V
||w||2V > 0.
Proof. By contradiction, we suppose that there exists a sequence {wn}n ⊂ V
such that ||wn||2V converges to 0. We set tn = ||wn||V , hence we can write
wn = tnvn where ||vn||V = 1. Remark 4, the sequence is bounded in Lp +Lq.
Since wn ∈ V and tn converges to 0, we have
1 = ||vn||2V =
||wn||2V
t2n
=
1
t2n
∫
RN
f ′′(tnvn)v2n ≤
≤ c2tq−2n
∫
RNrΓtnvn
|vn|q + c2tp−2n
∫
Γtnvn
|vn|p ≤
≤ c2tq−2n
∫
RNrΓtnvn
|vn|q + c2tp−2n
∫
Γvn
|vn|p ≤
≤ c2tq−2n
∫
RNrΓvn
|vn|q + c2tq−2n
∫
(RNrΓtnvn )∩Γvn
|vn|p
tq−pn
+ c2t
p−2
n
∫
Γvn
|vn|p ≤
≤ c2tq−2n
∫
RNrΓvn
|vn|q + 2c2tp−2n
∫
Γvn
|vn|p.
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Hence we get
1 ≤ c2tq−2n
∫
RNrΓvn
|vn|q + 2c2tp−2n
∫
Γvn
|vn|p
and by claim 2 of Remark 3 we get the contradiction.
Lemma 9. Let u ∈ D1,2 and let Tu the unique positive number such that
Tuu ∈ V. Then
L = inf
||u||V =1
Tu −
∫
RN
f ′(Tuu)u > 0. (17)
Proof. By contradiction, suppose that there exists a minimizing sequence un,
with ||un||V = 1 such that Tun −
∫
f ′(Tunun)un := σn → 0. Let wn = Tunun.
We have that
T 2un = ||wn||2V =
∫
f ′′(wn)w2n,
because wn ∈ V . Furthermore, by hypothesis, we have
||wn||V =
∫
f ′(wn)
wn
||wn||V + σn.
Thus, by fµ,
µ2||wn||2V = µ2
∫
f ′(wn)wn + µ2σn||wn||V <
<
∫
f ′′(wn)w2n + µ2σn||wn||V =
= ||wn||2V + µ2σn||wn||V .
So, because µ2 > 1 we have that
0 < (µ2 − 1)||wn||V < µ2σn → 0, (18)
that is a contradiction.
Remark 10. Obviously, by Lemma 8 we have also
B := inf
||u||V =1
Tu > 0,
and B does not depend on g.
At last we can give the following characterization of the Nehari manifold.
Proposition 11. Let ||g||
L
2N
N+2
, sufficiently small, and let u ∈ D1,2 with
||u||V = 1. Then
8
1. If
∫
gu < 0, then there exists an unique t1u such that t
1
uu ∈ N Vg and
t0u < t
1
u, where t
0
u is the unique value for which t
0
u ∈ N V0 .
2. If
∫
gu = 0, then there exists an unique t1u such that t
1
uu ∈ N Vg and
t0u = t
1
u.
3. If
∫
gu > 0, then there exist two positive numbers t1u and t
2
u such that
tjuu ∈ N Vg and t2u < Tu < t1u < t0u, where Tu is the unique value for
which Tuu ∈ V.
4. t1u and t
2
u depend C
1 on g ∈ L 2NN+2 and on u ∈ D1,2r{0}. Furthermore,
fixed u, we have t1u → t0u, when ||g||
L
2N
N+2
→ 0.
Proof. 1. If ϕ′g(t¯) = 0, with t¯ 6= 0, by fµ, we have that
t¯2ϕ′′g(t¯) = t¯
∫
gu+
∫
[t¯uf ′(t¯u)− t¯2u2f ′′(t¯u)] < 0, (19)
so t¯ is a maximum point for ϕg. Furthermore we have that ϕg(0) = 0,
ϕ′g(0) > 0 and ϕ
′′
g(0) > 0.
Using (fµ) and (f0), we have
ϕg(t) =
t2
2
||u||2V −
∫
RN
f(tu)− t
∫
RN
gu ≤
≤ t
2
2
||u||2V − t
∫
RN
gu− c0tq
∫
t|u|<1
|u|q − c0tq
∫
t|u|≥1
|u|p ≤ (20)
≤ t
2
2
||u||2V − t
∫
RN
gu− c0tp
∫
|u|≥1
|u|p → −∞ when t→∞,
because p > 2. This proves that there is exactly one t1u such that t
1
uu ∈ Ng;
it is easy to see that t0u < t
1
u.
2. In this case, we can proof, as in (20) that ϕg(t) → −∞ when t → ∞
and that if t¯ 6= 0 is a critical point of ϕg then (19) holds. At last, consider
that 0 = ϕg(0) = ϕ
′
g(0) < ϕ
′′
g(0), and so 0 is a local minimum for ϕg, and we
can conclude.
3. We have just proved that, for any u ∈ D1,2, we have an unique max-
imum point Tu of ϕ
′
0(t). So, if we prove that
∫
gu < ϕ′0(Tu) we have that
there exist two numbers t1u and t
2
u such that ϕ
′
g(t
j
u) = 0. Set L as in Lemma
9, and consider that∫
gu ≤ ||g||
L
2N
N+2
||u||L2∗ ≤ C1||g||
L
2N
N+2
||u||D1,2 ≤ C2||g||
L
2N
N+2
||u||V . (21)
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Recalling that ||u||V = 1, if ||g||
L
2N
N+2
is sufficiently small, that is C2||g||
L
2N
N+2
<
L, we have exactly two positive numbers t1u and t
2
u such that ϕ
′
g(t
j
u) = 0, and
t1u and t
2
u are respectively the maximum and the minimum point of ϕg
4. For Simplicity we only prove that t1u(g) is a C
1 function. The other case
is straightforward. Let us define a function G : R+×D1,2r{0}×L 2NN+2 → R,
G : (t, u, g) 7→ d
dt
ϕug (t) = t||u||2V −
∫
f ′(tu)u−
∫
gu.
We have that G is a C1 function. Let t¯, u¯, g¯ be such that G(t¯, u¯, g¯) = 0. We
know that ∂
∂t
G(t¯, u¯, g¯) = d
2
dt2
ϕu¯g¯ (t¯) < 0, thus, by the implicit function theorem
there is a C1 function t(u, g) = t1u(g) such that G(t(u, g), u, g) = 0. We have
then the claimed result.
The Nehari manifold so can be described as:
N Vg = N+g,V ∪N−g,V , (22)
where
N+g = N+g,V := {u ∈ N Vg : E ′g(u)u = 0, E ′′g (u)u2 > 0};
N−g = N−g,V := {u ∈ N Vg : E ′g(u)u = 0, E ′′g (u)u2 < 0}.
We have also that EVg > 0 on N−g and EVg < 0 on N+g . Furthermore, because
N V0 and V are bounded away from 0, we have also that inf
u∈N−g
||u|| > 0. The
geometry of N Vg is represented in the following picture.
Ng+
Ng
N0
_
gu<0
gu>0
i
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Remark 12. There exists M > 0 such that
||u||V ≤M ||g|| 2N
N+2
for any u ∈ N+g , (23)
indeed, by (fµ) we have
1
2
||u||2V <
∫
f(u)+
∫
gu ≤ 1
µ1
∫
f ′(u)u+
∫
gu =
1
µ1
||u||2V +
(
1− 1
µ1
)∫
gu,
so (
1
2
− 1
µ1
)
||u||2V <
(
1− 1
µ1
)∫
gu.
3 The Splitting Lemma
We recall that a sequence {un}n ∈ D1,2 such that EVg (un)→ c, and∇EVg (un)→
0 is a Palais-Smale sequence at level c for EVg .
In the same way we say that {un}n ∈ N Vg such that EVg (un) → c, and
there exists a sequence εn → 0 s.t. |〈∇EVg (un), ϕ〉| ≤ εn||ϕ||, for all ϕ ∈
TunN Vg ∩D1,2 is a Palais-Smale sequence at level c for EVg restricted to N Vg .
A functional f satisfies the (PS)c condition if all the Palais-Smale se-
quences at level c converge.
Unfortunately the functional EVg on N Vg does not satisfy the PS condition
in all the energy range. In this section by the splitting lemma we get a
description of the PS sequences for the functional EVg .
Lemma 13. Let un ∈ Ng and let EVg (un)→ c. Then ||un||V is bounded.
Proof. We have that
||un||2V =
∫
f ′(un)un +
∫
gun (24)
because un ∈ N Vg . Furthermore, for (fµ) we have
EVg (un) =
1
2
||un||2V −
∫
f(un)−
∫
gun ≥
≥ 1
2
||un||2V −
1
µ1
∫
f ′(un)un −
∫
gun =
=
1
2
||un||2V −
1
µ1
||un||2V +
1
µ1
∫
gun −
∫
gun = (25)
=
(
1
2
− 1
µ1
)
||un||2V −
(
1− 1
µ1
)∫
gun =
= ||un||2V
[(
1
2
− 1
µ1
)
−
(
1− 1
µ1
)∫
g
un
||un||2V
]
.
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If ||un||V →∞ we have that∣∣∣∣∫ g un||un||2V
∣∣∣∣ ≤ ||g||L 2NN+2 ||u||L2∗||un||2V ≤ C||g||L 2NN+2 1||un||V → 0. (26)
So we will have
C1 > E
V
g (un) ≥ C2||un||2V →∞ (27)
that is a contradiction.
Lemma 14. Let {un}n ⊂ Ng, and let EVg (un)→ c. Then, up to subsequence
un ⇀ u0 in D1,2. Furthermore, setting ψn = un − u0 we have
1. ||ψn||2V = ||un||2V − ||u0||2V + o(1);
2. EVg (ψn) = E
V
g (un)− EVg (u0) + o(1).
Proof. By the previous lemma we have that ||un||D1,2 is bounded. Then
un ⇀ u0 and we have that
||ψn||2V = ||un||2V − ||u0||2V + o(1).
Furthermore, we have that∫
f(ψn) =
∫
f(un)−
∫
f(u0) + o(1). (28)
Indeed, we have the following equation, where τ, θ, σ ∈ (0, 1)∫
f(un)−
∫
f(u0)−
∫
f(ψn) =
=
∫
BR
f(u0 + ψn)− f(u0)−
∫
BCR
f(u0) +
+
∫
BCR
f(u0 + ψn)− f(ψn)−
∫
BR
f(ψn) =
=
∫
BR
f ′(u0 + τψn)ψn −
∫
BCR
f(u0) +
∫
BCR
f ′(θu0 + ψn)u0 −
∫
BR
f ′(σψn)ψn.
Using Lemma 3 we have that the terms in BCR are arbitrarily small when R
is sufficiently large. Furthermore, since ψn → 0 in Lp(Ω) for all Ω ⊂ RN
bounded and for all p < 2∗, we get that∫
f(un)−
∫
f(u0)−
∫
f(ψn)→ 0.
The proof follows easily.
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Lemma 15. Suppose that ψn ⇀ 0 in D1,2. Then we have∫
V ψ2n → 0 (29)∫
gψn → 0 (30)
Proof. Again we use that ψn → 0 in Lp(Ω) for all Ω ⊂ RN bounded and for
all p < 2∗. We have that∫
V ψ2n =
∫
BR
V ψ2n +
∫
RNrBR
V ψ2n ≤ ||V ||Lt(BR)||ψn||2L2t′ (BR) +
+||V ||LN/2(RNrBR)||ψn||2L2∗ (RNrBR) → 0,
and that∫
gψn =
∫
BR
gψn +
∫
RNrBR
gψn ≤ ||g||Ls(BR)||ψn||Ls′ (BR) +
+||g||
L
2N
N+2 (RNrBR)
||ψn||L2∗ (RNrBR) → 0.
Lemma 16. Let {un}n a PS sequence at level c for the functional EVg re-
stricted to the manifold N Vg . Then, up to a subsequence, there exist k se-
quences of points {yjn}n, j = 1, . . . k, with |yjn| → ∞, a solution u0 of the
problem −∆u + V u = f ′(u) + g, and k solutions uj, j = 1, . . . k, of the
problem −∆u = f ′(u) such that
un(x) = u
0(x) +
k∑
j=1
uj(x− yjn) + o(1); (31)
EVg (un) = E
V
g (u
0) +
k∑
j=1
E00(u
j) + o(1). (32)
Proof. Since un is a PS sequence for the functional E
V
g restricted to the
manifold N Vg , then un is a PS sequence for the functional EVg . By the Lemma
14 we have that un converges to u
0 weakly in D1,2 (up to subsequence), so,
given ϕ ∈ C∞0 (RN),
lim
n→∞
∫
∇un∇ϕ+ V unϕ− f ′(un)ϕ− gϕ = 0. (33)
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It is easy to see that∫
∇un∇ϕ+ V unϕ→
∫
∇u0∇ϕ+ V u0ϕ.
Arguing as in Step 1 of [5, Lemma 3.3] we get also that, for some 0 < θ < 1,∫
[f ′(un)− f ′(u0)]ϕ =
∫
suppϕ
f ′′(θun + (1− θ)u0)(un − u0)ϕ→ 0, (34)
as n → 0, because un − u0 → 0 in Lp(Ω), with Ω bounded and p < 2∗. So
we have proved that u0 solves −∆u+ V u = f ′(u) + g.
Now we set
ψn(x) = un(x)− u0(x).
Then ψn ⇀ 0 weakly in D1,2. If ψn 9 0 strongly in D1,2, for Step 3 of [5,
Lemma 3.3] we have that there exists a sequence {yn} ⊂ RN with |yn| → ∞
such that ψn(x+ yn)→ u1 in D1,2, and u1 6= 0.
Because u0 is a weak solution of (P) and un is a PS sequence for EVg we
have that, for any ϕ ∈ C∞0 (RN),∫
∇un∇ϕ+ V unϕ− f ′(un)ϕ− gϕ→ 0;∫
∇u0∇ϕ+ V u0ϕ− f ′(u0)ϕ− gϕ = 0.
So ∫
∇ψn∇ϕ+ V ψnϕ− f ′(un)− f ′(u0)ϕ→ 0. (35)
Using (34) we have that ψn is a PS sequence for the functional E
V
0 . Thus,
for any ϕ ∈ C∞0 (RN) we have
∫
∇ψn(x+ yn)∇ϕ(x)− f ′(ψn(x+ yn))ϕ(x)dx =∫
∇ψn(x)∇ϕ(x− yn)− f ′(ψn(x))ϕ(x− yn)dx =∫
[f ′(un)− f ′(u0)− f ′(ψn)]ϕ(x− yn)−
∫
V (x)ψn(x)ϕ(x− yn) + o(1).
Using the same argument of Lemma 15 we can prove that∫
V (x)ψn(x)v(x− yn) ≤ Cεn||ϕ||D1,2 , with εn → 0;
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furthermore we have∫
[f ′(un)− f ′(u0)− f ′(ψn)]ϕ(x− yn) =
=
∫
BR
[f ′(u0 + ψn)− f ′(u0)]ϕ(x− yn) +
+
∫
BCR
[f ′(u0 + ψn)− f ′(ψn)]ϕ(x− yn)−
−
∫
BCR
f ′(u0)ϕ(x− yn) +
∫
BR
f ′(ψn)ϕ(x− yn) ≤
≤ ||[f ′′(u0 + θψn)− f ′′(θψn)]ϕ(· − yn)||Lp′ (RN )||ψn||Lp(BR) +
+||[f ′′(ψn + θu0)− f ′′(θu0)]ϕ(· − yn)||Lp′∩Lq′ ||u0||Lp+Lq(BCR ),
where 0 < θ < 1. Because ||u0||Lp+Lq(BCR ) → 0 for R → ∞, and given R||ψn||Lp(BR) → 0 as n→ 0, we have that∫
∇ψn(x+ yn)∇ϕ(x)− f ′(ψn(x+ yn))ϕ(x)dx→ 0.
At last, it is easy to see that∫
∇ψn(x+yn)∇v(x)−f ′(ψn(x+yn))v(x)dx→
∫
∇u1∇v(x)−f ′(u1)v(x)dx,
so we have also proved that u1 solves the problem −∆u = f(u).
Set ψ2n = ψ(x+ yn)− u1, we have that ψ2n ⇀ 0, thus
EVg (un)− EVg (u0) = EVg (ψn(x)) + o(1) = E00(ψn(x)) + o(1) =
= E00(ψn(x+ yn)) + o(1) = E
0
0(u
1) + E00(ψ
2
n) + o(1),
by Lemma 14. So,
EVg (un) = E
V
g (u
0) + E00(u
1) + E00(ψ
2
n) + o(1). (36)
Now, if ψ2n → 0 strongly in D1,2, we have the claim, otherwise we can proceed
by induction and conclude the proof in a finite number of steps.
4 Main Results
We set
mg = inf
u∈NVg
EVg (u) and m1,g = inf
u∈N−g
EVg (u).
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We show that there exist a solution with critical value mg and another solu-
tion with critical value m1,g.
We set also
m0 = inf
u∈N 00
E00(u) (37)
and we recall that there exists a positive radially symmetric function ω ∈ N 00
such that
E00(ω) = m0 > 0. (38)
Finally, we set
mV = inf
u∈NV0
EV0 (u) (39)
We know, by [5], that for any V ≤ 0 and V < 0 on a set of positive measure
there exists a function u¯ ∈ N V0 such that
EV0 (u¯) = mV (40)
and
0 < mV < m0. (41)
We prove the following results.
Theorem 17. There exist a ug ∈ N+g such that EVg (ug) = mg. Furthermore,
when ||g||
L
2N
N+2
is small, ug is unique.
Proof. By definition of N+g we have that mg = inf
u∈N+g
EVg (u), and that mg < 0.
At first we prove that mg > −∞. By contradiction, suppose that there exist a
sequence tn > 0 and a sequence {vn}n ⊂ D1,2 with ||vn||V = 1 and tnvn ∈ N+g
such that
EVg (tnvn) =
t2n
2
−
∫
f(tnvn)− tn
∫
gvn → −∞. (42)
We have also that t2n −
∫
f ′(tnvn)tnvn − tn
∫
gvn = 0. So, if tn is bounded,
we have
EVg (tnvn) = −
t2n
2
+
∫
f ′(tnvn)tnvn −
∫
f(tnvn) ≥
≥ −t
2
n
2
+
(
1− 1
µ1
)∫
f ′(tnvn)tnvn
that is bounded by Lemma 3. Thus we have that, up to subsequence, tn →
+∞. Finally, arguing as in (25) we have that
EVg (tnvn) ≥
(
1
2
− 1
µ1
)
t2n −
(
1− 1
µ1
)
tn
∫
gvn → +∞, (43)
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that is a contradiction.
Now, let un a minimizing sequence. For the Ekeland variational principle,
we can suppose un be a PS sequence. For the splitting lemma there exists a
ug ∈ N Vg and k functions uj, 1 ≤ j ≤ k such that
EVg (un)→ EVg (ug) +
k∑
j=1
E00(u
j) = mg < 0. (44)
We know that E00(u
j) ≥ m0 > 0 for all j. So, if k > 0 we will have EVg (un)→
mg + δ for some δ > 0 and this is a contradiction.
So, we have
un → ug in D1,2. (45)
Furthermore, we have EVg (ug) = mg < 0, so ug ∈ N+g , and this concludes the
proof of the existence.
To prove uniqueness, we argue by contradiction. If u1, u2 are minimizers
of EVg on N+g , both u1 and u2 solve (P), so we have
||u1−u2||2V =
∫
(f ′(u1)− f ′(u2))(u1−u2) =
∫
f ′′(θu1 + (1− θ)u2)(u1−u2)2
with 0 < θ < 1. So
||u1−u2||2L2∗ ≤ C||u1−u2||2V ≤ C||u1−u2||2L2∗ ||f ′′(θu1+(1−θ)u2)||
L
2∗
2∗−2
. (46)
By Remark 12, we have that, if g → 0 in L 2NN+2 , then both u1 and u2 are
small in Lp +Lq, so we have that f ′′(θu1 + (1− θ)u2)→ 0 in Lp/p−2 ∩Lq/q−2
by Lemma 5, and, by interpolation,
||f ′′(θu1 + (1− θ)u2)||
L
2∗
2∗−2
→ 0,
that is a contradiction.
Proposition 18. Suppose that g ≥ 0. Then there exists an ug ≥ 0 in N+g
such that EVg (ug) = mg.
Proof. Take ug as in Theorem 17. Because ug ∈ N+g we have that
∫
gug > 0.
If ug changes sign, or ug negative, we have that
0 <
∫
gug ≤
∫
g|ug|. (47)
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So, reminding that f is even we have
EVg (|ug|) =
1
2
||ug||2V −
∫
f(|ug|)−
∫
g|ug| ≤
≤ 1
2
||ug||2V −
∫
f(ug)−
∫
gug = E
V
g (ug).
We know that there exists a τ such that τ |ug| ∈ N+g . Furthermore we
know, by the study of ϕ
|ug |
g that τ is a local minimizer of ϕ
|ug |
g , in fact,
ϕ
|ug |
g (τ) ≤ ϕ|ug |g (t) for all t ∈ [0, τ ]. We have
d
dt
ϕ|ug |g (1) =
d
dt
EVg (t|ug|)|t=1 = ||ug||2V −
∫
f ′(|ug|)|ug| −
∫
g|ug| ≤
≤ ||ug||2V −
∫
f ′(ug)ug −
∫
gug =
d
dt
EVg (tug)|t=1 = 0,
and
d2
dt2
ϕ|ug |g (1) =
d2
dt2
EVg (t|ug|)|t=1 = ||ug||2V −
∫
f ′′(|ug|)|ug|2 =
= ||ug||2V −
∫
f ′′(ug)u2g =
d2
dt2
EVg (tug)|t=1 > 0.
Thus τ ≥ 1 and
EVg (τ |ug|) ≤ EVg (|ug|) ≤ EVg (ug) = mg, (48)
that concludes the proof.
We want to prove that, under suitable hypothesis on g, f and V , there
exists another solution of P, by minimizing the functional EVg on N−g . In
order to prove that a minimizing sequence converges we will show that, for
g small,
m1,g := inf
u∈N−g
EVg (u) < mg +m0; (49)
Lemma 19. Suppose that V ≤ 0 and V < 0 on a set of positive measure. If
||g||
L
2N
N−2
sufficiently small, then there exist a δ > 0 such that
m1,g := inf
u∈N−g
EVg (u) < m0 − δ. (50)
Moreover,
lim sup
||g||
L
2N
N−2
→0
m1,g ≤ mV (51)
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Proof. By [5, Lemma 4.4(a)] and [5, Theorem 1.1] we know that there exists
a u¯ ∈ N V0 such that
EV0 (u¯) = inf
u∈NV0
EV0 (u) = mV < m0.
We set v = u¯||u¯||V , so u¯ = t
v
0v. We know that there exists t
v
1 = t
v
1(g) such
that tv1v ∈ N−g by Proposition 11. Furthermore, by Proposition 11 we have
that tv1 → tv0 when ||g||
L
2N
N−2
→ 0, and so
m1,g ≤ EVg (tv1v)→ EV0 (u¯) = mV < m0 for ||g||
L
2N
N+2
→ 0, (52)
that concludes the proof.
Theorem 20. For ||g||
L
2N
N−2
→ 0 there exist u1,g ∈ N−g a solution of (P).
Furthermore, if g ≥ 0 the solution u1,g can be chosen positive.
Proof. By the splitting lemma, to obtain the result it is enough to show that
m1,g < mg +m0. In the previous lemma, we have proved that there exists a
δ > 0 such that m1,g < m0− δ for ||g||
L
2N
N−2
sufficiently small. By Remark 11
we have also that mg → 0 when g → 0 in L 2NN+2 . So there exists u1,g ∈ N Vg a
solution of (P). Moreover EVg (u1,g) is positive, so u1,g ∈ N−V .
To prove the last claim, consider that EVg (|u1,g|) ≤ EVg (u1,g). Also, there
exists a t¯ such that t¯|u1,g| ∈ N−g . Then we have
m1,g = E
V
g (u1,g) = max
t
EVg (tu1,g) ≥ EVg (t¯u1,g) ≥ EVg (t¯|u1,g|). (53)
So if u1,g is a solution, also t¯|u1,g| ∈ N−g is a solution of (P).
Proposition 21. If ||g||Lp′∩Lq′ → 0, then m1,g → mV .
Proof. We take a sequence of gn → 0 in Lp′ ∩ Lq′ . We know that for any
gn there exists u1,gn such that E
V
gn(u1,gn) = m1,gn . For simplicity we call
un = u1,gn . Also, we set vn =
un
||un||Lp+Lq , and un = tnvn. We have
EVgn(un) = tn
[
1
2
∫
f ′(tnvn)vn −
∫
f(tnvn)
tn
− 1
2
∫
gnvn,
]
(54)
and we have that there exist a δ > 0 such that 0 ≤ EVgn(un) ≤ mv + δ. Now,
suppose, by contradiction, that tn →∞. Then,
1
2
∫
f ′(tnvn)vn −
∫
f(tnvn)
tn
− 1
2
∫
gnvn → 0, (55)
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and so
1
2
∫
f ′(tnvn)vn −
∫
f(tnvn)
tn
→ 0. (56)
By (fµ), we have that∫
f ′(tnvn)vn − 2
∫
f(tnvn)
tn
=
∫
f ′(tnvn)vn − µ1
∫
f(tnvn)
tn
+
+(µ1 − 2)
∫
f(tnvn)
tn
≥
≥ (µ1 − 2)
∫
f(tnvn)
tn
.
So
∫
f(tnvn)
tn
→ 0. Now the hypothesis on f
0 ≤ c0tp−1n
 ∫
|vn>1|
|vn|p +
∫
|vn<1|
|vn|q
 ≤ ∫ f(tnvn)
tn
→ 0, (57)
so we have that both
∫
|vn|>1
|vn|p and
∫
|vn|<1
|vn|q vanish when n→∞, and so
1 = ||vn||Lp+Lq ≤ max

∫
|vn|>1
|vn|p,
∫
|vn|<1
|vn|q
→ 0 (58)
that is a contradiction. Furthermore, by Proposition 11, we have tn bounded
away from 0. So, we have that there exists two positive constants c1 and c2
such that
0 < c1 ≤ tn = ||un||Lp+Lq ≤ c2 <∞. (59)
Now, let τn such that τnun ∈ N V0 . We can show that τn → 1 when
n→∞. The main idea is that
d
dt
ϕungn (τn)−
d
dt
ϕun0 (τn) =
∫
gnun → 0 (60)
because ||un||Lp+Lq is bounded and gn → 0 in Lp′ ∩ Lq′ . The details are
omitted for the sake of simplicity.
Now we have that
EV0 (τnun)− EV0 (un)→ 0. (61)
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We have that EVgn(un) is bounded, so, up to subsequences, there exists a d
such that EVgn(un)→ d when n→∞, and, because un is bounded in Lp+Lq,
also EV0 (un)→ d, and, by (61), EV0 (τnun)→ d.
So, d ≥ mV . By Lemma 19 we know also that d ≤ mV so we get the
claim.
Proof of Theorem 1. By theorems 17 and 20, we have that there exists a
ug ∈ N+g and u1,g ∈ N−g that solve (P). Furthermore, by Theorem 20 and
Proposition 18 the solution can be chosen nonnegative. At least, by Remark
12 we have that ug → 0 in D1,2 and by Proposition 21 that m1,g → mV when
g → 0.
A The Hypothesis on f
We want to prove that there exists a function that satisfies all the conditions
required in the introduction.
We take the function
f(s) =
|s|q
1 + |s|q−p . (62)
This function is even, and it satisfies (f0).
We have that, for s > 0
f ′(s) =
qsq−1 + ps2q−p−1
(1 + sq−p)2
,
f ′′(s) =
sq−2
(1 + sq−p)2
{
q(q − 1) + p(2q − p− 1)sq−p − 2(q − p)(q + ps
q−p)sq−p
1 + sq−p
}
.
It’s easy to see that f satisfies (f2) and the first part of (fµ).
We set µ2 = 1+ε > 1; then the inequality (1+ε)f
′(s)s < f ′′(s)s2 becomes
(q2 − 2q − εq) + p(2q − p− 2− ε)γ − 2(q − p)(q + pγ)γ
1 + γ
> 0,
where γ = sq−p. So, we have to prove that
q(q − 2− ε) + [p(2q − p− 2− ε) + q(2p− q − 2− ε)]γ + p(p− 2 + ε)γ2 > 0.
Obviously we can choose ε such that q(q−2−ε) > 0 and p(p−2+ε) > 0.
Furthermore, we choose q− p sufficiently small such that also 2q− p− 2− ε
and 2p− q − 2− ε are positive, so the second part of (fµ) is proved.
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At last we prove (f3) and that f
′′′(s)s3 > 0. We have that, for s > 0,
f ′′′(s) =
6(p− q)3s4q−3p−3
(1 + sq−p)4
− 6(1 + p− 2q)(p− q)
2s3q−2p−3
(1 + sq−p)3
+
+
(2p+ 3p2 + p3 − 2q − 12pq − 6p2q + 9q2 + 12pq2 − 7q3)s2q−p−3
(1 + sq−p)2
+
+
q(2− 3q + q2)sq−3
1 + sq−p
.
We obtain that
f ′′′(s)s3 =
Asq
1 + sq−p
+
Bs2q−p
(1 + sq−p)2
+
Cs3q−2p
(1 + sq−p)3
+
Ds4q−3p
(1 + sq−p)4
,
were
A = q(q − 2)(q − 1); B = (p− q)(2 + 3p+ p2 − 9q − 5pq + 7q2);
C = 6(p− q)2(2q − p− 1); D = 6(p− q)3.
We can choose q − p sufficiently small, in order to have B,C,D << A.
Now, set as above γ = sq−p, we have
f ′′′(s)s3 =
sq [A+ (3A+B)γ + (3A+ 2B + C)γ2 + (A+B + C +D)γ3]
(1 + sq−p)4
that is positive for all s > 0. So (fµ) is completely proved.
Furthermore, we have that
lim
s→0+
f ′′′(s)
sq−3
= A = q(q − 1)(q − 2) > 0, (63)
and
lim
s→+∞
f ′′′(s)
sp−3
= A+B + C +D = p(p− 1)(p− 2) > 0. (64)
So, there exists a c3 > 0 such that{ |f ′′′(s)| ≤ c3|s|p−3 for |s| ≥ 1;
|f ′′′(s)| ≤ c3|s|q−3 for |s| ≤ 1. (65)
Now, let Γ = {x ∈ RN : |u(x)| > 1} and ∆ = RN r Γ We have that∫
f ′′′(u)u3 ≤
∫
Γ
f ′′′(u)u3 +
∫
∆
f ′′′(u)u3 ≤ c3
∫
Γ
|u|p + c3
∫
∆
|u|q ≤
≤ C1 + C2||u||Lp+Lq ≤ C3 + C4||u||D1,2 <∞,
and this proves (f3).
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