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Two approaches, namely the Box–Jenkins (BJ) approach and the artiﬁcial neural networks (ANN)
approach were combined to model time series data of water consumption in Kuwait. The BJ approach was
used to predict unrecorded water consumption data from May 1990 to December 1991 due to the Iraqi
invasion of Kuwait in August 1990. A supervised feedforward back-propagation neural network was then
designed, trained and tested to model and predict water consumption from January 1980 to December
1999. It is interesting to note that the lagged or delayed variables obtained from the BJ approach and used
in neural networks provide a better ANN model than the one obtained either blindly in blackbox mode as
has been suggested or from traditional known methods.
 2003 Elsevier Inc. All rights reserved.
Keywords: Box–Jenkins analysis; Autoregressive integrated moving average model; Artiﬁcial neural networks; Time
series modelling
1. Introduction
Artiﬁcial neural networks (ANN) have been widely used to model time series in various ﬁelds of
applications including dynamical systems [1–4], nonlinear signal processing [5], pattern recogni-
tion, identiﬁcation and classiﬁcation [6], speech [7,8], vision and control systems [9], and packet
traﬃc [10]. The complexity observed and encountered in time series suggests the use of neural
networks which have been proven to be capable of modelling complex nonlinear relationship* Corresponding author. Tel.: +965-4811188x5344; fax: +965-4817201.
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were modelled and predicted by controlling the nonlinearity in neural networks with prediction
capability far exceeding conventional methods [2,5]. In general, prediction of the future state of a
noncovariate time series is made by knowing the present measurements and possibly some recent
history. Packard et al. [11] demonstrated that an attractor (i.e., a periodic trajectory, strange or
chaotic attractors, ﬁxed points, etc. . . .) may be reconstructed from a time series if a correct
number of time delayed samples of the time series is used. The number of delayed samples was
suggested by Takens [12] who proposed lower and upper bounds of the dimension of the sample
space or embedding dimension dE (i.e., dF6 dE6 2dF þ 1, with dF being the attractor fractal di-
mension). Following Packard and Takens ideas, Smaoui [2] modelled Henon attractors using
neural networks where the fractal dimension dF was used as an indicator for the number of de-
layed variables needed in the input layer.
In this work, the total monthly water consumption in Kuwait from January 1980 to April 1990
and from January 1992 to December 1999 presented as time series are modelled (see Fig. 1). The
total monthly water consumption presented in Fig. 1 in millions of gallons were obtained from the
ministry of planning. Eventhough neither of the two time series presented is chaotic, predicting
the future Kuwait water consumption remains a diﬃcult task. Because of the Iraqi invasion of
Kuwait, the water consumption data from May 1990 to December 1991 was not recorded.
Therefore, if one needs to model the time series from 1980 to 1999, then the unrecorded data
should ﬁrst be predicted. The Box–Jenkins (BJ) approach is used with the task of predicting the
missing data. Information regarding the appropriate number of delayed variables obtained from
BJ analysis is then used in ANN.
The paper is organized as follows: In Section 2, the BJ approach on the water consumption
data is presented. Using this approach, prediction of unrecorded data due to the Iraqi invasion of
Kuwait is given. In Section 3, we introduce the ANN approach. In Section 4, we present an ANN
model for Kuwait water consumption time series data from 1980 to 1999, and show that if the
delayed variables are identiﬁed based on BJ approach, then a better ANN model is obtained than
the one based on traditional methods. Some concluding remarks are given in Section 5.Fig. 1. (a) The time series xt of the total monthly water consumption in Kuwait in millions of gallons from January
1980 to December 1999. (b) The square root of the time series presented in (a). The solid lines and curves in both graphs
represent the ﬁtted trend lines and curves, respectively.
S. BuHamra et al. / Appl. Math. Modelling 27 (2003) 805–815 8072. Box–Jenkins approach
Let xt denotes the average water consumption in Kuwait at month t during the period from
January 1980 to December 1999. Fig. 1(a) represents the time series xt, where the missing portion
in the plot corresponds to the unrecorded observations due to the Iraqi invasion of Kuwait (the
raw data presented in Fig. 1(a) are available and can be obtained by addressing the ﬁrst author).
The graph shows an upward trend along with seasonal variation whose size is slightly increasing
with time. The standard BJ analysis (see [17,18]) involves taking a transformation of the data
followed by seasonal and nonseasonal diﬀerences to make the data stationary. A stationary time
series has a random ﬂuctuation with constant variation around a constant mean. Among all the
diﬀerent kinds of transformations that we tried, a square root function was found to be the best
transformation to deal with the seasonality in this data. Fig. 1(b) shows that yt ¼ ﬃﬃﬃxtp has seasonal
variation with approximately constant size, i.e., an additive seasonality.
Since the main objective of this study is to model the whole time series, xt, therefore the missing
or unrecorded data during the Iraqi invasion of Kuwait must ﬁrst be predicted. The data from
January 1980 to April 1990 that consist of 124 months are used to predict the missing observa-
tions. A special type of seasonal autoregressive integrated moving average (SARIMA) model is
ﬁtted. The SARIMA model, of order (1,0,0)· (1,1,1)12 in the usual notation of Box et al. [17],
ﬁtted to the water consumption data with T ¼ 124 is given byð1 /^1BÞð1 /^12B12Þð1 B12Þyt ¼ h^0 þ ð1 h^12B12Þat; ð1Þ
where /^1 ¼ 0:771, /^12 ¼ 0:306, h^0 ¼ 0:269, and h^12 ¼ 0:854 are the estimates of the model pa-
rameters obtained using the MINITAB package (release 12). B and B12 are back shift operators
deﬁned asBkyt ¼ ytk ð2Þ
and at is an independent identically distributed zero mean white noise term. Eq. (1) can be written
in the following formyt ¼ f ðyt1; yt12; yt13; yt24; yt25; at; at1Þ: ð3Þ
After backtransforming all forecasts from the model for the squared root data into the original
units, the following results were obtained
(a) S ¼ 951680, the sum of squared residuals up to time T ;
(b) r^ ¼ ðS=ðn pÞÞ1=2 ¼ 93:87, the estimate of residual standard deviation, where n is the number
of eﬀective observations used in ﬁtting the model, and p is the number of parameters ﬁtted
in the model. Thus, when ﬁtting a model to the water consumption series before invasion
with T ¼ 124, the value of n is 124) 12¼ 112, since 12 observations are lost by seasonal
diﬀerencing;
(c) AIC ¼ n lnðS=nÞ þ 2p ¼ 1021:32, the Akaike information criterion;
(d) BIC ¼ n lnðS=nÞ þ p þ p lnðnÞ ¼ 1036:19, the Bayesian information criterion;
(e) SBC ¼ n lnðS=nÞ þ p lnðnÞ ¼ 1032:19, the Schwarzs Bayesian information criterion;
(f) R2 ¼ 1 ðS=SSTÞ ¼ 0:982334, the coeﬃcient of determination where SST is the corrected
mean sum of squares of the series.
Fig. 2. The complete time series yt after predicting the missing values due to the Iraqi invasion of Kuwait.
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BIC or SBC is more satisfactory for choosing the ‘‘best’’ model from candidate models having
diﬀerent numbers of parameters. The ﬁrst term ‘‘n lnðS=nÞ’’ is a measure of ‘‘lack of ﬁt’’ and the
remainder is a penalty for increasing the number of model parameters. A more detailed discussion
about these criteria and a comparison between them is given by Priestley [19].
Diagnostic checking does not reveal any inadequacies in the model. Thus, the model obtained is
used to predict the missing values due to the Iraqi invasion with base¼ 124 and lead¼ 24. Fig. 2
depicts the complete time series after predicting the missing values and joining them with the time
series presented in Fig. 1(b).
Since one of the main goals of this work is to construct a neural network model for the total
monthly water consumption in Kuwait from January 1980 to December 1999, therefore, the BJ
approach is used to discover which lagged or delayed variables are necessary to present as inputs
to the neural networks. Using the BJ technique on the complete time series presented in Fig. 2, the
best model found is SARIMA model of order (1,1,1)· (1,1,1)12 given byð1 /^1BÞð1 /^12B12Þð1 BÞð1 B12Þyt ¼ ð1 h^1BÞð1 h^12B12Þat; ð4Þ
where /^1 ¼ 0:659, /^12 ¼ 0:354, h^1 ¼ 0:858, and h^12 ¼ 0:879. Alternatively, yt can be expressed as
followsyt ¼ f ðyt1; yt2; yt12; yt13; yt14; yt24; yt25; yt26; at; at1; at12; at14Þ: ð5Þ
This model necessitates the use of eight input nodes in the the input layer for the independent
variables in the function f , and one output node in the output layer.3. Neural networks approach
ANN are composed of many nodes that operate in parallel, and communicate with each other
through connecting synapses [13–15]. The greatest advantage of a neural network is its ability to
model complex nonlinear relationship without a priori assumptions of the nature of the rela-
tionship. A multilayer feedforward neural network (MLP) which consists of an input layer, two
Fig. 3. A neural network architecture that consists of an eight-node input layer, two hidden layers with 12 nodes each
and one-node output layer.
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function is used (see Fig. 3). In Fig. 3, the connection between two nodes i and j is characterized
by a weight wij. Each node operates by multiplying each incoming signal or input yi by the weight
wij, and then summing up the weighted input. Each hidden layer node performs a single nonlinear
transformation of its inputzj ¼ g
X
i
yiwij  bj
 
; ð6Þwhere bj is the bias of the jth node, and gðÞ is a sigmoidal function given by
gðxÞ ¼ 1
1þ ex : ð7Þ
This function belongs to the class of sigmoidal functions and has advantages characteristics
such as being continuous, diﬀerentiable at all points, and monotonically increasing. It also accepts
inputs varying from 1 to 1 and produces outputs over a ﬁnite range from 0 to 1.
Training a network is an essential factor for the success of the neural networks. Among the
several learning algorithms available, back-propagation has been the most popular, most widely
implemented learning algorithm of all neural networks paradigms. Among the advantages of
back-propagation is its ability to store numbers of patterns that exceeds its built-in vector di-
mensionality. It is based on a multilayered, feedforward topology, with supervised learning. That
is, the network is trained in what response it makes to each input it receives. The weights in a
810 S. BuHamra et al. / Appl. Math. Modelling 27 (2003) 805–815network are adjusted by comparing the actual response with the target response in such a way to
minimize the sum-squared error, sse, of the network which is given bysse ¼ 1
2
X
p
X
k
ð~zk  zkÞ2p; ð8Þwhere zk and ~zk are the true and predicted output vector of the kth output node. The p subscript
refers to the speciﬁc input vector pattern used. The weights leading into an output node k are
adjusted in proportion to the diﬀerence between the actual node output and its target output using
Levemberg–Marquardt variation of Newtons method [16].4. Neural networks models
4.1. A classical method
A classical method to reconstruct an attractor from a time series by using a set of time delayed
samples of the series have been demonstrated by Packard et al. [11]. Using this method, the
number of nodes in the input layer is equal to the number of delays or lagged variables
½yts; yt2s; . . . ; ytks, where s is a time delay, and k is the number of chosen delays. The output,
ytþP , is the predicted value of a time series deﬁned asytþP ¼ f ðyt; yts; yt2s; . . . ; ytksÞ; ð9Þ
where P is a prediction time into the future.
In this case, we gradually increased the number of lagged variables from 1 to 12 through ex-
haustive numerical simulation runs. The result is that the predictive capability of the network did
not increase if more than four lagged variables were chosen. In fact, increasing the lagged vari-
ables past four slows down the convergence rate due to the increase of nodes required in both the
input layer and hidden layers. Therefore, the best neural networks architecture found consists of
four layers: a ﬁve-node input layer, two hidden layers with ten nodes each and one-node output
layer. The ﬁve input nodes in the ﬁrst layer are the ﬁve delayed values, yt, yt12, yt24, yt36, and
yt48. The output node ytþ12 is the prediction value at t þ 12 (i.e., s ¼ 12, k ¼ 5, and P ¼ 12 in Eq.
(9)). The network was trained on 168 sets of scaled vectors ðyt48; yt36; yt24; yt12; yt; ytþ12Þ (scaling
was done by dividing by the maximum value) consisting of monthly water consumption from 1980
to 1998. Once the network has been successfully trained, it is then used for predicting the 1999
monthly water consumption. Figs. 4 and 5 depict the percent relative error for the training and
testing data sets, respectively. The average relative error deﬁned asARE ¼ 100
n
Xn
i¼1
jyi  zij
yi
ð10Þfor the training data and the testing data were approximately 0.137% and 3.92%, respectively. The
neural network model can be represented byytþ12 ¼
X10
l¼1
wð3Þl g
X10
j¼1
wð2Þjl g
X5
k¼1
wð1Þjk Yk
  
 bð1Þj
!
 bð2Þl
!
 bð3Þ; ð11Þ
Fig. 4. Percentage of relative error between the actual monthly water consumption and the ANN water consumption
estimates form January 1985 to December 1998 using training data from 1980 to 1998 in the classical method.
Fig. 5. Percentage of relative error between the actual monthly water consumption and the ANN estimates for the
testing data from January 1999 to December 1999 using the classical method.
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nodes of the ﬁrst hidden layer, nodes of the ﬁrst hidden layer to nodes of the second hidden layer,
and nodes of the second hidden layer to the output layer, respectively. Y is the input vector that
consists of the ﬁve delayed values and g is the transfer function given by Eq. (7).
4.2. A new method
A new method to determine the number of nodes in the input layer is described. The method is
based on the BJ analysis. Unlike the previous method where the the number of delays m is chosen
either in an ad hoc basis or from traditional methods, the delayed variables obtained from the BJ
analysis are the most important variables to be used as input nodes in the input layer of the neural
networks. For the total monthly Kuwait water consumption time series presented in Fig. 2(b), the
output yt can be deﬁned asyt ¼ f ðyt1; yt2; yt12; yt13; yt14; yt24; yt25; yt26Þ: ð12Þ
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hidden layers with 12 nodes each and one-node output layer (see Fig. 3). The nodes in the input
layer consist of the lagged or delayed variables, yt1, yt2, yt12, yt13, yt14, yt24, yt25, and yt26,
obtained from the BJ analysis presented in Section 2. The output layer node consists of the
prediction value at the next month. The number of nodes in the ﬁrst and second hidden layer was
slowly varied from 1 to 12 nodes until a global minimum of sse¼ 1 · 104 is reached. A set of
scaled points was used during the training procedure. Upon convergence, the network is used to
predict one month at a time the 1999 monthly water consumption that was not included during
the training phase. Figs. 6 and 7 depict the percent relative error for the training and testing data
sets, respectively. The average relative error for the training and testing data sets were approxi-
mately 0.104% and 2.98%, respectively. The neural networks model can be represented byFig. 6
estima
Fig. 7
testinyt ¼
X12
l¼1
wð3Þl g
X12
j¼1
wð2Þjl g
X8
k¼1
wð1Þjk Yk
  
 bð1Þj
!
 bð2Þl
!
 bð3Þ; ð13Þ. Percentage of relative error between the actual monthly water consumption and the ANN water consumption
tes from March 1982 to December 1998 using training data from 1980 to 1998 in the new method.
. Percentage of relative error between the actual monthly water consumption and the ANN estimates for the
g data from January 1999 to December 1999 using the new method.
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3:102 0:279 4:832 12:091 1:533 9:146 3:759 1:279
11:319 5:834 3:826 5:889 3:883 2:816 12:056 0:059
6:796 1:232 3:527 3:902 3:114 2:378 7:132 0:331
1:449 2:988 2:161 2:092 4:172 2:893 3:347 3:555
0:420 0:079 1:533 5:300 0:400 6:420 1:827 0:789
3:52 1:383 8:737 5:542 2:331 13:083 3:203 1:600
11:659 12:742 1:954 2:497 3:111 6:808 8:277 11:469
7:407 4:776 0:318 4:572 5:768 3:540 7:907 4:613
6:046 6:094 3:858 3:31 4:825 0:742 5:037 8:736
2:442 4:259 5:369 1:508 3:645 7:283 1:868 6:382
0:798 7:837 6:247 4:265 2:817 0:578 4:515 6:186
5:744 6:261 1:357 1:051 0:476 9:177 0:017 4:201
666666666666666666664
777777777777777777775
; ð14Þ
W ð2Þ ¼
3:197 3:603 4:660 2:419 6:460 3:587 0:069 0:317 2:213 1:282 2:627 1:536
3:233 3:710 3:095 0:241 1:408 0:443 2:200 0:963 0:530 3:258 4:851 1:704
0:346 4:774 1:614 1:354 7:992 6:761 2:060 7:005 11:021 11:682 1:134 1:437
9:057 0:977 1:718 2:514 2:078 0:391 2:692 5:497 2:870 4:310 0:975 4:024
5:376 3:490 5:751 2:720 0:357 5:318 9:304 2:644 3:577 6:281 0:955 0:421
0:313 3:564 4:781 0:651 8:416 1:710 0:449 2:807 1:716 1:384 2:204 2:311
4:770 11:942 0:715 1:435 2:634 4:769 4:711 0:783 4:725 4:175 6:000 1:796
1:909 6:557 1:391 0:101 0:790 5:316 3:339 9:046 9:046 7:645 0:279 5:041
3:439 2:264 1:612 0:809 0:137 4:021 1:278 1:996 1:450 9:556 0:696 2:562
1:100 13:857 4:562 1:029 5:715 1:021 2:827 1:863 0:699 9:065 2:647 0:308
8:371 7:759 2:441 1:931 3:645 1:169 1:715 5:375 0:423 5:851 2:512 2:658
1:805 3:003 1:133 2:520 0:237 2:082 1:626 3:049 0:525 2:384 1:515 2:662
2
66666666666666666664
3
77777777777777777775
;
ð15Þ
W ð3Þ ¼ 3:577 1:135 4:413 10:873 0:614 6:076 1:017 6:227 10:691 7:182 7:527 15:229½ ;
ð16Þ
bð1Þ ¼
11:92
1:557
2:194
6:926
6:044
4:446
3:980
1:051
1:096
3:115
2:619
0:949
2
6666666666666666664
3
7777777777777777775
; bð2Þ ¼
9:522
5:359
1:65
11:398
4:289
2:876
0:928
3:950
3:842
4:679
3:758
0:23
2
6666666666666666664
3
7777777777777777775
; bð3Þ ¼ 1:085½ ; and Y ¼
yt1
yt2
yt12
yt13
yt14
yt24
yt25
yt26
2
66666666664
3
77777777775
ð17Þis the input vector that consists of the eight delayed variables and g is the transfer function given
by Eq. (7).
Fig. 8 compares the predicted monthly water consumption between the classical method and
the new method. The average relative error of the predicted water consumption for the classical
Fig. 8. The predicted water consumption for 1999, in millions of gallons, using the classical and the new methods
compared with the actual water consumption.
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mately 3.98% and 2.99%, respectively. Based on the average relative errors one can conclude that
the combination of BJ approach and ANN (i.e., the new method) is superior in predicting the
water consumption than the ANN alone (i.e., the classical method).5. Concluding remarks
ANN in conjunction with BJ approach have been demonstrated to model the monthly water
consumption in Kuwait. The BJ approach was ﬁrst used to predict the missing values of the
monthly water consumption due to the Iraqi invasion of Kuwait. Once the unrecorded monthly
water consumption was predicted, BJ approach was then used with the task of discovering the
appropriate lagged variables or input nodes in the input layer of the neural networks. This ap-
proach presents a superior, and reliable alternative to traditional methods when choosing the
appropriate number of delays or lagged variables from a time series. It is found that when the
variables of the input layer in ANN is chosen based on the BJ approach rather than on traditional
methods, the average relative error for the training and testing data sets are reduced by 24%.References
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