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Expansions of physical functions are controlled by their singularities, which have special structure
because they themselves are physical, corresponding to instantons, caustics or saddle configurations.
Resurgent asymptotics formalizes this idea mathematically, and leads to significantly more powerful
extrapolation methods to extract physical information from a finite number of terms of an expansion,
including precise decoding of non-perturbative effects.
I. INTRODUCTION
An important problem in physics is the fol-
lowing: given a physical quantity (free energy,
correlator, scattering amplitude, . . . ) expanded
in a parameter (temperature, distance, cou-
pling, . . . ) to a finite number of terms in
some parametric limit, we wish to extract as
much physical information as possible about
the function in other parametric regimes [1–
19]. For e.g., an extrapolation between weak
and strong coupling, real and complex fugac-
ity, or Euclidean and Minkowski space. The
original expansion may be convergent, but in
many practical cases it is the start of an asymp-
totic series. If computing further terms is not
possible, such an exrapolation appears to be a
prohibitively difficult task. However, the se-
ries expansions of physical functions are not
completely generic; they have further struc-
ture which we can exploit. This extra struc-
ture arises because saddle points and critical
points have physical meaning, and tend to in-
teract in specific ways. Mathematically, this ex-
tra structure follows from recent work in resur-
gent asymptotics [20–22] which shows that func-
tions arising as solutions to systems of equa-
tions (differential, difference, integral, . . . ), gen-
erally have special orderly structure in the Borel
plane. Some ingredients of our analysis are fa-
miliar: Borel summation, Pade´ approximation,
conformal mapping, asymptotics of orthogonal
polynomials, capacity theory, but we combine
these in new ways. This leads to new quanti-
tative measures of the precision of different ex-
trapolations, and novel strategies for decoding
non-perturbative physics from limited pertur-
bative information. This motivates the use of
resurgence as a discovery tool, an approach with
a steadily growing body of evidence in a wide
variety of branches of physics [23–39].
A broad class of physical problems involves
analyzing a finite number of terms of an expan-
sion of a function in a physical variable x, com-
puted in the limit x→ +∞:
F2N (x) =
2N∑
n=0
an
xn+1
, x→ +∞ (1)
Often this is an asymptotic expansion, with fac-
torial leading large order behavior [40–43]:
an ∼ (−1)nΓ(n− α)
Sn
, n→∞ (2)
We illustrate our results with this divergent
structure because of its physical relevance, but
the general results extend to all resurgent func-
tions [44]. The parameters S and α have physi-
cal meaning: S is related to the action of a dom-
inant saddle configuration, and α to the power
of x in the prefactor from fluctuations about
this configuration. We have deliberately cho-
sen the coefficients an to be alternating in sign,
in order to be as far as possible from a Stokes
line, since one of our goals is to probe a non-
perturbative Stokes transition by extrapolating
from a distant perturbative regime.
There are (at least) 5 natural methods for ex-
trapolating the truncated asymptotic expansion
(1): (i) F2N (x) itself; (ii) Pade´ in the physical
x plane; (iii) Borel-Pade´: Pade´ in the Borel p
plane; (iv) Taylor-Conformal-Borel: truncated
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2series in the conformally mapped Borel plane;
(v) Pade´-Conformal-Borel: Pade´ of truncated
series in conformally mapped Borel plane. We
show that these are listed in order of increasing
precision. We stress that each method begins
with exactly the same input data: the truncated
series (1). The only difference is the different de-
coding of the information contained in the input
coefficients an. We quantify the quality of each
extrapolation xmin scaling
truncated series xmin ∼ N
x Pade´ xmin ∼ N−1
Pade´-Borel xmin ∼ N−2
Taylor-Conformal-Borel xmin ∼ N−2
Pade´-Conformal-Borel xmin ∼ N−4
TABLE I. The scaling with truncation order pa-
rameter N of the minimum real x value at which
a chosen precision can be obtained, for each of the
five extrapolation methods discussed here.
extrapolation method with a concrete example
that captures the Bender-Wu-Lipatov asymp-
totics in (2) (we scale x to set S = 1) [45]:
F (x;α)=
exΓ(1 + α, x)
x1+α
∼
∞∑
n=0
(−1)nΓ(n− α)
Γ(−α)xn+1 (3)
Γ(β, x) is the incomplete gamma function.
F (x;α) has a branch cut (with parameter α)
along the negative x axis, far from our pertur-
bative x → +∞ expansion region, with a non-
perturbative Stokes jump across the cut:
F (ei pix;α)− F (e−i pix;α) = −2pi i
Γ(−α)
e−x
x1+α
(4)
We probe: (i) extrapolation from x = +∞ down
to x = 0; (ii) extrapolation into the complex
plane, rotating from the positive to negative real
x axis. Case (i) is an analog of a high to low
temperature extrapolation, and (ii) is an analog
of a non-perturbative Stokes transition, like (4).
The crudest approach is to use the truncated
series (1), but the principle of least-term trun-
cation [46] implies one can typically only ex-
trapolate from x → +∞ down to xmin ∼ N .
Pade´ approximation in x yields a significant im-
provement. Pade´ is a simple algorithmic re-
processing of the input coefficients an [46, 47].
For F (x;α) in (3), Pade´ can be written in
closed-form in terms of Laguerre polynomials,
using the fundamental connection between Pade´
and orthogonal polynomials (App. A). Large N
asymptotics of Laguerre polynomials leads to a
uniform estimate for the fractional error, im-
plying that a desired level of precision can be
achieved down to a minimum x that scales with
the truncation order as xmin ∼ 1/N . See Fig. 1.
Borel methods directly yield a further 1N fac-
tor improvement. See Fig. 1. The truncated
Borel transform, B2N (p) ≡
∑2N
n=0
an
n! p
n, regen-
erates the original truncated series by a Laplace
transform: F2N (x) =
∫∞
0
dp e−p xB2N (p).
Borel extrapolation is achieved by analytic con-
tinuation of the truncated Borel transform
B2N (p). The quality of this continuation in the
Borel plane determines the quality of the ex-
trapolation for F2N (x) in the physical x plane.
For F (x;α) in (3), the exact Borel transform is
B(p;α)=
∞∑
n=0
(−1)nΓ(n− α)
Γ(−α)n! p
n = (1 + p)α (5)
with a branch cut on the negative p axis: p ∈
(−∞,−1]. The closed-form expression for the
diagonal Pade´ approximation of B2N (p) is:
PB[N,N ](p;α) =
P
(α,−α)
N
(
1 + 2p
)
P
(−α,α)
N
(
1 + 2p
) (6)
P
(α,β)
N is theN
th Jacobi polynomial. This Pade´-
Borel approximation is a ratio of polynomials,
with only pole singularities. Pade´ attempts to
represent a cut with an interlacing set of zeros
and poles [44, 48, 49]. We see this clearly here
because Jacobi polynomial zeros lie on the real
axis in the interval (−1, 1), so the zeros of the
denominator in (6) lie along the Borel plane cut,
p ∈ (−∞,−1), accumulating to p = −1.
Away from the cut, the Pade´-Borel transform
PB[N,N ](p;α) is remarkably accurate. Uniform
large N asymptotics of the Jacobi polynomials
30.1 0.2 0.3 0.4 0.5
x
10-5
0.01
10
error
FIG. 1. Log plot of the fractional error in F (x;− 1
3
),
extrapolated to x → 0+, with just 10 input coeffi-
cients (N = 5) from x → +∞. The horizontal line
represents 1% fractional error. The purple, red and
blue curves are the x plane Pade´, Pade´-Borel and
Pade´-Conformal-Borel extrapolations, respectively.
Processing the same input data in different ways
can yield vastly different extrapolation quality.
quantifies this statement:
PB[N,N ](p;α)
(1 + p)α
∼
Iα
((
N + 12
)
ln
[√
1+p+1√
1+p−1
])
I−α
((
N + 12
)
ln
[√
1+p+1√
1+p−1
])(7)
Iα is the modified Bessel function. For Borel
extrapolation, small x behavior is controlled by
large p behavior of the Borel transform. Eq. (7)
implies PB[N,N ](p;α) ∼ pα
(
N2
p
)α
as p→ +∞.
Thus Pade´-Borel is good up to p ∼ N2, translat-
ing to an x space extrapolation extending down
to xmin ∼ 1/N2. (See Fig. 1 & App. A). This
explains why Pade´ in the Borel plane is gen-
erally more precise than Pade´ in the physical
plane, an old empirical observation in [50].
The most interesting thing about our uniform
Pade´-Borel approximation (7) is the appearance
of the conformally mapped variable z:
z =
√
1 + p− 1√
1 + p+ 1
←→ p = 4z
(1− z)2 (8)
which maps the cut Borel p plane to the inte-
rior of the unit disc, |z| < 1. Conformal maps
are well-known tools for physical resummation
problems [5–17], but the result (7) now explains
why and how it works so well: the conformal
variable is the natural variable of large order
Pade´ asymptotics. This is a general property
of Pade´ approximations [44, 48, 49], not just for
the function F (x;α) in (3).
Another common physical extrapolation,
Taylor-Conformal-Borel, does not use Pade´, but
conformally maps the truncated Borel function
to the unit disc in z, re-expands and maps back
to the Borel p plane [6, 8, 13]. Our methods
show that this procedure is comparable to Pade´-
Borel, with xmin also scaling as 1/N
2, but sub-
leading terms tend to make it slightly better.
A significantly better Borel extrapolation [5,
12, 51–53] combines the conformal map with a
Pade´ approximation in the conformal z variable,
before mapping back to the Borel p plane. We
show that this simple extra Pade´ step yields a
further factor of 1/N2 improvement in the ex-
trapolation down towards x = 0. The closed-
form diagonal Pade´ approximant is now:
PCB[N,N ](p;α) =
P
(2α,−2α)
N
(√
1+p+1√
1+p−1
)
P
(−2α,2α)
N
(√
1+p+1√
1+p−1
) (9)
P
(α,β)
N is again the N
th Jacobi polynomial. Uni-
form large N asymptotics yields (App. A):
PCB[N,N ](p;α)
(1 + p)α
∼ I2α
((
N + 12
)
ln [h(p)]
)
I−2α
((
N + 12
)
ln [h(p)]
)(10)
where the argument now involves the function
h(p) =
(√
1+p+1√
1+p−1
)
((1+p)1/4+1)2
(
√
1+p+1)
, and the Bessel
index is 2α. Contrast (10) with the Pade´-Borel
result (7). The small x behavior is controlled by
the large p behavior of the Borel transform. As
p → +∞, we find PCB[N,N ](p;α) ∼ pα
(
N4
p
)α
.
Thus PCB[N,N ](p;α) extends out to large p scal-
ing like N4, corresponding to extrapolation in x
down to xmin scaling as 1/N
4. See Fig. 1. Since
the large N asymptotics (7, 10) are uniform in
p, we can probe the quality of the extrapolations
throughout the complex x plane. The most dra-
matic superiority of the Pade´-Conformal-Borel
extrapolation is seen in the non-perturbative re-
gion near the negative x axis, which is “as far
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FIG. 2. Real part of the N = 5 Borel transform at a
grazing angle .01pi above the Borel cut. The Pade´-
Conformal-Borel transform matches the exact Borel
function [blue curve]. The Pade´-Borel (red) and
Taylor-Conformal-Borel (black-dashed) approxima-
tions show unphysical oscillations near the cut.
as possible” from the starting perturbative ex-
pansion region x → +∞. This region is gov-
erned by the Borel transform near the Borel
plane cut: p ∈ (−∞,−1]. Both Pade´-Borel and
Taylor-Conformal-Borel have unphysical oscil-
lations near the cut, while the Pade´-Conformal-
Borel transform is extremely accurate. See Fig.
2. This is because the argument of the Jacobi
polynomials in (9) is 1z , the inverse of the con-
formal variable z in (8). The Jacobi zeros lie in
the interval (−1, 1), so z lies outside the con-
formal unit disc. Therefore the Pade´ singu-
larities are on the next Riemann sheet when
mapped back to the Borel plane. In other
words, the Pade´-Conformal-Borel transform has
no poles or singularities along the cut. See
Fig. 2. It is therefore far better represent-
ing non-perturbative Stokes phenomena: see
Fig. 3. With just 10 perturbative input coeffi-
cients the Pade´-Conformal-Borel extrapolation
encodes the exact Stokes jump (4), even at small
|x|. The Pade´-Borel extrapolation fails at small
|x|, due to unphysical poles on the Borel cut.
The x space Pade´ extrapolation is much worse,
due to unphysical poles on the x space cut.
Our quantitative extrapolation analysis
for the physically motivated model function
F (x;α) in (3) generalizes to all resurgent
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FIG. 3. The purple, red and blue curves show
the non-perturbative Stokes jump (4), for x-Pade´,
Pade´-Borel and Pade´-Conformal-Borel extrapola-
tions (N = 5), resp. Pade´-Conformal-Borel agrees
with the exact Stokes jump in (4). Pade´ in x and
Pade´-Borel fail at small |x| due to unphysical poles.
functions, which are universal in physical
applications [44]. Resurgent functions have
isolated algebraic or logarithmic Borel branch
cuts. Even for simple structures with multiple
singularities, Pade´-Borel fails because it places
unphysical poles on artificial arcs along or
crossing the Borel integration axis [44, 48, 49],
while Pade´-Conformal-Borel does not.
A further advantage is that, generically for
non-linear problems, each Borel singularity pk
is repeated at integer multiples along the direc-
tion arg(pk): a physical “multi-instanton” ex-
pansion or renormalon structure. Here Pade´-
Borel fails because it places unphysical poles
along this direction (Fig. 2), thereby obscur-
ing the further resurgent Borel singularities. On
the other hand, Pade´-Conformal-Borel can ac-
curately represent this line of cuts, resolving
higher resurgent singularities. This has been
demonstrated to high precision for the Painleve´
I equation [53], which describes the double-
scaling limit of matrix models for 2d quantum
gravity [54]. Another physical example is the
cusp anomalous dimension, denoted Γ(g), in
maximally supersymmetric Yang-Mills theory
in 4 spacetime dimensions. This quantity satis-
fies a system of non-linear integral equations,
the Beisert-Eden-Staudacher (BES) equations
[55]. It is convergent at weak coupling, but
5divergent at strong coupling [56]. Its resur-
gent properties have been studied in [57, 58]:
Γ(g) has a trans-series structure, as a sum over
an infinite tower of saddles, and the fluctua-
tion about each saddle is an asymptotic series.
Pade´-Borel analysis of the fluctuations about
the first and second saddles, suggests an asym-
metric Borel plane structure, with leading sin-
gularities at p = +1 and p = −4, while for the
fluctuations about the third saddle the leading
singularities are at p = ±1 [57, 58]. Pade´-Borel
methods are not sufficiently powerful to probe
beyond these leading singularities, but Pade´-
Conformal-Borel transforms reveal an intricate
structure of repeated higher singularities.
In [44] we prove that for any resurgent func-
tion f the optimal reconstruction accuracy is
obtained from the truncated Taylor series of
f ◦ ψ−1, where ψ is a uniformization map from
the Riemann surface of f onto the unit disk,
with ψ(0) = 0. Our resurgent analysis also leads
to new approximation procedures. Singularity
elimination allows one to probe the vicinity of
any given Borel singularity with extreme sen-
sitivity. (This can be applied not just in the
Borel plane, but also to analyze branch cut sin-
gularities in the physical plane, e.g. in the study
of phase transitions and critical exponents [2–
4, 9, 10]). A chosen singularity can be modi-
fied by Laplace convolution, implementable di-
rectly on the series coefficients [44, 59], and a
suitable conformal map eliminates it completely
[44]. With this method, an initial estimate
for the singularity location and exponent can
be iteratively refined with extraordinary preci-
sion. This is implementable locally on any iso-
lated singularity. The capacity theory interpre-
tation of Pade´ in terms of a minimal capacitor
[48, 49], by which poles are placed as charges
on a graph of minimal capacitance, leads to new
physically motivated methods to move poles out
of the way, to break unphysical pole arcs, and
to zoom in on a chosen singularity, leading to
dramatic increases in precision [44]. We antici-
pate that efficient numerical conformal mapping
algorithms [60] will be useful for analysis of re-
alistic physical models. Further physical appli-
cations will be described elsewhere.
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Appendix A: Appendix
In this Appendix we present some further de-
tails of the analytic comparisons between the
five different extrapolation methods described
in this paper. Table I summarizes at a glance
how the minimal x at which a chosen level of
precision can be achieved scales with the trun-
cation order parameter N . Fig. 4 displays the
logarithm of the fractional error, as a function
of the truncation order parameter N , in the ex-
trapolation from x = +∞ down to a fixed refer-
ence value x = 1. The truncated series at fixed
x gets dramatically worse for larger N , while all
other extrapolations improve in precision with
increasing N .
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FIG. 4. Logarithm of the fractional error in the
extrapolation of F (x = 1;− 1
3
), as a function of
the input truncation order parameter N , extrap-
olated from a perturbative expansion at x = +∞
down to a fixed reference value x = 1. The plots
show the truncated series (xT) , x-space Pade´ (xP),
Pade´-Borel (PB), Taylor-Conformal-Borel (TCB)
and Pade´-Conformal-Borel (PCB) extrapolations,
respectively. These curves match well with the ana-
lytic large N results in Eqs. (A5), (A8) and (A13).
1. Truncated series: For a truncated asymp-
totic series with coefficients growing like n!, the
optimal truncation order is at N ∼ x, so if N is
6fixed we can achieve a reasonable precision only
for x extrapolated from x = +∞ down to some
xmin that scales with N as xmin ∼ N .
2. x-Pade´: An improved extrapolation is
achieved by computing a Pade´ approximant of
the truncated asymptotic series in the physi-
cal 1/x variable. For our physical test function
(3), with Bender-Wu-Lipatov asymptotics, this
Pade´ approximant can be computed in closed
form, which leads to precise asymptotic preci-
sion estimates. We find the closed-form:
P[N−1,N ](F (x;α)) =
RN−1(x;α)
SN (x;α)
(A1)
where the polynomials RN−1(x;α) and
SN (x;α) are in terms of Laguerre polynomials:
SN (x;α) = N !L
(−1−α)
N (−x) (A2)
RN−1(x;α) = (A3)
[N−12 ]∑
j=0
Γ(N − j)Γ(1 + α)
Γ(1 + α− j) L
(2j+1−α)
N−1−2j (−x)
A general feature of Pade´ is that the difference
between successive near-diagonal approximants
can be expressed in terms of successive denom-
inator factors [46, 47]. Here this reads:
P[N,N+1](F (x;α))− P[N−1,N ](F (x;α)) (A4)
=
Γ(N − α)
Γ(−α) (N + 1)!L(−1−α)N+1 (−x)L(−1−α)N (−x)
The large N uniform asymptotics of Laguerre
polynomials therefore leads to a uniform esti-
mate for the fractional error:
F (x;α)− P[N−1,N ](F (x;α))
F (x;α)
∼e−
√
8N x(A5)
Thus, for a chosen level of precision, one can
extrapolate from x = +∞ down to xmin which
scales with the truncation order as xmin ∼ 1N .
This is a significant improvement over the naive
truncated series. See Fig. 4.
3. Pade´-Borel: Instead of a Pade´ approximation
in the x plane, we can use a Pade´ approxima-
tion in the Borel p plane: we thereby analyt-
ically continue the truncated Borel transform
function, B2N (p) =
∑2N
n=0
an
n! p
n, instead of the
truncated series (1). Pade´ is a nonlinear oper-
ation, so it does not commute with the Borel
transform step. It had been observed empiri-
cally in the analysis of the spectrum of the quan-
tum anharmonic oscillator [50], that a Pade´ ap-
proximation in the Borel plane produced more
precise results than a Pade´ approximation in
the coupling plane. See also [61]. Here we ex-
plain why this is the case, and furthermore we
quantify the degree of improvement.
For the physical model function F (x;α) in
(3), the closed-form Pade´-Borel transform is ex-
pressed as a ratio of Jacobi polynomials in (6),
and the uniform large N limit is presented in
Eq. (7) as a ratio of modified Bessel functions.
This large N limit is remarkably precise even for
small values of N . At small p, which governs the
large x behavior of the extrapolated function in
the physical x plane, we find a fractional error:
(1 + p)α − PB[N,N ](p;α)
(1 + p)α
∼ 2 sin(piα)
(√
1 + p− 1√
1 + p+ 1
)2N+1
∼ 2 sin(piα)
(p
4
)2N+1
(A6)
Note the appearance of the conformal variable
z from (8) in this limit. This is general [44, 48,
49]. In the opposite limit, as p → +∞, which
governs the small x behavior of the extrapolated
function in the physical x plane, we have:
PB[N,N ](p;α) ∼ Γ(1− α)
Γ(1 + α)
Γ(N + 1 + α)
Γ(N + 1− α)
×
(
1 +
2αN(N + 1)
(α2 − 1)
1
p
+ . . .
)
∼ Γ(1− α)
Γ(1 + α)
pα
(
N2
p
)α
(A7)
In other words, while the true Borel transform
has large p behavior B(p;α) ∼ pα, the Pade´-
Borel approximation behaves as PB(p;α) ∼
N2α, implying that in a uniform large N and
large p limit, the Borel variable p scales with
N2. Thus, there is good agreement between
PB(p;α) and the true Borel transform up to a
p value that scales as N2 with the truncation
7order. A large N analysis of the Laplace in-
tegral, F2N (x) =
∫∞
0
dp e−pxB2N (p), using the
uniform asymptotics in (7) leads to the frac-
tional error of the Pade´-Borel extrapolation in
the physical x plane:
fractional errorPB(x,N ;α)
∼ 2
√
pi
3
sin(piα)√
x
(
2N
x
)(2α+1)/3
× exp
[
−3 (4N2 x)1/3 + x
3
+ . . .
]
(A8)
This shows that the leading behavior has xmin
scaling with 1N2 , also specifying the subleading
corrections, and agrees well with the numerical
results shown in Fig. 1. Note that the depen-
dence on the cut exponent α is subleading.
4. Taylor-Conformal-Borel: Another approxi-
mation method, of precision comparable with
the Pade´-Borel method, does not use a Pade´
approximation, but instead makes a conformal
map in the Borel plane [6, 8, 13]. This Taylor-
Conformal-Borel extrapolation consists of re-
expanding the Borel transform function in the
conformal variable to the same order as the orig-
inal truncated series. This can then be mapped
back to the original Borel plane to perform
the integral, or equivalently the integral can be
done inside the unit disc of the conformal z
plane. For our model function F (x;α) in (3),
the mapped Taylor-Conformal-Borel transform
has the explicit closed-form expression
TCB2N (p;α) =
2N∑
l=0
(
2α
l
)
(A9)
× 2F1(−l, 2α, 1− l + 2α;−1)
(√
1 + p− 1√
1 + p+ 1
)l
enabling rigorous estimates of the precision [44].
The resulting precision is comparable with, but
due to sub-leading terms is generally slightly
better than, the Pade´-Borel extrapolation de-
scribed above. See Fig. 4 and Table I.
5. Pade´-Conformal-Borel: A far better ex-
trapolation, which combines the advantages of
the Pade´-Borel method with those of conformal
mapping, is obtained by adding a simple extra
step of Pade´ approximation in the conformally
mapped z plane before mapping back to the
Borel plane [5, 12, 51–53]. This straightforward
extra Pade´ step leads to a dramatic further im-
provement in the resulting extrapolation. See
Figs. 1 and 4, and Table I.
For the physical model function F (x;α) in
(3), the closed-form Pade´-Borel transform is ex-
pressed as a ratio of Jacobi polynomials in (6),
and the uniform large N limit is presented in
Eq. (7) as a ratio of modified Bessel functions.
This large N limit is remarkably precise even for
small values of N . At small p, which governs the
large x behavior of the extrapolated function in
the physical x plane, we have a fractional error:
(1 + p)α − PCB[N,N ](p;α)
(1 + p)α
∼ 2 sin(2piα)
( √
1 + p− 1
(1 + (1 + p)1/4)2
)2N+1
∼ 2 sin(2piα)
(p
8
)2N+1
, p→ 0 (A10)
There are two important differences compared
to the corresponding result for the Pade´-Borel
transform in (A6). First, the branch cut expo-
nent α appears as sin(2piα) instead of sin(piα),
reflecting the fact that for a square root branch
cut the conformally mapped function is already
rational, so the Pade´ step is in fact exact. The
other difference is the different function of p in
(A10). This leads to a further gain of a factor
of 1/4N in the precision at small p, and hence
a similar gain in precision at large x.
In the opposite limit, as p→ +∞, which gov-
erns the small x behavior of the extrapolated
function in the physical x plane, we find:
PCB[N,N ](p;α) ∼ Γ(1− 2α)
Γ(1 + 2α)
Γ(N + 1 + 2α)
Γ(N + 1− 2α)
×
(
1 +
4αN(N + 1)
(4α2 − 1)
1√
p
+ . . .
)
∼ Γ(1− 2α)
Γ(1 + 2α)
pα
(
N4
p
)α
(A11)
Thus PCB[N,N ](p;α) extends accurately out to
large p scaling like N4, which translates to a
high quality extrapolation in x down to xmin
8scaling like 1/N4. See Figs. 1 and 4, and Ta-
ble I. A large N analysis of the Borel integral
back to the physical x plane, using the uniform
asymptotics in (10), leads to the fractional er-
ror of the Pade´-Conformal-Borel extrapolation
in the physical x plane:
fractional errorPCB(x,N ;α) ∼ (A12)
2
√
2pi
5
sin(2piα)√
x
(
N
x
)2(2α+1)/5
× exp
[
−5 (N4x) 15 − 4
3N2
(N4x)
3
5 +
3x
5
+ . . .
]
This shows that the leading behavior has xmin
scaling with 1N4 , also specifying the subleading
corrections, and agrees well with the numerical
results shown in Fig. 1.
Another instructive visualization of the rela-
tive quality of the extrapolation methods based
on Borel transforms involves comparing the ac-
curacy with which the method approximates the
true Borel function, especially near the Borel
plane cut. This is shown in Fig. 5 for our phys-
ical model function (3), where we see that the
Pade´-Conformal-Borel transform is extremely
precise near the cut, while the Pade´-Borel trans-
form introduces unphysical poles along the cut,
and the Taylor-Conformal-Borel transform has
unphysical oscillations along the cut.
[1] W. R. Frazer, “Applications of Conformal
Mapping to the Phenomenological Represen-
tation of Scattering Amplitudes”, Phys. Rev.
123, 2180 (1961).
[2] D. L. Hunter and G. A. Baker, Jr., “Methods
of Series Analysis. I. Comparison of Current
Methods Used in the Theory of Critical Phe-
nomena”, Phys. Rev. B 7, 3346 (1973).
[3] M. E. Fisher, “Critical Point Phenomena - the
role of series expansions”, Rocky Mount. J.
Math. 4, 181-201 (1974).
[4] D. S. Gaunt and A. J. Guttmann, “Asymptotic
Analysis of Coefficients”, in Phase Transitions
and Critical Phenomena, Vol. 3: Series Expan-
sions for Lattice Models, C. Domb and M. S.
Green (Eds) (Academic Press, 1974).
[5] J. C. Le Guillou and J. Zinn-Justin, “Critical
Exponents from Field Theory,” Phys. Rev. B
21, 3976 (1980).
[6] D. I. Kazakov, D. V. Shirkov, O. V. Tarasov,
“Analytical Continuation of Perturbative Re-
sults of the gφ4 Model Into the Region g Is
Greater Than or Equal to 1,” Theor. Math.
Phys. 38, 9 (1979) [Teor. Mat. Fiz. 38, 15
(1979)].
[7] R. Guida and J. Zinn-Justin, “Critical expo-
nents of the N vector model,” J. Phys. A 31,
8103 (1998), arXiv:cond-mat/9803240.
[8] J. Fischer, “On the role of power expansions
in quantum field theory,” Int. J. Mod. Phys. A
12, 3625 (1997), arXiv:hep-ph/9704351.
[9] J. Zinn-Justin, Quantum Field Theory and
Critical Phenomena, Int. Ser. Monogr. Phys.
113, 1 (2002).
[10] H. Kleinert, Critical Properties of Phi 4 Theo-
ries, (World Scientific, Singapore, 2004).
[11] M. A. Stephanov, “QCD critical point
and complex chemical potential singularities,”
Phys. Rev. D 73, 094508 (2006), arXiv:hep-
lat/0603014.
[12] E. Caliceti, M. Meyer-Hermann, P. Ribeca,
A. Surzhykov and U. D. Jentschura, “From use-
ful algorithms for slowly convergent series to
physical predictions based on divergent pertur-
bative expansions,” Phys. Rept. 446, 1 (2007),
arXiv:0707.1596.
[13] M. Serone, G. Spada and G. Villadoro,
“λφ4 Theory I: The Symmetric Phase Beyond
NNNNNNNNLO,” JHEP 1808, 148 (2018),
arXiv:1805.05882; “λφ42 theory II. The bro-
ken phase beyond NNNN(NNNN)LO,” JHEP
1905, 047 (2019), arXiv:1901.05023.
[14] R. Rossi, T. Ohgoe, K. Van Houcke and
F. Werner, “Resummation of diagrammatic se-
ries with zero convergence radius for strongly
correlated fermions,” Phys. Rev. Lett. 121, no.
13, 130405 (2018), arXiv:1802.07717.
[15] K. Van Houcke, F. Werner, and R. Rossi,
“High-precision numerical solution of the
Fermi polaron problem and large-order behav-
ior of its diagrammatic series”, Phys. Rev. B
101, 045134 (2014), arXiv:1402.4015.
[16] R. E. V. Profumo, C. Groth, L. Messio, O.
Parcollet, and X. Waintal, “Quantum Monte
9Carlo for correlated out-of-equilibrium nano-
electronic devices” Phys. Rev. B 91, 245154
(2015), arXiv:1504.02132.
[17] C. Bertrand, S. Florens, O. Parcollet, and
X. Waintal, “Reconstructing Nonequilibrium
Regimes of Quantum Many-Body Systems
from the Analytical Structure of Perturbative
Expansions”, Phys. Rev. X 9, 041008 (2019),
arXiv:1903.11646.
[18] V. Skokov, K. Morita, and B. Friman, “Map-
ping the phase diagram of strongly interacting
matter”, Phys. Rev. D 83, 071502 (2011).
[19] N. Clisby and B. M. McCoy, “Ninth and Tenth
Order Virial Coefficients for Hard Spheres in D
Dimensions”, J. Stat. Phys. 122, 15-57 (2006).
[20] J. Ecalle, Les fonctions resurgentes; Vols. 1-3,
(Pub. Math. d’Orsay, 1981-1985).
[21] E. Delabaere and F. Pham, “Resurgent Meth-
ods in Semiclassical Asymptotics”, Ann. de l’I.
Henri Poincare´, 71, 1-94 (1999).
[22] O. Costin, Asymptotics and Borel summability,
(Chapman and Hall/CRC, 2008).
[23] J. Zinn-Justin and U. D. Jentschura, “Multi-
instantons and exact results I: Conjectures,
WKB expansions, and instanton interactions,”
Annals Phys. 313, 197 (2004), arXiv:quant-
ph/0501136; “Multi-instantons and exact re-
sults II: Specific cases, higher-order effects, and
numerical calculations,” Annals Phys. 313, 269
(2004), arXiv:quant-ph/0501137.
[24] M. Marin˜o, “Nonperturbative effects and non-
perturbative definitions in matrix models and
topological strings,” JHEP 0812, 114 (2008),
arXiv:0805.3033.
[25] S. Garoufalidis, A. Its, A. Kapaev and
M. Marino, “Asymptotics of the instantons of
Painleve´ I,” Int. Math. Res. Not. 2012, no. 3,
561 (2012), arXiv:1002.3634.
[26] I. Aniceto, R. Schiappa and M. Vonk, “The
Resurgence of Instantons in String Theory,”
Commun. Num. Theor. Phys. 6, 339 (2012),
arXiv:1106.5922.
[27] G. V. Dunne and M. U¨nsal, “Resurgence and
Trans-series in Quantum Field Theory: The
CP(N-1) Model,” JHEP 1211, 170 (2012),
arXiv:1210.2423.
[28] M. Marin˜o, Instantons and Large N: An
Introduction to Non-Perturbative Methods in
Quantum Field Theory, (Cambridge University
Press, 2015).
[29] A. Grassi, M. Marino and S. Zakany, “Re-
summing the string perturbation series,” JHEP
1505, 038 (2015), arXiv:arXiv:1405.4214.
[30] G. Bas¸ar and G. V. Dunne, “Resurgence
and the Nekrasov-Shatashvili limit: connect-
ing weak and strong coupling in the Mathieu
and Lame´ systems,” JHEP 1502, 160 (2015),
arXiv:1501.05671.
[31] T. Misumi, M. Nitta, and N. Sakai, “Resur-
gence in sine-Gordon quantum mechanics: Ex-
act agreement between multi-instantons and
uniform WKB”, JHEP 1509, 157 (2015),
arXiv:1507.00408.
[32] G. V. Dunne and M. U¨nsal, “New Nonper-
turbative Methods in Quantum Field Theory:
From Large-N Orbifold Equivalence to Bions
and Resurgence,” Ann. Rev. Nucl. Part. Sci.
66, 245 (2016), arXiv:1601.03414.
[33] S. Gukov, M. Marino and P. Putrov, “Resur-
gence in complex Chern-Simons theory,”
arXiv:1605.07615.
[34] A. Ahmed and G. V. Dunne, “Transmutation
of a Trans-series: The Gross-Witten-Wadia
Phase Transition,” JHEP 1711, 054 (2017),
arXiv:1710.01812.
[35] A. Grassi and J. Gu, “Argyres-Douglas the-
ories, Painleve´ II and quantum mechanics,”
JHEP 1902, 060 (2019), arXiv:1803.02320.
[36] M. C. N. Cheng, S. Chun, F. Ferrari, S. Gukov
and S. M. Harrison, “3d Modularity,” JHEP
1910, 010 (2019), arXiv:1809.10148.
[37] J. E. Andersen and W. E. Petersen, “Resur-
gence Analysis of Quantum Invariants: Seifert
Manifolds and Surgeries on The Figure Eight
Knot,” arXiv:1811.05376.
[38] K. Ito, M. Marin˜o and H. Shu, “TBA equations
and resurgent Quantum Mechanics,” JHEP
1901, 228 (2019), arXiv:1811.04812.
[39] M. Marin˜o and T. Reis, “Resurgence for su-
perconductors,” J. Stat. Mech. (2019) 123102,
arXiv:1905.09569.
[40] F. J. Dyson, “Divergence of perturbation the-
ory in quantum electrodynamics,” Phys. Rev.
85, 631 (1952).
[41] C. M. Bender and T. T. Wu, “Anharmonic os-
cillator,” Phys. Rev. 184, 1231 (1969); “An-
harmonic oscillator. 2: A Study of perturba-
tion theory in large order,” Phys. Rev. D 7,
1620 (1973).
[42] L. N. Lipatov, “Divergence of the Perturbation
Theory Series and the Quasiclassical Theory,”
Sov. Phys. JETP 45, 216 (1977) [Zh. Eksp.
Teor. Fiz. 72, 411 (1977)].
[43] J. C. Le Guillou and J. Zinn-Justin, Large Or-
der Behavior of Perturbation Theory, (North-
Holland, Amsterdam, 1990).
10
[44] O. Costin and G. V. Dunne, to appear.
[45] For extension to more general cases, see [44].
[46] C. M. Bender and S. A. Orszag, Advanced
mathematical Methods for Scientists and En-
gineers, (McGraw Hill, New York, 1978).
[47] G. A. Baker, and P. Graves-Morris, Pade´
Approximants, (Cambridge University Press,
2009).
[48] G. Szego¨, Orthogonal Polynomials, (American
Mathematical Society, 1939); U. Grenander
and G. Szego¨, Toeplitz forms and their applica-
tions, (Univ. California Press, Berkeley, 1958).
[49] H. R. Stahl, “Sets of Minimal Capacity and
Extremal Domains”, arXiv:1205.3811.
[50] S. Graffi, V. Grecchi and B. Simon, “Borel
Summability: Application to the Anharmonic
Oscillator”, Phys. Lett. 32B, 631-634 (1970).
[51] A. H. Mueller, “The QCD perturbation series,”
in P. M. Zerwas and H. A. Kastrup (Eds.),
QCD 20 Years Later, (World Scientific, NJ,
1993).
[52] I. Caprini, J. Fischer, G. Abbas and B. Anan-
thanarayan, “Perturbative Expansions in QCD
Improved by Conformal Mappings of the Borel
Plane,” in Perturbation Theory: Advances in
Research and Applications, (Nova Science Pub-
lishers, 2018), arXiv:1711.04445.
[53] O. Costin and G. V. Dunne, “Resurgent ex-
trapolation: rebuilding a function from asymp-
totic data. Painleve´ I,” J. Phys. A 52, no. 44,
445205 (2019), arXiv:1904.11593.
[54] P. Di Francesco, P. H. Ginsparg and J. Zinn-
Justin, “2-D Gravity and random matri-
ces,” Phys. Rept. 254, 1 (1995), arXiv:hep-
th/9306153.
[55] N. Beisert, B. Eden and M. Staudacher, “Tran-
scendentality and Crossing,” J. Stat. Mech.
0701, P01021 (2007), arXiv:hep-th/0610251.
[56] B. Basso, G. P. Korchemsky and J. Kotanski,
“Cusp anomalous dimension in maximally su-
persymmetric Yang-Mills theory at strong cou-
pling,” Phys. Rev. Lett. 100, 091601 (2008),
arXiv:0708.3933.
[57] I. Aniceto, “The Resurgence of the Cusp
Anomalous Dimension,” J. Phys. A 49, 065403
(2016), arXiv:1506.03388.
[58] D. Dorigoni and Y. Hatsuda, “Resurgence of
the Cusp Anomalous Dimension,” JHEP 1509,
138 (2015), arXiv:1506.03763.
[59] I. Aniceto, G. Basar and R. Schiappa, “A
Primer on Resurgent Transseries and Their
Asymptotics,” Phys. Rept. 809, 1 (2019),
arXiv:1802.10441.
[60] A. Gopal, L. N. Trefethen, “Representation of
conformal maps by rational functions”, Numer.
Math. 142, 359-382 (2019), arXiv:1804.08127.
[61] J. R. Ellis, E. Gardi, M. Karliner and
M. A. Samuel, “Pade approximants, Borel
transforms and renormalons: The Bjorken sum
rule as a case study,” Phys. Lett. B 366, 268
(1996), arXiv:hep-ph/9509312.
11
FIG. 5. Plots of the imaginary part of the Borel
transform in the complex p plane, with parameters
chosen to be α = − 1
3
, and truncation order pa-
rameter N = 5. The first plot is the exact Borel
function, B(p) = (1 + p)−1/3, with a cut along
p ∈ (−∞,−1]. The next shows the Pade´-Borel ap-
proximation, with its spurious poles placed along
the cut. The third is the Taylor-Conformal-Borel
transform, which also has unphysical oscillations
along the cut, but of smaller magnitude. The last
plot is the Pade´-Conformal-Borel transform, which
is extremely precise near the cut, with no unphysi-
cal singularities on the cut.
