A calibration and refraction correction process for underwater cameras with flatpane interfaces is presented that is very easy and convenient to use in real world applications while yielding very accurate results. The correction is derived from an analysis of the axial camera model for underwater cameras, which is among others computationally hard to tackle. It is shown how realistic constraints on the distance of the camera to the window can be exploited, which leads to an approach dubbed Pinax Model as it combines aspects of a virtual pinhole model with the projection function from the axial camera model. It allows the pre-computation of a lookup-table for very fast refraction correction of the flat-pane with high accuracy. The model takes the refraction indexes of water into account, especially with respect to salinity, and it is therefore sufficient to calibrate the underwater camera only once in air. It is shown by real world experiments with several underwater cameras in different salt and sweet water conditions that the proposed process outperforms standard methods. Among others, it is shown how the presented method leads to accurate results with a single in-air calibration and even just estimated salinity values.
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Introduction
Cameras are very important sensors for underwater applications in general.
This includes ship hull, pipeline and other inspection missions (Hollinger et al., 2012; Kim & Eustice, 2013; Foresti, 2001; Asakawa et al., 2000; Negahdaripour & Firoozfam, 2006; McLeod et al., 2013; Galceran et al., 2014) , habitat map-5 ping (Davie et al., 2008; Bodenmann et al., 2013) , vehicle station-keeping (Negahdaripour & Fox, 1991; Marks et al., 1994; Lots et al., 2000) , archeology (Bingham et al., 2010; Chapman et al., 2010; Hue et al., 2011) or search and recovery missions (Purcell et al., 2011) to just name a few examples -a short overview with respect to underwater vision on unmanned underwater vehicles (UUV), 10 e.g., is given in (Horgan & Toal, 2006) .
Flat-panel glass windows are commonly used for underwater camera housings. While domes provide optical advantages, they have to be specially engineered to fit the camera and the integration is not trivial. Flat pane windows are hence simply a much less expensive and more flexible choice. On the other 15 hand, flat ports introduce significant distortions due to the refraction at the airglas and glas-water interfaces. The predominant way to handle the distortions is to use a standard perspective projection model and to perform a standard camera calibration in-situ, i.e., in the water or by including estimated correction factors, see e.g., (Shortis & Harvey, 1998; Gracias & Santos-Victor, 2000; Pessel 2013; Jordt-Sedlazeck & Koch, 2013; Chen & Yang, 2014; Jordt-Sedlazeck & Koch, 2012; Yau et al., 2013) .
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In Kunz & Singh (2008) the errors caused by not compensating the refractive distortions are discussed in some detail and they are identified to be significant, however no solution to this problem is presented. A mathematical model of underwater imaging through planar glass ports is introduced in (Chari & Sturm, 2009 ). Matrices corresponding to fundamental and homography matrices are 35 derived. They however depend on the incident angle of the light ray corresponding to each image pixel, so they can not be used directly for underwater vision methods. Since no continuation of this work was published, their results remain as theoretical considerations of conceptual value. In addition to a deep theoretical treatment of the general problem, Treibitz et al. (2008 Treibitz et al. ( , 2012 provide 40 an approach for a single refractive layer, i.e., when the window is negligibly thin and the problem can be reduced to only a single air-water interface.
Important insights into the problem and ways towards a solution are presented in (Agrawal et al., 2012) where a flat port camera is identified to be in fact an axial camera. Agrawal et al. (2012) derive a 12th degree polynomial that 45 must be solved to project a 3D point onto an image plane in this case. A method is proposed for calibration of the camera but it requires knowledge of the full 3D geometry of the calibration points in the environment -a requirement which is difficult if not impossible to fulfill in underwater applications. Furthermore, the underlying axial model does not allow for a rectification of single images 50 as the axial model implies that the points are lying on complex curves. Correspondences across multiple images can be in principle be exploited, but this is computationally very complex as also pointed out in Jordt- Sedlazeck & Koch (2013) .
When using multiview methods, the SVP model can lead to reasonable re-55 sults as explicitly discussed in (Kang et al., 2012) . Nevertheless, Jordt -Sedlazeck & Koch (2013) build on the results from Agrawal et al. (2012) by proposing a refractive Structure from Motion (SfM) method by augmenting the standard perspective SfM process by incorporating a new error function in the optimiza-tion and report clear improvements. While this is an interesting approach, it requires sufficiently many images with sufficiently different views of the scene and it is still computationally very demanding. Note that though we use stereo vision for validation purposes in the experiment section, we do not use any twoor multiview information. Stereo data is just used in our experiments as it facilitates a metric analysis of the errors. Our method is perfectly suited for the calibration and rectification of single camera images, i.e., the most general case of underwater vision. Our method can hence also be of interest for stereo or multiview approaches -including refractive ones like in (Jordt- Sedlazeck & Koch, 2013) -by providing excellent initial guesses for the camera parameters, hence allowing for faster convergence and possibly even more accurate results.
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In this article we make two main contributions. First, we discuss the problem of underwater camera modeling from a practitioners viewpoint. We provide illustrating examples of the underlying effects and their relevance to real world applications. To some extent, this also bridges some apparent contradictions found in the literature that can be explained when contrasting theoretical con-75 siderations with typical application cases. Second, we provide an approach for calibration and refraction correction of underwater images that is very convenient to use in real world applications and that is at the same time very accurate. This pinax model is based on a virtual pinhole camera model -for which we show that it is applicable for real world underwater housings where 80 the camera is relatively close to the flat-pane -while using the projection function of an axial camera. The pinax model incorporates the water refraction index, for which -as also experiments show -it is sufficient to derive it through (estimated) salinity to achieve accurate results. It is hence sufficient to calibrate the underwater camera only once in air, thus replacing tedious in water 85 calibrations before or during missions. For the rectification, a look-up table is generated using as mentioned the projection function of the axial model, for which we show that it can be used in a significantly simplified fashion within the pinax model. The look-up 
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The main object of interest for this article is the virtual camera model v Cam to handle the refraction induced distortions. The related notations and a schematic view are presented in Fig. 1 . Following parameters are used:
• d 0 -distance from the center of projection of p Cam to the glass window,
• d 1 -thickness of the glass,
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• x -distance to point of intersection of the light ray with the camera axis,
• ∆x -length of the focus section,
• n a , n g , n w -refraction indexes (scaled so that n a = 1),
• n -normal vector to the glass surface,
• α -incident angle.
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Figure 1: Schematic view of a Flat Port setup: d 0 -distance from the center of projection to the glass window, d 1 -thickness of the glass, x -distance to point of intersection of the light ray with the camera axis, ∆x -length of the focus section, na, ng, nw -refraction indexes, scaled so that na = 1, n -normal vector to the glass surface, α -incident angle. The blue line represents the physically accurate light ray; the green line is the apparent ray traced back to the camera's optical axis.
The Flat Port Setup as an Axial Camera
As shown in (Agrawal et al., 2012) , the physically accurate model of a flatport underwater camera corresponds to an axial camera model. So, light rays creating the image do not intersect in one point, as in the SVP pinhole model, but they all cross one line, called the axis of the camera. Using the pinhole 125 camera model requires therefore to approximate the focus section, i.e., the line segment on the axis on which rays cross, with a single point. The conclusion is that the quality of this approximation depends directly on the length ∆x of this section. In the limit case, the pinhole camera can be seen as an axial camera where the focus section of the camera axis is infinitely short. To analyze 130 the refraction, ray tracing through the air-glass-water interface and the apparent intersection of the rays in the water with the camera axis can be modeled (compare Fig. 1 ):
For the sake of simplicity, we assume that the refractive plane normal and therefore the camera axis in the axial model is parallel to the optical axis of the camera. This assumption is without loss of generality since the incident angle α, i.e., the only parameter related to camera rotation, is one of the inputs,
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which can be easily rotated by a fixed off-set. For the sake of completeness, the equations for finding incident angles α given the camera pose in the housing is:
where K is the intrinsic parameter matrix and p represents pixel coordinates 145 on the image.
The focus distance x for each light ray ( Fig. 1) can be computed as:
Length of the Focus Section
Consider an example setup with a glass refraction index n g = 1.5, a water 150 refraction index of n w = 1.335 and a glass thickness of d 1 = 10mm. Plotting the change of x as a function of the incident angle α and of the distance d 0 illustrates a very important aspect (Fig. 2) . As d 0 grows, the changes in the focus distance depending on the incident angle α (along X axis) become more significant, i.e., there is a higher range of focus distances with increasing d 0 .
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This is further illustrated in the following. We assume in this illustrative example a glass refraction index of n g = 1.5 and a water refraction index of n w = 1.335. The plot shows that changes in d 0 are much more significant than changes in d 1 , i.e., the distance of the camera to the 160 flat-pane window has a stronger effect than the thickness of the glass window. This effect is caused by a relatively small difference between the refraction index of glass (≈ 1.5) and the average water refraction index (≈ 1.33, (Roswell et al., 1976 )) compared to the more significant refraction on the glass-air interface. In To further motivate and illustrate this, Fig. 4 shows where the light rays in water cross the camera's optical axis for different values of d 0 . Each line on the graph corresponds to a different incident angle ranging from 0 to 35 degrees, i.e., a physical camera with a field of view of 70 degrees. It can be seen that 170 they never cross the same spot, but for some optimal d 0 , they are very close to intersecting in one point. To find this optimal value for some given parameters the following method is used. We implemented ray tracing based on the above formulation of the model. Then non-linear optimization is used to minimize the length of the section where light rays back-traced from the water intersect projecting the corner points to the image plane using the full physical model including refraction. This forward projection requires solving the twelve-degree polynomial introduced in (Agrawal et al., 2012) . This data is hence used to calibrate the camera as if it would be underwater. with nonlinear optimization. There may be applications were the distance of the physical camera to the flat-pane is quite large, e.g., when observing objects in an 215 aquarium and the physical camera needs to keep a significant clearance to the aquarium window for some reason. However, this scenario is very unrealistic for underwater cameras. Excessive housing sizes to allow for significant distances d 0 are neither necessary nor desirable for underwater applications.
Rectification Accuracy near the Calibration Distance for SVP
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The following simulation example is designed to illustrate that regardless of the setup parameters it is possible to get a reasonable approximation of the physical state with a standard SVP pinhole model, if the observed part of the scene is always observed from roughly the same distance D and the camera calibration was done at about the same distance, i.e., the calibration pattern 225 was moved underwater in front of the camera in also roughly the distance D.
This illustrates that, e.g., for mosaicking with a vehicle camera in a (roughly) fixed distance over ground, good rectification results with a pinhole model can be achieved if the calibration pattern was moved in water at roughly the same the errors caused by the SVP approximation can be neglected. The graph is not as smooth as may be expected, e.g., as in Fig. 3 , because the simulated patterns were not always in the optimal positions for calibration, e.g., they did not always cover the whole field of view of the camera -which is a very natural effect that can also be observed in real world conditions. is calibrated with 27 pattern poses spread around a point 2 m away from the camera (Fig. 8) . Then test points are generated again randomly but around a given distance from the camera and, using the same method as above, projected onto the image plane. The reprojection error against the point distance to the camera is shown in Fig. 9 .
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Figure 9: The reprojection error for a changing distance of observed points to the camera as an example that the SVP pinhole model performs well if the observed points are close to the distance in which the camera was calibrated with an SVP model. In this simulation example, the camera was calibrated with patterns around 2 m away from the camera (Fig.8) , which is exactly the distance were the reprojection error is minimal.
The pinhole model holds very well only around the distance of calibration.
This shows that for some specific applications, where minimizing d 0 is not possible, e.g., due to physical size of the lens as part of the camera subcomponent in the housing, the pinhole model can still be effectively used if the environment is observed from a known constant distance. As mentioned, one of the applica-245 tions fulfilling this assumption can be seabed mosaicking with constant altitude control of the observing AUV.
This effect can also be observed in (Kang et al., 2012) where the quality of Structure from Motion under an SVP model is investigated and good results are reported even for a larger distance of the camera to the window. The camera 250 rig used in the experiments leads to a constant distance between the camera and the investigated object, hence the effect illustrated in this subsection takes place.
The Pinax Model
Overview
255
Based on the previous considerations, we propose a system where a few setup assumptions are used to compensate for the refraction-based distortions of the image. Specifically, a transformation is computed to undistort and rectify the camera images. The resulting images can be directly used for example in stereo vision algorithms or for mosaicking to just name two examples.
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The following assumptions are made:
1. The distance d 0 between the glass and the center of projection is small and near the optimal spot d * 0 where the rays traced back from the water cross in a minimum focus section ∆x * .
4. The water refraction index is approximately known from tables, e.g., from 270 (Roswell et al., 1976) .
Fulfilling these assumptions allows to assume a pinhole model for the virtual camera and hence allows to model the refraction-based distortions very efficiently. It also makes it possible to omit any underwater calibration procedures.
The first assumption in the above list is of course by far the strongest and most 275 significant one. As motivated before, it is at least not unrealistic to assume that underwater housings are minimized for size and that hence the physical camera inside the housing is placed as closely as possible to the window. This assumption is also supported by the real world experiments presented later on.
In-Air Calibration
280
As a first step in our method, the physical camera p Cam is calibrated once in air, i.e., its intrinsic matrix p K is determined using any standard calibration process (Hartley & Zisserman, 2003 
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If the calibration of the physical camera was already done outside of the housing, e.g., by the manufacturer, it is of course perfectly fine to use that data.
The in-air calibration of the full underwater system is only an option that is very convenient to use for already existing complete camera systems. For high quality in-air calibration, the according tool in CamOdoCal (Heng et al. (2013, In an ideal scenario, the optimal distance d * 0 between the glass and the center of projection can be taken into account when designing a new underwater camera. More precisely, the optimal distance Using p d * 0 in a camera design is as mentioned the ideal scenario and we only include its computation here for the sake of completeness. In most application cases, the underwater camera is an off-the-shelf system or an already finished design, respectively other design constraints on the housing or the physical 310 camera/lens components may apply. But we consider it safe to assume that for any typical underwater housing the real distancep d 0 is sufficiently close to p d * 0 . As illustrated in Tab. 1, p d * 0 tends to be in the order of a few millimeters and less. At the same time, the physical length of lenses tends to be in the order of their focal lengths, i.e., the center of projection tends to be at the front-end of The main conclusion from the assumptions in Sec. 3.1, especially from assumption 1 about the distance of the physical camera to the window, is that a pinhole camera model can be used for the virtual camera model with a negligible error. Concretely, we exploit this insight by defining a virtual pinax plane 325 p pa = (d pa , n pa ) that is assumed to be at distance d pa in the scene with a normal vector n pa that is parallel to the camera axis. The distance d pa is set fixed to 5m as this is considered a typical viewing distance; but as discussed below, the exact value is of minor interest as points on pinax planes at different distances behave similar due to the virtual pinhole camera property that pinhole camera model with no lens distortion, this is:
In order to find the point q 1 (point corresponding to m a , expressed in coordinate frame z 1 , z 2 ) as shown in figure 10 (compare also figure 1) , the twelfth- 
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(k
where
let M be an associative array
Algorithm 1: Creating correction maps in the Pinax Model (compare Fig.   11 ).
The method solving this polynomial to find q 1 is referenced with the subroutine solve12thDegPoly() in Algorithm 1.
This procedure that combines a pinhole forward and an axial backward projection has to be computed only once and leads to an image transformation for 360 undistortion and rectification stored in a lookup table (compare Algorithm 1, 2 and Fig. 11 ). The main contribution in the context of the pinax model is of course Algorithm 1, i.e., the way the correction map is created, while Algorithm 2 is just the standard procedure for applying correction maps for rectification, which is included here for the sake of completeness.
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Let M be an associative container created with algorithm 1
Algorithm 2: Applying Pinax correction maps Figure 11 : Left: The map creation in the Pinax model that combines a projection from the virtual pinhole camera to the pinax plane (green ray) and back with an axial projection to the physical camera (blue ray). Right: The virtual (green) rays are good approximations of the physical rays (blue) once they cross from the glass panel into water -and the small d 0 assumption is fulfilled.
Numerical Error Analysis
Figure 12: Errors between the look up pixel value for the optimal * d 0 and the pinax plane distance of 5m and scene points that are at different distances than the pinax plane, respectively for which in addition d 0 deviates from the optimal * d 0 . Note that as long d 0 is close to * d 0 , the location of the point in the scene has no influence.
The essential assumption in our model is that the correction computed for points in the pinax plane also generalizes for other points in the scene. Furthermore, we postulate that minor variations ind 0 are negligible and that typical underwater cameras are already designed such that near optimal conditions are 370 fulfilled. Fig. 12 shows the maximum errors between look up pixel values for the optimal * d 0 and a pinax plane distance of 5m and scene points that are at different distances than the pinax plane, respectively if in addition d 0 deviates from the optimal * d 0 . i.e., if the air gap is small, the theoretical errors are even negligible considering 380 realistic camera parameters. It can also be noted that the error becomes smaller for larger distances of the scene points. The computation of the pinax correction map takes the refraction index of the water into account. It is important to note that even seemingly small 385 changes from a nominal value of n w = 1.34 have noticeable effects. Consider our standard example set-up in combination with the water refraction indexes n w = 1.33 and n w = 1.35, i.e., only about ±0.75% from the nominal value. In our experiments presented below, we simply use estimated salinity and 400 the related refraction indexes from tables (Roswell et al., 1976 ), which we found sufficiently precise to accommodate for the effects of changing water refraction indexes. Nevertheless, the exact water refraction index can also be computed from physical parameters, e.g., by using the formulas from Millard & Seaver (1990) or Quan & Fry (1995) . The predominant factors is the influence of 
The Role of Changes in the Water Refraction Index
Experiments and Results
Overview
415
In this section, we complement the previous theoretical discussions and nu- where the pinax model is compared to state of the art underwater calibration.
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The experiments are conducted with a Bumblebee XB3 with dual stereo, i.e., three monocular cameras at two different baselines, in a custom-made underwater housing and with a GoPro Hero3+ Black Edition stereo rig in a consumer housing from GoPro. The accuracy of underwater stereo computations on artificial checker-board patterns is used in the quantitative evaluations as a metric 440 of rectification accuracy.
Run-Times for Generating and Applying the Refraction Correction Maps
One of the strengths of the pinax model is its computational efficiency. The refraction correction is done via maps, i.e., simple look-up tables for image rectification which lead to very efficient operations very well suited for real-time performance. The computations of the maps themselves is also relatively fast and can be done just once offline. The following runtimes are benchmarked on a
Intel Core i7-3610QM CPU running at 2.3 GHz, i.e., a mobile CPU that is used in an embedded system suited for integration on robotic vehicles, respectively even within the camera system itself. The experiments are done once with 450 MATLAB R2014a on Windows 7 and once with the Robot Operating System (ROS) Hydro on Ubuntu 12.04. Note that no optimization is used, especially no parallelization is employed. Both the computation of the correction map itself as well as its application for rectification can be easily speeded up by parallel computation, e.g., through multithreaded or CUDA programming if 455 higher processing speeds are required. Each pinax correction map depends -in addition to the in-air calibration map of the underlying physical camera -on the water refraction index, i.e., especially salinity. In the experiments reported later on, only two different correction maps are used across a wide range of different field experiments, namely one for salty 465 water and one for sweet water. As discussed in more detail in the according sections, we found two maps to be sufficient. But for even more accurate image rectifications, it is possible to use a CTD sensor to determine the salinity of the water directly at the location of the mission, respectively even during the mission if the salinity changes. This then allows to either instantaneously switch 470 between several pre-computed maps, respectively to even compute a perfectly fitting map online, which takes in the order of at most a few minutes under ROS.
The underlying algorithm is also well suited for parallel computation allowing faster processing if needed through multithreading or CUDA programming. perform an image rectification, for different cameras, respectively image resolutions. The computation is just a look-up operation and hence very fast and very well suited for real-time operation. The underlying algorithm is again also well suited for parallel computation; hence it is easy to further speed it up if necessary through multithreading or CUDA programming. 
Qualitative Results
In this section, we report qualitative results with a range of different underwater camera systems that illustrate the usefulness of the method introduced in this article for real world applications. Tab. 4 gives an overview of seven different systems where the pinax-model was used on, i.e., the cameras in each 485 system were calibrated just once in air and the pinax correction tables were used for rectification of the images. The correction tables were computed with two different refraction indices, namely n w = 1.333 for sweet water, respectively n w = 1.342 for salty water. Depending on the environment conditions, e.g., experiments in a pool or lake, respectively in the sea, the according map 490 show following main three qualitative results that are interesting for applying the method introduced in this article in real world applications:
1. In-air calibration of underwater cameras with the pinax model is applicable to a range of systems and environment conditions. We applied the method to seven different systems used in different environment conditions. The 510 cameras and housings were from various 3rd parties. In each case, inair calibration with the pinax model was successful and lead to (at least)
qualitatively comparable results to underwater calibration which was the previous state of practice for the systems.
2. The quality of the in-air calibration matters. The pinax-model allows for 515 convenient in-air calibration that only has to be done once. The final result of the rectification is significantly influenced by the quality of this calibration.
3. The water refraction index, especially due to salinity, matters but to a lesser extent. Ignoring the influence of the changes in refraction of water 520 due to environmental parameters, especially in form of salinity, leads to a degradation in accuracy in the rectification.
Regarding aspect 1., the pinax model was successfully used on all seven systems. The in-air calibration and the related image rectification lead to high quality results in all cases as indicated by the density of the 3D point clouds The point cloud P C c shown on the right was generated in seawater by system 2 (Bumblebee XB3 (IST) with U.Zagreb housing) using our method with the proper factory in-air calibration file as input and our standard salt-water refrac-540 tion estimation. The resulting point cloud density ∇P C c provides a comparison baseline for a simple illustrative example.
The point cloud P C a shown on the left uses the factory in-air calibration and that 3. the salinity has an influence ( b) compared to c) ).
file from exactly the same type of camera, namely the Bumblebee XB3 owned by Jacobs with identical (nominal) parameters as the one owned by IST, and 545 which is mounted in the same type of housing, namely the design by U.Zagreb.
The proper salt-water refraction index is used. Nevertheless, the point cloud density ∇P C a is just 19.7% of the density ∇P C c . So, no correspondences can be found for a significant portion of the pixels in both images, i.e., the necessary epipolar constraint for stereo vision does not hold, respectively the rectification 550 process is highly unsuccessful in this case.
The point cloud P C b shown in the center uses the correct factory in-air calibration file of this specific camera instance. But our standard sweet-water refraction index is here used in the pinax model though the data is collected in seawater. The point cloud density ∇P C b degrades therefore to 93.2% of 555 the density ∇P C c in this example. It can be noticed that there is especially missing data at the sides of the point cloud, which is consistent with what is to be expected when the rectification quality degrades. The distortion effects due to refraction are most pronounced at the sides of the stereo images, hence violations of the epipolar constraint due to degraded rectification start taking 560 effect from there.
Quantitative Evaluation of the Pinax Accuracy
The numerical analysis of the pinax model as well as the qualitative experiences in the field indicate that it leads to very accurate calibration and rectification results. This is now further substantiated with quantitative eval-565 uations of real cameras, namely a Bumblebee XB3 (Tab. 4, system 1) and a stereo rig consisting of two GoPro Hero3+ Black Edition (Tab. 4, system 7).
Both systems are quite different and provide two interesting test cases. The Bumblebee XB3 features three monocular cameras. This allows stereo processing with a short and with a wide baseline (Fig. 19) . The GoPro stereo 570 system consist of a standard set-up with two cameras (Fig. 20) . There are hence five monocular cameras in total that are calibrated and rectified with the pinax model in the following experiments.
As it is difficult or even impossible to acquire ground truth data of natural underwater environments, the analysis is based on artificial checkerboard 575 patterns where the exact distance between the black and the white fields is accurately known. For the quantitative evaluations, the stereo systems are placed in a pool in which sweet, respectively salt water is filled. The checkerboard pattern is then moved at different distances within the field of view of each camera. Stereo processing is conducted for each sequence of images acquired 580 at the different distances. The metric stereo estimates of the distances between the checkerboard markers are finally compared to the ground truth distances, thus providing an error metric for the rectification accuracy.
Four different methods for calibration and rectification are evaluated, namely:
• standard in-air calibration and rectification with a pin-hole model
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• state of the art underwater calibration with a correct water refraction index (WRI), i.e., the calibration is performed in-situ in water at exactly the same salinity conditions as the recording of the evaluation data that is then rectified
• state of the art underwater calibration with a wrong WRI, i.e., the calibra-590 tion is performed in a sweet water pool while the recording of the rectified evaluation data is done in salty water
• pinax in-air calibration and rectification under arbitrary but roughly known (sweet or salty) water conditions Fig. 21 shows the results of the evaluations on the three different stereo set-595 ups. All errors are normalized, i.e., they are plotted as percent of the known, measured distance between checkerboard markers. For the GoPro test sequence, the evaluation of the in-air calibration is omitted as its rectification is performing so poorly that stereo processing is not possible anymore (Fig. 22) . Also in the case of the two Bumblebee XB3 set-ups, stereo processing for several results with the in-air calibration. These cases would have accordingly lead to significant metric errors; the reported average errors for the in-air calibration are hence a very optimistic, best case estimates.
It can be seen that this quantitative evaluation supports the previous numer-605 ical and qualitative observations. The pinax calibration and rectification leads in all cases to superior results. Most importantly, the errors are significantly smaller than using the state of the art underwater calibration. In addition, pinax calibration is much more conviently to use as it is based on in-air calibration. The experiments also show that the salinity matters, i.e., if state of the 610 art underwater calibration is for example done in a sweet water pool and the camera is used in the sea, the rectification quality degrades. The pinax model takes the possible changes of the water salinity into account and is hence not affected by this.
Conclusions
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In this article, the pinax model for calibration and rectification of underwater cameras in flat-pane housings was introduced. Its water/window refraction correction was derived from an analysis of the axial camera model for underwa-ter cameras, which is among others computationally hard to tackle. Therefore, realistic constraints on the distance of the camera to the window are used in the greb for providing the underwater camera housing used in the experiments with a BumblebeeXB3 as part of the quantitative analysis of our method as well as in qualitative trials of the method on several vehicles in different application scenarios under varying environment conditions. We also thank in this context the University of Zagreb for tests of the system on their AUV "Buddy" and 650 the Consiglio Nazionale delle Ricerche (CNR) for trials on the ROV "Artu".
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