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That matrices of relations also obey the rules of relation algebra is well known. When the
powerset ordering is considered, partialities may be conceived as lattice-continuous map-
pings — corresponding to existential images which are often studied independently. A par-
tiality is suited to describe progress of yet partial information or availability. This has already
been presented in Schmidt (2006) [11]. Matrices of partialities will considerably improve
the possibility to study non-strictness, streams, partial evaluation, and net properties in a
compact relation-algebraic form. They seem, however, to lead inevitably to some borderline
cases as the Boolean lattice IB0 and row-less matrices. It will be shown how these can be
fruitfully applied concerning constructions with temporarily non-connected relation alge-
bras.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
It was a much-remembered achievement of mankind when in Indian mathematics the concept of “0” was introduced.
Since this point in time, one was able to use number representations by position that greatly enhanced computational
abilities. However, one had also to tolerate several not immediately intuitive agreements such as 0 ! = 1 for the factorial
function, or 20 = 1. Far from trying to measure up with this ancient achievement, we will here experiment with something
similar.
Whenwe study row- aswell as column-less relations as similar borderline cases, we have certain aims inmind. Observing
very big systems in full detail is principally impossible. We should not pretend to be able to snapshot the global telephone
net, e.g. What we may be able to achieve is getting snapshots of rather small parts of a big system while ignoring the rest
or temporarily ignoring connections with the rest. These observable parts are usually not fixed in advance, may vary over
time, and observation of one and the same part may not proceed continuously and may be taken up again later.
The aim of this paper, which is a considerable extension of [12], is to investigate the interplay between relations and
partialities, the latter based on its first part [11]. For reasons of space we cannot present all the details of the applications
envisaged and restrict to the following hint on synoptic regions.
2. Synoptic regions
We assume that a part of a system is identified, its connections to the rest are cut off in order to be able to observe it or
to work on it. When we manage to single out such a region and to handle it in full detail, we will call it a synoptic region.
After working or observing has taken place, it is re-connected again. So we have a situation that has often been described
operationally with semaphores, Petri nets, or commit/rollback structures in data bases. One may also think of a leaking
E-mail address: gunther.schmidt@unibw.de
1567-8326/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jlap.2012.05.005
G. Schmidt / Journal of Logic and Algebraic Programming 81 (2012) 660–679 661
Fig. 2.1. Synoptic regions.
hot-water pipe in a heating system to be repaired: The plumber will look for positions around the leak and will deep-freeze
these points during repair. Such synoptic regions will in retrospect often overlap. Observed locally, however, every itemwill
be set out to a linear stream of (local) time of belonging to varying synoptic regions.
The important point to observe is that the transactions taking place in these regions leave their marks when terminated
so that potential later transactions in the same or in overlapping regions find these and start from such results. It is thus
important that we learn to work with only temporarily cooperating regions. In particular, we have to invent some measure
to cope with being non-connected.
We start giving a rather informal and naïve idea of overlapping synoptic regions. Regions A, C of Fig. 2.1 may work com-
pletely independently. Should also B be observed, there are many conceivable local executing sequences in the overlapping
parts. The loops indicatewhere (relational) operationsmay then take place andwhere results of such actions are left asmarks
in the intersections. For A, transactions in C will be hidden transactions in the sense of π-calculus, e.g. While in π-calculus,
they are just hidden, we here aim at propagating their effects as via the — also local — charts of atlases in algebraic topology.
With synoptic regionsweaimat adeeper conceptbehind,whichallowsadetailedanalysis of strictness andnon-strictness.
Fully observable snapshots or transactions may only take place in synoptic regions.
But howdowemanage to combine this elegantly in relation-algebraic formnot using total observation? Canwemaintain
relation algebra even in this case of being non-connected?
It is a different topic to discuss how synoptic regions are singled out temporarily. When semaphores have been used
in earlier programming concepts, it was understood that they would be handled appropriately on the compiler level. In
other cases, one will use differently advanced technologies working in microseconds as opposed to milliseconds. Scaling
down observational devices is a sliding process. Concerning orders of magnitude, we started at milli, have passed micro,
are currently at nano for electronic devices. Cutting out is assumed to occur in the significantly faster mode of the two,
guaranteeing non-interference.
3. Relation-algebraic preliminaries
Since we cannot present all the prerequisites on relation algebra, we give [13–15] as general references. We write R :
V −→ W if R is a relationwith source V and targetW , often conceived as a subset of V ×W . If the sets V andW are assumed
to be finite and ordered, and of sizem and n, respectively, wemay consider R as a Booleanmatrixwithm rows and n columns.
We assume the reader to be familiar with the basic operations on relations, namely RT (converse), R (negation), R ∪ S
(union), R ∩ S (intersection), and R ; S (composition), the predicate R ⊆ S (containment), and the special relations1 (empty
relation), (universal relation), and (identity relation).
In an already widely accepted way, we extend the Tarskian definition of a homogeneous relation algebra, and assume
that a heterogeneous relation algebra is a structure that
— is a category with respect to composition “ ; ” and identities ,
— has complete atomic Boolean lattices with ∪, ∩, , , ,⊆ as morphism sets,
— obeys rules for transposition in connection with the latter two that may be stated in either one of the following two
ways:
1 Suppressing source and target indices here.
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Dedekind R;S ∩ Q ⊆ (R ∩ Q;ST); (S ∩ RT;Q), or
Schröder R;S ⊆ Q ⇐⇒ RT;Q ⊆ S ⇐⇒ Q;ST ⊆ R.
Inverting composition with A;B ⊆ C ⇐⇒ A ⊆ C;BT =: C/B, residuals are introduced. Intersecting such residuals in
syq (R, S) := RT;S ∩ RT;S, the symmetric quotient syq (R, S) : W −→ Z of two relations R : V −→ W and S : V −→ Z is
defined.
Given an ordering relation E and some set, vector, or relation X , one may determine the least upper bound lub E(X) as
lub E(X) = ubd E(X) ∩ lbd E(ubd E(X)), where
ubd E(X) = ET;X, lbd E(Y) = E;Y
are sets of upper resp. lower bounds; see, e.g., [13–15]. According to [13, Definition 9.12], a relation E is a complete lattice
if lub E(X) is surjective for every X with which the term may be formed. Given a relation X , it is also possible to form
lubR E(X) := [ lub E(XT)]T, i.e., obtain the least upper bound row-wise. Once one has the concept of least upper bounds,
one may also write down the condition for (lattice-)continuity of a mapping f
fT;lub E(X) = lub E′(fT;X) for all X .
We will usemembership-relations ε : V −→ P(V) between a set V and its powerset P(V) or 2V which are characterized
algebraically via the symmetric quotient demanding
syq (ε, ε) ⊆ , syq (ε, X) is surjective for every relation X .
With a membership relation the powerset ordering on P(V) is easily described as  = εT;ε. Explicit examples will be
provided below.
We know from [13], Proposition 9.9, that least upper bounds in a complete lattice with order E may be expressed via the
symmetric quotient as
lub E(X) = syq (ET, ET;X),
which specializes in a powerset lattice with  = εT;ε to
lub(X) = syq (ε, ε;X).
We have sometimes to work row-wise; then we switch to
lubR(X) = [syq (ε, ε;XT)]T = syq (ε;XT, ε).
4. Two elementary constructions
We approach the study of synoptic regions with several construction techniques. The first construction will allow us to
conceive a step that happens in a region as just one homogeneous relation. This is visualized by the schema in Fig. 4.1.
In order to exclude any conceivable problems in such regards, everything is here assumed to be finite and non-empty.
We handle borderline cases only later.
4.1 Proposition. Let be given any heterogeneous relation algebra with object set O and morphism sets MORo,o′ in the case
o, o′ ∈ O. Assume further a mapping ϕ : M −→ O defined on some setM. Then the matrices of relations
R = [Rm,m′ ∈ MORϕ(m),ϕ(m′)]m,m′∈M
i.e., the matrices overM ×M with coefficients Rm,m′ ∈ MORϕ(m),ϕ(m′) if m,m′ ∈ M, form a homogeneous relation algebra
when operations are defined as[
R ∪MS]m,m′ := Rm,m′ ∪O Sm,m′[
R
M]
m,m′ := Rm,m′O
R ⊆M S :⇐⇒ Rm,m′ ⊆O Sm,m′ for all m,m′ ∈ M[
R ;M S
]
m,m′′ := supOm′∈M
{
Rm,m′ ;O Sm′,m′′
}
[
RTM
]
m,m′ := (Rm′,m)TO .
Proof. Based on the Boolean latticesMORo,o′ , the Boolean operations are executed point-wise and, thus, form a Boolean
lattice again. The monoid part is trivial as can be seen in[
(R;M S);M T
]
m,m′′ = supOm′∈M
{
(R;M S)m,m′ ;O Tm′,m′′
}
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Fig. 4.1. Homogeneous relation constructed from heterogeneous ones, using arbitrary elements of the respective morphism sets.
= supO
m′∈M{supOm◦∈M{Rm,m◦ ;O Sm◦,m′ };O Tm′,m′′ }
= . . . = [R;M (S;M T)]m,m′′
applying ∪O- and, thus, supO-distributivity of composition.
The task remains to prove the Schröder equivalences. For this, assume
R ;M S ⊆M T , i.e.,[
R ;M S
]
m,m′′ ⊆O
[
T
]
m,m′′
to hold for every pairm,m′′ ∈ M, which means by definition of composition
supO
m′∈M{Rm,m′ ;O Sm′,m′′ } ⊆O
[
T
]
m,m′′ .
Applying the definition of supO and the matrix-like definition, however, this brings
Rm,m′ ;O Sm′,m′′ ⊆O Tm,m′′
for every triplem,m′,m′′ ∈ M, so that owing to the Schröder rule in O
(Rm,m′)TO ;O Tm,m′′
O ⊆O Sm′,m′′O .
Applying the definition of the matrix operations and of the supremum, we get[
RTM ;M T
M]
m′,m′′ ⊆M
[
S
M]
m′,m′′ . 
One may wonder why the category O has been used and not just one category object with morphism set IB1 so as to
obtain normal matrix coefficients 1 , 0 . We will later indeed have to resort to different coefficient types.
An ‘inverse operation’ of this construction is also possible as the following proposition shows.
4.2 Proposition. Let be given the algebra of homogeneous relations 2X×X on X and consider in it an equivalence . As indicated
in Fig. 4.2, each class Di is injected (ιi : Di −→ X)1≤i≤n as subset into X, with n := |X|. It is possible to introduce therefrom a
heterogeneous relation algebra with operations directly based on the original ones as follows:
O := classes of X modulo ,
MORi,k := {A | A = ιi;R;ιTk for some R : X −→ X}.
Proof. The injections constitute an n-fold direct sum, cf. [13–15], and correspondingly satisfy
ιi;ι
T
i = , ιi;ιTk = in the case i=/ k, sup i ιTi ;ιi = , and  = sup i ιTi ; ;ιi
Employing these formulae, the other requirements are rather trivial in view of Fig. 4.2. 
Historically, researchers have preferred considering homogeneous relation algebras and introducing cylindric elements
in these, e.g. The present author has always used the other approach, i.e., starting from a heterogeneous relation algebra and
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Fig. 4.2. Equivalence and injections of its classes.
Fig. 5.1. Membership relation and powerset ordering for 2-, 1-, and 0-element set.
considering the above homogeneous construct as a natural outcome. For working with relations on a computer, this seems
adequate. It allows domain constructions without burdening these with non-finite models.
5. Row- resp. column-less relations
We now approach our goal from a completely different side and open another thread. To guide our intuition, we study in
Fig. 5.1 membership relations ε and their corresponding powerset orderings  = εT;ε for sets with 2, 1, and 0 elements.
For an empty set the set of all subsets is non-empty, which is resembled by the above relations. The “—” and “|” shall
indicate that there is no row resp. column. There exists, however, a row as well as a column for 0.
We trace the operations from n = εTn ;εn down to 0 := εT0 ;ε0. Source and target are easily determined, but one will
find it difficult to obtain this as a matrix product when n = 0. It is, however, not without sense: 0 is the left residual of ε0
with itself, meaning that it indicates where a column of ε0 is contained in a column or subset of ε0.
One should also consider the inductive definitions upwards. For the s, this means to put the respective smaller one at
positions (1, 1), (1, 2), (2, 2) and to insert an empty relation at position (2, 1). For the εs, it means to take the smaller one
twice horizontally and to insert half the time 0 s and half the time 1 s below.
If we consider representing a Boolean matrix by an array, and an array by a list of lists, then one will observe that it is
possible to represent εT0 as [[]], namely as amatrixwith one line containing no element, i.e., with no column. It is, however,
impossible to represent ε0 in this way. Even more difficult is it to include the row- and column-less relation discussed only
later.
On the other hand, there exist situations in which one may wish to extend the constructions of Section 4 smoothly to
these borderline cases. To give a first idea, we study a rather simple-minded example, investigating the interrelationship
between ε and  simultaneously for two disjoint and unrelated sets X and Y . If we try to model such non–connectedness of
X, Y with as coefficient in ε, meaning an area of 0 s, we get the situation of Fig. 5.2.
This would be fine with X, Y in the diagonal, however with disturbing terms =/ off diagonal. These in turn would
corrupt every higher construct built on top of it, such as forming least upper bounds lub to get crispness or checking for
continuity, or else the existential images of Section 6; but look ahead to the end of Section 11.
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Fig. 5.2. Attempting to model non-connectedness of X, Y with .
6. Existential images
The result in Proposition 4.1 is immediate for relations R ∈ MORo,o′ with o, o′ ∈ O interpreted with non-empty sets;
i.e., when all the borderline cases considered earlier are excluded. The question we try to answer next is to which extent
considering existential images will allow us to extend our imagination. It will in particular be observed that some of the
dubious row- or column-less relations have a reasonable counterpart as an existential image. We recall the definition and
refer to [2,4,13].
6.1 Definition. Given any relation R : X −→ Y together with membership relations ε : X −→ 2X and ε′ : Y −→ 2Y , we
define its existential image as
ϑ
R
:= syq (RT;ε, ε′) = εT;R;ε′ ∩ εT;R;ε′.
The existential image is known to be a (lattice-)continuous mapping with respect to the powerset orderings  = εT;ε.
It behaves nicely with respect to relational composition, being multiplicative and preserving identities:
ϑ
Q;R
= ϑ
Q
;ϑ
R
ϑ
X
= 2X .
The relation R may be re-obtained from ϑR as R = ε;ϑR;ε′T, (see [13]), but normally there exist many relations W
satisfying R = ε;W;ε′T, most notably W := εT;R;ε′. Furthermore, it is known that the existential image and the original
relation always simulate each other via ε, ε′:
εT;R = ϑ
R
;ε′T ε′T;RT = ϑ
RT
;εT.
As long as there are no empty rows or columns, this is well known. However, we are approaching the borderline cases
in the constructions that follow. Does this smoothly extend to these? To study this, we first recall a very small but not yet
borderline example in Fig. 6.1.
It is obviously interesting to which extent this behavior scales down to the row- and/or column-less relations mentioned
earlier. With Fig. 6.2, we study a row-less relation in a similar fashion.
We have a more detailed look at εT;R = ϑ
R
;ε′T of Fig. 6.2 in Fig. 6.3. While the left product looks funny, the right one is
fairly normal.
We observe finally the small but totally normal looking ϑ
R
and ϑ
RT of a row- as well as column-less relation in Fig. 6.4.
In all these cases, the existential image has been suited to serve as a substitute for the original relation R in as far as sim-
ulation was concerned. The lifting discussed later will execute this transition simultaneously in case of non-connectedness.
7. The 1-element Boolean lattice and non-connectedness
To cope with all this requires specific measures. Boolean lattices do not bring any problems when IBn is considered with
n > 0. We are familiar with IB1 = {True, False} or, denoted differently, IB1 = { 1 , 0 } and with IB2 = {( 1 , 1 ),
( 1 , 0 ), ( 0 , 1 ), ( 0 , 0 )}. But what about the case n = 0 where IB0 has cardinality 1? In the classic text by Birkhoff
Fig. 6.1. R and ϑR simulate each other via memberships ε, ε
′; similarly for RT, ϑ
RT .
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Fig. 6.2. Simulation with existential image of a row-less relation.
Fig. 6.3. Visible ϑR simulating row-less relation.
Fig. 6.4. A row- and column-less relation with normal-looking existential image.
[3] it is not explicitly demanded that least and greatest elements be different: “A Boolean lattice … by definition … must
contain universal bounds O and I”. With coincidence O = I, this would normally become completely uninteresting, so that
it is not mentioned more explicitly by Birkhoff that O=/ I is required.
In order to use it for the borderline cases, we expressly admit the Boolean lattice IB0 and make clear that one has
to be extremely careful introducing a specific denotation for its only element IB0 = {◦1}. All Boolean operations, union,
intersection, implication, negation will always result in ◦1. The question to answer is whether this makes any sense. It
is definitely uninteresting for its own. But when matrices with such coefficients — among others — are built, it may be
expected that they serve as appropriate ‘adapters’, most notably when integrated in more advanced constructions. First, we
take a look at a very primitive construction.
7.1 Proposition. The following is a heterogeneous relation algebra:
• Two category objects called X0, X1 with morphism sets as follows
— MOR00 := {◦100}, MOR01 := {◦101},
MOR10 := {◦110}, MOR11 := {◦111},
— forming Boolean lattices that are all isomorphic to IB0,
— with identities ◦100 on X0 and ◦111 on X1 and composition defined as
• Transposition shall result in ◦1 throughout — however with suitably exchanging source and target, which means exchanging
indices.
G. Schmidt / Journal of Logic and Algebraic Programming 81 (2012) 660–679 667
Proposition 7.1 had two category objects, both with 1-element sets of relations on and between these containing just ◦1. It is
more interesting to combine the traditional with the new and unusual relations. Therefore, we provide in Proposition 7.2 a
morphism setMOR11 with two elements 11, 1.
7.2 Proposition. The following is a heterogeneous relation algebra:
• Two category objects called X0, X1 with morphism sets as follows
— MOR00 := {◦100}, MOR01 := {◦101},
MOR10 := {◦110}, MOR11 := { 11, 1},
— forming Boolean lattices isomorphic to IB0, IB0, IB0, IB1, respectively,
— with identities ◦100 on X0 and 1 on X1 and composition defined as
• Transposition shall preserve the letters ◦1, , throughout and exchange source and target indices. Furthermore, T1 = 1.
Proof. Associativity is simple: Whenever an element ◦1ik is involved in composition, the result is either 11 or the only
element available, i.e., ◦100, ◦101 or ◦110, respectively. To prove the Schröder or the Dedekind rule is trivial. 
The author is aware that the homogeneous counterparts of the tiny relation algebras mentioned are far from being new.
They are at least contained in early work of Peter Jipsen with Roger Maddux, about which the author has been told; one will
find them also in [5], and then in [6,7]. We consider them here concerning their rôle in further constructions.
The relation algebra of Proposition 7.2 is certainly non-uniform—meaning that the product ◦110 ;◦101 of two universal relations
is 11 which is unequal to the universal relation 11 on X1.
Now we combine two homogeneous relation algebras (in the classical sense) into a heterogeneous one so as to have “no
connection” between its parts, but in a way that facilitates the higher constructs already mentioned. This has — without
success — already been attempted in Fig. 5.2.
7.3 Proposition. Let be given any two sets X, Y together with all the relations R : X −→ X and S : Y −→ Y considered as
morphism setsMORXX andMORYY , respectively. Define further two one-element morphism sets
MORXY := {◦1XY } and MORYX := {◦1YX}.
Then the following is a heterogeneous relation algebra:
• Two category objects called X, Y with morphism sets as defined above
— forming Boolean lattices isomorphic to IBX×X , IBY×Y , resp. IB0,
— with identities X, Y on X, Y and composition based on◦1XY ;◦1YX = XX and ◦1YX ;◦1XY = YY
A;◦1XY = ◦1XY for all relations A : X −→ X
B;◦1YX = ◦1YX for all relations B : Y −→ Y◦1XY ;C = ◦1XY for all relations C : Y −→ Y◦1YX ;D = ◦1YX for all relations D : X −→ X• Transposition shall be transposition restricted to IBX×X and IBY×Y , together with ◦1TXY = ◦1YX and ◦1TYX = ◦1XY .
Proof. Associativity restricted to the inner of IBX×X , or IBY×Y , will obviously hold. Whenever ◦1XY , e.g., is involved, the result
is necessarily either ◦1XY , or XX . To prove the Schröder or the Dedekind rule is also trivial; either one is restricted to IBX×X
or IBY×Y , where it is satisfied, or one has to calculate the Dedekind rule, e.g., as
R;◦1XY ∩ ◦1XY = ◦1XY ,
but also
(R ∩ ◦1XY ;◦1TXY );(◦1XY ∩ RT;◦1XY ) = (R ∩ ◦1XY ;◦1YX);◦1XY = ◦1XY . 
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Fig. 7.1. The Tarski rule R=/ ⇒ ;R; = is violated.
Recalling Proposition 4.1 with ϕ(X) = X and ϕ(Y) = Y , this may also be visualized in a homogeneous relation algebra:
This says nothingmore than that both IBX×X and IBY×Y , considered independently, form a homogeneous relation algebra.
But this independent handling integrates algebraically in the concept of a heterogeneous relation algebra with the help of
the ◦1.
We may, of course, generalize this from 2 to any natural number n; here shown with n = 3.
In the presentation above, it may not become immediately clear that, e.g., R is a whole matrix, while each of the ◦1s is just
one element. Interpreting R somehow, it will look as follows, where every ◦1 is represented by an empty/white rectangle.
m
a
le
fe
m
a
le
♠ ♥ ♦ ♣ Wi
n
Lo
ss
D
ra
w
male
female
♠
♥
♦
♣
Win
Loss
Draw
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0
1 1
1 1 0 1
0 1 0 0
0 0 1 1
1 0 0 1
1 1 1
1 1 1
0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
There exist 22×2+4×4+3×3 = 229 such matrices forming a homogeneous relation algebra. The classical algebra with
Tarski rule satisfied would always have 2n×n.
7.4 Remark. Concerning the Tarski rule (see, e.g., [13, Proposition 8.21]), this new context allows an observation: By forming
;R; for an R=/ as follows, we do not obtain the universal relation . Instead, we get something containing the universal
relation in one part of the two non-connected components (see Fig. 7.1).
8. Direct sum and non-connectedness
There is another way of formulating ideas like Proposition 7.3 remembering the direct sum construct. We recall the laws
of a direct sum from [13–15]:
ι;ιT = , κ ;κT = , ιT;ι ∪ κT;κ = , ι;κT = .
In combinationwith◦1,weconstruct ahomogeneous relationalgebra inwhichwesubsume to these lawswhenpostulating
ι;κT = ◦1 (see Fig. 8.1).
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Fig. 8.1. Sum-like construct for non-connected items.
8.1 Proposition. Let again be given the two sets X, Y together with all the relations R : X −→ X and S : Y −→ Y. In addition
consider the direct sum X + Y of these sets. The following homogeneous relation algebra is constructed with morphisms indicated
as
X Y X+Y
X
Y
X + Y
⎛
⎜⎜⎜⎝
A B;ι
C D;κ
ιT;E κT;F ιT;G;ι ∪ κT;H;κ
⎞
⎟⎟⎟⎠
— For morphisms indexed 1,2, Boolean operations (here by example only for union and negation) are declared element-wise.
X Y X+Y
X
Y
X + Y
⎛
⎜⎜⎜⎝
A1 ∪ A2 (B1 ∪ B2);ι
C1 ∪ C2 (D1 ∪ D2);κ
ιT;(E1 ∪ E2) κT;(F1 ∪ F2) ιT;(G1 ∪ G2);ι ∪ κT;(H1 ∪ H2);κ
⎞
⎟⎟⎟⎠
X Y X+Y
X
Y
X + Y
⎛
⎜⎜⎜⎝
A B;ι
C D;κ
ιT;E κT;F ιT;G;ι ∪ κT;H;κ
⎞
⎟⎟⎟⎠
— composition of morphisms indexed 1,2 is based solely on the laws of a direct sum, amended by ◦1X,Y ;κ = X,X+Y , ◦1Y,X ;ι =
Y,X+Y and shall result in
X Y X+Y
X
Y
X+Y
⎛
⎜⎜⎜⎜⎝
A1;A2 ∪ B1;E2 (A1;B2 ∪ B1;G2);ι
C1;C2 ∪ D1;F2 (C1;D2 ∪ D1;H2);κ
ιT;(E1;A2 ∪ G1;E2) κT;(F1;C2 ∪ H1;F2) ι
T;(E1;B2 ∪ G1;G2);ι∪ κT;(F1;D2 ∪ H1;H2);κ
⎞
⎟⎟⎟⎟⎠
— identity
X Y X+Y
X
Y
X + Y
⎛
⎜⎜⎜⎝
X X,X ;ι
Y Y,Y ;κ
ιT; X,X κ
T; Y,Y ι
T;ι ∪ κT;κ
⎞
⎟⎟⎟⎠
— converse
X Y X+Y
X
Y
X + Y
⎛
⎜⎜⎜⎝
AT ET;ι
CT FT;κ
ιT;BT κT;DT ιT;GT;ι ∪ κT;HT;κ
⎞
⎟⎟⎟⎠
This definition results in a homogeneous relation algebra.
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Fig. 8.2. Injections of direct sum as opposed to non-connected sum.
Proof. The Boolean lattice properties rest mainly on ∪-distributivity of relational composition and ∩-distributivity with
regard to composition of injective relations from the right side. The properties of ◦1 have already been studied earlier. One
should recall that here ιT;E = ιT;E; see Fig. 8.2.
The semigroup property is relatively easy to demonstrate by executing matrix composition. It remains, thus, to convince
ourselves concerning the Schröder- or Dedekind rule. There are only seven of the nine matrix positions to investigate.
A1;A2 ∪ B1;E2 ⊆ A3 (1,1)
(A1;B2 ∪ B1;G2);ι ⊆ B3;ι (1,3)
C1;C2 ∪ D1;F2 ⊆ C3 (2,2)
(C1;D2 ∪ D1;H2);κ ⊆ D3;κ (2,4)
ιT;(E1;A2 ∪ G1;E2) ⊆ ιT;E3 (3,1)
κT;(F1;C2 ∪ H1;F2) ⊆ κT;F3 (3,2)
ιT;(E1;B2 ∪ G1;G2);ι ∪ κT;(F1;D2 ∪ H1;H2);κ ⊆ ιT;G3;ι ∪ κT;H3;κ (3,3)
We sketch the proof of positions (1,1) and (1,3):
(1,1) ⇒ A1;A2 ⊆ A3 ⇐⇒ AT1 ;A3 ⊆ A2
ι;(3,1) ⇒ E1;A2 ⊆ E3 ⇐⇒ ET1 ;E3 ⊆ A2
(1,3);ιT ⇒ A1;B2 ⊆ B3 ⇐⇒ AT1 ;B3 ⊆ B2
ι;(3,3);ιT ⇒ E1;B2 ⊆ G3 ⇐⇒ ET1 ;G3 ⊆ B2 
The following point should not escape our attention: Looking at Fig. 8.2, we see that ιT;ι ∪ κT;κ has white space blocks
(corresponding to ◦1) outside the diagonal and ι;κT indeed evaluates completely to ◦1.
A short look at cardinalities shows that indeed something different has been built. Assume |X| = 2 and |Y | = 3. Then
|X| + |Y | + |X + Y | = 10 giving 2100 relations for the normally connected direct sum. Here, we have only 252; these stem
from the arbitrary choice of the four 2 × 2-matrices A, B, E, G and the four 3 × 3-matrices C,D, F,H in Proposition 8.1:(
24
)4 · (29)4 = 252.
Forming the sum may later bring the situation that elements may have different partiality lattices; this will not least
occur for lifted (atomic) elements besides lifted pairs.
9. Atomized lifting of a set
When trying something similar for thedirect product,we face the situation that a corresponding attempt, in the axiomatic
formulation
πT;π = , ρT;ρ = , π ;πT ∩ ρ;ρT = , πT;ρ = ,
with π, ρ the projections to the first resp. second component, fails. It is burdened with the unsharpness situation, namely
the fact that only containment can be proved in pointfree fashion
(π ;R;π ′T ∩ ρ;S;ρ′T);(π ′;P;π ′′T ∩ ρ′;Q ;ρ′′T) ⊆ (π ;R;P;π ′′T ∩ ρ;S;Q ;ρ′′T)
and not equality. There exist small finite counter examples for not being equal, collected in [5]. An additional problem results
from
(π ;R;π ′T ∩ ρ;S;ρ′T);π ′ = π ;R ∩ ρ;S; ⊆ π ;R
(π ;R;π ′T ∩ ρ;S;ρ′T);ρ′ = ρ;S ∩ π ;R; ⊆ ρ;S,
meaning some sort of strictness with regard to the respective other component. This has quite often been remarked with
regret.
We will study this together with other points, namely partial availability and degrees of informedness. To start, let us
consider Fig. 9.1 focussing on one specific transaction of a Petri net. The dotted parts, i.e., the spectacles and the beard, are
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Fig. 9.1. Schema of a synoptic region for a transition of a Petri net.
intended to raise the imagination of all the surrounding parts of the Petri net. The large oval is a synoptic region that will
for firing temporarily be cut out or made non-connected with the rest using the techniques discussed so far.
The dotted ovals, considered as synoptic regions, may in an unpredictable way put marks on the places, or remove them.
At some point in time should the large synoptic region be cut out and look for availability, resp. non-availability of marks,
e.g., on the two places before the transaction. Availability of the jointmarking can no longer be conceived as an atomic entity.
Rather, it is thought of something that may be generated by entities of lower level, as, e.g., the pair of elementary objects
(x, y) is composed of the first and the second component. First, both marks may be missing which might be denoted as
(⊥,⊥) using the bottom notation⊥ to express that the respective component is (still or temporarily) unavailable.
Availability of the pair (x, y) could, however, also be (⊥, •) indicating that the second mark is available but the first is
not, or (•, •) indicating that both of them are. There is a natural way of dealingwith such a situation, namely speaking of the
degree of availability and introducing an ordering E or E, so that for instance (⊥,⊥)  (•,⊥)  (•, •). Such an ordering
is particularly important when working with projections π, ρ mentioned above.
While this Petri net consideration was directed to strict performance, we may also be interested in a non-strict way of
modeling with the chance for partial evaluation.
A matrix of matrices with a block diagonal consisting of normal s and all other positions filled with ◦1 or white space
shall be called an atomized identity. In many respects, it behaves like an . For examples see Fig. 9.2 and the lower right of
Fig. 10.5.
For the following, Fig. 9.2 gives an example with four times ε1 in the diagonal of relation λ.
9.1 Proposition.We consider a matrix λ of matrices with εs in the diagonal and ◦1 or white space in every field outside. Then λ
satisfies algebraic requirements compatible with those for a membership relation, namely
syq (λ, λ) ⊆ ,
syq (λ, X) is surjective for every X for which the construct is defined.
Proof. Every single ε in the diagonal works algebraically in the standard way; to this ◦1s are united, leaving the results
untouched. 
We first concentrate on atomic pieces of information with regard to the question whether they are available or not (and
disregard composite items for the moment — which will be more important). With λ, the given set X is first atomized; i.e.,
falls into |X| non-connected 1-element sets, considering them as an |X|-fold non-connected sum as discussed earlier. Then
it is lifted, allowing the atoms to be available or not (yet). We also introduce for the set X the derived construct E , the order
of information progress; see Fig. 9.2. While this would also work properly for ε2 and others, the strictness filter |S here is only
a first step and does not work for ε2; see Fig. 10.4.
Whether one is informed on one atom shall, thus, be completely unrelated to the fact that one is informed on some other;
this requires ◦1, resp. white space, in non-diagonal parts of the matrix. The constructs  = εT;ε and E = λT;λ are defined
in a similar way. With X↑ := E ∩ ET, we have, in addition, an atomized identity on the forth-coming X↑.
Not only  is an ordering, but also E . It seems necessary to convince the reader that the E is indeed reflexive, transitive
and antisymmetric. There would be no question in case all the white spaces were filled with 0 s. But also with coefficients
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Fig. 9.2. Lifting λ, atomized identity, availability ordering, and strictness filter.
◦1 taken from IB0, it is a model of the theory of orderings: It is reflexive since it certainly is when restricting to the diagonal
blocks. Antisymmetry holds along the diagonal blocks and also in the white space outside, since ◦1 is the joker that is zero
whenever necessary. It is also transitive since composing E;E reproduces the diagonal blocks regardless of all the coefficient
products that deliver ◦1 or white space, neutral when forming the union.
So far, this was not really astonishing. Surprising is, however, that the relation E is also a complete lattice. Considered in
the classical way, one would not be willing to consider four unrelated two-element orderings ⊥  • as a complete lattice.
Even worse is it to take, e.g., the 2-element set {♠•,♦⊥} and ask for a least upper bound element.
So let us abandon point-wise reasoning and switch to the pointfree algebraic form. Recall that according to [13, Def-
inition 9.12], a relation E is a complete lattice if lub E(X) is surjective for every X with which the term may be formed.
Remembering the definition of the least upper bound functional, it is now a simple — albeit tedious — task to find out that
surjectivity holds indeed. Surjectivity is here meant with the outcome 1 and not just using the joker property of ◦1. If we
assume X as an arbitrary column vector, XT = (a b c d e f g h) ∈ IB8, we will obtain the upper bound set ubd E(X), the lower
bound thereof, and finally the least upper bound lub E(X) shown in Fig. 9.3.
Regardless of how the eight Boolean values have been chosen, the rightmost vector — whenever interpreted — contains
four 1 sand is, thus, surjective.On theotherhandside, it isnot injective.Wetraditionallyexpect that (owing toantisymmetry)
least upper bounds are uniquely defined provided they exist, meaning for such a vector that only one 1 may show up. This
is, however, not part of the pointfree definition — just an observation afterwards.
9.2 Proposition. For any given finite set X (of atomic items) shall be introduced its lifting X↑. Using a lifting relation λ with |X|
relations ε1 in the diagonal, the following homogeneous relation algebra is constructed with morphisms described as
X X↑
X
X↑
(
A B;λ
λT;C λT;D;λ
)
.
— For morphisms indexed 1,2, union and intersection operations (here shown only for union) are declared element-wise
Fig. 9.3. Example of forming the least upper bound with partialities.
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X X↑
X
X↑
(
A1 ∪ A2 (B1 ∪ B2);λ
λT;(C1 ∪ C2) λT;(D1 ∪ D2);λ
)
— Negation is mainly declared element-wise, but needs a correcting term
X X↑
X
X↑
(
A B;λ
λT;C λT;D;λ
)
∩
X X↑
X
X↑
(
;λ
λT; λT; ;λ
)
.
— composition of morphisms indexed 1,2 shall result in
X X↑
X
X↑
⎛
⎝ A1;A2 ∪ B1;C2 (A1;B2 ∪ B1;D2);λ
λT;(C1;A2 ∪ D1;C2) λT;(C1;B2 ∪ D1;D2);λ
⎞
⎠,
— identity
X X↑
X
X↑
(
X X,X ;λ
λT; X,X λ
T;λ
)
, converse
X X↑
X
X↑
(
AT CT;λ
λT;BT λT;DT;λ
)
.
This definition results in a homogeneous relation algebra.
Proof. The Boolean part concerning union and intersection is immediate, because λ is demanded to be injective, and thus
multiplies distributively from the right side also for intersection. Negation is more difficult to handle. The standard formula
λT;C = λT;C ∩ λT; , e.g., shows how the rows and columns highlighted O in Fig. 9.4 are exempted from being negated.
It remains to prove the Dedekind rule or the Schröder equivalences. With moderate use of λ, this is greatly facilitated by
the regularity of the composition definition which is — apart from the λ — very close to the matrix product⎛
⎝A1 B1
C1 D1
⎞
⎠;
⎛
⎝A2 B2
C2 D2
⎞
⎠. 
With Fig. 9.4, we give an idea of this construction. The rows highlighted with O stem from λT; , e.g. The constituent
relations A, B, C,D are easily identified.
10. Lifting a relation
Now we will lift not just a set, but also a relation. This shall be done in analogy to the well-known lifting of a relation to
its existential image, however, with λ instead of ε.
10.1 Definition. For a given relation R : X −→ Y , we define as its lifting the construct R↑ = syq (RT;λX, λY ).
Fig. 9.4. Example for Proposition 9.2 on lifting with constituent relations A, B, C,D.
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Fig. 10.1. Lifting via the symmetric quotient.
The lifted version R↑ = syq (RT ;λ, λ′) of R may now be evaluated by column comparison of RT ;λ to λ′ resulting in R↑
as shown in Fig. 10.1, which is the same as R, however, with the type of coefficients changed. One will observe that the ◦1s,
resp. the white areas in the relation λ′ do not prevent the result R↑ to appear as a normal one.
When we recall that the symmetric quotient has been introduced in order to compare columns of relations, we should
now trace this verbal definition through what we have just done. We can see RT ;λ as well as λ′. Comparing columns of
the first to those of the latter was formerly an easy task when just 0 , 1 were involved. Now, however, we also have ◦1 —
or white space when representing it in a matrix of matrices. The comparison rule now consists of three items, taking into
account that ◦1 acquires the rôle of a joker which compares resulting in ◦1 with 1 as well as with 0 :
• In all pairs formed along columns i and k, at least one component is ◦1; this case shall deliver ◦1.
• There exist pairs with two “normal” coefficients.
– Comparing column i with column k delivers 0 whenever there exist “normal” coefficients 0 , 1 which disagree.
– Comparing column i with column k delivers 1 whenever all of the “normal” coefficients 0 , 1 agree.
It is also helpful to trace the forming of the symmetric quotient back to the definition (see Section 3), which means in
Fig. 10.3 to form and to evaluate with all the negations. This is tedious work, but clarifies the situation.
The illustration in Fig. 10.2 is inserted in order to make clear the difference between the two intimately related concepts
of an existential image and that of lifted relation so as to obtain a partiality. We start from the same relation R in the classical
sense.
We know from [11], that when lifting a relation to its existential image one will obtain a (lattice-)continuous mapping.
This, however, concerns coefficients in classical matrices. What about the lifted relations as, e.g. R↑? The representation of
R↑ in Fig. 10.2 does not give us the impression that it might be a mapping and even less, that it might be continuous. We
leave the proof by computation to the reader: Define f := R↑ and check the validity of the continuity (see Section 3) formula
for every X for which λ;X can be formed.
It has already been mentioned in Fig. 6.1, that the existential image ϑ
R
and the original relation R simulate each other as
is expressed by
εT;R = ϑ
R
;ε′T ε′T;RT = ϑ
RT
;εT.
Under classical circumstances hardly more can be hoped for. Multiplying ε′ resp. ε from the right will not bring much
better results, schematically shown in Fig. 10.4.
So much for the classical version of membership and products with its transpose. Now we study also the very similar
lifting relation λ, based on ε1, with ◦1 or white spaces.
Using this idea, we arrive at very helpful additional formulae for the mutual simulation of R and R↑, namely
R = λ;λT;R = λ;R↑ ; λ′T,
λT;R; λ′ = R↑ ; λ′T; λ′.
The construct
⌈
R
⌉ := R↑;λ′T;λ′ serves to extract the top values out of a partiality. It allows in addition to the simulation
λT;R = R↑ ; λ′T
also the isomorphism-like formula
λ;
⌈
R
⌉ = R;λ′.
In R↑ as well as in
⌈
R
⌉
of Fig. 10.6, the original relation is easily recognized as a schema.
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Fig. 10.2. Existential image in contrast to lifting.
Fig. 10.3. Evaluating the symmetric quotient.
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Fig. 10.4. Properties of the membership relation ε0, ε1, ε2.
Fig. 10.5. Properties of the lifting relation λ, based on ε1, for which ε1;ε
T
1 = = .
Fig. 10.6. Strict part of lifted relation.
Fig. 10.7. Possibly transacting when available/enabled.
The transition from R to
⌈
R
⌉
is accompanied by a change in the method of graph traversal. While in the traditional form
one will instantaneously ‘chase with the finger around diagram’, one has now the interplay between enabling (i.e., moving
up from ⊥ to • as shown in Fig. 10.7) and transacting: One is no earlier allowed to move up a connection until its starting
vertex has been moved up from ⊥ to •. This raises the question as to whether one is forced to. In general, being enabled
does not mean that one will always transact. One may, in particular, act willfully, jumping from one synoptic region to the
other. Also for Petri nets, there is no prescribed sequence for the transactions; only the “being enabled to fire” is important.
In some sense, we have touched problems of the Grundlagenkrise ofMathematics during the first half of the 20th century,
that reigned already in harsh forms long before political instrumentalization led to further sharpening. Is there reason to
fight against the tertium non datur and should instead some intuitionistic ideas be followed? We now have indeed some
sort of a third possibility, namely unifying True and False. This would be absolutely uninteresting when considered only
for its own. We have, however, some relationship to the classical True, False because there is some categorical direction
combined with the ◦1 saying that in specific situations ◦1XY ;◦1YX = XX , e.g.
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Fig. 11.1. Lattice ordering E , atoms a, and e := a;E .
11. Lifting relations to partialities
It may seem to the reader that we have spent too much effort for a rather tiny step, namely lifting a “normal” relation
and finding then (lattice-)continuity etc. We have explained this bottom case in some detail, because the direct step to
partialities with many atoms would have been too hard. It will have become clear with the concept of an ordering, lattice,
and continuity already mentioned, that this directly extends to working with the following coefficients.
We here concentrate on the coefficient level only, because the λ-atomization has been sufficiently explained. While so
far we have been starting with λ and considered E as derived, we demonstrate the high degree of interrelationship going
here in the other direction, i.e., from E to λ, which is this time represented by C=.
We start with the 1 × 1-matrix of Boolean matrices E . To qualify a relation E to be a Boolean lattice, several constructs
have to be considered; see [11]:
D := E ∩ E ; F := E ∩ ;E N := DT;D ∩ F;FT
a := (E ;E ∩ E ; ∩ ;E);N e := a;E .
Obviously, D is that part of the ordering E which is restricted to rows representing elements strictly above the least
element. Analogously, F restricts the ordering to columns representing elements strictly below the greatest. With N, we
postulate that no common upper bounds are allowed except for the greatest element and no common lower bounds except
for the least. N, a,e will then describe negation, atoms as part of the diagonal, and membership; see Fig. 11.1.
11.1 Definition. E : X −→ X is a Boolean lattice ordering if the constructs mentioned satisfy
– E is an ordering
– N is a bijective mapping satisfying N;E = ET;N
– lub E(e) is surjective.
In Fig. 11.1, one will indeed identify — apart from several 0 -rows — the e as corresponding to λ and ε3. Based on such a
Boolean lattice E , we now recall from [11] the definition of an algebra of partialities.
11.2 Proposition. Let the Boolean lattice ordering E be given and consider the following set of lattice-continuous mappings
F := {f | f a mapping that satisfies fT;lub E(R) = lub E(fT;R)}
together with operations defined as follows
f unionsq g := lubR E(f ∪ g) f  g := glbR E(f ∪ g)
f– := syq (a;E ;fT;ET;a;E, a;E)
f  g : ⇐⇒ g ⊆ f ;E
f ; g := f ;g III :=
f∼ := syq (a;E ;f ;ET;a;E, a;E)
Then the set F , thus equipped with relational operations, constitutes a homogeneous relation algebra.
Following the initial idea, we can now specialize this result to the Boolean lattice IB0: We have E = (1) = N, D = F =
a = (0), i.e., no atoms and negation N = equals identity as a relation. The only continuous mapping is also f := (1)
which satisfies f– = f .
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In general, E does not belong to the algebra and will later serve as part of an ‘external arbiter’ in deciding crispness, for
instance. Of course, onewill wish to also define heterogeneous relation algebras in thisway, with orderings E in the diagonal.
When we proceed to a 2 × 2-matrix of Boolean matrices, the idea obviously scales up. Assuming EX, EY both to satisfy
the requirements of Definition 11.1, we obtain immediately
12. Conceivable applications
In principle, synoptic regions may be chosen arbitrarily, restricted to the technology at hand. More often, however, one
typically follows certain regimes on which we will have a very short look here.
Inhis seminal thesisof1962,C.A.Petriwas thefirst togivenotnecessarily linearexecution threadsadetailedconsideration.
With Fig. 9.1,we have already had a view in this direction. The synoptic regions are designed to consist of a transition together
with its predecessor vertices and its successor vertices.
The concept of the dining philosophers is alsowidely known. Here, the point is thatwe do not assume global observation;
i.e., we do not think of the n-tuple when n philosophers are dining. Instead, we think of the single philosopher with a view
to his left and his right fork to constitute a synoptic region.
There are lots of other regimes one may follow. In [8], a brief description of biological use of process calculi is given.
The calculi mentioned include a biochemical stochasticπ-calculus, BioAmbients, CCS-R, the κ-calculus, and Cardelli’s Brane
calculi. All these are tried out whenmodelingmetabolic networks, signaling pathways, or regulatory circuits. Onemay hope
that one or the other of the effects mentioned there may be successfully studied with our present approach.
Quantum computing means that the concept of state has to be paradigmatically reconsidered. States may coincide su-
perimposing each other. They are eventually being fixed by an observation. Effects such as uncertainty will occur, etc. The
theory of partialities seems to lend itself to be used in this context. Often tensor or Kronecker products have been proposed
to explain quantum effects. In particular with projectionsπ, ρ , we have been able to use partiality and to observe dispersion
which would be too much to be presented here, but it gave evidence that this approach deserves to be studied in detail.
Also pointfree correctness rules as the contraction theorem and the complement-expansion theorem of [9,10,14,15]may
further be used, promising important results. The author hopes that eventually also some catalytic applications will show
up in Chemistry, or applications for quasi crystals in Mineralogy.
13. Concluding remark
There is stillwork tobedone.Wearenow in aposition tohandle (temporarily) non-connected and separatelymanipulable
items in synoptic regions. We have shown an idea in which way crispness may be defined by the ‘external arbiter’ defined
via λ and the Boolean lattice ordering. In his work on Goguen categories [16], Michael Winter has elaborated that deciding
crispness cannot be achieved inside the algebra. For this we have, thus, offered a possible external means.
One effect has been surprising: When executing the examples in TituRel, most of the effort had to be spent for circum-
venting the traditional “built-in” Boolean values in a tricky way, while all the functions constructed above that level could
more or less stay unchanged. Sowhat has here been presented is not somuch a new theory, but amore general interpretation
of an existing theory.
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