I. INTRODUCTION
HE concept of vagal control of heart rate has, for genera-T tions, been based on the idea that vagal nerve impulses to the SA node occur in a relatively uniform pulse train which is slowly modulated by afferent neural input to the central nervous system. Several studies [1] - [6] have implicitly utilized this concept in either designing experiments and/or developing mathematical models of parasympathetic heartrate control. More recent experimental data, however, show that the response of the cardiac pacemaker to vagal activity depends on the particular phase of the cardiac cycle at which a neural impulse (or group of impulses) arrives at the SA node [7] - [10] . As a result of this phase-dependency, a number of phenomena may be observed in response to either repetitive, or single-burst, vagal stimulation patterns. To explain this in greater detail, consider Fig. l(a) and (b) where the temporal relationships between vagal and cardiac events for single-burst and repetitive stimulation patterns are shown. Here the initiation of vagal activity is represented, for example, by the pulse waveform v(t) representing the delivery of a single or multiple suprathreshold electrical stimuli to the right cervical vagus. The pulse waveform p(t) consists of a pulse train representing the occurrence of an atrial P-wave (this signal, easily obtained via an intracardiac catheter electrode system, indirectly reflects pacemaker activity).
That efferent vagal activity tends to be burst-like and clustered into certain phases of the cardiac cycle has been demonstrated in the literature [11] , [12] . It has also been demonstrated that a single stimulus applied to the carotid sinus nerve appears reflexly as a discrete burst of impulses in efferent cardiac vagal fibers [13] , [14] . This natural grouping of efferent vagal activity most probably reflects periodic stimulation of the baroreceptors by the arterial pulse wave and, as shown by Levy and Zieske [15] , the discharge of the cardiac pacemaker becomes synchronized with neural activity in the baroreceptor reflex arc.
As can be surmised from Fig. 1 , single-burst vagal stimulation is used to study the transient nature of the phasedependency of the cardiac pacemaker while repetitive-burst stimulation patterns, at various repetition rates, are used to study the steady-state characteristics of the SA nodal oscillator. In transient studies, the delay Sp of the onset of vagal stimulation [ Fig. 1(a) ] may be varied over the interval -p .<p <Po -p where Po is the control heart period and p is referred to as the "no effect" period (see Fig. 2 ). This period is attributed to vagal transmission delay, synaptic delays occurring at the parasympathetic ganglion and neuromuscular junctions within the SA node, and, to a large extent, the electrical refractory period of SA nodal cells undergoing excitation in a synchronous fashion. The data in Fig. 2 are plotted as the point set ('pI, P') for 1 = 1,2, * ,n. Here one will recall from Fig. 1 that the stimulus always lies in the region -p to PO -p where the origin is the boundary between periods PO and P1 . The procedure followed in constructing a pacemaker plot is to select a trial delay Spi for delivery of a single burst vagal stimulation. The resulting heart period PJ associated with this stimulus is recorded and sufficient time is allowed for the system to return to control values prior to application of another test stimulus at a different value of up. From Fig. 2 it is clear that as stimulus latency Spo is increased from zero the resulting heart periods (Pt) increase until a maximum (O'j) is reached. Beyond this maximum delay, rapid decreases in values of Pi occur until at sufficiently large spi, Pi =Po. The stimuli delivered in this "no effect" zone thus have no effect on the test heart period, but do, in fact, affect the following heart period P2. Similarly, test stimuli delivered prior to the beginning of test heart period PI [i.e., in the "no effect" zone (-p < p S 0) of the control heart period PO] will have an effect on PI , but not on PO.
Since a single vagal burst is capable of affecting the heart period for several successive heart periods [16] - [18] , transi- 5 stimulating pulses. The single stimulation burst is delivered with a delay p relative to the occurrence of the P-wave and the maximum delay of interest is P0, the control heart period. See, for example, [9] . Points a, b, and c are presented in the inhibition curve format in Fig. 3 .
ent information regarding the phasic relationship existing between heart period and stimulus latency, for several poststimulation heart periods, is frequently displayed in the form of an inhibition curve [16] , [17] . This curve represents the alignment of temporal sequences of heart period changes following single burst vagal stimulation with respect to the onset of stimulation. As one will note from Fig. 3 [17] . The ordinate, y, is discrete and defined by (1) and the abscissa is also discrete defined by (2) . The continuous curve shown is an approximation to all points contained in the point set defined by (1) and (2) . Points a, b, and c are presented in the pacemaker curve format in Fig. 2 In the case of repetitive asynchronous vagal stimulation as in Fig. l(b) , resulting heart period data are usually plotted versus stimulus interval Tv (see Fig. 4 vagal stimulations as a function of stimulus repetition period Tv (see [9] ). The continuous curve is an approximation to the discrete set for all points within this range of Tv.
II. MODEL DESCRIPTION
The general aspects of the vagally driven cardiac pacemaker system are shown in Fig. 5 wherein the SA node proper is considered as a population of cells capable of firing spontaneously and rhythmically in a nearly synchronous fashion.
Here fv (t) is vagal stimulation frequency, p(t) represents heart period, and fa(t) is an impressed -driving function producing induced effects on the nodal membrane potential analogous to those effects produced by the neurotransmitter Ach. The pacemaker potential of a representative SA nodal cell in this population is given qualitatively as the solution of a set of differential equations known as the Bonhoffer-Van der Pol (BVP) equations. Fitzhugh [23] has used these equations to describe qualitatively the single nerve action potential as well as repetitive neural firing. These ordinary differential equations are modified slightly for our purposes and mimic to a considerable extent the relaxation-oscillation behavior of the driven and undriven SA nodal cell.
The specific equations utilized in this study are essentially those used by Fitzhugh [23] 
f2(t) =K2 e-(t-T) -epk3 (t-T)] U(t -T).
The total driving function is therefore fat) =f (t) + W2f2(t) (8) where w2 is a nonlinear gain term. This second component represents an indirect effect on transmembrane potential that may be due to either neurotransmitters or the intrinsic electrical behavior of the nodal cell itself as suggested by Calaresu et al. [19] , [221. The forcing function realization is given in Fig. 6 and the model response to fa (t) is given in Fig. 7(b) .
The model was implemented on an EAI 680 analog computer. Time scaling, with capacitors reduced the control period of the nodal oscillator from 10 sec to 1 sec (see Fig. 7 ). All model parameters remained unchanged. The vagl stimulation, f3 (t) (see Fig. 5 Fig. 8(a) ]. In the case of synchronous stimulation, the P-wave of the atrial bipolar ECG was used to trigger an adjustable delay circuit that, in turn, triggered the gating wavetek square-wave generator. The result was a burst of 1, 3, or 5 stimulating pulses delivered to the vagus with a predetermined latency ep with respect to the P-wave. A pulse associated with the atrial P-wave was used to trigger an on-line data acquisition system [ Fig. 8(b) Ipi. Subsequently, the pacemaker curve (Fig. 2) could be displayed on the cathode ray tube of the PDP-12 as data were being gathered.
In the case of asynchronous stimulation, the vagus was driven in a burst format of 1, 3, or 5 impulses with an interstimulus period of 11 msec and a burst repetition period (Td) chosen in the range of Po/2 S T1, < 4Po where P0 is the control heart period. Applying this repetitive asynchronous stimulation, sufficient time (-I minute) was allowed for transients to decay prior to taking data on eight successive heart periods. The data acquisition system again allowed the experimenter to observe the averaged data in the form of a normalized heart period versus stimulus period plot on the CRT of the PDP-12 as data were taken. 
IV. RESULTS
The experimental results from dog #3, a typical sample for this experimental protocol, are included here. Data from the single-burst synchronous stimulation protocol are presented in terms of pacemaker curves Fig. 9 and inhibition curves Figs. 10 and 11. In Fig. 9 it can be clearly seen that increasing the number of pulses per burst (PPB) increases the magnitude of the pacemaker curve. As the number of pulses per burst increases, the peak of the primary wave of the inhibition curve also increases (Fig. 10) greater than left and, furthermore, appears to dominate the temporal course of the response to combined stimulation. In Fig. 12 the model output for 1, 3, and 5 PPB is compared with the experimental data of Fig. 10 ; the correspondence is quite good as one may observe. Good fits are also obtained to the pacemaker curve data of Fig. 9 as one would expect since there is a direct relationship between the initial portions of the inhibition curve and the pacemaker curve. The model parameters obtained from trial-and-error estimation of the inhibition curves (Fig. 10) for 1, 3 , and 5 PPB are given in Tables I and II . The nonlinear gain terms, w, and w2, are both 1 for parameters listed in Table II. The experimental results from asynchronous stimulation are presented in the form of average heart period versus interburst stimulus period, for bursts containing 1, 3, and 5 stimuli (Fig.  13 ). For 1 PPB there is a general inverse relationship exhibited between mean heart period and stimulus repetition period.
As the number of stimuli delivered per burst is increased this relationship undergoes considerable change and welldefined zones of entrainment at subharmonics and superhar- (5) and (8) are both 1. aWeighting coefficients w1 and w2 from (5) and (8) Fig . 13 . Steady-state nodal response as a result of continuous asynchronous vagal stimulation. The ordinate is the mean heart period increase obtained over eight consecutive heart periods normalized to the control period, and the abscissa is the inter-burst stimulus period normalized to the control period. The diagonal lines shown represent the locus of points where the stimulus period is exactly proportional to mean heart period.
monics of the fundamental (1:1) of the stimulus period appear giving this steady-state input-output characteristic of the node a sawtooth appearance. These data are in general agreement with that of Dong and Reitz [9] and Levy et al. [7] . Note that in an entrainment zone, decreasing stimulus period brings about a decreasing mean heart period or, equivalently, an increasing heart rate with increased vagal stimulation frequency; the paradoxical effect of vagal nerve stimulation on heart rate described Levy et al. [7] . The model output for asynchronous steady-state stimulation is given in Fig. 14 Fig. 13 .
linear gain terms w, and w2, respectively (see Fig. 6 ). The nonlinear gains act as a saturation effect on the forcing function which is particularly necessary in the case of f2 (t) which contains a relatively long time constant, 1/k2.
V. DIsCussION
The modified Bonhoeffer-Van der Pol (BVP) model used in this study adequately predicts the SA nodal response to both transient and steady-state vagal stimulation (Figs. 12 and  14) . The model is characterized by a set of third-order, nonhomogeneous nonlinear differential equations that differ from those used by Fitzhugh [23] by the addition of a third state variable X3 that has its main effect during the middle and latter portions of the diastolic phase of the pacemaker action potential [see Fig. 7(a) and (b) ] . In effect, the interaction of the xl and x2 variables produce the spike portion of the waveform, while the interaction of the x2 and X3 variables influence the interspike interval.
This concept is consistent with published voltage clamp data of Connor and Stevens [24] on isolated invertebrate pacemaker motoneurons (which may be considered somewhat analogous to pacemaker cells in the heart). Here the interaction of a sodium activation channel and a repolarizing potassium channel (gk ) produced the spike portion of the pacemaker waveform, while the interspike interval was characterized by the interaction of gk and a second operationally distinct potassium channel (gk ) acting in the laser portions of the interval. system of equations of relatively high order compared with the simple third-order model presented in this study. The model parameters (e.g., e, up, a, b) used in this study have little or no physiological significance, yet the questions asked of the model concern simply temporal information (namely, changes in the heart period). Changes in membrane potential waveform were of little concern in the present study and, clearly, if they were part of the modeling objective, the third-order BVP model would be considered a relatively poor model compared with the capability of a higher-order HodgkinHuxley (H-H) type model. The data used fo validate the H-H model, however, would be quite difficult to obtain (i.e., voltage-clamp studies on single SA nodal cells together with action potential data; the electrophysiological data utilized in this study consist of intraatrial ECG data and are adequate for heart period determination only). Weaver and Dong [35] have used a modified version of Noble's4 H-H model for the Purkinje fiber to characterize the electrical behavior of the SA nodal cell. The model consists of a set of fourth-order nonlinear ordinary differential equations requiring the specification of seven rather complex functions of membrane voltage, as well as other parameters. The approach is subsequently complicated in a numerical sense and, as previously stated, data do not exist to validate the model. In addition, the electrical characteristics of nodal pacemaker cells are quite different from other types of heart cells (such as atrial, Purkinje, or ventricular cells) and evidence exists5 to indicate that the model used by Weaver and Dong [25] would require some degree of modification if the modeling objective were to be accurate simulation of the excitable behavior of nodal (or atrial) cells. Therefore, it is our opinion that the modeling objectives of this study are "functional" in nature and do not warrant the increased complexity of a modified H-H type model.
The driving function fa in this study [equations (6)- (8)] consists of two distinct components, the first acting strongly to bring about the primary negative chronotropic effect seen in the inhibition curves, while the second component acts in a delayed fashion to bring about the second peak of negative chronotropic effect. Our experimental data indicate the presence of an acceleratory peak (below the abscissa) between the two peaks and the model results predict this behavior (Fig. 12) . Further, the experimental data presented in Fig.  10 indicate that as the number of vagal impulses per burst is increased, the primary peak amplitude increases, but the secondary peak amplitude remains essentially constant and is delayed more and more as the number of impulses/burst increase. Due to the difference in the behavior of the two negative chronotropic peaks to increasing numbers of vagal stimuli, we were unable to use the method of Iano, Levy, and Lee [8] for separating total vagal effect into negative and positive components. This technique defines the positive chronotropic effect as the amount of divergence of the actual 4See [26] . 5See, for example, Noble et al. [27] , [28] , Conner and Stevens [24] , and the model of Rougier et al. [29] for the frog atrial action potential.
time course of the inhibition curve from a hypothetical time course that consists of the initial negative peak of the inhibition curve data, followed by a single or double exponential decay. The method is illustrated in Fig. 4 of [81 and consists of replotting the exponential data on semilog paper, linearly extrapolating the secondary portion of the inhibition curve to the logarithmic peak of the primary waveform and then subtracting points below this line to ultimately construct the positive component of vagal effect. In our studies, the secondary peak frequently did not extrapolate backwards in time to the positive peak and we therefore abandoned the method in favor of the two negative component driving functions used in this study.
The negative-positive driving function concept of lano, Levy, and Lee is very attractive in terms of some of the current hypotheses attempting to explain the acceleratory phase of the inhibition, as well as other phenomena such as postvagal tachycardia. Various theories propose that these effects are produced by sympathetic postganglionic fibers in the vagus, by active parasympathetic fibers secondarily discharging sympathetic nerve terminal endings or exciting chromaffin cells in the nodal area, etc. Burke and Calaresu [22] and Chess and Calaresu [19] propose, however, that such acceleratory behavior is not mediated by sympathetic mechanisms, but is related to inherent regulatory mechanisms within the cell. Our experimental and theoretical results would tend to agree with those of Calaresu et al. [19] , [221; however, further quantitative investigation must be carried out.
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