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Reversible Joint Hilbert and Linear Canonical
Transform Without Distortion
Soo-Chang Pei, Fellow, IEEE, and Shih-Gu Huang
Abstract—Generalized analytic signal associated with the lin-
ear canonical transform (LCT) was proposed recently [1]. How-
ever, most real signals, especially for baseband real signals, cannot
be perfectly recovered from their generalized analytic signals.
Therefore, in this paper, the conventional Hilbert transform (HT)
and analytic signal associated with the LCT are concerned. To
transform a real signal into the LCT of its HT, two integral
transforms (i.e., the HT and LCT) are required. The goal of this
paper is to simplify cascades of multiple integral transforms,
which may be the HT, analytic signal, LCT or inverse LCT. The
proposed transforms can reduce the complexity when realizing
the relationships among the following six kinds of signals: a
real signal, its HT and analytic signal, and the LCT of these
three signals. Most importantly, all the proposed transforms
are reversible and undistorted. Using the proposed transforms,
several signal processing applications are discussed and show the
advantages and flexibility over simply using the analytic signal
or the LCT.
Index Terms—Analytic signal, fractional Hilbert transform,
generalized analytic signal, Hilbert transform, linear canonical
transform
I. INTRODUCTION
The Hilbert transform (HT) is a linear operator connecting
the real and imaginary parts of an analytic function. The
HT plays an important role in various subjects of signal
processing, image processing and optics. One of the most
important subjects is the construction of analytic signals. The
analytic signal (AS) of a real-valued signal x(t) is defined as
xA(t) , A{x(t)} = x(t) + jxˆ(t) (1)
where xˆ(t) is the HT of x(t),
xˆ(t) , H{x(t)}. (2)
Although xA(t) contains only non-negative frequencies of
x(t), one can recover x(t) from the real part of xA(t) without
any distortion due to the Fourier transform Hermitian property
of x(t). This explains why analytic signals are commonly used
in modulation and demodulation [2], [3]. The analytic signal
can also be expressed in terms of complex polar form, i.e.,
xA(t) = a(t)e
jφ(t). Accordingly, analytic signals arise in wide
Copyright (c) 2012 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@ieee.org.
This work was supported by the National Science Council, Taiwan, under
Contract 98-2221-E-002-077-MY3.
S. C. Pei is with the Department of Electrical Engineering & Graduate
Institute of Communication Engineering, National Taiwan University, Taipei
10617, Taiwan (e-mail: pei@cc.ee.ntu.edu.tw).
S.-G. Huang is with the Graduate Institute of Communication En-
gineering, National Taiwan University, Taipei 10617, Taiwan (e-mail:
d98942023@ntu.edu.tw).
signal processing applications involving amplitude envelope
and phase, such as phase retrieval [4], instantaneous frequency
estimations [5], [6], time delay and group delay estimations
[7], [8], quadratic time-frequency distributions [8], the Hilbert-
Huang transform [9], [10], QRS detection from ECG [11],
[12], and so on.
The LCT, first introduced in [13], [14], is a parameterized
general linear integral transform. Many well-known signal
processing operations, such as the Fourier transform, the
fractional Fourier transform (FRFT), the Fresnel transform,
and scaling and chirp multiplication operations, are the special
cases of the LCT [16]–[18]. The LCT is an important tool in
optics because the paraxial light propagation through a first-
order optical system can be modeled by the LCT [16], [19],
[20]. Besides, the LCT is very useful for filter design, radar
system analysis, signal synthesis, time-frequency analysis,
phase reconstruction, pattern recognition, graded index media
analysis, encryption, modulation, and many other applications
[21]–[26].
Due to the practicality of the analytic signal over the real
signal and the flexibility of the LCT over the Fourier trans-
form, the main goal of this paper is to derive low-complexity,
reversible and undistorted transforms which combine the ana-
lytic signal and the LCT. The HT and analytic signal associated
with the LCT were first introduced in the generalization of the
HT. In 1996, Lohmann et al. [27] introduced the fractional HT
(FHT). Instead of applying a pi/2 phase shifter in the frequency
domain (i.e., a sign function) as in the conventional HT, the
FHT operates in the fractional Fourier domain using the FRFT.
The extensions of the FHT include discrete version of the FHT
[28], [29], factional analytic signal [30], and the generalization
of the FHT [31]. It has been found that the FHT is useful
for image compression and edge enhancement [27], [28], and
secure single-sideband (SSB) modulation [29], [31]. Another
generalization of the HT, called generalized HT (GHT), was
proposed by Zayed [32]. Instead of using the FRFT as in the
FHT, the GHT uses a chirp function of the form e−j
cot(α)
2 t
2
. In
[1], Fu and Li extended the GHT to the LCT domain, which
is termed parameter (a, b)-Hilbert transform (PHT). The PHT
uses a chirp function of the form e−j
a
2b t
2
, and thus is in fact
equivalent to the GHT when ab = cot(α). Since this paper
is focused on the LCT, only the PHT is discussed in the
following.
Replacing the HT xˆ(t) in (1) by the PHT, the resulting signal
is termed generalized analytic signal (GAS). If the parameter
a in the PHT is a = 0, the PHT is reduced to the conventional
HT, and the GAS is reduced to the conventional analytic
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Fig. 1. Time-frequency distributions of (a) a real signal x(t), (b) conventional analytic signal of x(t), and (c) generalized analytic signal of x(t) using the
PHT. The cutoff lines in (b) and (c) separate the positive and negative portions of x(t) in the Fourier domain and LCT domain, respectively.
signal. If a 6= 0, the GAS no longer contains only the non-
negative components in the Fourier domain; and thus many
properties and applications of the conventional analytic signal
do not hold for the GAS. Most importantly, as a 6= 0, most
real signals, especially for baseband real signals, cannot be
recovered from their GASs without distortion. For example,
consider a real signal x(t) with time-frequency distribution
(TFD) as shown in Fig. 1(a), which is symmetric about the
vertical axis due to X(−f) = X∗(f). The cutoff lines in
Fig. 1(b) and (c) separate the positive and negative portions of
x(t) in the Fourier domain and the LCT domain, respectively.
It is obvious that the conventional analytic signal shown in
Fig. 1(b) contains the whole information of x(t), and thus
can be used to reconstruct x(t) perfectly. However, for the
GAS depicted in Fig. 1(c), x(t) cannot be recovered losslessly.
As x(t) has energy more concentrated in the baseband, the
distortion will be greater.
When a = 0, the GAS is reduced to the conventional
analytic signal and irrelevant to the LCT. When a 6= 0, the
GAS is irreversible. Accordingly, the conventional analytic
signal and HT associated with the LCT are considered for
designing reversible and undistorted transforms. Denote LM as
the LCT with parameter matrix M , which will be introduced
in the next section, and define the M -LCT of an arbitrary
signal z(t) as LMz (ω),
LMz (ω) , LM{z(t)}. (3)
Consider a real signal x(t). For a comprehensive under-
standing of the analytic signal and HT associated with the
LCT, all the relationships among the following six kinds of
signals are investigated: x(t), xˆ(t), xA(t), LMx (ω), LMxˆ (ω) and
LMxA(ω). It can be found that for some relationships, two or
more integral transforms are required. For example, to obtain
LMxA(ω) from x(t), two integral transforms (i.e., the analytic
signal and LCT) are required; and to obtain LMxˆ (ω) from
LMx (ω), three integral transforms (i.e., the inverse LCT, HT
and LCT) are used. Therefore, the main objective of this paper
is to simplify cascades of multiple integral transforms into the
so-called joint transforms in this paper. Using the joint trans-
forms to realize the relationships can reduce computational
complexity. Besides, all the joint transforms are reversible
without any distortion. All the joint transforms are also verified
by numerical simulations. These simulations show that the
numerical differences between the joint transforms and the
cascades of integral transforms are down to 10−7 or less,
which may be caused by numerical round-off error.
Since the joint transforms are related to the analytic signal,
HT and LCT, several signal processing applications of the
analytic signal, HT and LCT can be extended to the joint
transforms. For the joint transform combining the advantages
of the analytic signal and the flexibility of the LCT, it can
be expected that using the joint transform is preferred than
simply using the analytic signal or the LCT.
This paper is organized as follows. Section II provides
some useful integrals involving exponential functions. The
definitions and some properties of the HT, analytic signal
and LCT are also introduced in this section. In Section III,
the definitions and derivations of all the joint transforms
associated with the HT, analytic signal and LCT are presented.
Some simulations are given in Section IV to verify the joint
transforms and depict the advantage of them. Several signal
processing applications of the joint transforms are discussed
in Section V. Finally, conclusions are made in Section VI.
II. PRELIMINARIES
A. Some Useful Integrals Involving Exponential Functions
It has been indicated in [33] that for Re{p} > 0,
∞∫
−∞
e−pt
2±qt dt =
√
pi
p
e
q2
4p . (4)
Accordingly, the Fourier transform of a chirp function is also
a chirp,
F
{
ejpiγt
2
}
= PV
∞∫
−∞
ejpiγt
2−j2pift dt =
√
1
−jγ e
−jpi 1
γ
f2 .
(5)
where
√
1
−jγ =
1√−jγ . The symbol PV, called the Cauchy
principle value, is used to assign values to the improper
integral in (5). In [33], it has also been shown that for
3Re{p} > 0,
∞∫
0
e−
1
4pf
2−qf df =
√
pip epq
2
[1− erf (q√p)] (6)
where erf(x) = 2√
pi
∫ x
0
e−t
2
dt is the error function. Consider
a function G(f) of form
G(f) = 2
√
b
−ja u(f) e
−jpi b
a
f2 (7)
where u(f) denotes the unit step function. Based on (6), the
inverse Fourier transform of G(f) is given by
g(t) = F−1{G(f)} = ejpi ab t2
[
1− erf
(
−j
√
−jpia
b
t
)]
= g1(t) + g2(t) (8)
where g(t) is also known as the Faddeeva function [34] with
input
√−jpi ab t, and
g1(t) = e
jpi a
b
t2
g2(t) = −ejpi ab t
2
erf
(
−j
√
−jpia
b
t
)
. (9)
It will be shown later that g1(t) and g2(t) are widely used in
the joint transforms. Note that PV is also used in the inverse
Fourier transform of (8). However, throughout the rest of this
paper, symbol PV is omitted to simplify formula expressions.
B. Hilbert Transform and Analytic Signal
The Hilbert transform (HT) [35], [36] on the real line is
defined as
xˆ(t) , H{x(t)} = x(t) ∗ 1
pit
(10)
where ∗ denotes convolution. Taking the Fourier transform of
both sides of (10) with respect to t yields
F{xˆ(t)} = F {H{x(t)}} = −jsgn(f) ·X(f) (11)
where sgn denotes the sign function, i.e., sgn(f) is 1 for f >
0, −1 for f < 0 and 0 for f = 0. This equation implies
that applying the HT twice to x(t) yields −x(t); and thus, the
inverse HT (IHT) can be written symbolically as
H−1 = −H. (12)
A list of properties, extensions and applications of the HT
have been organized in [36], [37].
For a real signal x(t), it is well known that its Fourier
transform X(f) is guaranteed to be Hermitian, i.e., X(−f) =
X∗(f). Accordingly, the non-negative frequencies contain the
whole information of x(t). Discarding the negative frequen-
cies of x(t) leads to a complex signal, xA(t), with Fourier
transform given by
XA(f) = 2u(f) ·X(f) = [1 + sgn(f)] ·X(f). (13)
From (11) and (13), it is obvious that xA(t) can be obtained
from the HT of x(t); that is,
xA(t) , A{x(t)} = x(t) + jH{x(t)}. (14)
Although xA(t) is complex-valued, it occupies only half band-
width of that of x(t). Besides, x(t) can be easily recovered
from xA(t) through Re {xA(t)} = x(t). Since xA(t) contains
no negative frequencies, it is called an analytic signal.
C. Linear Canonical Transform
In this paper, the definition of the linear canonical transform
(LCT) with four parameters [16], [38] is adopted,
LMx (ω) , LM{x(t)}
=


√
1
jb
ejpi
d
b
ω2
∞∫
−∞
ejpi
a
b
t2e−j2pi
ω
b
t x(t) dt, b 6= 0
√
d ejpi cd ω
2
x(dω), b = 0
(15)
where LM is the LCT operator with
M = (a, b, c, d) =
[
a b
c d
]
and ad− bc = 1. (16)
Some properties of the LCT, which will be used later, are
listed below:
• Conjugation property [18]
The conjugate of the (a, b, c, d)-LCT of z(t) is equivalent
to the (a,−b,−c, d)-LCT of the conjugate of z(t), i.e.,[
L(a,b,c,d)z (ω)
]∗
= L(a,−b,−c,d)z∗ (ω). (17)
• Inverse LCT (ILCT) [16], [18]
The inverse of the M -LCT is given by[LM ]−1 = LM−1 (18)
whereM−1 = (d,−b,−c, a) is the inverse of matrix M .
• Equivalent expressions of the LCT (b 6= 0)
If a = 0, b 6= 0, the LCT in (15) can be rewritten as
LMx (ω) =
√
1
jb
ejpi
d
b
ω2
∞∫
−∞
e−j2pi
ω
b
t x(t) dt (19)
=
√
1
jb
ejpi
d
b
ω2X
(ω
b
)
. (20)
For a 6= 0, b 6= 0, the LCT in (15) can be expressed as
three equivalent forms. For ease of distinguishing these
LCT expressions, the original definition of the LCT with
b 6= 0 given in (15) is called LCT Form I, and the three
equivalent forms are called LCT Forms II, III and IV,
4respectively:
LCT Form II
LMx (ω) =
√
1
jb
ejpi
c
a
ω2
[
x(t) ∗ ejpi ab t2
]
t=ω
a
(21)
LCT Form III
LMx (ω) = |d|
√
1
jb
(
x(dω)ejpicdω
2
)
∗ ejpi db ω2 (22)
LCT Form IV
LMx (ω) =
√
1
jb
√
b
−ja e
jpi c
a
ω2
·
∞∫
−∞
X(f) e−jpi
b
a
f2ej2pi
ω
a
f df (23)
where ejpi
a
b
t2 in (21) has been defined as g1(t) in (9).
Note that
√
1
jb
√
b
−ja =
√
1
a is in general not true
because a, b may be negative. The derivations of (21)-
(23) are presented in Appendix A.
III. JOINT TRANSFORMS ASSOCIATED WITH THE HT,
ANALYTIC SIGNAL AND LCT
In order to benefit from the advantages of the analytic
signal and the flexibility of the LCT, we want to derive
low-complexity, reversible and undistorted transforms which
combine the analytic signal (or the HT) and the LCT. As
discussed in the introduction, a kind of analytic signal asso-
ciated with the LCT is the generalized analytic signal (GAS)
[1]. However, when the parameter a in the GAS is a 6= 0,
the GAS is irreversible. When a = 0, the GAS is reduced
to the conventional analytic signal and irrelevant to the LCT.
Therefore, the conventional analytic signal and HT associated
with the LCT are considered.
For a comprehensive understanding of the analytic signal
and HT associated with the LCT, all the relationships among
the following six kinds of signals are examined and illustrated
in Fig. 2: x(t), xˆ(t), xA(t), LMx (ω), LMxˆ (ω), and LMxA(ω)
(denote a real signal, HT of x(t), analytic signal of x(t),
M -LCT of x(t), M -LCT of xˆ(t), and M -LCT of xA(t),
respectively). Using the operators HT, analytic signal, LCT,
ILCT, real part, and imaginary part (denoted by H, A, LM ,
LM−1 , Re, and Im, respectively), one can easily transform
one of the six signals into another without any information
loss. However, it can be found that two or three integral
transforms are required for the relationships between x(t) and
LMxˆ (ω), between LMx (ω) and LMxA(ω), and so on. Therefore,
in this section, the cascades of multiple integral transforms are
simplified to our so-called joint transforms.
All possible joint transforms regarding these six kinds of
signals include joint LCT-AS (LAM ), joint LCT-HT (LHM ),
joint AS-ILCT (AL−1M ), joint HT-ILCT (HL
−1
M ), joint
LCT-HT-ILCT (
(
LHL−1
)
M
) and joint LCT-conjugation-
ILCT (
(
LcL−1
)
M
). The reader is reminded that AS is
abbreviated from analytic signal. The definitions of these
joint transforms are listed in (24), where LMx∗A(ω) is used
in LMx (ω) = 12
(
LMxA(ω) + LMx∗A(ω)
)
and LMxˆ (ω) =
1
2j
(
LMxA(ω)− LMx∗A(ω)
)
. Use the joint LCT-AS (LAM ) as
an example. In order to generate LMxA(ω) from x(t), conven-
tionally, we have to find the analytic signal (A) of x(t) first,
and then apply the LCT (LM ) to xA(t); that is, LMxA(ω) =
LM {A{x(t)}}. In our method, LMxA(ω) is obtained directly
from x(t) by LMxA(ω) = LAM {x(t)}, and the intermediate
xA(t) is not generated. All the relationships involving multiple
integral transforms can be equivalently carried out by one of
the above joint transforms. The joint LCT-AS and joint LCT-
HT can be deemed as the generalizations of the analytic signal
and the HT, respectively. As (a, b, c, d) = (1, 0, 0, 1) where
the LCT is equivalent to identity operator, the joint LCT-AS
is reduced to the conventional analytic signal, and the joint
LCT-HT is reduced to the conventional HT. In the following,
the derivations of the joint transforms are presented. The case
of the LCT/ILCT with b = 0 is ignored since it is simply a
time-scaled version of x(t) multiplied by a linear chirp, i.e.,
LM{x(t)} =
√
d ejpi cdω
2
x(dω).
A. Joint LCT-AS (b 6= 0)
The joint LCT-AS, denoted by LAM , transforms x(t) into
LMxA(ω). It is equivalent to calculating the analytic signal (AS)
xA(t) of x(t) first and then generating LMxA(ω) from xA(t) by
the LCT,
LMxA(ω) = LAM {x(t)} , LM {A{x(t)}} . (25)
Alternatively, the relationship between x(t) and LMxA(ω) can
be expressed as LMxA(ω) = LM {xA(t)}, where the Fourier
transform of xA(t) is XA(f) = F{x(t)}·2u(f). Accordingly,
x(t)
A−−−−−−−−→ xA(t) L
M
−−−−−−→LMxA(ω)≡ x(t)
LAM−−−−−−−−→LMxA(ω)
x(t)
H−−−−−−−−→ xˆ(t) L
M
−−−−−−→ LMxˆ (ω) ≡ x(t)
LHM−−−−−−−−→ LMxˆ (ω)
LMx (ω) L
M−1
−−−−−−−−→ x(t) A−−−−−−→ xA(t) ≡ LMx (ω)
AL−1M−−−−−−−−→ xA(t)
LMx (ω) L
M−1
−−−−−−−−→ x(t) H−−−−−−→ xˆ(t) ≡ LMx (ω)
HL−1M−−−−−−−−→ xˆ(t)
LMx (ω) L
M−1
−−−−−−→ x(t) H−−−−−−−−→ xˆ(t) L
M
−−−−−−→ LMxˆ (ω) ≡ LMx (ω)
(LHL−1)
M−−−−−−−−→ LMxˆ (ω)
LMxA(ω)
LM−1−−−−−−→ xA(t) conjugation−−−−−−−−→ x∗A(t) L
M
−−−−−−→LMx∗
A
(ω)≡LMxA(ω)
(LcL−1)
M−−−−−−−−→LMx∗
A
(ω)
(24)
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Fig. 2. Relationships among x(t), xˆ(t), xA(t), LMx (ω), LMxˆ (ω), and
LMxA(ω) (denote a real signal, HT of x(t), analytic signal of x(t), M -LCT
of x(t), M -LCT of xˆ(t), and M -LCT of xA(t), respectively). Symbols H,
A, LM , LM−1 , Re and Im denote the HT, analytic signal, LCT, ILCT, real
part and imaginary part, respectively. j =
√−1.
if a = 0, from (20), the joint LCT-AS is give by
LAM{x(t)} =
√
1
jb
ejpi
d
b
ω2X
(ω
b
)
· 2u
(ω
b
)
(26)
=
√
1
jb
ejpi
d
b
ω2

 ∞∫
−∞
x(t) e−j2pi
ω
b
t dt

 · 2u(ω
b
)
. (27)
If a 6= 0, based on the LCT Form IV in (23), it follows that
LAM{x(t)} =
√
1
jb
√
b
−ja e
jpi c
a
ω2
·
∞∫
−∞
X(f) · 2u(f) e−jpi ba f2ej2pi ωa f df. (28)
According to (7) and (8), formula (28) can be rewritten as
LAM{x(t)} =
√
1
jb
ejpi
c
a
ω2 [x(t) ∗ (g1(t) + g2(t))]t=ω
a
(29)
where g1(t) and g2(t) are defined in (9). The joint LCT-AS
is also used in the transformation from xˆ(t) to LMxA(ω).
B. Joint LCT-HT (b 6= 0)
The joint LCT-HT, denoted by LHM , transforms x(t) into
LMxˆ (ω). It is equivalent to transforming x(t) into xˆ(t) by the
HT first and then transforming xˆ(t) into LMxˆ (ω) by the LCT,
LMxˆ (ω) = LHM{x(t)} , LM {H{x(t)}} . (30)
The joint LCT-HT can be derived from the following alterna-
tive relationship:
LMxˆ (ω) = LM {−j [xA(t)− x(t)]}
= −j [LAM{x(t)} − LM{x(t)}] . (31)
Here, (19) and the LCT Form II in (21) are adopted for
LM{x(t)}, while LAM{x(t)} has been derived in (27) and
(29). Therefore, the joint LCT-HT is given by
LHM{x(t)}
=


−j
√
1
jb e
jpi c
a
ω2 [x(t) ∗ g2(t)] t=ω
a
, a 6= 0
−j
√
1
jb e
jpi d
b
ω2
∞∫
−∞
x(t) e−j2pi
ω
b
t dt
·sgn (ωb ) , a = 0
(32)
where g2(t) is given in (9). The joint LCT-HT is also applied
to the transformation from xˆ(t) to LMx (ω).
C. Joint AS-ILCT (b 6= 0)
The joint AS-ILCT, denoted by AL−1M , transforms LMx (ω)
into xA(t). It is equivalent to transforming LMx (ω) into x(t)
by the ILCT first and then calculating the analytic signal (AS)
xA(t) of x(t),
xA(t) = AL
−1
M
{LMx (ω)} , A{LM−1 {LMx (ω)}} . (33)
The joint AS-ILCT can also be expressed as
AL−1M
{LMx (ω)} =
∞∫
−∞
X(f) · 2u(f) ej2piftdf (34)
where X(f) can be determined by LMx (ω) according to (20)
and (23). For a = 0, formula (20) implies that
X
(ω
b
)
=
√
jb e−jpi
d
b
ω2LMx (ω). (35)
Substituting (35) into (34) results in
AL−1M {LMx (ω)}
=
√
1
−jb
∞∫
−∞
LMx (ω) · 2u
(ω
b
)
e−jpi
d
b
ω2ej2pi
t
b
ωdω. (36)
For a 6= 0, recall LCT Form IV in (23) with ωa = ν, and then
X(f) is given by
X(f) =
√
jb
√
−ja
b
ejpi
b
a
f2
∞∫
−∞
LMx (aν)e−jpiacν
2
e−j2piνfdν.
(37)
Again, substituting (37) into (34), it follows that
AL−1M {LMx (ω)} =
√
jb
∣∣∣a
b
∣∣∣
∞∫
−∞
LMx (aν) e−jpiacν
2
·

 ∞∫
−∞
G∗(f)ej2pi(t−ν)fdf

 dν (38)
where G(f) has been defined in (7). From (8), the inverse
Fourier transform of G∗(f) is g∗1(−t) + g∗2(−t). From the
definitions in (9), it is obvious that g∗1(−t) = g∗1(t), and
g∗2(−t) = −g∗2(t) since erf (−z) = −erf (z) for any complex
number z. Therefore, (38) can further simplify to
AL−1M
{LMx (ω)}
= |a|
√
1
−jb
(
LMx (at) e−jpiact
2
)
∗ (g∗1(t)− g∗2(t)) . (39)
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Fig. 3. Relationships which can be realized by the joint transforms, including the joint LCT-AS (LAM ), joint LCT-HT (LHM ), joint AS-ILCT (AL
−1
M
),
joint HT-ILCT (HL−1
M
), joint LCT-HT-ILCT (
(
LHL−1
)
M
) and joint LCT-conjugation-ILCT (
(
LcL−1
)
M
). I is the identity operator and j =
√−1.
When realizing the transformation from LMxˆ (ω) to xA(t), the
joint AS-ILCT can also be adopted.
D. Joint HT-ILCT (b 6= 0)
The joint HT-ILCT, denoted by HL−1M , transforms LMx (ω)
into xˆ(t). It is equivalent to transforming LMx (ω) into x(t) by
the ILCT first and then calculating the HT xˆ(t),
xˆ(t) = HL−1M
{LMx (ω)} , H{LM−1 {LMx (ω)}} . (40)
Alternatively, the following relationship is used,
xˆ(t) = −j [xA(t)− x(t)]
= −j
[
AL−1M {LMx (ω)} − LM
−1 {LMx (ω)}] . (41)
For a = 0, AL−1M has been given in (36), while LM
−1
can
be obtained by substituting M−1 = (d,−b,−c, 0) for M =
(a, b, c, d) in (15). Therefore, for a = 0, the joint HT-ILCT is
given by
HL−1M
{LMx (ω)} = −j
√
1
−jb
∞∫
−∞
LMx (ω)
· sgn
(ω
b
)
e−jpi
d
b
ω2ej2pi
t
b
ωdω. (42)
Similarly, for a 6= 0, the AL−1M in (39) and the LCT Form III
in (22) with (a, b, c, d) replaced by (d,−b,−c, a) lead to
HL−1M
{LMx (ω)} = j|a|
√
1
−jb
(
LMx (at)e−jpiact
2
)
∗ g∗2(t)
(43)
where g2(t) is given in (9). The negative joint HT-ILCT, i.e.,
−HL−1M , can be used to transform LMxˆ (ω) into x(t).
E. Joint LCT-HT-ILCT (b 6= 0)
The joint LCT-HT-ILCT, denoted by
(
LHL−1
)
M
, trans-
forms LMx (ω) into LMxˆ (ω). It is equivalent to transforming
LMx (ω) into x(t) by the ILCT first, then calculating the HT
xˆ(t), and finally transforming xˆ(t) into LMxˆ (ω) by the LCT,
LMxˆ (ω) =
(
LHL−1
)
M
{LMx (ω)}
, LM
{
H
{
LM−1 {LMx (ω)}}} . (44)
Since LMxˆ (ω) = −j
[LMxA(ω)− LMx (ω)], now the problem is
how to determine LMxA(ω) from LMx (ω). It has been shown in
(26) and (28) that LMxA(ω) can be expressed in terms of X(f),
and (35) and (37) show that X(f) can be expressed in terms
of LMx (ω). Accordingly, for a = 0, substituting (35) into (26)
results in
LMxA(ω) = LMx (ω) · 2u
(ω
b
)
. (45)
For a 6= 0, substituting (37) into (28) leads to
LMxA(ω)
= ejpi
c
a
ω2
∞∫
−∞
LMx (aν)e−jpiacν
2
∞∫
−∞
2u(f)ej2pi(
ω
a
−ν)fdf dν
= LMx (ω) + jsgn(a)ejpi
c
a
ω2
∞∫
−∞
LMx (η)e−jpi
c
a
η2 1
pi (ω − η)dη.
(46)
As LMxˆ (ω) can be determined from (45) and (46), we have(
LHL−1
)
M
{LMx (ω)}
=

sgn(a) e
jpi c
a
ω2
∞∫
−∞
LMx (η) e−jpi
c
a
η2 1
pi(ω−η) dη, a 6= 0
−jLMx (ω) · sgn
(
ω
b
)
, a = 0
.
(47)
Also, it is apparent that − (LHL−1)
M
can transform LMxˆ (ω)
into LMx (ω).
F. Joint LCT-Conjugation-ILCT (b 6= 0)
Since the transformations from LMxA(ω) to LMx (ω) and
from LMxA(ω) to LMxˆ (ω) can be respectively realized
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Fig. 4. For M = (a, b, c, d) = (0.8, 1.2,−0.4, 0.65), time-frequency distributions of (a) a baseband real signal x(t); (b) the LCT of x(t) (i.e., LMx (ω));
(c) the LCT of the generalized analytic signal based on PHT; (d) the conventional analytic signal of x(t) (i.e., xA(t)); and (e) the LCT of xA(t) (i.e.,
LMxA(ω)) calculated directly from x(t) by the joint LCT-AS. The signal in (c) is equivalent to suppressing the negative part of LMx (ω) in (b), and cannot
be used to recover x(t) without distortion because of significant information loss. In contrast, the signal in (e) generated by the joint LCT-AS contains the
whole information of x(t).
by LMx (ω) = 12
(
LMxA(ω) + LMx∗A(ω)
)
and LMxˆ (ω) =
1
2j
(
LMxA(ω)− LMx∗A(ω)
)
, the joint LCT-conjugation-ILCT is
introduced. The joint LCT-conjugation-ILCT, denoted by(
LcL−1
)
M
, is an operator such that LMxA(ω) can be trans-
formed into LMx∗A(ω) and vice versa. If the input is L
M
xA(ω), it
is equivalent to transforming LMxA(ω) into xA(t) by the ILCT
first, then calculating the complex conjugate of xA(t) (i.e.,
x∗A(t)), and finally transforming x
∗
A(t) into LMx∗A(ω) by the
LCT,
LMx∗
A
(ω) =
(
LcL−1
)
M
{LMxA(ω)}
, LM
{[
LM−1 {LMxA(ω)}]∗} . (48)
According to the conjugate property of the LCT in (17),
formula (48) is equivalent to[
L(a,−b,−c,d)
{
L(d,−b,−c,a) {LMxA(ω)}}]∗ . (49)
Applying the LCT Form I in (15) to (49) yields (50). If a = 0,
(50) can be simplified to(
LcL−1
)
M
{LMxA(ω)} = −jsgn(b) ejpi 2db ω2[LMxA(−ω)]∗.
(51)
(
LcL−1
)
M
{LMxA(ω)} =

√ 1
−jb e
−jpi d
b
ω2
∞∫
−∞
e−jpi
a
b
t2ej2pi
ω
b
t L(d,−b,−c,a) {LMxA(η)} dt


∗
=

 1
−jbe
−jpi d
b
ω2
∞∫
−∞
LMxA(η) e−jpi
d
b
η2

 ∞∫
−∞
e−jpi
2a
b
t2ej2pi
ω+η
b
t dt

 dη


∗
. (50)
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Fig. 5. For a 6= 0 (M = (a, b, c, d) = (0.8, 1.2,−0.4, 0.65)), the signals generated by the joint transforms: (a) LMxA(ω) generated by jLAM {xˆ(t)};
(b) LM
xˆ
(ω) generated by LHM{x(t)}; (c) xA(t) generated by AL−1M
{LMx (ω)
}
; (d) x(t) generated by −HL−1
M
{LM
xˆ
(ω)
}
; (e) LM
xˆ
(ω) generated
by
(
LHL−1
)
M
{LMx (ω)
}
; (f) LMx (ω) generated by 12
[
LMxA(ω) +
(
LcL−1
)
M
{
LMxA(ω)
}]
. The left subfigures in (a)-(f) show the time-frequency
distributions, while the right subfigures in (a)-(f) show the real and imaginary parts of the time waveforms.
If a 6= 0, substituting (5) with γ = − 2ab and f = −ω+ηb into
(50) yields(
LcL−1
)
M
{LMxA(ω)}
=
1
jb
√
b
−j2ae
jpi 2ad−12ab ω
2
∞∫
−∞
[LMxA(η)]∗ejpi 2ad−12ab η2e−jpi ωab ηdη.
(52)
G. Summary
The joint LCT-AS, joint LCT-HT, joint AS-ILCT, joint HT-
ILCT, joint LCT-HT-ILCT and joint LCT-conjugation-ILCT
are given respectively in (27), (32), (36), (42), (47) and (51)
for a = 0; and respectively in (29), (32), (39), (43), (47) and
(52) for a 6= 0. It can be found that the joint transforms involve
only one integral or even no integral. Besides, for a 6= 0, four
of the six joint transforms are carried out by g1(t) and/or g2(t),
which are pre-computable. Therefore, the joint transforms can
reduce computational complexity of the relationships involving
multiple integral transforms, which are shown in Fig. 3. The
symbol I denotes the identity operator. For completeness, a
joint transform related to the LCT of x∗A(t), called joint LCT-
conjugation-AS, is also proposed. Interested readers can refer
to Appendix B.
IV. SIMULATION RESULTS
First, a simulation is given to illustrate why the proposed
joint transform is more preferred than the PHT [1] in prac-
tice. Then, the six proposed joint transforms are verified by
numerical simulations.
A. Proposed Joint LCT-AS Compared With the PHT
Consider a baseband real signal x(t) consisting of a sinc
function and a modulated Gaussian function,
x(t) =
11
5
sinc
(
11
2
(
t+
3
2
))
+e−2(t−2)
2
cos(2pit). (53)
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Fig. 6. For a = 0 (M = (a, b, c, d) = (0, 1.2, 0.833, 0.9)), the signals generated by the joint transforms: (a) LMxA(ω) generated by jLAM {xˆ(t)};
(b) LM
xˆ
(ω) generated by LHM{x(t)}; (c) xA(t) generated by AL−1M
{LMx (ω)
}
; (d) x(t) generated by −HL−1
M
{LM
xˆ
(ω)
}
; (e) LM
xˆ
(ω) generated
by
(
LHL−1
)
M
{LMx (ω)
}
; (f) LMx (ω) generated by 12
[
LMxA(ω) +
(
LcL−1
)
M
{
LMxA(ω)
}]
. The left subfigures in (a)-(f) show the time-frequency
distributions, while the right subfigures in (a)-(f) show the real and imaginary parts of the time waveforms.
The time-frequency distribution (TFD) of x(t) is depicted
in Fig. 4(a). Here, the quadratic TFD called deconvolutive
short-time Fourier transform (DSTFT) [39] is adopted, which
has almost no cross-terms and can be easily implemented by
MATLAB. The TFD of the LCT of x(t) (i.e., LMx (ω)) is
given in Fig. 4(b). In this simulation, M = (a, b, c, d) =
(0.8, 1.2,−0.4, 0.65) is adopted for LCT. The LCT of the
generalized analytic signal based on PHT is equivalent to
suppressing the negative part of LMx (ω), as shown in Fig. 4(c).
It is impossible to recover x(t) from the signal in Fig. 4(c)
without distortion because of the significant information loss
of the sinc component. In contrast, the signal generated by
the proposed joint LCT-AS contains the whole information
of x(t). The TFD of the conventional analytic signal of x(t)
(i.e., xA(t)) is depicted in Fig. 4(d). The LCT of xA(t) (i.e.,
LMxA(ω)) can be calculated directly from x(t) by the joint LCT-
AS, as shown in Fig. 4(e). It is obvious that the joint LCT-AS
is reversible and undistorted.
B. Verifying the Proposed Joint Transforms Numerically
According to the derivations of the joint transforms in sec-
tions from III-A to III-F, it is obvious that each joint transform
is mathematically equivalent to the corresponding cascade of
multiple integral transforms. In the following, we once again
verify these joint transforms by numerically simulations. There
are six kinds of joint transforms. Therefore, six of the 14
relationships depicted in Fig. 3 are chosen: xˆ(t) −→ LMxA(ω),
x(t) −→ LMxˆ (ω), LMx (ω) −→ xA(t), LMxˆ (ω) −→ x(t),
LMx (ω) −→ LMxˆ (ω) and LMxA(ω) −→ LMx (ω). For both cases
a 6= 0 and a = 0, numerical simulations are given to check
10
whether the following six equalities are true:
(a) : LM {jA{xˆ(t)}} = jLAM {xˆ(t)}
(b) : LM {H{x(t)}} = LHM{x(t)}
(c) : A
{
LM−1 {LMx (ω)}} = AL−1M {LMx (ω)}
(d) : −H
{
LM−1 {LMxˆ (ω)}} = −HL−1M {LMxˆ (ω)} (54)
(e) : L{H {L−1 {LMx (ω)}}} = (LHL−1)M {LMx (ω)}
(f) :
1
2
[
LMxA(ω) + LM
{[
LM−1 {LMxA(ω)}]∗}]
=
1
2
[LMxA(ω) + (LcL−1)M {LMxA(ω)}] .
Consider a real signal consisting of two modulated Gaussian
signals with different variances and different carrier frequen-
cies,
x(t) =e−pi
13
45 (t+2)
2
cos
(
2pi
6
5
(t+ 2)
)
+ e−pi
16
25 (t− 32 )
2
cos
(
2pi
8
5
(
t− 3
2
))
. (55)
For a 6= 0, M = (a, b, c, d) = (0.8, 1.2,−0.4, 0.65) is
adopted. First, xˆ(t), xA(t), LMx (ω), LMxˆ (ω) and LMxA(ω) are
constructed from x(t) by the HT, analytic signal and LCT
(see Fig. 2). These six signals are then used as the inputs
of (54). The outputs of the right-hand side transformations
of (54) (i.e., the joint transforms) are illustrated in Fig. 5(a)
to (f), respectively. The left subfigures in (a)-(f) show the
TFDs, while the right subfigures in (a)-(f) show the real and
imaginary parts of the time waveforms. The outputs of the
left-hand side transformations of (54) (i.e., the cascades of
integral transforms) are not shown here, because the maximal
differences with the outputs of the joint transforms are all
smaller than 10−7, which may be caused by numerical round-
off error. Therefore, it can be concluded that the six equalities
in (54) are true.
The six kinds of joint transforms have been numerically ver-
ified for a 6= 0. Next, the case that a = 0 is concerned. Again,
the signal x(t) in (55) is used, and the same six relationships
are chosen. Except thatM = (a, b, c, d) = (0, 1.2, 0.833, 0.9),
repeating the procedures mentioned in the previous paragraph
yields the simulation result, Fig. 6. In this simulation, the
maximal differences between the outputs of the joint trans-
forms and the ones of the cascades of integral transforms
are all smaller than 10−8. Therefore, we can conclude that
the derivations of the six joint transforms are also correct for
a = 0.
V. APPLICATIONS
Since the proposed joint transforms are associated with the
analytic signal and the LCT, several signal processing appli-
cations of the analytic signal and the LCT can be extended
using the proposed transforms. The advantages and flexibility
of using the joint LCT-AS over using the analytic signal or
using the LCT are also discussed.
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Fig. 7. Time-frequency distributions of (a) a real signal x(t) = x1(t) +
x2(t); (b) the joint LCT-AS of x(t), i.e., LAM{x(t)}; (c) LAM{x1(t)}
separated out from LAM{x(t)}; (d) LAM{x2(t)} separated out from
LAM{x(t)}; (e) x1(t) recovered from the real part of the ILCT of
LAM{x1(t)}; and (f) x2(t) recovered from the real part of the ILCT of
LAM{x2(t)}.
A. Signal Separation in the LCT Domain
Consider a signal with components overlapped in the time
domain. In order to separate these components, a well-known
approach is to work in the LCT (or FRFT) domain. For
example, given x(t) = x1(t)+x2(t), if x1(t) and x2(t) are not
overlapped in the M -LCT domain for some parameter matrix
M , then they can be easily separated by LMx (ω)u(ω − ω0)
and LMx (ω)u(−ω + ω0). Now, consider x(t) = x1(t) + x2(t)
is a real signal with TFD as shown in Fig. 7(a). Since two
cutoff lines are required to separate x1(t) and x2(t) (see
the dashed lines in Fig. 7(a)), the LCT should be employed
twice for two separation procedures. Fortunately, the non-
negative frequencies contain the whole information of x(t).
If the separation is performed on the analytic signal of x(t),
the cutoff lines used in the negative frequency domain can
be ignored. Accordingly, in this example, one joint LCT-AS
is enough for separation, as shown in Fig. 7(b), (c) and (d).
Also, Fig. 7(e) and (f) show that x1(t) and x2(t) can be
recovered from LAM{x1(t)} and LAM{x2(t)} by the inverse
transform of the joint LCT-AS (i.e., the real part of the ILCT),
respectively. For more complex signals or signals with more
11
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Fig. 8. Time-frequency distributions of (a) a real signal x(t); (b) the analytic
signal of x(t); and (c) the joint LCT-AS of x(t). The areas of the dashed
rectangles in (a)-(c) represent the bandwidth-time products, denoted by BaTa,
BbTb, and BcTc , respectively. It can be found that BaTa > 2BbTb >
2BcTc.
components, there would be more than one cutoff line in
the positive frequency domain. In such situation, besides the
joint LCT-AS, additional LCTs are required for additional
separation procedures.
Simply using the analytic signal is unable to separate
multiple components which are overlapped in the time domain.
Combining the analytic signal and the LCT (i.e., the joint
LCT-AS) can substantially reduce the number of separation
procedures required by simply using the LCT.
The cutoff lines mentioned above can be determined by
separating components on the TFD. The parameters of M can
be determined by the slope of the cutoff line and the distance
between the cutoff line and the origin. One can refer to [23],
[40] for more details.
B. Filter Design in the LCT Domain
The notion of filter design by the LCT is similar to the
signal separation in the LCT domain. Consider a noisy signal
y(t) = x(t) + n(t), where x(t) is the desired signal and n(t)
is noise/interference. To filter out x(t), a filter H operating in
the LCT domain results in
x(t) = LM−1 {H(ω) · LM{y(t)}} (56)
where the parameter matrix M can be determined by the
method mentioned in the previous subsection. If x(t) is real,
we can first calculate the analytic signal of y(t) (i.e., yA(t))
to eliminate the noise/interference components in the negative
frequency domain, and (56) becomes
x(t) = Re
{
LM−1 {H(ω) · LAM{y(t)}}
}
. (57)
Since the number of noise/interference components is reduced,
the design of the filterH and the parameter matrixM becomes
more flexible.
This application again shows that combining the analytic
signal and the LCT (i.e., joint LCT-AS) can benefit from
both the advantage of the analytic signal (i.e., eliminating
the noise/interference components in the negative frequency
domain) and the flexibility of the LCT (i.e., filter design in
the LCT domain).
C. Sampling Using the Joint Transforms
Consider a signal z(t) which is time-limited to [t0, t1] and
approximately band-limited to [f0, f1]. In order to reduce
the number of sampling samples, z(t) is frequency shifted
to baseband [−(f1 − f0)/2, (f1 − f0)/2], which yields that
the minimal sampling rate for perfect reconstruction is fs =
f1 − f0. It follows that the minimal number of samples is
(t1 − t0)(f1 − f0) = BT , where BT denotes the bandwidth-
time (BT) product. If the baseband signal is real, the number
of real samples is N = BT ; otherwise, N = 2BT .
Given a real signal x(t) with TFD as shown in Fig. 8(a),
the BT product of x(t), denoted by BaTa, is equal to the area
of the dashed rectangle in Fig. 8(a). Since x(t) is real, the
number of real samples is also BaTa. To reduce the number
of samples, a simple method is to sample the analytic signal of
x(t), i.e., xA(t). The TFD of xA(t) is depicted in Fig. 8(b),
and the corresponding BT product BbTb is the area of the
dashed rectangle in Fig. 8(b). Since the baseband signal of
xA(t) is complex, the number of real samples is 2BbTb. We
can find out that 2BbTb < BaTa.
With appropriate parameter matrix M , the LCT can further
reduce the number of samples of xA(t). In order to find the
appropriateM , we first search the optimal shear factor α such
that the horizontal shearing with α on the TFD of xA(t) yields
the minimal time duration. After horizontal shearing, find the
optimal shear factor β such that the vertical shearing with β
leads to the minimal bandwidth. Then, the appropriate M for
small BT product is given by
M =
[
1 0
β 1
] [
1 α
0 1
]
. (58)
The TFD of the M -LCT of xA(t), i.e., the joint LCT-AS of
x(t), is depicted in Fig. 8(c). The area of the dashed rectangle
in Fig. 8(c) is denoted by BcTc, and it follows that the number
of real samples is 2BcTc. It can be found that 2BcTc < 2BbTb.
Therefore, when sampling a real signal, the joint LCT-AS
outperforms the analytic signal in reducing the number of
samples.
If we want to sample the LCT of a real signal, i.e., LMx (ω),
we can transform LMx (ω) into xA(t) by AL−1M or into LMxA(ω)
by I + j(LHL−1)M to reduce the BT product.
D. Instantaneous Frequency and Amplitude of Joint LCT-AS
Given a monocomponent real signal x(t) with the analytic
signal of the form xA(t) = a(t)e
jφ(t), where a(t) ≥ 0, the in-
stantaneous frequency (IF) of x(t) is given by fx(t) =
1
2piφ
′(t)
[8]. For any time instant ti, assume
fx(ti) = fi. (59)
In the following, we will analyze the IF of the joint LCT-AS
of x(t), i.e., the LCT of xA(t). For b 6= 0, the M in the LCT
can be decomposed into four matrices:
M =
[
a b
c d
]
=
[
1 0
d/b 1
] [
0 1
−1 0
] [
1 0
ab 1
] [
1/b 0
0 b
]
(60)
which implies the LCT can be decomposed into four opera-
tions: scaling, chirp multiplication, Fourier transform and chirp
multiplication.
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• Step 1: scaling with parameter b,
y(t) =
√
b xA(bt) =
√
b a(bt)ejφ(bt). (61)
The IF of y(t), denoted by fy(t), is given by
fy(t) =
1
2pi
∂
∂t
φ(bt) = b
1
2pi
φ′(bt) = bfx(bt). (62)
• Step 2: chirp multiplication with chirp rate ab,
z(t) = ejpiabt
2
y(t) =
√
b a(bt)ejpiabt
2+jφ(bt). (63)
The IF of z(t), denoted by fz(t), is given by
fz(t) = abt+ fy(t) = abt+ bfx(bt). (64)
From (59), as t = ti/b, (64) becomes
fz(ti/b) = ati + bfx(ti) = ati + bfi. (65)
• Step 3: Fourier transform,
Z(ω) =
√
−j · F{z(t)}. (66)
As
√−j = e−jpi/4, assume Z(ω) = A(ω)ejψ(ω)−jpi/4,
where A(ω) ≥ 0. The IF of Z(ω), denoted by νZ(ω), is
given by
νZ(ω) =
1
2pi
ψ′(ω) = −τz(ω) (67)
where τz(ω) is known as the group delay (GD) of z(t).
If the BT of z(t) is large and the IF of z(t) is monotonic,
the GD is the inverse function of the IF, i.e., τz = f
−1
z
[5]. Therefore,
νZ(ω) = −f−1z (ω) (68)
and from (65), it follows that
νZ(ati + bfi) = −f−1z (ati + bfi) = −ti/b. (69)
• Step 4: Chirp multiplication with chirp rate d/b,
LMxA(ω) = ejpi
d
b
ω2Z(ω). (70)
The IF of LMxA(ω), denoted by νL(ω), is given by
νL(ω) =
d
b
ω + νZ(ω). (71)
From (69), for ω = ati + bfi, we have
νL(ati + bfi) =
d
b
(ati + bfi) + νZ(ati + bfi)
=
ad
b
ti + dfi − 1
b
ti = cti + dfi. (72)
In (72), define ωi = ati + bfi and νi = cti + dfi. If the IF
of LMxA(ω) is νL(ωi) = νi, then the IF of x(t) is fx(ti) = fi
where [
ti
fi
]
=
[
a b
c d
]−1 [
ωi
νi
]
=
[
d −b
−c a
] [
ωi
νi
]
. (73)
Consider a real signal x(t) = x1(t) + x2(t) with x1(t) and
x2(t) overlapped in the time domain. The TFDs of x(t) and
its analytic signal xA(t) are depicted in Fig. 9(a) and (c),
respectively. Since there are two IFs at each time instant as
shown in Fig. 9(e), the IF obtained from the phase of xA(t) is a
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Fig. 9. Time-frequency distributions of (a) a real signal x(t); (b) the joint
LCT-AS of x(t), i.e., LAM{x(t)}; and (c) the analytic signal of x(t), i.e.,
xA(t). (d) IF of LAM{x(t)}. (e) IF of x(t) estimated from the IF of xA(t).
(f) IF of x(t) estimated from the IF of LAM{x(t)}.
nonlinear combination of the two IFs, as depicted in Fig. 9(e).
Fortunately, as discussed above, the IF of x(t) can also be
estimated from the IF of the joint LCT-AS of x(t). Therefore,
the primary task is finding an appropriate M for the LCT.
Observing the TFD of x(t), there are four ridges at each time
instant. Clockwise rotate the TFD until there is only one ridge
at each time instant. If the final rotation angle is α, we have
M = (cosα, sinα,− sinα, cosα), and the TFD of LMxA(ω)
is given in Fig. 9(b). Next, the IF of LMxA(ω) is calculated,
which is a monodic function, as depicted in Fig. 9(d). Finally,
according to (73), the IF of x(t) can be estimated from the IF
of LMxA(ω), as shown in Fig. 9(f). Therefore, the joint LCT-AS
is more powerful than the analytic signal for IF estimation.
Assume xA(t) = a(t)e
jφ(t) and LMxA(ω) = A(ω)ejψ(ω),
where a(t) and A(ω) are the amplitudes of xA(t) and LMxA(ω),
respectively. When b = 0, LMxA(ω) =
√
d·ejpi cd ω2xA(dω), and
thus A(ω) = |√d| · a(dω). When b 6= 0, one cannot obtain
a(t) only from A(ω) without the phase information ψ(ω).
As mentioned in Section III, the LCT-AS can be deemed as
the generalization of the analytic signal. When the LCT is
the identity operator, the LCT-AS is reduced to the analytic
signal, and thus A(ω) = a(ω). When the LCT is the Fourier
transform, A(ω) shows the energy distribution of xA(t) in the
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frequency domain. Generally speaking, the amplitude of the
joint LCT-AS describes the energy distribution of the analytic
signal in the LCT domain.
E. Secure Single-Sideband Modulation
It has been mentioned in the introduction that the fractional
HT (FHT) is useful for secure single-sideband (SSB) modula-
tion [29], [31]. The joint LCT-AS can also be used for secure
SSB modulation. Given a real message signal x(t), the SSB
signal is given by
xssb(t) = Re
{
xA(t) · ej2pifct
}
(74)
where fc is the radio carrier frequency. One can recover x(t)
from xssb(t) if fc is known. The secure SSB modulation based
on the joint LCT-AS is defined as
xMssb(ω) = Re
{
LAM{x(t)} · ej2pifcω
}
. (75)
It is apparent that x(t) cannot be recovered from xMssb(ω)
unless the parameter matrix M is known in advance. Accord-
ingly, the three parameters a, b and c in M can be used as the
secrete keys. (As a, b and c are known, d can be obtained from
d = 1+bca .) Since the secure SSB modulation based on the FHT
has only one secret key, i.e., the fractional order used in the
FHT, the secure SSB modulation based on the joint LCT-AS
offers much higher security.
If the message signal is the LCT of a real signal, i.e.,
LMx (ω), (75) can be rewritten as
xMssb(ω) = Re
{[LMx (ω) + jLMxˆ (ω)] ej2pifcω}
=Re
{[LMx (ω) + j(LHL−1)M{LMx (ω)}] ej2pifcω} . (76)
In such situation, the joint LCT-HT-ILCT is used for secure
SSB modulation.
VI. CONCLUSION
It has been shown that most real signals, especially for
baseband real signals, cannot be recovered perfectly from their
generalized analytic signals, which are generated by the PHT.
Therefore, in this paper, the conventional HT and analytic
signal associated with the LCT are concerned. The relation-
ships between the following six kinds of signals have been
examined: an arbitrary real signal, its HT and analytic signal,
and the LCT of these three signals. Since some relationships
involve multiple integral transforms (may be the HT, analytic
signal, LCT or ILCT), six kinds of transforms, called joint
transforms, have been proposed. Using the joint transforms to
realize these relationships can reduce computational complex-
ity. Most importantly, all the joint transforms are reversible and
undistorted. All the joint transforms have also been verified
by numerical simulations. These simulations show that the
numerical differences between the joint transforms and the
cascades of integral transforms are down to 10−7 or less,
which may be caused by numerical round-off error. Besides, it
has been shown that the joint transforms are useful in several
signal processing applications. And in these applications, using
the joint transform, which combines the analytic signal and the
LCT, is preferred then simply using the analytic signal or the
LCT.
APPENDIX A
FOUR EQUIVALENT EXPRESSIONS OF THE LCT
(a 6= 0, b 6= 0)
For a 6= 0 and b 6= 0, the LCT defined in (15) can also
be expressed as the following three equivalent expressions,
called LCT Form II, LCT Form III and LCT Form IV for
short. (The original definition of the LCT (b 6= 0) as shown
in (15) is called LCT Form I.)
• LCT Form I:
LMx (ω) =
√
1
jb
ejpi
d
b
ω2
∞∫
−∞
ejpi
a
b
t2e−j2pi
ω
b
tx(t) dt. (77)
• LCT Form II:
From (77), the LCT Form II is given by
LMx (ω) =
√
1
jb
ejpi
d
b
ω2e−jpi
1
ab
ω2
∞∫
−∞
ejpi
a
b (
ω
a
−t)2x(t)dt
=
√
1
jb
ejpi
c
a
ω2
[
x(t) ∗ ejpi ab t2
]
t=ω
a
. (78)
• LCT Form III:
Substituting d · τ for t in (77) leads to the LCT Form III,
LMx (ω)
= |d|
√
1
jb
ejpi
d
b
ω2
∞∫
−∞
e−j2pi
d
b
ωτejpi
ad2
b
τ2x(dτ) dτ
= |d|
√
1
jb
(
x(dω)ejpicdω
2
)
∗ ejpi dbω2 . (79)
• LCT Form IV:
The LCT can be expressed as a transformation function
of X(f), i.e.,
LMx (ω)
=
√
1
jb
ejpi
d
b
ω2
∞∫
−∞
ejpi
a
b
t2e−j2pi
ω
b
t
∞∫
−∞
X(f)ej2piftdf dt
=
√
1
jb
ejpi
d
b
ω2
∞∫
−∞
X(f)
∞∫
−∞
ejpi
a
b
t2−j2pi(ωb −f)tdt df
(80)
which can be simplified to the LCT Form IV by (5) with
γ = ab ,
LMx (ω) =
√
1
jb
√
b
−jae
jpi c
a
ω2
∞∫
−∞
X(f)e−jpi
b
a
f2ej2pi
ω
a
fdf.
(81)
APPENDIX B
JOINT LCT-CONJUGATION-AS (b 6= 0)
The joint LCT-conjugation-AS, denoted by LcAM , trans-
forms x(t) into LMx∗
A
(ω). It is equivalent to calculating the
analytic signal (AS) xA(t) of x(t) first, then calculating
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the complex conjugate of xA(t) (i.e., x
∗
A(t)), and finally
transforming x∗A(t) into LMx∗A(ω) by the LCT,
LMx∗
A
(ω) = LcAM{x(t)} , LM
{
[A{x(t)}]∗} . (82)
Alternatively, the following relationship is used,
LMx∗
A
(ω) = LM {x(t)− jH{x(t)}}
= LM{x(t)} − jLHM{x(t)}. (83)
Here, (19) and the LCT Form II in (21) are adopted for
LM{x(t)}, and LHM{x(t)} has been derived in (32). Thus,
LcAM{x(t)}
=


√
1
jb e
jpi c
a
ω2 [x(t) ∗ (g1(t)− g2(t))] t=ω
a
, a 6= 0√
1
jb e
jpi d
b
ω2
∞∫
−∞
x(t) e−j2pi
ω
b
tdt · [−2u (−ωb )] , a = 0
(84)
where g1(t) and g2(t) is defined in (9). The joint LCT-
conjugation-AS is also used in the transformation from xˆ(t)
to LMx∗
A
(ω).
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