This paper addresses the problem of estimating the population mean Y of the study variable y using information on transformed auxiliary variables. In addition to many, Yasmeen et al (2015) estimator shown to be the members of the suggested classes of estimators. We have derived the bias and mean squared error (MSE) of the suggested classes of estimators to the first degree of approximation. We have obtained the optimum conditions for which the suggested classes of estimators have minimum mean squared errors. It has been shown that the proposed classes of estimators are more efficient than the estimators recently envisaged by Yasmeen et al (2015) and other existing estimators.
Introduction
Consider a finite population A simple random sample of size n is drawn without replacement from U to estimate the population mean Y of the study variate y assuming the knowledge of the population means X and Z of the auxiliary variates x and z respectively, It is well known under simple random sampling without replacement (SRSWOR) that the usual unbiased estimator (which does not utilize auxiliary information) is where N n f = is the sampling fraction.
The classical ratio estimator due to Cochran (1940) for Y is defined by         = x X y t 1 (1.3) where the population mean X of x is known in advance.
The MSE of the ratio estimator The classical product estimator due to Robson (1957) and revisited by Murthy (1964) 
To the first degree of approximation, the MSEs of the estimators 3 t and 4 t are respectively, given by
(1.10)
Reviewing Some Existing Estimators Based on Two Auxiliary Variates
When the population means ( ) Z X , of auxiliary variates ( ) z x, respectively are known, Singh (1967) suggested a ratio-cum-product estimator for
(1.11) The MSE of 5 t to the first degree of approximation is given by The MSE of 6 t to the first degree of approximation is given by 
Thus the resulting minimum MSE of 6 t is given by The MSE of 7 t to the first degree of approximation is given by The MSE of 8 t to the first degree of approximation is given by To the first degree of approximation, the MSE of 9 t is given by (1.28)
To the first degree of approximation, the MSE of 10 t is given by are suitably chosen constants. The MSE of 12 t to the first degree of approximation is given by To the first degree of approximation, the MSE of 13 t is given by
The MSE of the class of estimators 
Thus the resulting minimum MSE of 13 t is given by 
The MSE of 14 t to the first degree of approximation is given by
A generalized version of the estimator 15 t due to Singh et al (2009) is given by  are suitably chosen constants.
To the first degree of approximation, the MSE of the class of estimators 14 t is given by 
The MSE of the class of estimators 15 t at (1.43) is minimized for 
where ( )
are generalized constants and ( )  , w are optimization constants.
We should add here that the class of estimators 16 t is revisited by Adichwal et al (2015) . The biases and mean squared errors of the estimators 16 t and 17 t will be given later. It is observed from ( 1.16) 
2.The Suggested class of estimators
Taking motivation from the estimators discussed in section-1, we propose the class of estimators for Y as 
where ( ) Expressing T in terms of ( )
, we can write (2.1) as 
Taking expectation of both sides of (2.3), we get the bias of T to the first degree of approximation as ( )   
Squaring both sides of (2.3) and neglecting terms of s ' e having power greater than two have Taking expectation of both sides (2.7) we get the MSE of T to the first degree of approximation as 
and 4 A and 5 A are respectively defined in (2.8) and (2.9). Differentiating Thus the resulting minimum MSE of 1 T is given by
Thus we state the following theorem.
Theorem-2.2 -
To the first degree of approximation,
with equality holding if T is given by 
which is positive. It follows that the proposed class of estimators 1 T is more efficient than the class of estimators Case-II-For ( ) ( )
in (2.1), the proposed class of estimators T reduces to the class of estimators 2 T as
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which is positive. It follows from (2.34) that the proposed class of estimators 2 T is more efficient than the class of estimators ( ) 17 1 2 t T = due to Yasmeen et al (2015) .
Case-III-We consider the case when sum of the weights 1  and 2  is unity ( ) Thus the resulting minimum MSE of the class of estimators 3 T is given by 
which is positive. Thus the T -class of estimators is more efficient than the 3 T -class of estimators. 
Case-IV-If

Empirical Study
To illustrate our general results we have computed the percent relative efficiencies (PREs) of different estimators of population mean Y with respect to usual unbiased estimator y for two natural populations data sets earlier considered by Yasmeen et al (2015) . We have computed the PREs of the proposed class of estimators T with respect to the usual unbiased estimator y by using the formula: for different values of the constants ( )
Population -I-
