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This paper is concerned with the random problem containing white noise: 
C-P(t) u’(t)l’+ q(t) U(f) = d*P(t) u(t) -I-f(t) + q(t) B(C a) 
au(O) + hi(O) = 5(o), /h(l) + P’u’(l) = q(o), 
o<t<1. 
Uniqueness and existence theorems are proved for solutions of this problem with 
different I*, and the Green’s function and eigenfunction series are used to describe 
the solutions. 0 1991 Academic Press. Inc 
1. INTR~OUCTI~N 
Similar to the initial value problem, the random boundary value 
problem for differential equations is of great importance both in theory and 
applications [3,4]. The density function of the solution for the random 
problem containing only a finite number of random variables can be 
obtained by solving some first order partial differential equations [l, 21. 
When sample functions of random processes in the problem are smooth, 
the integral equation, the Green’s function, and the eigenfunction 
expansion have been proven useful [3-g, 141. Due to the obstacle of 
measurability, only small while noises are introduced in the boundary 
value problem [9. IO]. 
If we introduce an auxiliary function u(t), then the problem considered 
here becomes 
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du(t)=Vodt 
p(t) 
89 
h(t)= [q(t)-il*p(t)] u(t)dt-f(t)dt-cp(t)dw(t,w) as. 
au(O) + a’ - = 1;;; 5(o) 
Bu(l)+P’g=?w 
(l-1 1 
o<t<1: 
where p(t) is assumed to be greater than zero, w(t, o) is a Wiener process 
defined together with <(CO), q(o) on a suitable probability space (Q, 9, 9). 
The corresponding deterministic problem for (l-l ) is 
da(t) =z dt 
du(t) = [q(t) - l*p(t)] u(t) dt -f(t) dt 
o<t<1. (l-2) 
Properties of this problem depend largely on the following eigenvalue 
problem: 
C-P(t) u’(t)l’ +4(t) u(t) = b(t) u(t) 
o<t<1. 
au(O) + a’u’(0) = 0, pU(l)+~‘U’(l)=o 
(l-3) 
If we denote eigenvalues and eigenfunctions of (l-3) by 
&<I.,< ... <A,< .” 
uo(th u,(t), ..., u,(t), ... 
with the normalization condition 
I 
1 
p(t) u,(t) uj(t)dt=6,, i, j = 1) 2, . ..) 
0 
(l-4) 
then for I* #A,, (l-2) has a unique solution with the integral form of the 
Green’s function [ 11, p. 2861; and for A* = I,, the orthogonal condition 
is necessary for the existence of the solution [12, p. 5471. 
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For the random problem (l-l), we will first derive some existence condi- 
tions for the solution, and then express it by the integral of the Green’s 
function or eigenfunction series. In the last section we will give an example 
to illustrate the whole idea. 
For simplicity, discussion is limited in the second order operator with 
a’fi’ # 0, and random terms are contained only in nonhomogeneous parts. 
But extensions to the case a’p’ = 0 are readily apparent, and extensions to 
other cases will be pointed out in other papers. 
2. EXISTENCE AND UNIQUENESS OF THE SOLUTION 
Let 
and rewrite (l-l) into a matrix form 
d 
0 1 
P(t) 
4(t) - n*P(t), 0 
+(-~(t))dt+(y~(t))dw(t,o) O<t<l, a.s. (2-l) 
~(~lool)+~(~~~l)=(Sl~l) 
LEMMA 1. Suppose that for t E [0, 11, p(t) > 0, p(t) > 0, p(t) E c’, 
p(t) E c, q(t) E c, and that the fundamental solution matrix Q(t) = (VU(t)) 
satisfies the equation 
d( %1(t), ( (PI*(t) 
)i 
0 -!- 
P(t) 
%1(t)? v**(t) = 
cpu(t), (PI*(f) dt 
q(t) - n*P(tL 0 
! 
( (Px(t), %2(f) > 
Q-2) 
( ;:::i;: ;:$1> =(Ii: i>. 
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Then for A*#&, n=O,l,...,Det[A+E@(l)]#O; and for I.*=&,, 
Cl’B’ # 0, 
A+B@(l)= 
with K, = (G,(O) P(OYO/(~,( 1) P( 1 Y8’). 
Proof: Let @(t)=(cp,(r),(~~(f)), A+B@(l)=($,,$,), For I*#%,, 
suppose Det [A + B@(l)] = 0, then there exist two constants CT, C:, such 
that CT2 + C:‘#O, and C:$r + C:t,G, = 0. Since the function t)(t) = 
C:rpl(t) + C:(P*(~) satisfies the equation 
d+(t) = IC/(t) d  
‘w(O)+W(l)=O, 
the fact that (l-3) has only the trivial solution u(t) =0 for L #I., implies 
Ii/(t) = 0. Taking t = 0, and noticing cp,(O) = (A), (~~(0) = (‘& we have 
CT = 0, C: = 0, and this contradicts the assumption. 
When A* = i,,, functions u,(t) and u,,(t) = p(t) uX( t) satisfy the equation 
( )l 0, 1 d %x(t) p(t) t(t) = 4 t  - l*p(t), 0 r ! > %l(t) dt&n(l) v-3) 
It follows that 
The uniqueness and existence property of the solution for the initial 
value problem corresponding to (2-3) derives the fact that U:(O) + u:(O) 
# 0 for the eigenfunction u,( 2). Then (2-4) gives Det [A + B@( 1 )] = 0. 
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we can have a constant K, = (u,(O) p(O)/a’)/(u,( 1) p( 1)/p’) # 0, such that 
In fact the assumption a’/? # 0, and the boundary condition of (2-3) give 
u,(O) # 0, u,(l) # 0, otherwise z&(O) = 0 or u&(l) = 0 which implies 
u,(t) E 0, the trivial solution. 
To obtain (2-5), we use (2-4) and take t= 1, then the fact that 
Det G(t) = Det G(O) = 1 follows 
Then from the boundary condition of (2-3), we have 
and this gives the constant K, of (2-5). 
THEOREM 1. For Eq. (2-l ), suppose that 
(i) W( t, co) is a Wiener process defined on the a-algebras of events E 
with the properties: 
(a) for t, < t2, E, c&; 
(b) W(t, o) is 9+neasurable; 
(c) for s > 0, W( t + s, co) - W( 2, w) is independent of the algebra 8; 
(d) W(0, o) = 0. 
(ii) (t(o), r~(o)) is a Fl-measurable random vector. 
(iii) c(‘~ + a2 # 0, /?I2 + p’ # 0, cl’p’ # 0. 
(iyl p(t)EC’,p(t)>O; p(t)EC, p(t)>O; q(t)EC,f(t)EC, cp(t)EC’. 
(v) 1*=1,. 
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Then the necessary and sufficient condition for the existence of the solution 
is 
j-i f(t) urn dt+J1: v(t) wn(t)dNt, ~)=K(tl(~l-K15(w)), as., (2-6) 
where K, is determined in (2-5), and K= -u,,,(l) p( 1)/p’. 
When (2-6) is satisfied, the solution is unique except for an arbitrary 
multiple of the vector (:;I:{). 
ProoJ Suppose that ($$ is one of the solutions of (2-l), the linearity 
of the equation gives the formula [13, p. 128-j 
The boundary condition of (2-l ) becomes 
Using Lemma 1, we have 
i 
0 
+ 
’ 
5(o) , as. 
K, 
jl 
acp&) -5 qll(s)] [f(s) ds + v(s) dw(s, ~11 
= v(w) . ( ) 
0 
Noticing the fact that (2-4) gives u,(t)= (u,(O)p(O)/a’)((a’/p(O)) VI,(t) - 
aq12(t)), and then we obtain 
@U(O) +-g) V(O) =5(w) 
K, 5(m) +; 
V-8) 
a.s. 
409/15911-7 
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This is the necessary condition of (2-6). The sufficiency of this condition 
can be proved in a similar way. To consider the uniqueness, we suppose 
that there are two solutions ($j,‘), (z$t). Their difference (:I:,‘) satisfies the 
homogeneous equation 
d fi(t) 
( 4 
0, -L P(l) v”(t) = ii(t) dt 4(t) - n*P(tX 0 i ( ) v”(t) 
A (g;)+B(g;)=(;) a.s. (2-9) 
Then the condition A* = 1, gives 
where C(w) is an arbitrary random variable. 
THEOREM 2. Suppose that the hypotheses (ib(iv) of Theorem 1 hold, and 
that 
(v) A*#&, n=o, I).... 
Then (2- 1) has a unique solution. 
ProoJ Lemma 1 gives Det [A + B@( 1 )] # 0, for A* # A,, . If we let 
then (2-7) gives the solution of (2-l). The uniqueness of the solution can 
be obtained directly from the fact that (2-9) has only the trivial solution for 
1* #A,. 
3. THE EIGENFUNCTION EXPANSION 
0~ THE SOLUTION FOR 1*=A, 
THEOREM 3. Suppose that the hypotheses (i)-(v) of Theorem 1 are 
satisfied, and that 
(vi) J cp satisfy the condition (2-6). 
(vii) p(t) E C2, p(t) E C2. 
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Then the solution u(t) of Eq. (2-l) has the eigenfunction expansion form 
+ C,(w) j’ P(S) um(sKcp,,(t) cpds)- vu(t) cp,,b)l ds 
0 
+ <(co) q *(t)Pfl+ C(0) u (t) 1 
cc’ 
m  ) (3-f) 
where C(w) is an arbitrary random variable, and 
W)=jl' u,(sKf(s)ds+cpb) dw(s, w)l, n = 0, 1, 2, . . . . a.s. 
Proof To prove this theorem, we need some lemmas. 
LEMMA 2. Under the given assumptions, the series I,,+,,, (C,(o)/ 
(A, - A,)) u,(t) converge uniformly to a continuous process @t, w) with 
probability one. 
ProoJ: Deterministic eigenvalues and eigenfunctions have the asymp- 
totic estimations [ 11, p. 281, 282, 275, 2771 
nx(x-a)+O(l) 1 b-a n ’ (3-2) 
where x = j ,,/m dt, a = x(O), b = x(l), and 0( 1) denotes a function 
of n which is uniformly bounded for all integers n > 0. 
Then for sufficiently large n, and for dE ( 1, 1.5), there exists a constant 
K2 independent on n such that 
The inequality gives the convergence of the series En+,,, (sup, u:(t)/ 
(1, - A,,,)‘) n? If we use (.) to denote the mathematical expectation, then 
for n#m, 
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II I C,(o) Prob 0 s;p 1,-2, -u,(t) 2 I I rid 
2 
< n2d II> suPI 40) n2d G (CW > (2, _ A,)2 
= [( j’ f(s) U”(S) ds)’ + I1 c/l’(s) u;(s) ds] ;;p$;; r12d 
0 0 n m  
p(s) u2(s) ds “PI ‘it@) n2d ” (A, - u* 
1 
By the Borel-Cantelli Lemma and the Weierstrass theorem, the conver- 
gence of the series CnZm (sup, ufJt)/(A, - A,)‘) n2d gives the conclusion 
that Cnfm (G(~)/(ki - U) u,(t) converges uniformly to a continuous 
process &t, o) with probability one. 
LEMMA 3. Under the given assumptions, as N + co, 
({ [; v(t) Ml, 0) - 5 [f ’ p(t) u,(t) dt][ [; u,(t) v(t) dw(t, -,11’> + 0. n=O 0 
Proof: For fixed t E [0, 11, let 
i 
P(T)> P*(T)= o 
7 E co, tl 
> ZE (t, 11. 
Ln L2[0, l] space, we expand p*(r)/p(r) into the eigenfunction series 
[ll, p. 3181 
As N + co, the integral 
q(z) - 5 (f; P*(T) u,(z) d 
?I=0 
+,,(~)p(~)~dvO. 
It follows that 
>( 
‘\ 
j-’ cp(z) 4~) dw(z, d)] , 
0 
THE STURM-LIOUVILLE PROBLEM 97 
0 'P*(z) = - cp(z) dW(T w) 0 P(T) 
N 
- 
c 0 
'P*(t) %(+)(j; 
2 
cp(~)%(~)M?@) 
n=O 0 )I > 
' P*(r) = CCJ [ - gD(z) 0 P(T) 
N 
-= (s 
1 
p*(r)u,(s)dz > 1 1’) ~T)(P(T) dw(r>w) n=o 0 
' P*(z) = rll - v(r) 0 P(T) 
N 1 
- 
c (s n=O 0 
p’(r)u,(r)d~)U.(T)C?(~)]2d~~O, (N-+m), 
and the lemma can be obtained directly. 
LEMMA 4. Under the assumptions in Theorem 3, for every fixed 
t E [0, 11, let f, = f: f(s) u,(s) ds, n =O, 1, . . . . we have 
nzofn j;sj; p(s) u,(s) ds 
=j;$)j;~(s)~~~fnds)ds=j;~ j;fW. (3-3) 
Proof: The function f(t)/p(r) can be expanded in a series C,FL~ fnu,(t) 
in the meaning of L2[0, l] space [11, p. 3131. Then as N-t ~0, we have 
{j; [ n$o fnun(s) -fg]2 ds}“’ + 0, 
and it gives the estimation 
i,iofn j;s j;Wn(s)ds- j;$) j;f(Ml 
= Ij;sj; p(s)[ 2 fnds)-f+] dsl 
n=O 
~j;$jj;~(s) / i r;,un(s)-ffi~ ds 
?l=O 
< 
max,p(r) 
[j' [ $ fnu,,(s)-z]' ds]“‘-+O. 
mh p(t) 0 n=O 
Then we have the lemma easily. 
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Now we are in a position to prove Theorem 3. 
Let u,Jw) be an arbitrary random variable; q,(o), z+,(w) satisfy the 
condition (2-8), and let 
+ 
uo(@J) 
( )I ql(~) ’ a.s. 
Because 
= [A + B@(l)] 
(3-4) 
(3-51 
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the equations satisfied by (El:;) and ($I:; 
(F$: 
) yield the following equation for 
0 
1 
PO 
4(t) - Ldt,, 0 
as. (3-c) 
The integral form of (3-6) for U(t) is 
a.s. 
By virtue of the uniform convergence of D(t) = Cnrm (C,(w)/(A, - A,,,)) 
u”(t) from Lemma 2, we know Y( 8( t)) to be continuous with probability 
one, _and supt ([3(&t))]‘) c; 00. It is sufficient to prove 
([%(U(t))]‘) =0 and then (3-7), (3-4), (3-5), and Theorem 1 give us’?~ 
conclusion (3- 1) of Theorem 3. 
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In order to consider ([%(@t))]*), we let U,,,(t)=C,“=o,,,, (C,(o)/ 
(&-A,)) u,(t) for N>m. From the definition (3-7) of 9, we know that 
there exists a constant K3 independent of N, such that 
P(@f)) - %(U,(t))l <K, sup IO(t) - U,(t)l, as. 
and then 
Q wwm - wM~)H2) + ( CwM~))12> > 
S 2(K:( Csup I u(t) - UN(t)1 I’> + ( MU,dt)l’> ), as. (3-8) 
The first term can be estimated by the following inequality: 
([sup V(t)- WN’> 
(N-, co), a.s., (3-9) 
where K4, K, are suitable constants independent of N, and the estimate 
(3-2) has been used again to derive the result. 
Noticing the equation that u,(t) satisfies, and Lemma 4 we have 
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Using the boundary condition of (l-3) for u,(t), we obtain 
By Lemmas3, 4, we obtain ([‘S(VN(t))12)-+0, as N+ co, and then 
([%(0(t))]‘) -PO, if we notice (3-S), (3-9), and let iV+ co. 
Noticing the continuity of 8(t) with probability one, we have 
Y( o(t)) = 0 and this completes our proof of this theorem. 
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4. THE INTEGRAL FORM OF THE SOLUTION FOR A*#&, 
THEOREM 4. Suppose that all the hypotheses of Theorem 2 are satisfied, 
Then (2-l) has a unique solution u(t) with the integral form 
u(t) = j-i G(t, ~1 v(r) MT, w) + j1 G(t, ~)f(z) dz 
0 
t(w) 
where G(t, t) is the Green’s function of (l-3) with A* = A and Q(t) = (cpv(t)), 
i,j=l,2, isth e un f d amental solution matrix of (2-2). 
ProoJ: To find the Green’s function, let yl(t), yz(t) be two independent 
functions satisfying the Eq. (l-3) and one of the boundary conditions, 
respectively, then 
Y*(t) = &12(l) + 
[ 
jf+dl) 1 [ Pk 1 cpu(t)- P~11(l)+-cp,,(l) cpdt). 
Since the Wronskian W( y,, yz) = (l/p(t)) Det [A + B@(l)] does not 
vanish, we have the Green’s function [ 11, p. 2863, 
G(t, ?) = G+(t, 2)’ -y,(z) yAt)/DetCA + B@(l)l, 
O<z<t 
G-(t, 2) = -yl(t) y,(~)lDetCA + Ml)l, t<z<l. 
(4-2) 
It is easily verified that [ql,(t), ~12(t)][A+B@(1)]P1(~~~~) satisfies the 
equation 
C-P(f) u’(t)l’ + c?(t) u(t) = l*P(t) u(t) 
au(0)+a’u’(0)=~(0), ~U(l)+/?‘u’(l)=~(o) as. 
If we notice that G(t, z) satisfies the boundary conditions [ 11, p. 2871 
au(O) + a’u’(0) = 0, ~u(l)+p’U’(l)=o, 
and that JA G(t, z) f(t) d z satisfies the equation [l 1, p.2861 
C-p(t) u’(t)]‘+ 4(t) u(t) = n*P(t) u(t) +f(t) 
au(O)+a’u’(O)=O, pu(l)+p’u’(l)=o, 
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then, it remains to verify that Ji G(t, t) cp(z) dw(r, CO) satisfies the equation 
u(t) = u(0) - q u(0) j;$) 
+I,‘$)( [q(s) - ~*pb)l 4s) ds 
‘dz r -- 
f s oP(T) 0 
p(s) dw(s, CO), a.s. (4-3) 
To prove this, the following lemma is necessary. 
LEMMA 5. Under the assumptions of this theorem, we have 
j; y$ so’ [q(s) - A*&)1 ds s,’ (3, Y) CP(Y) WY, 0) 
Proof: Noticing the different expressions of G + and G _ of (4-2), we 
have 
s 
1 
G(s, Y) V(Y) dwh 0) 
0 
= j~G(s:Y)(o(y)dw(y,o)+j’G(s,l.)~(y)dw(y,~) 5 
= G(s> 1) ~(1) 41, ml- I,’ CG+(s, Y) cp(~)l;, 4~3 w) dy 
- s ’ [G--b, Y) P(Y)I; wfv, 0) 4 a.s. s 
Then 
= 
s s ;G : [q(s)-J.*ds)l W, l)cp(l) 44 0) ds 
- I s ;$j ,‘Cds)-~*pb)l~ j; CG+(s,~)cp(~)llw(~,w)dy 
- 
j~~j~Cq(s)--).*p(s)ldsjl [G-(s,~)cp(~)ll,w(~,o)dy, a.s. 
.v 
104 NING-MAO XIA 
Changing the order of integrals, we obtain 
-p+q$) [q(s)- ~*~(s)lCG+b, Y) cpW1; W(Y, 0) ds 
-f:d~foydTf:&) [q(s)-~*p(s)lCG-k Y) cpW1; W(Y, WI ds 
-pdofdd~~ C&I-~*p(s)lCG-(s, Y) CP(Y)I; W(Y, ~1 ds 
+p$+) Eds) -~*ds)lCG-(s, Y) W)l; W(Y> w) ds 
= jd V(y) MY, W) fi $6 Cq(s) - A*p(s)] G(s, y) ds, as. 
and this is the conclusion of the lemma. 
In order to prove (4-3), we use Lemma 5, and consider the integral 
= 1; CP(Y) dw(r, 0) j-;-$1( Cqb) - A*p(s)l G(s, y) ds 
= j’dw(y,w)/‘d~~~[..-]d~+~~dw(y,O)j’h~~[...]ds 
I 0 Y  
= I, + I, + z, + I,, as., 
where [...I = (cp(r)/p(z))Cq(s)-~*p(s)l W, Y), and I,, I,, Z3, A are the 
integrals above, respectively. 
For I,, we have 0 <s< t < y 6 1; hence from the equation that G(I, t) 
satisfies, we obtain 
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= j,’ My, w) j; dT j; $$ [p(s) G’m (s, ~11’ ds 
= IIP(T) G’-(7, r)-p(O) G’~(O, r)l dT 
Z.Z /‘dw(p,w)l’~(v)[Gf-(r,7)-~~G~-(0,7)]dr r 0 
= s ’ dw(y, ~1 dy)CG-lt> Y)-G-(@ Y)I , 
- ~(0) s,’ CP(Y) G’ (0, y) dw(y, 0) !‘,’ --$, a.s. 
Similarly we have 
-p(O)j~dw(Y,w)j~~G~(O,y)d~, as. 
and 
L= s ’ h’)CG+(t> Y)- G+(Y, ~11 My> w) 0 
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Noticing the fact that GL(y, y) - G’+ (y, y) = l/p(y) [ 11, p. 2861, we find 
that 
1, + 1, + 13 + 14 = s' G(& Y) V(Y) MY, u) 
0 
- s ’ G-P, Y) CP(Y) ~w(Y, 0) 0 
- ~(0) j; G'-(0, Y) CP(Y) dw(r, 0) j; --$ 
a.s. 
Substituting it into the right hand side of (4-3), and noticing the fact that 
and the boundary condition satisfied for GL(0, y), we obtain (4-3) directly 
and then finish the proof. 
Remark. Upon applying Mercer’s theorem to the expansion of Green’s 
function [ 151, the solution u(t) of (4-l) can also be expanded into the 
eigenfunction series with the form similar to that in Theorem 3. 
5. EXAMPLE 
Consider the equation 
- 24” = 2*u + cpB( t, w) 
u’(O) = 5(u), 
O<t<l, il*>O, as. 
u’(l) = u](u) 
It has the matrix form 
The corresponding deterministic equation is 
-2l” = nu, u’(0) = 0, u’(l)=O. 
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It has the eigenvalues and eigenfunctions 
Ao=Ro=O, u,=l, i?“=nrr, u,=&cosrmt, i,=Rz, n=l,2 ,.... 
The fundamental matrix Q(t) = (rpti(t)) satisfies the equation 
d@(t)=( Jy*, ;) @J(t)& @(O)=E. 
Under the assumption A* = Kz, i?> 0, we then obtain 
cos Rt, 1 c sin Rt Q(t) = K i ‘I. - k sin Et, cos Rt 
When K#R,,, n=O, l,..., the determinant Det [A f B@( 1 )] = R sin x # 0, 
hence (4-2) gives the Green’s function 
G+(t, z)= -cos h 
cos i? cos Kt + sin R sin Et 
) O<zgt 
G(t, T) = 
RsinR 
G-(&z)= -cash 
cos R cos ET + sin R sin Kr 
Rsin R 
) tdrdl. 
The solution u(t) can be obtained by (4-l): 
u(t) = cp 1’ G(t, T) dw(z, co) 
0 
0, 1 
-Rsin K, cos R 
=50 ‘G,(r,r)dw(r,w)+SIG~~(t,r)~w(r,0) 
r 
+ &K(e(w)cosK(l-f)-q(~)cosBt), a.s. 
When K= R,,, (m #O), 
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Since K1=(-l)m, K=fi(-l)m+l, the existence condition (2-6) for the 
solution becomes 
cp lcosrnxtdw(t,w)=(-l)“+l(~(o)-(-l)”<(w)), f 
a.s. 
0 
If it is satisfied, then solution u(t) has the expression 
+~(~(W)+(--l)m+l~(0)))S1 cos mrcs sin q5 (- l)“-‘(s- t) ds 
0 
sin J”i t 
+$ 
t(o) + d(o) cos m71t 
m 
=b c fh cos nns dw(s, 0) 41,~) 
n=l (n* - m*) rc* 
cosmct-q2- 
m27c2 
+ J5 cp Jo1 cos m71t dw( l, w) j: cos m7cs sin Jz (s - t) ds 
& + 2 sin fi t ((~0) + d(o) cos mnt, a.s., 
where d(o) is an arbitrary random variable. 
REFERENCES 
1. NING-MAO XIA, W. E. BOYCE, AND M. R. BARRY, Two-point boundary value problems 
containing a finite number of random variables, Stochastic Anal. Appl. 1 (1983), 117-137. 
2. NING-MAO XIA, The distribution function of the solution of the random eigenvalue 
problem for differential equation, J. Math. Anal. Appl. 130 (1988), 577-589. 
3. W. E. BOYCE, Random eigenvalue problems, in “Probabilistic Methods in Applied Mathe- 
matics” (A. T. Bharucha-Reid, Ed.), Vol. 1, pp. l-73, Academic Press, New York, 1986. 
4. J. VOM SCHEIDT AND W. F’URKERT, “Random Eigenvalue Problems,” North-Holland, 
New York/Amsterdam/Oxford, 1983. 
5. W. E. BOYCE AND NING-MAO XIA, The approach to normality of the solutions of random 
boundary and eigenvalue problems with weakly correlated coefficients, Quart. Appl. Mujh. 
40 (1983), 41945. 
6. W. E. BOYCE AND NING-MAO XIA, Upper bounds for the means of eigenvalues of random 
boundary value problems with weakly correlated coefficients, Quart. Appl. Marh. 42 
(1985), 439-454. 
7. NING-MAO XIA, Linear random boundary value problems containing weakly correlated 
forcing functions, Znternutl. J. Math. Sci. 9 (1986), 497-516. 
THE STURM-LIOUVILLE PROBLEM 109 
8. NING-MAO XIA, Upper bounds for the means of the higher eigenvalues of random eigen- 
value problems, J. East China Inst. Chem. Tech. 12, No. 1 (1986), 115-119. [In Chinese] 
9. NING-MAO XIA, The solutions for the two-point boundary value problems of stochastic 
differential equations containing small white noises, Ada Math. Appl. Sinica 8 (1985), 
340-350. [In Chinese] 
10. NING-MAO XIA, Two-point boundary value problem of linear random diNerentia1 
equations containing small parameter and applications to one dimensional Helmholtz 
equation, .I. Systems Sci. Math. Sci. 7 (1987), 129-137. [In Chinese] 
11. G. BIRKHOFF AND G.-C. ROTA, “Ordinary Differential Equations,” 3rd ed., Wiley. 
New York, 1978. 
12. W. E. BOYCE AND R.C. DIPRIMA, “Elementary Differential Equations & Boundary Value 
Problems,” 3rd ed., Wiley, New York, 1977. 
13. L. ARNOLD, “Stochastic Differential Equations: Theory and Applications,” Wiley, 
New York, 1974. 
14. W. E. BOYCE, Stochastic nonhomogeneous Sturm-Liouville problems, J. Franklin Insr. 
282, No. 4 (1966), 206215. 
15. F. G. TRICOMI, “Integral Equations,” Interscience, New York, 1957. 
