Abstract. Although color is commonly experienced as an indispensable quality in describing the world around us, state-of-the art local featurebased representations are mostly based on shape description, and ignore color information. The description of color is hampered by the large amount of variations which causes the measured color values to vary significantly. In this paper we aim to extend the description of local features with color information. To accomplish a wide applicability of the color descriptor, it should be robust to : 1. photometric changes commonly encountered in the real world, 2. varying image quality, from high quality images to snap-shot photo quality and compressed internet images. Based on these requirements we derive a set of color descriptors. The set of proposed descriptors are compared by extensive testing on multiple applications areas, namely, matching, retrieval and classification, and on a wide variety of image qualities. The results show that color descriptors remain reliable under photometric and geometrical changes, and with decreasing image quality. For all experiments a combination of color and shape outperforms a pure shape-based approach.
Introduction
There exists broad agreement that local features are an efficient tool for object representation due to their robustness with respect to occlusion and geometrical transformations [1] . A typical application based on local features starts with the detection phase, in which features are localized. If desired the patches are transformed to be invariant with respect to orientation, scale, and affine transformations (see Fig. 1 ). Invariant representations are subsequently extracted by a descriptor. The descriptor should robustly represent both the shape and the color of the features. A considerable amount of research has been dedicated to robust local shape descriptors. An extensive study by Mikolajczyk and Schmid [2] reported the SIFT descriptor [3] to perform best. The description of local color has received relatively little attention, and as a result most local features-based methods [3] , [4] , [5] use only luminance and ignore color information. The aim of this article is to enrich local feature-based methods with color information.
A lot of work has been dedicated to global color features for color object recognition. Ballard and Swain [6] described objects by their color histograms. Moreover, to obtain invariance with respect to lighting geometry the use of normalized rgb histograms was advocated. This method remained however variant with respect to illuminant changes. To tackle this problem Funt and Finlayson [7] proposed an illuminant invariant indexing method, which was however variant with respect to lighting geometry. Finlayson et al. [8] combined the theories of [6] and [7] and proposed a indexing method which is both invariant to shading and illuminant changes. All methods remained however variant with respect to specularities. Gevers and Smeulders [9] propose invariants for specularity, in combination with illuminant and lighting geometry. The work was later extended to the derivative structure of images in [10] , [11] , leading to e.g. photometric invariant edge and corner detection. Furthermore, Gevers and Stokman [12] observed that instabilities, caused by the non-linear transformation to compute the photometric invariants, hamper practical use of photometric invariance theory. Based on an error analysis robust photometric invariants are proposed.
We extend local feature descriptors with color information, by concatenating a color descriptor, K, to the shape descriptor, S, according to
where B is the combined color and shape descriptor and λ is a weighting parameter, and. indicates that the vector is normalized. For the shape description we rely on the SIFT descriptor [3] . Since the color descriptor is to be used in combination with a shape descriptor it does not need to contain any spatial information, which leads us to use local histograms. From the analysis of the color literature, discussed above, we deduce the following criteria to which these local color histograms should adhere:
1. photometric robustness: the descriptor should be robust to photometric variations such as shadow, shading, specularities and changes of the light source. 2. geometric robustness: the descriptor should be invariant with respect to geometrical changes, such as viewpoint, zoom, and object orientation variations. 3. photometric stability: the descriptor should adequately handle the instabilities introduced by photometric invariant transformations. 4. generality: the color descriptor should be applicable to a wide variety of applications such as matching, retrieval and classification. Furthermore, it should be robust to variations in image quality, from high quality images to compressed snapshot quality images.
After discussing a physical reflectance model in section 2, we design several color feature descriptors in accordance with the four criteria, in section 3. In section 4 experimental results are given and section 5 contains concluding remarks. Related to the research proposed in this paper is the work of Mindru et al. [13] . They propose a combined color and shape description of the local neighborhood based on color moments, which are invariant to illuminant color. Since, we aim for a color description, which will be used in combination with the SIFT shape description, we have not pursued this path. Furthermore, in [14] local moments-based descriptors were found to be relatively unstable. Matas et al. [15] describe a method which, based on the modes in the local histogram, computes invariant signatures. The method uses fixed scales, and seems hard to use as an extension to a scale invariant feature detector, where the number of modes for a single feature is often higher than the two or three discussed in [15] .
Color Preliminaries
In this section the color theory needed for the design of the color descriptors is summerized. We assume that the scene consists of inhomogeneous materials (including e.g. papers and plastics) and we exclude homogeneous materials such as metals. Furthermore, we model the light source locally, i.e. for the extend of a single feature, as a single light source, e (λ), where λ is the wavelength. For multiple light sources we assume that the combination can be approximated as a single light source for the local feature. In this case, the measured values, C ∈ {R, G, B}, of the camera with spectral sensitivities f C , are modelled [16] by integrating over the visible spectrum ω,
The reflection of the light consist of two parts: 1. a body reflection part, which describes the light which is reflected after interaction with the surface albedo b, and 2. the interface reflection which describes the part of the light that is immediately reflected at the surface, causing specularities. We assume neutral interface reflection, meaning that the Fresnel reflectance i is independent of λ. Accordingly, we will omit i in further equations. The geometric dependence of the reflectance is described by the terms m b and m i which depend on the viewing angle, light source direction and surface orientation. x denotes the spatial coordinates, and bold face is used to indicate vectors. Ambient or diffuse light, i.e. light coming from all directions, is not modelled by Eq. 2 [16] . Diffuse light occurs in outdoor scenes where there is next to the dominant illuminant, i.e. the sun, diffuse light coming from the sky. Similarly, it occurs in indoor situations where diffuse light is caused by reflectances from walls and ceilings. Shafer [16] models the diffuse light, a, by a third term
3) The camera sensitivities, f C , can be approximated as delta functions, thereby simplifying the reflection function to
This function together with its derivative,
will be used in the following sections to derive photometric invariants. Throughout the paper we will use a subscript to indicate spatial differentiation, and we use boldface to indicate vectors over the three channels, e.g. C = {R, G, B}.
Color Feature Description
In this section we derive a set of color descriptors in accordance with the requirements put forward in section 1. Robustness with respect to photometric variation is discussed in section 3.1 and 3.2. The second criterion, geometrical robustness is handled in section 3.3. Photometric stability issues raised by criterion 3 are handled in section 3.4.
Photometric Robustness: Color Constancy
In section 2 we derived how the measured sensor values depend on both the color of the illuminant interacting with the object, and the color of the diffuse illuminant. In this section two simple algorithms [17] , [18] are described for color illuminant normalization (see method overview in Fig .1 ). We first consider the case for which there is no diffuse illuminant present (a C = 0). The relation between two images of the same scene, C 1 and C 2 , taken under different illuminants, is modelled by a scalar multiplication, since
where
The colors in the two scenes are hence related by a diagonal matrix C 2 = ΛC 1 . This diagonal matrix relation is well-known and is a consequence of assuming delta functions for the sensitivities of the cameras. Although the delta function assumption seems rather blunt it describes reality surprisingly well [19] . From Eq. 6 it is easily proven that, in the absence of diffuse light, invariance with respect to the illuminant can be obtained, by a normalization of each color channel:
where the bar indicates a spatial average: a = S adx S dx, and S is the surface of the patch. The Grey-World hypothesis [17] , assuming average reflectance in the world to be grey, leads to a similar correction for the illuminant. Let us now consider the case where there is, next to a dominant illuminant, diffuse light present. For this case Eq. 6 does not hold, instead the images are related via C 2 = ΛC 1 + a. However, a relation similar to Eq. 7 exists between the derivatives of these images, since from Eq. 5 it follows that
Invariance with respect to the dominant illuminant, Λ, can hence be obtained by normalization of the color channels with their average derivative
The absolute is taken to avoid division by zero. Since C (x) is dependent on the diffuse illuminant, the resulting image, C * , is also. However, its derivatives, C * x , are no longer dependent on either the dominant illuminant or the diffuse illuminant. The recently proposed Grey-Edge hypothesis [18] , assuming average reflectance of differences in the world to be grey, leads to a similar correction for the illuminant.
Photometric Robustness: Color Invariance
This section will discuss the photometric invariants on which the color descriptors will be based. With color invariance we refer here to scene incidental variations such as shadows, shading and specularities. A brief overview of photometric invariants known from literature is given here (for more details see e.g. [9] , [20] ). Zero-order invariants. Let us first consider the case of a matte surface (m i = 0) and no diffuse lighting (a C = 0). For this case normalized rgb can be considered invariant with respect to lighting geometry and viewpoint, m b . Since,
Similar equations hold for normalized g and b.
Furthermore, in the case of a white illuminant (e R = e G = e B = e) and specular reflectance (m i = 0), opponent colors [9] can be proven to be invariant with respect to specularities, m i . Since,
are invariant for m i . The opponent colors are still variant for lighting geometry variations. Invariance with respect to both the lighting geometry and specularities is obtained by hue,
First-order invariants. We continue by describing two photometric invariant derivatives [20] . Again consider a matte surface (m i = 0). For this case, changes caused by lighting geometry variation (m b x = 0) are equal to
meaning that all lighting geometry changes of C x occur in the direction of the object color, C. Changes in the two direction perpendicular to object color are hence invariant with respect to geometry variations. These directions are equal to the angular derivatives after a spherical coordinate transformation,
If we subsequently consider specular reflection, the derivatives of the opponent colors,
can be proven to be invariant with respect to specular variations, similarly as in Eq. 11. If the opponent derivative is computed after applying the illuminant normalization of Eq. 9 the opponent derivative is the only invariant insensitive to a diffuse illuminant.
A combined illuminant and geometric invariant. In [8] a method, called comprehensive color image normalization (CCIN), is proposed as a global image feature. We will here apply it as a local image feature. The method proposes an iterative use of Eq. 10 and Eq. 7, and hence is invariant for both lighting geometry and illuminant color.
Geometric Robustness: Color Angles
The third criterion requires geometrical robustness with respect to changes caused by viewpoint, zoom, and object orientation. Invariance with respect to these transformation is allready partially obtained by affine invariant feature detection, however special care should be taken when working with derivative based invariants. This problem is usually overlooked in derivative-based invariance literature [7] , [10] , [20] . We will clarify the problem by investigating the influence of edge-sharpness for the opponent derivative. In Fig. 2a an edge is depicted. White is increasingly added to the blue patch along the y-axis (mimicking a transformation similar to specularities). The opponent derivative, O1 x , is invariant with respect to this phenomenon as can be seen by the constant response of the dashed black line in Fig. 2c . If we look at the opponent derivative response on the same image, but now with decreasing spatial smoothing along the y-axis, the response changes drastically. This behavior is undesired, since edge-sharpness changes occur a lot due to geometrical variation, or acquisition parameters such as zoom and focus. To overcome this problem we propose two new invariants, called color angles.
(a) (b) (c) Fig. 2. (a) a red- Assume that an edge can locally be modelled as a smoothed step edge
where α C indicates the amplitude of the step edge u for the different channels C. Its derivative is equal to (17) where we used that the derivative of a step edge is equal to the delta function
It is now straightforward to prove that the angles between the color channels are invariant to this smoothing and are only dependent on α C , since
We can now add the geometrical invariance to the photometrical invariant derivatives derived in section 3.2. This leads to the opponent angle, ang O x , and the spherical angle, ang S x , with
In Fig. 2c the results for ang O x are given in red. The smoothing does not influence the response, thereby demonstrating the robustness with respect to geometrical changes of the opponent angle. Note that in [21] color angles are also mentioned. They refer however to angles of color distributions, while in this paper we study the distribution of color angles of color derivatives. In Table 1 an overview of the invariants is given. The results assume that the invariants are applied in combination with the illuminant normalization method provided in section 3.1.
Photometric Stability: Robust Local Histograms
We are now in the final stage of the construction of the descriptor. In this section we describe how the derived invariants are transformed into a robust local histogram. Photometric invariants are known to have inherent instabilities [12] , which we do not want to significantly influence the final histogram. Here, we propose to adjust the weight of a color value in the histogram according to its certainty. We discuss the computation of the weight for every invariant discussed in section 3.2. For CCIN -method we apply the parameters as indicated in [8] . rgb-histogram. We partition the rgb plane in triangles of equal size.To cope with the instability for low intensities we follow [22] and consider points below a threshold intensity as being grey. hue-histogram. The hue is known to be unstable around the grey axis. We follow [12] and apply an error analysis to the hue:
where sat is the saturation (a similar results was derived for derivative of the hue in [20] ). The certainty of the hue is hence inversely proportional to the saturation, which is what we expect. The smaller the saturation the more uncertain the hue estimation. We will use this relation to robustify the histogram construction, by weighting each sample by its saturation. opponent and spherical angle. Similarly as for the hue we apply an error analysis to the color angle equations of Eq. 19, which yield the following results
Hence, we will use ∂ang O x as a weight for the opponent angle, and ∂ang S x as a weight for the spherical angle when converting them to a local color histogram. It is interesting to note that Lowe [3] intuitively arrives at the same conclusion. The orientation histogram of the SIFT descriptor is weighted with the gradient strength, which is exactly the result which would follow from an error analysis of the orientation parameter, θ = arctan (f y /f x ).
lighting geometry specularities illuminant variations diffuse lighting Table 1 . Overview of the physical events to which the photometric invariants are insensitive. Prior illuminant normalization is assumed by either Eq. 7 or Eq. 9. Invariance with respect to the diffuse lighting for the opponent angle is obtained with Eq. 9.
Experiments
The experiments test the color and the combined color and shape descriptor on the criteria put forward in section 1: 1. photometric robustness, 2. geometric robustness 3. photometric stability 4. generality. Although the first three criteria are tested by all experiments, the emphasis shifts: experiment 1 focusses on photometric robustness, experiment 2 demands geometrical robustness, and experiment 3 requires geometrical and photometrical robustness, and photometric stability to cope with the low quality internet images. The fourth criteria, generality, is illustrated by testing the descriptors for multiple tasks.
Experimental setup. For all the experiments we use the schema as given in Fig. 1 . We use an affine invariant Harris-Laplace detector [2] . In the shape normalization step the images are reduced to 20 by 20 neighborhoods. The SIFT is computed from this shape normalized patch. For the color descriptors first color normalization is applied. Next the color descriptors, being the histograms of rgb (Eq. 10), hue (Eq. 12), opponent angle (Eq. 19), and spherical angle (Eq. 19), CCIN [8] , are computed, with the weights as proposed in section 3.4. Furthermore, λ = .6 (see Eq.1) was experimentally found to give good results, and the descriptor lengths are 128 bins for SIFT, for the one-dimensional descriptors hue, opponent angle and spherical angle the histogram is divided in 37 bins, for the two-dimensional descriptor rgb 121 bins are used.
Matching: free illumination -controlled geometry
To test the color descriptors with respect to photometric variations, the descriptors are compared on a matching task on three sequences (see Fig. 3 ). The first sequence tests the robustness with respect to color illuminant changes. It consists of a Mondrian composition captured under 11 different illuminants (the images are from the Simon Frasier data set [23] ). The second sequence [2] , of six images, is an outdoor scene, taken with varying exposure times. This not only provokes an intensity change but also changes the amount of diffuse light captured by the camera (as modelled in Eq. 3). The third sequence [2] contains six images and tests the descriptors with respect to geometry variations. For all sequences we compute the matching score, defined in [2] as: the ratio between the number of correct matches and the smaller number of detected regions in the pair of images. A match is the nearest neighbor in the descriptor space (using Euclidean distance). For both color and color & shape we give the matching score relative to the matching score obtained by a unique shape descriptor. Values smaller than 100 indicate a performance worse than the shape descriptor and above 100 a performance better than the shape descriptor.
We start by selecting for each of the invariants the most appropriate color illuminant normalization method. This is done by comparing the matching scores for the two sequences with illuminance changes. In Fig. 3 the matching scores of descriptors for: 1. no illuminant. 2. zero-order illuminant normalization (Eq. 7) and 3. first-order (Eq. 9) illuminant normalization are given. The necessity of color illuminant normalization becomes clear from the results on the Mondrian sequence, where a significant gain in performance is achieved. The results on the car sequence show the importance of invariance with respect to diffuse light. Due to varying exposure times the amount of diffuse light entering the camera varies. Hence for this sequence, the opponent derivative based descriptor outperforms the others significantly, since it is the only one which is invariant with respect to diffuse light changes. Based on these results we will, in the remainder of the experiments, apply zero-order illuminance invariance to the descriptors rgb, hue, and spherical angle, and first order illuminance invariance to the opponent angle. The CCIN explicitly uses a zero order illuminance normalization.
In Fig. 3 bottom the matching scores are summarized. Only for the graffiti sequence a substantial gain is obtained by adding color to the descriptor. Furthermore, for the car sequence, the descriptors which are not robust to diffuse lighting fail, and the combined performance of shape and color drops below a solely shape approach. For these sequences, where the assumption of an affine transformation between the images is not broken, the shape description performs outstanding, and relatively small gains are obtained by adding color.
Retrieval: controlled illumination -free geometry
Robustness with respect to geometrical variations in a relatively stable photometric environment is tested with a retrieval task on a data set containing 55 objects 1 , see Fig. 4 . Each object is captured 5 times under varying viewpoint, and object orientations. Because retrieval based on the entire image is close to perfect on this database, we assess the usefullness to retrieval of single features. Each single features was asked to retrieve the four most probable images (there are four relevant images for each query). To measure the descriptor performance we compute the recall, defined as the number of relevant images retrieved to the total number of relevant images in the database.
In Figure 4 the average recall over all local features is given, e.g. for shape a single feature alone obtains a recall of 21 percent. On this data set a unique color description outperforms the shape description. This has two causes. Firstly, the objects have relatively saturated colors and photometric conditions are rather stable. Secondly, the shape variations are not constrained to affine transformation as in section 4.1, thereby complicating the shape matching task. Furthermore, the domination of specular reflectances on both objects and background in combination with the spatial variation of the lighting geometry, results in the best performance for the hue color descriptor, which is the only descriptor robust to both lighting geometry and specularities. 
Classification: free illumination -free geometry
This experiment tests the descriptors on an image classification task. Based on the descriptors in the image, a decision is made wether the image is a member of the class or not. The multi-class classification is performed on two data sets. A bird data set [4] containing 6 classes of bird species, with 100 instantiations each (see Fig. 5 ). The classes are divided in 50 training and 50 testing images. For the second data set we collected images from 7 soccer teams, containing 40 images per class, divided into 25 training and 15 testing images per class 1 . Although, players of other teams were allowed to appear in the images, no players being a member of the other classes in the database were allowed. Both databases consist of low-quality internet images. We use a bag-of-keypoints scheme [24] . The descriptors are clustered by a K-means algorithm which forms a set of visual words. Subsequently, each image is represented by a frequency histogram of the visual words. Based on these histograms, one-against-all classifiers are trained with a linear SVM. A test image is subsequently classified with all classifiers, and is appointed to the class for which it obtained the highest score.
In Fig. 5 the multi-class classification results for the birds data set are given. In all cases the combination of color and shape performs best. Only small gains are obtained with the zero-order invariants, rgb, hue, and CCIN . The derivativebased methods, the opponent and spherical angle, give considerably better re-sults. For the soccer team data set the necessity of color information is especially apparent. Although, two of the teams have no color, and three of the teams have red as their main color, the color description performs considerably better than the solely shape-based description. The combination of color and shape further improves the results, and the 43% correct classification of shape is increased to a 73% for the combined descriptor. For these highly saturated colors, the results for the different color descriptors do not differ greatly.
The difference in performance for both the birds and the soccer teams can be explained by the different properties of the data sets. The soccer players are not only colorful, they have also undergone considerable non-affine shape transformations, reducing the performance of the SIFT descriptor. On the other hand, the non-saturated colors of the bird data set complicate the task to collect reliable color information, whereas the birds shape is relatively stable compared to the large variability encountered in the soccer team data set.
Conclusions
In this paper, we have taken a principled approach to extend the SIFT shape descriptor with a color descriptor. Based on four criteria, namely photometric robustness, geometric robustness, photometric stability and generality, we derive a set of photometric invariant color histograms, which are used as a color descriptor. We propose a solution to dependance of derivative-based invariants to the edge-sharpness. The descriptors are tested on a matching, a retrieval, and a classification task. For the colorful objects a pure color-based approach outperforms a shape-based approach. And for all reported data the combination of shape and color outperforms a pure shape-based approach, with gains going up as much as 70 percent. Depending on the data set different color descriptors obtain the best results. However, in general we would advice to use the robust hue descriptor for scenes with saturated colors, such as the object data set and the soccer teams. For scenes with less saturated colors, such as the bird data set, and especially in the presence of diffuse lighting, as for the cars sequence, we would advice the color descriptor based on the opponent angle.
