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Abstract
The discovery of quantum error-correcting codes (QECCs) and the theory of fault-tolerant
quantum computation (FTQC) have greatly improved the long-term prospects for quantum
communication and computation technology. Stabilizer codes, a quantum analogue of clas-
sical additive codes, are the most important class of QECCs. These codes have dominated
the study of quantum error-correction and fault-tolerance ever since the discovery of QECC-
FTQC in the mid-1990s. The dominance of stabilizer codes is not only due to their simple
construction based on Abelian groups, but also because of the simplicity with which oper-
ations in the Clifford group can be performed on them. However, practical QECC-FTQC
schemes neither achieve the maximum theoretical communication rate despite the noise nor
do they allow sufficient gate failure probability to meet the needs of our current technol-
ogy. Therefore, it is necessary to go beyond this framework to seek for new QECC-FTQC
techniques.
This thesis develops a systematic study of QECC-FTQC beyond the Stabilizer-Clifford
framework, building on both well-known results and recent theoretical advances. Our new
systematic theory includes two main parts. The first part provides further understanding
of quantum operations on stabilizer codes, that is, the "minimal subcodes+semi-Clifford
operations" theory for studying non-Clifford operations on stabilizer codes. The other part
deals with the construction of QECCs, that is, the codeword stabilized (CWS) quantum
codes framework combined with the generalized concatenation method for constructing good
nonadditive (and stabilizer) quantum codes. Our theory successfully tackles some important
open problems in the field (such as a proof of the "transversality versus universality problem
for stabilizer codes", and a systematic method for constructing good nonadditive QECCs),
and makes progress on many other related open problems (such as the LU-LC equivalence
problem for stabilizer codes, and the Ck structure problem).
We believe that our theory sheds light on deriving novel QECC-FTQC schemes that
will bring us closer to implementing reliable quantum communication systems and building
large-scale quantum computers.
Thesis Supervisor: Isaac L. Chuang
Title: Associate Professor of Physics
Associate Professor of Electric Engineering and Computer Science
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Chapter 1
The Stabilizer-Clifford Framework
for Quantum Codes
"To be an Error and to be Cast out is part of God's Design"
-William Blake
1.1 Introduction
This thesis is all about quantum error-correcting codes (QECCs, or in short, quantum
codes). We develop methods of constructing good QECCs and study their properties. There
are two natural questions regarding the choice of this thesis topic:
1. Why (error-correcting) codes.
2. Why quantum codes.
So first of all we briefly address these two questions.
The theory of error-correcting codes (or coding theory) is one of the most important
and direct applications of information theory. It is a branch of electrical engineering, digital
communication, mathematics, and computer science. It designs efficient and reliable data
transmission methods, so that redundancy in the data can be removed and errors induced
by a noisy channel can be corrected. It also deals with the properties of codes, and thus with
their fitness for a specific application. Coding theory has a long history. In 1948, Shannon
showed that it was possible to encode messages in such a way that the number of extra
bits transmitted was as small as possible [Sha48]. Unfortunately his proof did not give any
explicit recipes for these optimal codes. After decades effort the goal of finding explicit codes
which reach the limits predicted by Shannon's original work has been achieved [RU08]. The
constructions require techniques from a surprisingly wide range of pure mathematics: linear
algebra, the theory of fields and algebraic geometry all play a vital role. Not only has coding
theory helped to solve problems of vital importance in the world outside mathematics, it
has enriched other branches of mathematics, with new problems as well as new solutions.
But information is essentially physical, and one of the major laws of physics is quantum
mechanics. In quantum mechanics, quantum information is physical information that is
held in the"state" of a quantum system. Quantum communication is communication using
quantum information. And quantum computation is computation using quantum states to
represent information, and quantum dynamics to perform transformations of the informa-
tion. It is now widely believed that quantum communication and computation offer the
possibility of secure and high rate information transmission, fast computational solution
of certain important problems, and efficient physical simulation of quantum phenomena
[Sho94, NCOO]. Furthermore, as the processor size in state-of-the-art computers contin-
ues to scale down and performance begins to be limited by dissipative effects in logical
processing, it has become increasingly clear that considering the quantum nature of the
components of a classical computer will be essential in the not-too-distant-future. However,
faithful and efficient transmission of quantum information rely upon the identification of
suitable error-correcting codes to make such processes and machines robust against faults
due to decoherence, ubiquitous in quantum systems. Yet, to understand quantum infor-
mation is much more counterintuitive than to understand classical information. This quest
involves a combination of knowledge from mathematics, physics and information theory,
because new kinds of non-classical errors arise. The prototype theory of quantum informa-
tion and computation began in 1970s and early 1980s [Fey82, Fey85, Llo96]. In 1995 the
first explicit example of quantum error-correcting code was demonstrated by Peter Shor
[Sho95]. Moreover, the importance of quantum error-correcting codes not only arises in
quantum information transmission, but also in the process of quantum computation, where
error is unavoidable due to decoherence in physical systems and the theory of fault-tolerant
quantum computation (FTQC) based on QECCs has been developed for fighting against
errors during the computational process [NCOO]. To summarize, there are two ultimate
goals we want to achieve via studying quantum coding theory:
1. Reliable and high rate quantum information transmission.
2. Reliable and large-scale quantum computation.
Given this broad perspective about studying quantum codes, now the question is what
concrete topics we actually study in this thesis. The choices are based on the current stage
we are at in quantum coding theory. Stabilizer (additive) codes, introduced independently
by Gottesman [Got97] and Calderbank et al. [CRSS98] in 1997, are the most important
class of QECCs. These codes have dominated the study of QECC-FTQC for the past ten
years, not only because of their simple construction, based on Abelian groups, but also,
because of the simplicity with which operations can be performed on them.
The construction of stabilizer codes, based on an analogue of classical additive codes,
benefits greatly from the mature field of classical coding theory and in this way many codes
with good parameters have been found. Furthermore, these codes allow many natural quan-
tum operations to be performed fault-tolerantly; these are the Clifford group operations,
with which all stabilizer codes can be encoded and decoded. Clifford operations are closely
related to the automorphism groups of the corresponding classical additive codes. Also, the
understanding of equivalence between stabilizer codes can be nicely simplified by mapping
into some graph theoretical and combinatoric problems with local Clifford (LC) operations.
Today, a rich theory of this Stabilizer-Clifford framework for QECC-FTQC has been es-
tablished. This QECC-FTQC framework also leads to the threshold theorem for quantum
computation, which states that an arbitrary long quantum computation can be performed
reliably, provided that the average probability of error per gate is less than a certain critical
value, the accuracy threshold. This is a remarkable result indicating that noise likely poses
no fundamental barrier to the performance of large-scale quantum computations.
However, the accuracy threshold developed based on this Stabilizer-Clifford framework
is very unsatisfactory - it is typically several orders of magnitude smaller than what can be
currently achieved in experimental laboratories, which presents a big obstacle to building
a large-scale quantum computer in practice [NCOO]. Meanwhile, the real limit of quantum
information transmission is not yet well understood, which makes the meaning of "practical
coding schemes" for quantum information transmission rather vague. Therefore it is nec-
essary to go beyond this framework to seek for new QECC-FTQC techniques with which
we could get a deeper understanding to achieve a better threshold or a higher transmis-
sion rate. In this sense, there are still many important QECC-FTQC problems beyond the
Stabilizer-Clifford framework remaining to be understood. It is reasonable to state that
quantum coding theory is still at its early stage of development. A general understand-
ing of constructing quantum error-correcting codes which are suitable for practical use in
quantum communication and computation is still lacking.
This thesis develops a systematic study of quantum error-correcting codes beyond the
Stabilizer-Clifford framework. We will come back to the concrete topics that this thesis
discusses later in Sec. 1.6. Before that we briefly review some related background in classical
and quantum coding theory: Sec. 1.2 reviews some basic concepts in classical coding theory;
then in Sec.1.3 we discuss some basic concepts in quantum coding theory (we try to make
this section "parallel" to Sec. 1.2, that is, we emphasize the similarities between quantum
and classical coding theory, while clarifying what is the new "non-classical" challenge we face
in developing quantum coding theory); Sec. 1.4 discusses the Stabilizer-Clifford framework;
Sec. 1.5 reviews the theory for quantum codes of minimum distance two, which summarizes
some earlier trials of developing a theory beyond the Stabilizer-Clifford framework. Sec.
1.2 through Sec. 1.5 provide necessary preliminaries for understanding Chapters 2 through
Chapter 7 of this thesis: the materials in these sections are mainly taken from other general
references of classical and quantum coding theory ([NCOO, MS77, HP03, Cha06, Got06,
Got07]).
1.2 Classical error correction
Error-correcting codes are widely used in communication systems and data storage systems.
Both types of systems share the same model, as shown in Fig. 1-1. A source transmits
information to a user through a channel. The communication channel, unfortunately, is
usually imperfect; i.e., the information might be corrupted by noise during transmission.
To immunize information against noise, the sender adds redundancy within the information
and follows an invertible encoding process to mix the redundancy and information. When
the receiver obtains this mixture, it checks where errors are, corrects the errors as possible,
and finally removes the redundancy added by the sender. This scheme of encoding and
decoding is referred as error-correcting codes.
Classical coding theory was initiated by two seminal papers:
1. In 1948, Shannon wrote a detailed treatise on the mathematics behind communication
[Sha48].
2. In 1950, Hamming, motivated by the task of correcting a small number of errors
on magnetic storage media, wrote the first paper introducing error-correcting codes
[Ham50].
The research area of coding theory has progressed prosperously, and modern coding theory
is well developed. This section briefly reviews the basic principles of error-correcting codes.
More details can be found in standard textbooks [MS77, HP03].
Noisy communication channel
sender original
message
encoder - [ channel 1-- decoder
send received received
code word binary string message
receiver
Figure 1-1: Noisy communication channel
1.2.1 Principle of error correction
In modern information systems, the unit of information is bit, which takes one of two
values: 0 or 1. A bit transmitted through a channel is prone to errors. At the end of a
channel, an information bit 0/1 may remain as 0/1 or flip to 1/0. A simple model of noisy
channels is binary symmetric channel with parameter p which flips each transmitted bit
with probability p independent of all other events (see FIG. 1-2).
0 01-p
Op 1
Figure 1-2: The binary symmetric channel.
The design of error-correcting codes is based on the concept of adding redundancy. Let
F denote the vector space of all n-bit strings over the finite field F2. An (n, K) code C
over IF2 is a subset of IF of size K. We usually write the vector c = (c,, 2 ,. , cn) in F
in the form clc 2 ... cn and call the vectors in C codewords. In the channel, a set of noise
operators N = {N = n,N 2 = n2 , - --} corrupts the codewords. That is, Njc = nj ( c,
where nj are n-bit string corresponds to the noise operators Nj and E denotes the bitwise
binary addition.
1.2.2 Linear codes and dual codes
If C is a k-dimensional subspace of Fn, then C is called an [n, k] linear code over F2. The
linear code C has 2 k codewords. The two most common ways to present a linear code are
with either a generator matrix or a parity check matrix. A generator matrix for an [n, k]
code C is any k x n matrix G whose rows form a basis for C. In general there are many
generator matrices for a code. Because a linear code is a subspace of a vector space, it is
the kernel of some linear transformation. In particular, there is an (n - k) x n matrix H,
called a parity check matrix for the [n, k] code C, defined by
C = {x E FIHxT = 0}. (1.1)
Note that the rows of H will also be independent. In general, there are also several possible
parity check matrices for C.
The generator matrix G of an [n, k] code C is simply a matrix whose rows are independent
and span the code. The rows of the parity check matrix H are independent, hence H is the
generator matrix of some code, called the dual or orthogonal of C and denoted CI. Notice
that C' is an [n, n - k] code. An alternate way to define the dual code is by using inner
products. Recall that the ordinary inner product of vectors x = xl ... xn, y = Yl... yn in
Fn is
n
x "y = xiyi. (1.2)
i=1
Therefore, C' can also be defined by
C = {x E Fx- c = 0for all c EC}. (1.3)
If G and H are generator and parity check matrices, respectively, for C, then H and G
are generator and parity check matrices, respectively, for C' .
A code C is self-orthogonal provided C C C1 and self-dual provided C = C'. The length
n of a self-dual code is even and the dimension is n/2.
1.2.3 Weight and distances
Recall that a set of noise operators for a channel is given by nA = {N 1 = ni, N 2 = n 2, .
Then for a given code C, its detectability and correctability of errors are given by the
following theorems, see [KLA+02].
Theorem 1. K is detectable by a code if and only if for all cm, cn in C and for all
Ni E n, Nicm Z Cn (i.e. cm E ni 0 Cn).
Theorem 2. N is correctable if and only if for all cnm Cn in C and for all i, j, it is true
that Nicm, Njcn (i.e. cm D ni 7 cn ® nj).
For the binary symmetric channel, the independent error model gives the set of noise
operators
nbs = {Ni = ei}n=1, (1.4)
where ei is the n-bit string with the ith coordinate 1 and all the other coordinate 0. Error
detectability and correctability of codes designed for the channel nbs can be characterized
by the minimum distance of the code, which is an important invariant of the code.
The (Hamming) distance d(x,y) between two vectors x,y E F1 is defined to be the
number coordinates in which x and y differ. The (minimum) distance of a code C is the
smallest distance between distinct codewords and is important in determining the error-
detecting/correcting capability of C. The higher the minimum distance, the more errors the
code can detect/correct, as given by the following
Theorem 3. A code C of minimum distance d is capable of detecting d - 1 errors in Kbs
and correcting [(d - 1)/2J errors in .b,s.
If the minimum distance d of an (n, K) code is known, then we refer to the code as an
(n, K, d) code.
The (Hamming) weight wt(x) of a vector x E F' is the number of nonzero coordinates
in x.
Theorem 4. If x, y E Fn, then d(x, y) = wt(x - y). If C is a linear code, the minimum
distance d is the same as the minimum weight of the nonzero codewords of C.
As a result of this theorem, for linear codes, the minimum distance is also called the
minimum weight of the code. If the minimum distance d of an [n, k] code is known, then
we refer to the code as an [n, k, d] code.
1.2.4 Equivalence of codes
We now ask the question "when are two codes essentially the same?" This is because often
we are interested in properties of codes, which remain unchanged when passing from one
code to another that is essentially the same. We term this concept "equivalence." One
way to view codes as "essentially the same" is to consider them as "the same" if they are
isomorphic as vector spaces. However, in that case the concept of weight, which is crucial
to the study and use of codes, is lost. Clearly any permutation of coordinates that sends
one code to another preserves the weight of codewords. This leads to the following natural
definition of permutation equivalence of codes, which is the simplest form of equivalence.
Definition 1. Two codes C1 and C2 are permutation equivalent provided there is a permu-
tation of coordinates that sends C1 to C2.
This permutation can be described by a permutation matrix P, which is a square matrix
with exactly one 1 in each row and column and Os elsewhere. If P is a permutation sending
C1 to C2 , we will write C1P = C2, where
C1P = {yly = xP for x E C1}. (1.5)
If C1 and C2 are linear codes, then C1 and C2 are equivalent provided there is a permutation
matrix P such that G1 is a generator matrix of C1 if and only if G1P is a generator matrix
of C2. The effect of applying P to a generator matrix is to rearrange the columns of the
generator matrix.
Codes over fields other than F2 (nonbinary codes) are also widely studied [MS77, HP03].
We use (n, K, d)q to denote a code over the finite field Fq with length n, size K and minimum
distance d. If the code is linear, then [n, k, d]q denotes a linear code over the finite field
Fq with length n, dimension k and minimum distance d. Equivalence takes a more general
form for these codes since there are other maps (beyond coordinate permutation) which
preserve the weight of the codewords. These maps include those which rescale coordinates
and those which are induced from field automorphisms.
1.3 Quantum error correction
Although classical coding theory has been developed to a sophisticated level, it was not clear
how to adopt the classical ideas to quantum information until 1996, when Shor [Sho95] and
Steane [Ste96b] pointed out that quantum error-correcting codes exist. To develop quantum
coding theory, one major difficulty is that copying quantum information states perfectly
is not possible. This is known as the no-cloning theorem [WZ96]. However, quantum
error correction works by circumventing this obstacle and demonstrates some similarities
to classical coding theory.
1.3.1 Quantum bits and quantum codes
The fundamental resource and basic unit of quantum information is the quantum bit, which
is called qubit by Schumacher [Sch95]. A qubit behaves like a classical bit enhanced by
the superposition principle. A qubit's state space contains two basis states 10) and I1).
Superpositions can be expressed as sums a 10) + fP 1) over the logical states with complex
coefficients. Another way of writing a general superposition is as a vector
a 0) + 1) (1.6)
where the two-sided arrow -+ denotes the correspondence between expressions that mean
the same thing. It is customary to assume that the vector has length 1, that is |a 12 +1f 112 = 1.
Qubits behave very differently from bits: qubits occupy a continuum of the spherical
space while bits only take two possible discrete points; Bennett and Shor [BS98] compare
bits with qubits in other respects and also list their roles in quantum communications.
The quantum mechanical manipulations of qubits are carried out by operators. For
example, the Pauli X gate (also called NOT gate) operates on a 10) + P 1) to exchange the
two basis states:
X(aI0) +11)) = all) + 0) . (1.7)
Similar to quantum states represented by vectors in Eq. (1.6), we can represent operators by
matrices. In matrix representation, the X operator is equivalent to [ 0 . The X gate
is an analogue of classical bit flip operation. However, there are more possible operations
on a qubit, for instance the Pauli Z (phase flip) operation acting on qubit as
Z(a I0) + 1)) = all)- P 10) . (1.8)
In general any operator on the space of one qubit can be written as a linear combination of
Pauli operators defined as:
0 1 1 0 
[1 0 0 -i
= 0 -1 i 0 =i (1.9)
The design of quantum error-correcting codes is also based on the concept of adding
redundancy. The state space for a single qubit is the Hilbert space H2. The Hilbert space
for n qubits is the tensor product of Hilbert spaces for individual qubits, i.e. 'On. An
((n, K)) binary quantum code Q is a K dimensional subspace of Rn.
Since qubits behave totally differently from classical bits, there are some "non-classical"
difficulties in quantum error correction. In particular, measurement destroys quantum in-
formation, quantum states cannot be cloned perfectly (the no-cloning theorem [WZ96])
and quantum errors are continuous [NCOO]. The first difficulty can be overcome by using
the syndrome in the decoding procedure (measuring the syndrome alone will not bother
the information-carrying quantum states). The second difficulty can be circumvented by
embedding the physical basis { 0), 1)} into a logical basis { 0)L, I1)L} of code space:
0) - I0) L (1.10)
I1) 1)L (1.11)
And the third challenge can be dealt with using the following
Theorem 5. If a quantum code Q corrects both errors A and B, then Q also corrects any
linear combinations of A and B.
Therefore as long as the code can correct errors of X, Y, and Z, it will correct any and
all single qubit errors.
1.3.2 Quantum error model
Error models in quantum communication are more complicated than the channels in classical
communication. In general, a quantum system is an ensemble of quantum states {pi, IVi)),
i.e. the quantum system is in one of a number of states 1i) with respective probability Pi.
The density operator for the system is defined by
p = pi ) (0i . (1.12)
The density operator is often known as the density matrix and we will use the two terms
interchangeably.
A general quantum operation (or a quantum channel) £ is a map which takes any input
density operator to some output density operator. Mathematically, S(p) can be written in
the form
S(p) = EkpEk, (1.13)
k
where Ek are operators on the state space, satisfying
EEk <1 I. (1.14)
k
Therefore, we can specify S by the set of operators {Ek}, i.e. we can denote S = {Ek}.
Those Ek's are called the Kraus operators or operation elements for the channel S. And if
Ck EtEk = I is satisfied, then S is called trace-preserving.
1.3.3 Error detection and correction conditions
In general, a quantum error-correcting code is a subspace of a Hilbert space designed so
that any of a set of possible errors can be corrected by an appropriate quantum operation.
Specifically:
Definition 2. An ((n, K)) quantum error-correcting code Q corrects the set of errors S =
{Ea}, if and only if there exists a quantum operation 7, such that (R o Ea)(J )) = I) for
all Ea E S, 1')E Q.
7 is called the recovery or decoding operation and serves to actually perform the cor-
rection of the state.
To determine whether a given subspace is able to detect/correct a given set of errors,
we can apply the quantum error-detection/correction conditions [BDSW96, KL97]:
Theorem 6. A QECC Q detects the set of errors 8 if and only if VE, i, j
(ij E Ij) = CE 5 ij, (1.15)
where E E S and {li) } form an orthonormal basis for Q, and CE is a constant which only
depends on E.
Theorem 7. A QECC Q corrects the set of errors 8 if and only if VE, i, j
(4i EtEb 10j) = Cab6ij, (1.16)
where Ea, Eb E 8 and {I0i) } form an orthonormal basis for Q, and Cab is a constant which
only depends on a and b.
The salient point in these error-correction conditions is that the matrix element Cab
does not depend on the encoded basis states i and j, which roughly speaking indicates
that neither the environment nor the decoding operation learns any information about the
encoded state. We can imagine the various possible errors taking the subspace Q into
other subspaces of In, and we want those subspaces to be isomorphic to Q, and to be
distinguishable from each other by an appropriate measurement. For instance, if Cab = Jab,
then the various erroneous subspaces are orthogonal to each other.
Because of the linearity of quantum mechanics, we can always take the set of errors 8
to be a linear space: if a QECC corrects Ea and Eb, it will also correct aEa + 3Eb using
the same recovery operation (see Theorem 5). In addition, if we write any superoperator
8 in terms of its operator-sum representation 8(p) ' j EkpEk, a QECC that corrects the
set of errors {Ek} automatically corrects 8 as well. Thus, it is sufficient in general to check
that the error-correction conditions hold for a basis of errors.
1.3.4 Weight and distances
Independent and identically distributed single-qubit errors are usually model by the depo-
larizing channel
Edep(p) = (1- p)p + (XpX + YpY + ZpZ), (1.17)
In this case we consider tensor products of the Pauli matrices I, X, Y, Z. And similar to the
classical case, concepts of weights and distances can now be introduced.
Define the Pauli group Pn as the group consisting of tensor products of I, X, Y, and
Z on n qubits, with an overall phase of +1 or ±i. The weight wt(P) of a Pauli operator
P E Pn is the number of qubits on which it acts as X, Y, or Z (i.e., not as the identity).
Then the Pauli operators of weight t or less form a basis for the set of all errors acting on t
or fewer qubits, so a QECC which corrects these Pauli operators corrects all errors acting
on up to t qubits.
Definition 3. The distance d of an ((n, K)) QECC is the smallest weight of a nontrivial
Pauli operator E E Pn s.t. the equation
(0iI E I0j) = CEij (1.18)
fails.
We use the notation ((n, K, d)) to refer to an ((n, K)) QECC with distance d. Note that
for P, Q E Pn, wt(PQ) < wt(P) + wt(Q). Then by comparing the definition of distance
with the quantum error-correction conditions, we immediately see that a QECC corrects t
general errors if and only if its distance d > 2t. If we only wish to detect errors, a distance
d code can detect errors on up to d - 1 qubits.
One of the central problems in the theory of quantum error correction is to find codes
which maximize the ratios (log 2 K)/n and d/n, so they can encode as many qubits as
possible and correct as many errors as possible. Conversely, we are also interested in the
problem of setting upper bounds on achievable values of (log2 K)/n and d/n. The quantum
Singleton bound (or Knill-Laflamme bound [KL97]) states that any ((n, K, d)) QECC must
satisfy
n - log2 K > 2d - 2. (1.19)
We can set a lower bound on the existence of QECCs using the quantum Gilbert-Varshamov
bound, which states that, for large n, an ((n, 2k, d)) QECC exists provided that
k/n < 1 - (d/n) log 3 - h(d/n), (1.20)
where
h(x) = -x log x - (1 - x) log(1 - x) (1.21)
is the binary Hamming entropy. Note that the Gilbert-Varshamov bound simply states that
codes at least this good exist; it does not suggest that better codes cannot exist.
1.3.5 Code equivalence/automorphism and fault-tolerance
As in the classical case, we ask the question that when two quantum codes are "essentially
the same." We again term this concept "equivalence." Also similar to the classical case, one
way to view codes as "essentially the same" is to consider them as "the same" if they are
isomorphic as Hilbert spaces. However, in that case the concept of weight, which is crucial
to the study and use of quantum codes, is lost. Similar to the classical case, clearly any
permutation of coordinates that sends one code to another preserves the weight. Therefore
permutation equivalence of quantum codes gives the simplest form of equivalence.
However in the quantum case, there is another natural equivalence due to quantum
coherence. For ((n, K)) quantum codes Qj spanned by orthonormal basis states K
we can describe the codes by the projections onto the code subspace, i.e.
K
= S U) U) (1.22)
i=1
Consider unitary transform U E SU(2)®n , i.e.
n
u = 0ui, (1.23)
1=1
where U1 E SU(2), which transforms Qi to Q2, i.e.
Up Ut = P2 . (1.24)
These U E SU(2)®n , called local unitary (LU) transforms, preserve the weight. We call
this kind of equivalence between two quantum codes "LU equivalence."
In the classical case, code automorphisms, i.e. permutations which map the code to itself,
reveal the symmetry of the code. In quantum case, code automorphisms, particularly those
unitary transforms which map a code to itself have a more important meaning, that is, they
are actually logical operations on the code space. In the process of quantum computation,
where error is unavoidable due to decoherence in physical systems, one would like to use
QECCs to fight against errors. Then logical operations on the code space becomes the "real"
operation one would like to implement. But we now face an even more daunting task: if
our quantum gates are imperfect, everything we do will add to the error. The theory of
FTQC tells us how to perform operations on states encoded in a quantum error-correcting
code without compromising the codes ability to protect against errors.
The first element in FTQC is the quantum error-correcting code. Given a QECC, we
can attempt to supplement it with protocols for performing fault-tolerant operations (i.e.
fault-tolerant protocols). The basic design principle of a fault-tolerant protocol is that an
error in a single location (either a faulty gate or noise on a quiescent qubit) should not
be able to alter more than a single qubit in each block of the quantum error-correcting
code. If this condition is satisfied, t separate single-qubit or single-gate failures are required
for a distance 2t + 1 code to fail. Particular caution is necessary, as computational gates
can cause errors to propagate from their original location onto qubits that were previously
correct. In general, a gate coupling pairs of qubits allows errors to spread in both directions
across the coupling.
The solution is to use transversal gates whenever possible. A transversal operation is
one in which the ith qubit in each block of a QECC interacts only with the ith qubit of
other blocks of the code or of special ancilla states. An operation consisting only of single-
qubit gates, (i.e. U E SU(2)®n for the single block case) is automatically transversal. A
transversal operation has the virtue that an error occurring on the 3rd qubit in a block,
say, can only ever propagate to the 3rd qubit of other blocks of the code, no matter what
other sequence of gates we perform before a complete error-correction procedure.
In the case of certain codes, a number of different gates can be performed transversally.
Unfortunately, it does not appear to be possible to perform universal quantum computations
using just transversal gates. We therefore have to resort to more complicated techniques,
for instance, using ancilla states and quantum teleportation [GC99]: first we create special
encoded ancilla states in a non-fault-tolerant way, but perform some sort of check on them
(in addition to error correction) to make sure they are not too far off from the goal; then we
interact the ancilla with the encoded data qubits using gates from our stock of transversal
gates and perform a fault-tolerant measurement; then we complete the operation with a
further transversal gate which depends on the outcome of the measurement.
The ability of performing universal FTQC with a QECC leads to the following important
result, which is called the "threshold theorem for quantum computation."
Theorem 8. A quantum circuit containing p(n) gates may be simulated with probability of
error at most E using
O (poly(log p(n/E)p(n)) (1.25)
gates on hardware whose components fail with probability at most p, provide p is below
some constant threshold, p < Pth, and given reasonable assumptions about the noise in the
underlying hardware.
The proof of this theorem is based on a technique called "code concatenation," where
two codes of length n and N (one is called inner code and the other one is called outer code)
are used to construct a code of length nN. For more detail about "code concatenation"
and the proof of this theorem, see, for instance, [NCOO].
Theorem 8 states that an arbitrary long quantum computation can be performed reliably,
provided that the average probability of error per gate is less than a certain critical value,
the accuracy threshold. This is a remarkable result indicating that noise likely poses no
fundamental barrier to the performance of large-scale quantum computations. What is
crucial about FTQC is that the accurate threshold only depends on the property of the
QECC and the chosen fault-tolerant protocol. However, the accuracy threshold developed
based on the current QECC-FTQC techniques is unsatisfactory - it is typically (typical
values are in the range 10- 5 - 10-6, see, for instance, [NCOO, Got06, Got07]) several orders
of magnitude smaller than what can be currently achieved in lab, which presents a big
obstacle to building a large-scale quantum computer in practice.
1.4 The Stabilizer-Clifford framework
In classical coding theory, linear codes play a very important role due to their relatively
simple mathematical structure. In the quantum case, in order to better manipulate and
discover QECCs, besides the quantum error correction condition, it is helpful to have a
more detailed mathematical structure to work with. The most widely-used structure gives
a class of codes known as stabilizer codes [CRSS98, Got96]. They are less general than
arbitrary QECCs, but have a number of useful properties that make them easier to work
with than the general QECC.
1.4.1 The stabilizer codes
We start from the definition of stabilizer codes.
Definition 4. Let S C P, be an Abelian subgroup of the Pauli group that does not contain
-1 or ±i, and let Q(S) = {I) s.t. P [4) = 10) VP E S}. Then Q(S) is a stabilizer code
and S is its stabilizer.
Because of the simple structure of the Pauli group, any Abelian subgroup has order
2 n-k for some k and can easily be specified by giving a set of n - k commuting generators.
The codewords of the QECC are by definition in the +1-eigenspace of all elements of the
stabilizer, but an error E acting on a codeword will move the state into the -1-eigenspace
of any stabilizer element M which anticommutes with E:
M (E IV)) = -EM ) = -E [). (1.26)
Thus, measuring the eigenvalues of the generators of S tells us information about the error
that has occurred. The set of such eigenvalues can be represented as an (n - k)-dimensional
binary vector known as the error syndrome. Note that the error syndrome does not tell us
anything about the encoded state, only about the error that has occurred.
The distance for a stabilizer code is given by the following
Theorem 9. Let S be a stabilizer with n-k generators, and let SI = {E C Pn s.t. [E, M] =
0 VM E S}. Then S encodes k qubits and has distance d, where d is the smallest weight of
an operator in SI \ S.
We use the notation [[n, k, d]] to a refer to such a stabilizer code. Note that the square
brackets specify that the code is a stabilizer code, and that the middle term k refers to the
number of encoded qubits, and not the dimension 2 k of the encoded subspace, as for the
general QECC (whose dimension might not be a power of 2). Compared to the notation
[n, k, d] for classical linear codes, in quantum coding theory stabilizer codes do play a similar
role as linear codes. However, stabilizer codes are more complicated to analyze than classical
linear codes due to those "extra non-classical errors (i.e. beyond Pauli X errors)" that
quantum codes need to take care of.
When k = 0, the encoded subspace is actually a quantum state. This [[n, 0, d]] stabilizer
code is then called a stabilizer state. These stabilizer states are not only of interest for
quantum error correction, but also important in the study of multipartite entanglement,
measurement-based quantum computing, and cryptographic protocols [RBBO3, DAB03,
HEB04, HDE+06].
SI is the set of Pauli operators that commute with all elements of the stabilizer. They
would therefore appear to be those errors which cannot be detected by the code. However,
the theorem specifies the distance of the code by considering Sj- \ S. A Pauli operator
P E S cannot be detected by the code, but there is in fact no need to detect it, since
all codewords remain fixed under P, making it equivalent to the identity operation. A
distance d stabilizer code which has nontrivial P E S with wt(P) < d is called degenerate
(or impure), whereas one which does not is non-degenerate (or pure). The phenomenon
of degeneracy has no analogue for classical error correcting codes, and makes the study of
quantum codes substantially more difficult than the study of classical codes. For instance,
a standard bound on classical error correction is the Hamming bound (or sphere-packing
bound), but the analogous quantum Hamming bound
k/n < 1 - (t/n) log 3 - h(t/n) (1.27)
for [[n, k, 2t+ 1]] codes (when n is large and t > 2) is only known to apply to non-degenerate
quantum codes, though in fact we do not know of any degenerate QECCs that violate the
quantum Hamming bound [Got97]. Here h(x) is is the binary Hamming entropy given in
Eq. (1.21). More recent results on "degenerate codes and quantum Hamming bound" can
be found in [SK08].
Example 1. An example of a stabilizer code is the 5-qubit code, a [[5, 1, 3]] code whose
stabilizer can be generated by
X0Z®ZOX0I,
IOX0ZOZ®X,
X IOXOZOZ,
Z 0 X 0 I O X 0 Z. (1.28)
The 5-qubit code is a non-degenerate code, and is the smallest possible QECC which corrects
1 error (as one can see from the quantum Singleton bound). This code also meets the
quantum Hamming bound, so it is a perfect code [LMPZ96].
It is frequently useful to consider other representations of stabilizer codes. For instance,
P E Pn can be represented by a pair of n-bit binary vectors (px IpZ) where px is 1 for any
location where P has an X or Y tensor factor and is 0 elsewhere, and Pz is 1 for any location
where P has a Y or Z tensor factor. Two Pauli operators P = (Pxlpz) and Q = (qxlqz)
commute if and only if px -qz + Pz " qx = 0. Then the stabilizer for a code becomes a pair
of (n - k) x n binary matrices, and most interesting properties can be determined by an
appropriate linear algebra exercise. Another useful representation is to map the single-qubit
Pauli operators I, X, Y, Z to the finite field GF(4), which sets up a connection between
stabilizer codes and a subset of classical additive codes over F4 [CRSS98].
CSS codes are a very useful class of stabilizer codes invented by Calderbank and Shor,
and by Steane [CS96, Ste96a]. The construction takes two binary classical linear codes and
produces a quantum code, and can therefore take advantage of much existing knowledge
from classical coding theory. Choose two classical codes C1 and C2 , with parity check
matrices H1 and H 2 . Let C1 be an [n, kl, di] code and let C2 be an [n, k 2 , d2 ] code. We
convert each row of the parity check matrix H 1 into a Pauli operator by replacing each 0
with an I operator and each 1 with a Z operator. For H2, we perform the same procedure,
but each 1 is instead replaced by X. The code is then able to correct bit flip (X) errors as
if it had a distance dl and to correct phase (Z) errors as if it had a distance d2 . Since these
two operations are completely separate, it can also correct Y errors as both a bit flip and a
phase error. Thus, the distance of the quantum code is at least min(dl, d2), but might be
higher because of the possibility of degeneracy.
However, in order to have a stabilizer code at all, the generators produced by the above
procedure must commute. Define the dual CI of a classical code C as the set of vectors w
s.t. w -v = 0 for all v E C. Then the Z generators from H 1 will all commute with the X
generators from H2 iff C C 1 C (or equivalently, C' C C2). When this is true, C1 and C2
define an [[n, k1 + k2 - n, d]] stabilizer code, where d > min(dl, d2).
In addition, CSS codes have some very useful properties which make them excellent
choices for fault-tolerant quantum computation [Got06, Got07].
Example 2. The smallest distance three CSS code is the 7-qubit code, a [[7,1,3]] QECC
created from the classical Hamming code (consisting of all sums of classical strings 1111000,
1100110, 1010101, and 1111111). The encoded I0)L for this code consists of the superposition
of all even-weight classical codewords and the encoded 11)L is the superposition of all odd-
weight classical codewords. The 7-qubit code is much studied because its properties make it
particularly well-suited for FTQC.
1.4.2 Clifford group and operations on stabilizer codes
Now we discuss how to perform actual operations on stabilizer codes. We first introduce
the Clifford group, which is the automorphism group of the n-qubit Pauli group P'.
Definition 5. The n-qubit Clifford group In is the group of unitary operations that map
Pn to itself under conjugation. One way to specify a gate in Ln is to give the image of a
generating set of In under that gate. In is generated by the single qubit Hadamard gate,
H (X, Z) -* (Z, X), (1.29)
the single qubit Phase gate
P (X, Z) - (-YZ), (1.30)
and the two-qubit controlled-not gate
CNOT :(XI, IX, XX, ZI, IZ, ZZ) -(1.31)
(XX, IX, XI, ZI, ZZ, IZ) (1.32)
by the Gottesman-Knill theorem [NCOO, Got98a].
In the matrix representation, we have
H= [1 1 i ] P = ] (1.33)
and
1000
0100CNOT= 0 0 0 (1.34)
0010
Stabilizer codes are stabilized by subgroups of the Pauli group, so some unitary operations
that map the Pauli group to itself also map the stabilizer to itself, preserving the code space.
Recall from our discussion in Sec. 1.3.5 that in order to perform logical operations on
the code space fault-tolerantly, we are actually interested in transversal operations which
preserve the code space. For stabilizer codes, a transversal logical operation is relatively
easy to analyze, since it preserves the code space if it maps the stabilizer of the code to
itself.
Example 3. Consider the single qubit operation R : X -- Y, Z -+ X, which is apparently
in the Clifford group. The matrix of R is
R = 1 i (1.35)
For the [[5,1, 3]] stabilizer code given in Example 1, it is straightforward to check that the
gate R®5 maps the stabilizer to itself. Therefore, R®5 is a valid transversal logical operation
of the code.
For the single block case, transversal Clifford operations are also called local Clifford
(LC) operations, i.e. they are quantum gates of the form
n
L = &Li, (1.36)
i=1
where Li's are single qubit Clifford operations.
Certain stabilizers codes also admit transversal logical operations on more than one code
blocks. For instance, for any CSS code, the two block transversal operations CNOT®n are
valid logical operations on the code space.
Example 4. For the [[7, 1, 3]] CSS code given in Example 2, the logical Hadamard gate
HL acting on the code space with basis states IO)L and I1)L are transversal and is given
by HL = H 7 . The logical Phase gate PL is also transversal and is given by PL = p 7.
For two blocks, the logical CNOTL is transversal and is given by CNOTL = CNOT®n.
Therefore, then entire logical Clifford group operations on the code are transversal.
However, Clifford operations are not universal for quantum computation [NCOO, Got98a].
And as mentioned in Sec. 1.4, it does not appear to be possible to perform universal quantum
computations using just transversal gates. We therefore have to resort to more complicated
techniques, such as teleportation [GC99]. For stabilizer codes, the quantum gates that can
be performed fault-tolerantly via teleportation adopt a nice mathematical structure, which
is called the Ck hierarchy.
Definition 6. The Ckn) hierarchy is a set of gates that is defined recursively as follows:
C n ) = Pn and
C -n ) = {U E SU(2n ) I UgUt E C Vn)1  g E C n)}, (1.37)
for k > 1.
Note by definition C(n) is the Clifford group Ln, and C(n) is a group only for k = 1 and
k = 2. C3 contains gates such as the single qubit 7r/8 rotation and the three qubit Toffoli
gates, any of which together with the Clifford group gives universal quantum computation.
However the precise set of gates which form Ck is unknown, even for a fixed number of
qubits.
So far we have discussed only binary quantum codes, built with qubits as registers,
but all of the techniques discussed in Sec. 1.4 and the Stabilizer-Clifford framework can be
generalized to higher-dimensional registers, or qudits. Particular attention is given to the
case that the dimension of registers is a prime power q, so Fq is a finite field. For notation,
((n, K, d))q denotes a qudit quantum code of length n, dimension K (a K dimensional
subspace of the Hilbert space - n) and distance d. [[n, k, d]]q denotes a stabilizer code of
length n, dimension qk and distance d.
1.5 Quantum codes of minimum distance two
In classical coding theory, the construction for binary codes of minimum distance two is
essentially trivial. They are linear and unique, consisting of all even weight vectors, and
their duals are repetition codes. It is reasonable to expect that the theory of quantum codes
may be simplified in the case of minimum distance two. However, as first observed by Rains
in 1997 [Rai99b], the quantum situation is not so nice.
In this section we briefly review the theory for quantum codes of minimum distance
two. In Sec. 1.5.1, we discuss the distance two codes of even length. In this situation,
the construction of the best quantum codes is easy, and actually a very simple family of
stabilizer codes meet the quantum Singleton bound. However, to identify the automorphism
group of this family of codes is highly non-trivial. The method used to tackle this problem
by Rains in 1997 [Rai99b] is closely related to the concept of "minimal subcodes" of the
stabilizer codes, starting from which we further develop a systematic theory for quantum
operations beyond the Clifford operations on stabilizer codes (see Sec. 1.6.1). In Sec. 1.5.2,
we discuss the distance two codes of odd length. In this situation, the construction of best
quantum codes is highly nontrivial. One can show that those stabilizer codes are far from
optimal, so new techniques for constructing nonadditive codes are needed. There are a few
good constructions proposed and families of good nonadditive codes of minimum distance
two are obtained. Although these constructions proceed an ad hoc fashion, they do shade
some light on the direction toward developing a systematic theory for constructing good
quantum codes beyond the stabilizer codes (see Sec. 1.6.2).
1.5.1 Distance two codes of even length
We first apply the quantum Singleton bound to those distance two codes of even length,
and show that it can be met by a simple family of stabilizer codes.
Theorem 10. Let Q be a ((2m, K, 2)) code for some m and K. Then K < 4m-1. On the
other hand, for all m > 1, then there exists an ((2m, 4m-1, 2)) code.
Proof The quantum Singleton bound [KLVOO] gives
K < 2 n -2(d-1) (1.38)
for any ((n, K, d)) quantum code. Applying this bound for d = 2 gives K < 4m - 1. On the
other hand, the distance two stabilizer code
S = (X® 2m , Z® 2m ) (1.39)
encodes 2m - 2 qubits, which is a ((2m, 4m-1, 2)) code. O
However, there are also nonadditive codes of distance two meeting the quantum Single-
ton bound for m > 3, as given by the following two theorems. Here we omit the proofs, see
[Rai99b] for detail.
Theorem 11. Any ((2, 1, 2)) code is locally equivalent to the [[2,0,2]] code. Any ((4, 4, 2))
code is locally equivalent to [[4, 2, 2]] code.
Theorem 12. For all even m > 3, there exists a nonadditive ((2m, 4m-1, 2)) code.
The automorphism group of the additive code given in Eq.(1.39) is given by
Theorem 13. Let Q be a [[2m, 2m - 2,2]] code for m > 2. Then every automorphism of
Q lies in the Clifford group.
Proof Since the additive automorphism group of Q acts transitively on the qubits, it
suffices to consider local automorphisms. In particular, any local equivalence corresponds
to an 2m-tuple of elements of SO(3); we need to show that every element of the 2m-tuple
is a monomial matrix. Without loss of generality, we may assume that Q is given by the
projection operator
PQ= (1®2m + 2 m + ( 02m + 2m). (1.40)PQ 4 - - z
The key observation is to note that
4PQ - 102m (1.41)
is naturally associated to the following vector in (R3)®2m:
v = 000...) + (-1)m 111...) + 1222...), (1.42)
acted on by SO(3)®2m in the natural way. So the question is then: for which elements of
SO(3)®2m is v a fixed point?
Consider the operator
(011Tr{ 3,4 ...2m} (vvt) O)1, (1.43)
acting on the second "trit" (that is, copy of R 3). We readily see that this is proportional
to 10)(01; in particular, it has rank 1. Consequently, if 0 E SO(3)0 2m admits v as a fixed
point, then the operator
(011Tr{3,4...2m} (M(v)0(v))0)1 (1.44)
must rank 1. Clearly, this depends only on the action of q on the first trit. Thus, the
condition must still be satisfied if we replace 0 by
S= 0(1) & 1®2m-1 (1.45)
Then we can readily compute
(1.46)
by first noting that
= (0(1) 0 1)Tr{3 ,4,... 2m}(vvt)( ( 1) 0 I)t
oc (O) @ 1)(100)(001 + I11)(11 + 122)(221)(0(1) 0 1)t,
(1.47)
(1.48)
since m > 2. Selecting out the submatrix in which the first trit is 0, we get:
0
(0(1))21
0
0
0
0q())2
(1.49)
which has rank 1 if and only if exactly one of (1), 0), or 01) is nonzero. But this must
then be true for the other rows of 0(1); it follows that 0(1) is a monomial matrix. The
theorem follows immediately. O
The form of the projector PQ given in Eq. (1.40) is closely related to the concept of
"minimal subcodes" that we will discuss later in Sec. 1.6.2.
1.5.2 Distance two codes of odd length
For the case of odd length, the quantum Singleton bound
better bound as given in the following theorem [Rai99b]
can no longer be met. There is a
Theorem 14. Let Q be a ((2m + 1, K, 2)) code for some m and K. Then
(1.50)
Note Theorem 14 gives a precise integral bound when m is a power of 2; thus it is
natural to conjecture that it can be met then. For n = 3, the bound is K < 1, met, for
instance, by the stabilizer code
S = (ZZI, IZZ, XXX) (1.51)
Example 5. For n = 5, the bound of Eq. (1.50) gives K < 6, which is met by the
nonadditive code [RHSS97]
00000) - (100011))cyc + (l00101))cc - (I01111))cyc
Tr{3 ,4,... 2m} ('(v)01'(v) t )
K < 4m-1 2- 1) .(
(1.52)
(
( 
0(1 )) 
0o 0
0
0
together with all five cyclic shifts of
00001) - 00010) - 100100) - 01000) - 10000)
+ 00111) - 101110) - 11100) + 11001) + 110011)
- 01011) + 10110) - 01101) + 11010) - 110101)
- 11111). (1.53)
Here
(I00011))vc = (00011) + 110001) + 111000) + 101100) + 100110)), (1.54)
i.e. the equal weight superposition of all the cyclic shifts of 100011); similar definitions apply
to (00101))cyc and (Olll11l1))cyc.
For other cases, the bound given by Eq. (1.50) cannot be met.
Theorem 15. For no i > 3 is there a ((2i + 1, 22-1 - 22'-i-1, 2)) code.
For the lower bound, some constructions are explicitly given. The first one is a natural
generalization of the ((5, 6,2)) code give in Example 5 [Rai99b].
Lemma 1. If there exists a pure ((n, K, 2)) code, then there exists a pure ((n + 2,4K, 2))
code.
The following theorem directly follows from the lemma:
Theorem 16. For all m > 2, there exists a pure ((2m + 1, 3 - 22m-3, 2)) code.
The following lower bound is given by Smolin et al. [SSW07]:
Theorem 17. Let n = 4k + 21 + 3 (for integer k > 0 and 1 = 0, 1), then there exists a pure
((n, M(k,I), 2)), where
M(k,1) = 24k+21+1 4k + 21 + 2)2 2k + + 1 (1.55)
Note for n -- oo, Eq. (1.55) gives
M(k,l) = 2n - 2  1 2n 2n - 2  1 1) (1.56)
which asymptotically encodes n - 2 - qubits. While the rate of convergencelog 2 irnconvergence
may be suboptimal (O( ) vs. O(!)), Eq. (1.56) still reaches n - 2 encoded qubits so it is
asymptotically close to optimal.
The same result as Theorem 17 is also obtained by Feng et. al [FX08], and a slightly
better result of ((n, M(k,o) + 1,2)) for all 1 = 0 is obtained in [YCO07]. However, the
construction in [SSW07] is very simple and will be further explored in constructing quantum
codes adapted to the amplitude damping channel in Chapter 7. So we briefly review their
construction here.
Choose an ordering of the weight i bit strings of length n and let w (i,j,n) be the jth such
string, where 0 < j < ('). Letting n = 4k + 21 + 3, we consider the classical distance-2
codes indexed by (k, 1) whose codewords (indexed by (i, j)) are
S(ij) w(2i+l,j,4k+21+3) 1 = 0,1 (1.57)
0<i<k
0< < 4k +21 + 3
O_ 2i +
(i,j)together with their complements V(kl ) .
The code is then spanned by
j))  + ,j) 0 ,,(,j)\1V)(krl) (,l) (k, 1
0<i<k
0 4k + 21 +3
O 2i +1
These codes are called "self-complementary," due to the form of the basis, i.e. I) =
Iv) + tiV)
1.6 The perspective and organization of this thesis
The Stabilizer-Clifford framework has dominated the study of quantum error correction
and fault-tolerant quantum computation (QECC-FTQC) ever since its discovery in the
year 1997. It is because of the nice mathematical structure based on Abelian groups for
stabilizer codes, and the simplicity with which operations in the Clifford group can be
performed on these codes.
This thesis seeks to develop a systematic theory for studying QECC-FTQC beyond the
Stabilizer-Clifford framework. There are two reasons to work on this particular direction of
QECC-FTQC.
1. From the practical point of view, for quantum communication and computation, the
quantum channel capacity (i.e. the tightest upper bound on the amount of information
that can be reliably transmitted over a communications channel, despite the noise)
has not yet been achieved by any practical quantum coding schemes; also a good
accuracy threshold for quantum computation has not yet been found by any QECC-
FTQC protocol, which is sufficient to meet the needs of our current technology. This
indicates that the Stabilizer-Clifford framework might not be enough for leading us
to achieve our ultimate goal, i.e. to implement reliable quantum communication and
computation in practice. Therefore new perspectives, new ideas and new methods
need to be developed beyond the Stabilizer-Clifford framework.
2. From the theoretical point of view, we are curious about how the quantum world
behaves, and how it is different from the classical world. Studying the theory beyond
the Stabilizer-Clifford framework naturally deepens such a kind of understanding,
for neither do stabilizer codes cover all the quantum codes, nor do Clifford operations
cover all the quantum operations on encoded quantum data. In classical coding theory,
many new tools are developed to study nonlinear codes, which enriched other branches
of mathematics. As stabilizer codes play a similar role in quantum coding theory
as the linear codes play in classical coding theory, the study of codes beyond the
Stabilizer-Clifford framework will bring new tools, and come up with new problems
and solutions.
However, to develop a systematic theory beyond the Stabilizer-Clifford framework is very
difficult, since the nice mathematical structures of the Abelian groups and their normalizers
are lost. There have been efforts trying to tackle certain particular problems beyond the
Stabilizer-Clifford framework (for instance, the case for minimum distance two codes dis-
cussed in Sec. 1.5), but no systematic theory has ever been developed so far. Nevertheless,
these previous trials indeed provide hints on the ideas and methods which can be further
developed into a more systematic scenario. Our courage and confidence in challenging this
direction is actually deeply rooted in those elegant ideas developed for studying distance
two codes, as summarized in Sec. 1.5.
We develop our new theory in two main directions: one is for quantum operations
beyond the Clifford group operations on stabilizer codes (Chapters 2 through 4) and the
other is for quantum codes beyond stabilizer codes (Chapters 5 through 7). We use Fig.
1-3 to depict the overall ow of this thesis. More detailed discussion will be given in Sec.
1.6.1 and Sec. 1.6.2.
Figure 1-3: Block diagram depicting the overall flow of this thesis.
It should be emphasized that this thesis is indeed based on joint work with others. The
materials in Chapter 2 through Chapter 7 are mainly taken from published papers or papers
in preparation with other coauthors.
1. Chapter 2 is based on joint work with Hyeyoun Chung, Andrew Cross, and Isaac
Chuang [ZCCC07].
2. Chapter 3 is based on joint work with Andrew Cross, and Isaac Chuang [ZCC07].
3. Chapter 4 is based on joint work with Xie Chen, and Isaac Chuang [ZCC08].
4. Chapter 5 is based on joint work with Andrew Cross, Graeme Smith, John Smolin
and Isaac Chuang [CSSZO9, CCS+09].
5. Chapter 6 is based on joint work with Markus Grassl, Peter Shor, Graeme Smith and
John Smolin [GSS+09, GSZO9a, GSZO9b].
6. Chapter 7 is based on joint work with Peter Shor, Graeme Smith and John Smolin
[SSSZO9a, SSSZO9b].
1.6.1 Non-Clifford operations on stabilizer codes
Our first step is to develop a systematic understanding of quantum operations on stabilizer
codes beyond the Clifford group operations. The key idea we use is actually the concept
of "minimal subcodes" of the stabilizers, which is originally proposed by Rains to study
the problem of full automorphism groups for quantum code of minimum distance two, as
discussed in Sec. 1.5.1. These "minimal subcodes" reveals some "fine structure" of the
stabilizer group. We then further develop a concept called "semi-Clifford operations" (the
name "semi-Clifford" is borrowed from Gross et al. [GdN08], where they associate it with
some single qubit quantum operations, and we generalize it to the multi-qubit case), to
characterize those quantum operations which preserves the "minimal subcodes". Those
semi-Clifford operations no longer preserve the entire Pauli group as Clifford operations do,
but they do preserve a maximal Abelian subgroup of the Pauli group. In this sense we are
not totally abandoning the Stabilizer-Clifford framework, but go deeper into more detailed
structures of the stabilizer groups and their automorphisms.
This new "minimal subcodes + semi-Clifford operations" theory leads to some nice
progress on three important open problems related to the study of non-Clifford operations
on stabilizer codes, which are
1. For local equivalence between stabilizer codes: whether LU equivalence and LC equiv-
alence are the same for stabilizer codes, i.e. whether two LU equivalent stabilizer codes
are also LC equivalent.
There is a fundamental problem of understanding the equivalence of stabilizer codes,
i.e. whether Clifford group operations are enough to characterize their local equiva-
lence. And this problem is also closely related to the study of multipartite entangled
states. This LU-LC equivalence topic will be discussed in Chapter 2. A theorem is
proven to characterize a large class of stabilizer codes for which LU equivalence gives
LC equivalence.
2. For automorphisms of stabilizer codes: whether there exists a stabilizer code such
that we can perform universal quantum computation on the code space using only
transversal gates.
As discussed in Sec. 1.3.5, it is widely believed that such a stabilizer code does not
exist; however a proof is lacking. This topic will be discussed in Chapter 3, where we
give a proof of this belief. Also we develop conditions under which a stabilizer code
allows non-Clifford transversal gates.
3. For quantum gates that can be implemented on stabilizer codes via teleportation: the
structure of gates in the Ck hierarchy.
As discussed in Sec. 1.4.2, the precise set of gates which form Ck is unknown, even
for a fixed number of qubits. This topic will be discussed in Chapter 4. We build a
link between the set of gates in Ck and the set of semi-Clifford operations, and prove
theorems which clarify the situations when these two sets are the same and when they
could be different.
When looking at from the "minimal subcodes + semi-Clifford operations" point of view,
the three above-mentioned directions are actually closely related. Our theory not only works
well for understanding each of them, but also builds a nice connection for linking them
together under a more unified perspective.
1.6.2 Nonadditive quantum codes
Our next step is to develop a systematic understanding of quantum codes beyond stabilizer
codes, i.e. "nonadditive quantum codes." Our new systematic theory, called the codeword
stabilized (CWS) quantum codes framework, is inspired by those examples of distance two
nonadditive codes given in Sec. 1.5.2 and a distance three nonadditive code ((9,12,3))
recently built in [YCLOO08]. The key ideas of our theory are the following two.
1. Similar to the case of the "minimal subcodes + semi-Clifford operations" theory dis-
cussed in Sec. 1.6.1, we do not try to totally abandon the Stabilizer-Clifford frame-
work. We would like to go beyond it, but still want to keep some of its nice mathe-
matical structures. Our way of doing so is to choose all the codewords of the quantum
code to be stabilizer states (that is why we call them codeword stabilized codes), so
the nice property of Eq. (1.26), i.e. the simple form that the Pauli errors acting on
each codeword can still be kept. Though the quantum codes built this way do not
need to be stabilizer codes, they naturally include those stabilizer codes as a special
case.
2. Inspired by the construction of distance two nonadditive codes given in Sec. 1.5.2,
we are seeking for a link between binary classical codes and quantum codes, which
may allow us to use some nice constructions of classical nonlinear codes to construct
good nonadditive quantum codes. The CSS codes discussed in Sec. 1.4.1 reveal
such a link, but we would like to explore a rather different one. For instance, the
"self-complementary" construction in Sec. 1.5.2 demonstrates the possibility that the
"quantum part" of the code may be characterized by some structures of the codewords.
A natural structure for CWS codes is the "stabilizer state structure" of its codewords.
Our idea is then to characterize the "quantum part" of the CWS codes using a single
quantum stabilizer state (which can be more conveniently represented by a simple,
non-directed graph), and convert the rest task of constructing the QECCs into a
problem of constructing certain binary classical codes.
The CWS framework is the topic of Chapter 5. We develop the theory systematically, to
map the problem of finding a quantum code into finding a binary classical code correcting
an error pattern induced by a graph. We also show that if the binary classical code is linear,
then the corresponding CWS code is actually a stabilizer code. This gives a more concrete
interpretation for a role that stabilizer codes play among all quantum codes, i.e. in what
sense that stabilizer codes play a role in quantum coding theory as the role linear codes
play in classical coding theory. We also provide an algorithm for finding such CWS codes,
and via numerical search new nonadditive codes outperform best stabilizer codes for short
block length are found.
While the CWS framework builds a nice link between quantum codes and binary classical
codes, the error patterns induced by graphs are generally "irregular," i.e. they are not given
by the error set of classical binary symmetric channel (see Sec. 1.2). This prevents us from
directly using good classical codes, linear or nonlinear, to build good quantum codes. To
meet this challenge, in Chapter 6 we introduce a powerful new method of making quantum
codes, called generalized concatenation. This method is a generalization of the idea of
"code concatenation" used in the proof of the quantum threshold theorem (see Sec. 1.3.5).
This generalized concatenation method uses some inner quantum code with length n and
some outer quantum codes of length N to make a quantum code of longer length, which is
nN. We then combine this generalized concatenation method with the CWS framework:
the idea is to choose the inner code to be quantum, but the outer codes classical, so that
we successfully restrict the irregular error patterns "inside" the inner code, while the error
pattern for the outer codes can be purely classical. This allows us to systematically build
many good new stabilizer/nonadditive quantum codes directly from good linear/nonlinaer
classical codes.
Finally, in Chapter 7, we apply our CWS framework and the generalized concatenation
method to construct nonadditive quantum codes adapted to the amplitude damping channel.
The amplitude damping channel differs from the usual depolarizing channel in a sense
that its Kraus operators are not all Pauli operators. And this channel models one of the
most important types of noise in many real quantum systems, i.e. the amplitude damping
noise (another important noise type in a real quantum system is the phase damping noise,
which can be modeled by Pauli Z Kraus operators). While the CWS framework cannot
directly take care of those non-Pauli errors, the two basic ideas we use to develop the CWS
framework (i.e. the form of the stabilizer state codewords and the link to binary classical
codes) do apply to the situation of non-Pauli errors. Successfully building a link between
single-error-correcting amplitude damping codes and binary classical codes designed for
the asymmetric channel, we use good nonlinear binary codes to systematically construct
good nonadditive amplitude damping codes. What is more, a novel idea we came up with
for building amplitude damping codes from classical codes over the field GF(3) leads to
the discovery of some good classical binary codes for the asymmetric channel. This is
very encouraging, because we are not only making progress in quantum coding theory, but
meanwhile we are also making contributions to classical coding theory!
Part II
Quantum Operations
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Chapter 2
Local Equivalence of Stabilizer
Codes
2.1 Introduction
As mentioned in Sec. 1.6.1, one fundamental problem for understanding the equivalence
of stabilizer codes is to determine whether Clifford group operations are enough to charac-
terize their local equivalence. The first step of understanding this problem is to study
the case of stabilizer states, i.e. [[n, 0, d]] stabilizer codes. Stabilizer states not only
play important roles in quantum error correction [Got97], but also in many other ar-
eas as diverse as measurement-based quantum computing, and cryptographic protocols
[RBB03, DAB03, HEBO4, HDE+06].
It turns out that the problem of equivalence of stabilizer states is also closely related
to the study of multipartite entangled states. Quantum entanglement, a phenomenon that
has no counterpart in the classical realm, is widely recognized as an important resource in
quantum computing and quantum information theory [NCOO]. And stabilizer states form a
particularly interesting class of multipartite entangled states.
A stabilizer state on n qubits is defined as the common eigenstate of its stabilizer: a
maximally abelian subgroup of the n-qubit Pauli group Pn generated by the tensor products
of the Pauli matrices and the identity [Got97]. Recently, a special subset of stabilizer states
(known as graph states due to their association with mathematical graphs) has become
the subject of intensive study, and has proven to be useful in several fields of quantum
information theory [HDE+06, SW02].
Despite their importance in quantum information science, multipartite entangled states
are still far from being well understood [NCOO. The study of multipartite entanglement
has usually focused on determining the equivalence classes of entangled states under lo-
cal operations, but there are too many such equivalence classes under local unitary (LU)
operations for a direct classification to be practical. The most commonly studied set of
local operations are the invertible stochastic local operations assisted with classical com-
munication (SLOCC), which yield a much smaller number of equivalence classes. For ex-
ample, for three qubits, there are only two classes of fully entangled states under SLOCC,
while 5 real parameters are needed to specify the equivalence classes under LU operations
[DVCOO, AALC+00]. However, the number of parameters needed to specify the equivalence
classes under SLOCC grows exponentially with n, where n is the number of qubits, so
that specifying the equivalence classes for all states rapidly becomes impractical for n > 4
[VDMV02].
As discussed in Sec. 1.4.2, for stabilizer states, a more tractable set of operations to
study is the local Clifford (LC) group, which consists of the local unitary operations that
map the Pauli group to itself under conjugation. In addition to forming a smaller class of
operations, the local Clifford group has the additional advantage that the transformation of
stabilizer states under LC operations can be reduced to linear algebra in a binary framework,
which greatly simplifies all the necessary computations [HDE+06].
It has been conjectured that any two stabilizer states which are LU equivalent are
also LC equivalent (i.e. LU * LC holds for every stabilizer state). If this were true,
all of the advantages of working with the local Clifford group would be preserved when
studying equivalences under an arbitrary local unitary operation. Due to its far-reaching
consequences, proving that the LU 4 LC equivalence holds for all stabilizer states is
possibly one of the most important open problems in quantum information theory.
Graph states may prove to play a pivotal role in the proof of this conjecture, as it has
been shown that every stabilizer state is LC equivalent to some graph state [dNDD04].
Therefore, if it could be shown that LU -- LC holds for all graph states, it would follow
that LU 4 LC holds for all stabilizer states as well. Furthermore, it has been shown that
an LC operation acting on a graph state can be realized as a simple local transformation
of the corresponding graph, and that the orbits of graphs under such local transformations
can be calculated efficiently [dNDD04, DP06, DanO5, dNM05]. These results indicate that
if the LU LC equivalence holds for all graph states, any questions concerning stabilizer
states could be restated in purely graph theoretic terms. This would make it possible to
use tools from graph theory and combinatorics to study the entanglement properties of
stabilizer states, and to tackle problems which may have been too difficult to solve using
more traditional approaches.
An important step towards a proof has been taken by Van den Nest et al. [dNDM05],
who have shown that two LU equivalent stabilizer states are also equivalent under LC
operations if they satisfy a certain condition, known as the Minimal Support Condition
(MSC), which ensures that their stabilizers possess some sufficiently rich structure. They
also conjecture that states which do not satisfy the MSC will be rare, and therefore difficult
to find.
In this chapter, we seek to make some progress towards a proof of the LU # LC
conjecture, by proving that the LU 4 LC equivalence holds for all stabilizer states whose
corresponding graphs contain neither cycles of length 3 nor 4. We also give some results
complementary to those of Van den Nest et al., by proving that the MSC does not hold for
stabilizer states of distance d = 2, and by explicitly constructing states of distance d > 2
which also fail to satisfy the MSC. Our classification of stabilizer states is summarized in
Fig. 2-1, which illustrates the relationship between the subsets covered by our results and
those of Van den Nest et al., as well as those states for which the LU 4, LC equivalence
remains open.
This chapter is organized as follows: we first present some background information on
graph states and stabilizers in Sec. 2.2. In Sec. 2.3 we prove our Main Theorem, which
states that LU * LC holds for any graph state (and hence, any stabilizer state) whose
corresponding graph contains neither cycles of length 3 nor 4. We go on to prove that all
stabilizer states with distance d = 2 fail to satisfy the MSC, whereas all stabilizer states
with d > 2 which satisfy the hypotheses of our Main Theorem do satisfy the MSC. We
conclude Sec. 2.3 by using the proof of our Main Theorem to show that LU 4 LC still
holds for a particular subset of stabilizer states with d = 2. In Sec. 2.4, we provide explicit
examples of stabilizer states with distance d > 2 which fail to satisfy the MSC: we identify
all 58 graphs of up to 11 vertices which do not meet this condition, and construct two other
series of graphs beyond the MSC for n = 2m - 1 (m > 4) from quantum error correcting
codes with non-Clifford transversal gates. We conclude in Sec. 2.5.
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Figure 2-1: Relations between theorems presented in this paper. A: all graph states (there
is a dashed line in the middle of A: the area left of the line are graphs of distance d = 2 and
the right area of the line are d > 2 graphs); B: LU , LC graphs given by Main Theorem;
C: LU ** LC graphs given by Van den Nest et al.'s criterion; D: LU * LC graphs of d = 2
given by Theorem 20; E: Examples of d > 2 graphs beyond the MSC, given in Sec. IV,
whose LU * LC equivalence remains open.
2.2 Preliminaries
Before presenting our Main Theorem, we state some preliminaries in this section. We discuss
the stabilizer formalism and graph states in Sec. 2.2.1. Then in Sec. 2.2.2 we introduce the
concept of minimal supports and Van den Nest et al.'s criterion.
2.2.1 Stabilizers states and graph states
The n-qubit Pauli group Pn consists of all 4 x 4n local operators of the form R = aRR1 0
.. -. 0 Rn, where aR e {-1, +i} is an overall phase factor and Ri is either the 2 x 2 identity
matrix I or one of the Pauli matrices X, Y, or Z. We can write R as aR(Ri)i(R 2)2 ... (Rn)n
or aRR1R2... Rn when it is clear what the qubit labels are. The n-qubit Clifford group n
is the group of n x n unitary matrices that map Pn to itself under conjugation.
A stabilizer S in the Pauli group Pn is defined as an abelian subgroup of Pn which
does not contain -I. A stabilizer consists of 2 m Hermitian Pauli operators for some m <
n. As the operators in a stabilizer commute with each other, they can be diagonalized
simultaneously and moreover, if m = n, then there exists a unique state i) on n qubits
such that R|i) = I) for every R E S. Such a state i) is called the stabilizer state and the
group S = S([J)) is called the stabilizer of 14). A stabilizer state can also be viewed as a
self-dual code over GF(4) under the trace inner product [CRSS98]. The distance d of the
state is the weight of the minimum weight element in S(1 )) [Dan05].
Two n-qubit states IV) and 10') are said to be local unitary (LU) equivalent if there
exists an LU operation
n
Un = O Ui (2.1)
i=1
which maps [0') to ]i).
Two n-qubit states 4V) and 14') are said to be local Clifford (LC) equivalent if there
exists an LU operation in the Clifford group
n
Acn = Ki (2.2)
i=1
which maps |V') to 10), where Ki E £1 for i = 1,..., n.
Throughout the paper we will use Un and ICn to denote operations of the form Eq. (2.1)
and (2.2), respectively.
Graph states are a special kind of stabilizer state associated with graphs [HDE+06]. A
graph G consists of two types of elements, namely vertices (V) and edges (E). Every edge
has two endpoints in the set of vertices, and is said to connect or join the two endpoints.
The degree of a vertex is the number of edges ending at that vertex. A path in a graph is a
sequence of vertices such that from each vertex in the sequence there is an edge to the next
vertex in the sequence. A cycle is a path such that the start vertex and end vertex are the
same. The length of a cycle is the number of edges that the cycle has.
For every graph G with n vertices, there are n operators R a E Pn for a = 1, 2, ... , n
defined by
RG = Xa Zb, (2.3)
{a,b}EE
It is straightforward to show that any two RGs commute, hence the group generated by{Ra}a 1 is a stabilizer group S and stabilizes a unique state G). We call each R G the
standard generator associated with vertex a of graph G. Throughout the paper we use lGc)
to denote the unique state corresponding to a given graph G.
Any stabilizer state is local Clifford (LC) equivalent to some graph states [dNDD04].
Thus, it suffices to prove LU <- LC for all graph states in order to show that LU < LC
for all stabilizer states.
2.2.2 Minimal supports
The support supp(R) of an element R E S( V)) is the set of all i E {1, ..., n} such that Ri
differs from the identity. Let w = {il,...,ik} be a subset of {1,...,n}. Tracing out all
qubits of 14) outside w gives the mixed state
P() =E R. (2.4)
RES(] b)),supp(R)Cw
Using the notation U, = Uil, ... @ Uik, it follows from Un 1') = I) that
UWpW(' ")Ut = pW(4) . (2.5)
A minimal support of S(14)) is a set w {1, ..., n} such that there exists an element in
S( )) with support w, but there exist no elements with support strictly contained in w. An
element in S(I10)) with minimal support is called a minimal element. We denote by A,(I4))
the number of elements R E S(J)) with supp(R) = w. Note that A,(J )) is invariant under
LU operations [dNDMO5]. We use M(I')) to denote the subgroup of S(j14)) generated by
all the minimal elements. The following Lemma 2 is given in [dNDM05].
Lemma 2. Let 14) be a stabilizer state and let w be a minimal support of S(jV4)). Then
A,(14)) is equal to 1 or 3 and the latter case can only occur if Iwl is even.
If w is a minimal support of S(14)), it follows from the proof of Lemma 2 in [dNDMO05]
that the minimal elements with support w, up to an LC operation, must have one of the
following two forms:
Aw(14)) = 1 : Z®w
A(j)) = 3 : {X®",(-1)(wI/2)Y®w ,Z® }. (2.6)
Eqs.(2.4), (2.5) and (2.6) directly lead to the following Fact 1, which was originally
proved by Rains in [Rai99b]:
Fact 1. If 10') and 4') are LU equivalent stabilizer states, i.e. Unj'4) = 10), then for each
minimal support w, the equivalence Uln must take the group generated by all the minimal
elements of support w in S(10')) to the corresponding group generated by all the minimal
elements of support w in S(I4)).
Based on the above Fact 1, the following Theorem 18 was proven in [dNDMO5] as their
main result:
Theorem 18. Let 14) be a fully entangled stabilizer state for which all three Pauli matri-
ces X, Y, Z occur on every qubit in M(I)). Then every stabilizer state 14') which is LU
equivalent to I1) must also be LC equivalent to 14).
The condition given in Theorem 18, that all three Pauli matrices X, Y, Z occur on every
qubit in M(I0)), is called the minimal support condition (MSC).
n
For any LU operation 2n = 0 Ui which maps another stabilizer state 14') to the
i=1
stabilizer state I0), the proof of Theorem 18 further specifies the following
Fact 2. If all three Pauli matrices X, Y, Z occur on the jth qubit in M(41)), then Uj must
be a Clifford operation. Therefore, if the MSC condition is satisfied for [0), then Un must
be an LC operation.
In [dNDM05] it is also shown that although n-GHZ states [GHZ89] do not possess this
structure, LU = LC still holds.
2.3 The main theorem
We now present the new criterion we have found for the LU = LC equivalence of graph
states. Sec. 2.3.1, 2.3.2, 2.3.3, and 2.3.4 are devoted to proving the main result of the paper.
n
An algorithm for constructing the LC operation /Cn = Ki, where Ki E L 1 for any i, is
i=l
given in Sec. 2.3.5 and Theorem 20, which covers additional LU # LC equivalences for
d = 2 graphs beyond the main theorem, is given in Sec. 2.3.6.
The main result of the paper is the following:
Theorem 19. (Main Theorem) LU = LC equivalence holds for any graph G with neither
cycles of length 3 nor 4.
Proof In order to prove that LU € LC holds for lcG), we will show that for any
stabilizer state 10'G) satisfying UnI) = [OG), there exists an LC operation KCn such that
Kn 4) = IeG). The proof is presented in several sections below, ending in Sec. 2.3.4 on
page 9.
We prove this theorem constructively, i.e. we construct Cn explicitly from the given
un, JOG), and O1'). Before giving the details of our proof, we give a brief outline of our
strategy. We will assume that throughout our proof that all graphs have neither cycles of
length 3 nor 4.
First, we show that any graph of distance d > 2 satisfies the MSC, hence LU 4: LC
holds for them. However, we will also show that any graph of distance d = 2 is beyond the
MSC. Therefore, we only need to prove the Main Theorem for d = 2 graphs.
We then partition the vertex set V(G) of graph G into subsets {V 1(G), V2 (G), V3(G), V4(G)}
as defined later. We show that for all vertices v E V3 (G) U V4 (G), the operator U, in Un
must be a Clifford operation, i.e. U, E £1. For vertices v E Vi(G) U V2(G), we will give a
procedure, called the standard procedure, for constructing K,. In effect, this corresponds
to an "encoding" of any vertex v E V2 and all the degree one vertices wE V1 to which v is
connected into a repetition code (i.e. "deleting" the degree one vertices from G), and then
a "decoding" of the code.
We illustrate the proof idea in Fig. 2-2. Due to some technical reasons, we first show
U, E L1 for all v E V4 in Sec. 2.3.1. Then we give the standard procedure in Sec. 2.3.2.
We use an example to show explicitly how the procedure works, with explanations of why
this procedure actually works in general. Finally, in Sec. 2.3.3 we show that U, E £1 for all
v E V3(G)UV4 (G), and construct K, for all v E VI(G)UV2(G) from the standard procedure.
Figure 2-2: An illustration of the construction of Kn: we will simply choose K, = U, for all
v E V3 U V4, and use the standard procedure(SP) to construct K, = Usp for all v E V U V2 .
The four types of vertices we use for a graph G are defined as follows. V(G) is the degree
one vertices of G. V2 (G) is the set of vertices V2(G) = {vlv connects to some w E V(G)}.
The set V3(G) is given by V3 (G) = {vlv not in VI(G), and v only connects to w E V2 (G)}.
Finally, the set V4 (G) is defined by V4(G) = V(G)\(V1 (G)UV2 (G)UV3 (G)). For convenience,
we also apply this partitioning of vertices to d > 2 graphs, hence V(G) = V4 (G). Fig. 2-3
gives an example of such partitions.
2.3.1 d > 2 and d = 2 graphs and Case V4
We first provide some lemmas which lead to a proof of the Main Theorem for d > 2 graphs.
Then we show that all d = 2 graphs are beyond the MSC.
Vertex Set V1  V2  V3  V4
LC operation K, Usp Usp Uv Uv
9 1 6 12 t 6 1 6
13 2 5 2 52 5
10 3 4 11 10 3 4 3 4
A3 B3 C3
Figure 2-3: Examples of the partition: Vi(A3) = {7, 8,9,11, 12, 13}, V2(A3) = {1, 4,6, 10},
V3 (A3) = {5} and V4 (A3) = {2,3}; V(B3) = {10}, V2(B3) = {3}, V3(B3) = 0 and
V4 (B3) = {1, 2,4, 5, 6}; C3 is a graph of d = 3 hence V1(C3) = V2(C3) = V3(C3) = 0, and
V4 (C3) = V(C3) = {1, 2, 3, 4, 5, 6}.
d > 2 graphs
Lemma 3. For a vertex v E V(G) which is unconnected to any degree one vertex, if it is
neither in cycles of length 3 nor 4, and then R, is the only minimal element of support
supp(R,).
Proof Suppose the vertex v connects to vertices il, i2, ik,, then R, = XZi, Zi .Zik.
If there exists an element Sm E S(OG)) such that supp(Sm) C supp(R,), then Sm must be
expressed as a product of elements in { Rv,, Ril , ... Rik }. However since v is neither in
any cycle of length 3 nor 4, then any product of elements in {Ri, , Ri2, i... Rik } (except
R, itself) must contain at least one Pauli operator aj acting on the jth qubit where j is
not in supp(Rv). O
This directly leads to the following Lemma 4 for d > 2 graphs:
Lemma 4. For any graph G with d > 2, if there are neither cycles of length 3 nor 4, then
G satisfies the MSC, and hence LU # LC holds for G.
Proof Since d > 2, then all vertices v E V(G) are unconnected to any degree one
vertices. Then by Lemma 3, M(1 ?)) = S(1,0)), and therefore the MSC is satisfied. O
Lemma 3 tells us that for any vertex v E V4 (G), we must have Uv, E L£, according to
Fact 2. Lemma 4 shows that we only need to prove the Main Theorem for graphs of d = 2.
d = 2 graphs
Proposition 1. Stabilizer states with distance d = 2 are beyond the MSC.
Proof A stabilizer state 10/) with d = 2 has at least one weight two element in its
stabilizer S([o)). We denote one such weight two element by aiflk, where aj and 3 k are one
of the three Pauli operators X, Y, Z on the jth and kth qubits respectively, up to an overall
phase factor of ±1 or +i. Now consider any element R in S(j~b)) with a support w such that
w n {j, k} , 0. We can write R in the form R 1R 2 ... Rn where each Ri is either the identity
matrix I or one of the Pauli matrices X, Y, Z, up to an overall phase factor of ±1 or ±i.
Then there are three possibilities: (i) If w n {j, k} is {j} or {k}, then since R commutes with
ajl3 k, the operator Rj (Rk) can only be aj (/k), up to an overall phase factor of ±1 or ±i.
(ii) If w = {j, k}, then since R commutes with aj~3 k, we either have RjRk = a'Olk , where
at' anticommutes with aj and ' anticommutes with !k, or RjRk = ajk. The former
is impossible, as the whole graph is connected, so the latter must hold. (iii) If w strictly
contains {j, k}, then R is not a minimal element. It follows that in M(I)), only ac appears
on the jth qubit and only k appears on the kth qubit, showing that S(l )) is beyond the
MSC.0
Furthermore, the local unitary operation Un which maps another d = 2 stabilizer state
Il') to I) is not necessarily in the Clifford group, particularly on the jth and kth qubits.
Note that it is always true for any angle 0 that
aj(O)/3k(-O)lJ) = eiaOje-iQkI01) = I4). (2.7)
To interpret Proposition 1 in view of graphs, it is noted that any fully connected graph
G with degree one vertices represents a graph state JIG) of d = 2. Therefore, a graph with
degree one vertices is beyond the MSC. In particular, for a graph G with neither cycles of
length 3 nor 4, each weight two element in S(IOG)) corresponds to the standard generator
of a degree one vertex in G.
2.3.2 Case V U V2 : The standard procedure
The main idea behind the standard procedure is to convert the LU-equivalent stabilizer
states JLG) and 1,' ) into the corresponding (LC equivalent) canonical forms for which we
can prove LU 4 LC by applying "encoding" and "decoding" methods. We can then work
backwards from those canonical forms to prove that LU 4 LC for lG).
We use a simple example, as shown in graph B4 of Fig. 2-4, to demonstrate how the
standard procedure works. The standard procedure decomposes into five steps. In each
step, we also explain how the step works for the general case.
8 
7
1 1 9 1 6
2 2 5 2 5
3 3 4 10 3 4
A4 B4 C4
Figure 2-4: A4 is a subgraph of both B4 and C4.
Note that |IA4) is a GHZ state; hence LU 4t LC holds. The standard generator of
the stabilizer for graph A4 is {XZI, ZXZ, IZX}. However, as we will see later in step 4,
LU , LC for A4 does not guarantee that LU : LC for B4.
We now prove LU 4 LC for IVB4).
Step 1: Transform into a new basis by LC operation
It is straightforward to show
I4)B4) = 25/2 )f(E) aia2a 3 a 4 a5), (2.8)
aj=0,1
where f(E) = ala2 + a2a3 + a3a4 + a3a5, which is determined by the the edge set E(B4).
Performing Hadamard transform on the fourth and fifth qubits, we get
1
HB4) = 4 0 H5IVB) = (1o) 1000) + 161)(111)), (2.9)
where
o) = 2(100) + 101) + 110) - 111))1
1 1) = (j00) - 01) + 110) + 11)). (2.10)
The form of JB4) in Eq.(2.9) is not hard to understand. By performing H4 0 H5 , the
standard generator of J1B4) will be transformed to {Z 3 Z4 , Z 3Z5 ...}, hence only the terms of
1000) and i111) appear on the qubits 3, 4, 5. Furthermore, for the supports wl = (3, 4), w2
(3, 5), we have Auw (I'OB4)) = Aw2 (I B4)) = 1.
For any other stabilizer state which is LU equivalent to IOB4), there exist an LU opera-
tion 4 such that 4U51B~4) = lB4). According to Fact 1, for the supports wi = (3, 4), w2(3, 5), there must also be A,, (1B 4)) = A 2 ([B¢4)) = 1. Suppose the corresponding min-
imal elements of wl, W2 are a334, a375 respectively, then there exist F3, F4 , F5 E L£1, such
that (F3a 3F t ) 0 (F4 34Ft) = Z3 Z4 , (F3 a3 F t) 0 (Fs575Ft) = Z3 Z5 . Therefore, we have
10') = F3  F4 0 F51')
1
= (Xo) 1000) + IXi)111)), (2.11)
where IXo) and lXI) are two states of qubits 1 and 2.
The states J/B) and IJ 4) given in Eqs.(2.9,2.11) are then called canonical forms of bB)
and I[)), respectively.
Then we have
Us51') = 10B), (2.12)
where
l5 = H4 0 HslF3t 0 F4t F5 (2.13)
i.e. U1 = U1, U2 = U2 , U3 = U3F t , 4 = H4U4 Ft, U5 = H5 U5Ft
Eq.(2.12) is then our new starting point, since I'B4) and IB4) are LC equivalent if and
only if ['B 4) and JOB) are LC equivalent, then we can always get the former when we prove
the latter by reversing Eq. (2.13), as we will do from eqs. (2.35) to (2.36).
Note the procedure of getting Eq.(2.12) is general, i.e. we can always do the same thing
for any d = 2 graph state and its LU equivalent graph states. To be more precise, for a
general graph G of n vertices, consider a vertex a E V2(G), and let N(a) be the set of all
degree one vertices in V(G) which connect to a. If the size of this set is IN(a)l = k, then
without loss of generality we can rename the qubits so that the vertices a and b E N(a) are
represented by the last k + 1 qubits of lcG).
Applying the Hadamard transform Ha = ObN(a) Hb to IPG) gives a new stabilizer state
ILGa ) ) as shown below.
Ha l G) =
- 1 (0o)|0) @ (k+1) + 1 1 )1)@(k+l)), (2.14)
where I o) and |i1) are two states of the other n - (k + 1) qubits.
Similarly, for any stabilizer state IWG) which is LU equivalent to C), i.e. Un ') =
I/G), there must exist Fa, Fb E L 1 (for all b E N(a)) such that
(FaeaF) 0 (Fb bFb) = ZaZb, (2.15)
for aab E S(IiG)).
Define Fa = Fa ObEN(a) Fb, we have
= (Ixo)I0)®(k+l) + Ixi)ll)®(k+l)), (2.16)
where IXo) and IX1) are two states of the other n - (k + 1) qubits.
We apply the above procedure for all a E V2(G). Define H = @aEV 2(G) Ha and F =
0 aEV2 (G) Fa, we get
HIOG) = IJG)
FIPG) = ), (2.17)
Now define n
On = ( i, (2.18)
i=1
where U = Ui for all i E V3(G) U V4(G), Ua= UaFt for all a E V2 (G), and Ub = HbUbFt
for all b E N(a). We then have nli G) = I[G)-
It can be seen that 10'G) and 1OG) are LC equivalent if and only if -'b) and IlG) are
LC equivalent. Therefore, we can use the states (0 ) and IG) as our new starting point.
Our current situation is summarized in the following diagram.
aV G) I {=a GF
Step 2: Encode into repetition codes
Now we can encode the qubits 3,4, 5 into a single logical qubit, i.e. lOL) = 1000), IL) =
I111). Define JIB4) = (k 0)1OL) + 111L)), and Il'B4) = (IXo)IOL)) + IX1)I1L)), then both
{B4) and I'B4) are 3-qubit stabilizer states. Especially, JIB4) is exactly the graph state
k'OA4) represented by graph A4. Now Eq.(2.12) becomes
U31 'B4 ) = kbB 4), (2.19)
where a3 = U1 0 U2 0 U (3) and U(3) is a logical operation acting on the logical qubit, which
must be of some special forms as we discuss below. The upper index (3) indicates that we
may understand this logical qubit L as being the 3rd qubit in graph A4.
Due to Fact 1, we must have
U 3 Z 3 3 U 4z 4 4 = 2324
U3z 3 0u5z 5 Q, = Z Z5  (2.20)
which means either
U3Z3l Uz = Z3
VU4 Z 4 4t = Z 4
U5 Z5 t = Z5 , (2.21)
which gives U3 = diag(1, ei01 ), 4  diag(l, ei 02) 5 = diag(1, ei03) for some 01, 02, 03, or
U3 Z3 t = -Z3
U4zZ 4 4t = -Z4
U5 uZ t = -Zs (2.22)
which gives U3 = diag(1, ei°l)X 3, U4 = diag(1, ei°2)X 4 , 5 = diag(1, ei03)X s for some
01, 02, 03-
Therefore, we must have U (3) = diag(1, ei(01+2+ 0 3)) if Eq.(2.21) holds, or U (3)
diag(1, ei(0 +O2+03))X(3) if Eq.(2.22) holds.
Note the procedure of getting Eq.(2.19) and the result of the possible forms that UL
possesses is also general. Recall that we have two states of the form given in Eq. (2.14) and
Eq. (2.16), we can encode the qubits a and b E N(a) into a single logical qubit, by writing
IOL) = 0)®(k+) and IlL) = 1)(k +1). We can then define two new stabilizer states (a)
and I a)), given by
) = I0o)OL) + ~1)11L),
(a)) = Io)IOL) + IXl)IIL). (2.23)
Both are stabilizer states of m qubits, where m = n - k. In particular, I?(a)) is represented
by a graph which is obtained by deleting all the vertices b E N(a) from G.
We can see that Ila)) and G (a)) are related by
ma) -a) (a)), (2.24)
where a ) = 0_l Ui 0 U( a), and U(a) is a logical operation acting on the logical qubit a.
Similarly, we can place some restrictions on the form taken by U(a) . By Fact 1, we have
faZa a 0 Ub Zb FUb = ZaZ b  (2.25)
for all b E N(a). This means that either
Ufa = diag(1,ei°o),
Ufb = diag(l, eib) (2.26)
for all b E N(a) and some Oa, Ob, which gives
ULa) = diag(l, ei), (2.27)
where 0 = Oa + EbeN(a) Ob, or
Oa = diag(1, eio)Xa,
Ub = diag(1, eib)Xb (2.28)
for all b E N(a) and some Oa, Ob, which gives
U(a) = diag(1, ei)X (a), (2.29)
where 0 = Oa + EbeN(a) Ob.
Now again we apply the above encoding procedure for all a E V2(G). This leads to two
m-qubit stabilizer states IG) and I10), where m = n - IVi(G)I. In particular, is
represented by a graph which is obtained by deleting all the degree one vertices from G.
Define
m-IV2(G)l
,m= 0 ui 0 U (a), (2.30)
i=1 aEV2 (G)
we then have
Um G) = I'GG), (2.31)
After this step of our standard procedure, our situation is as shown below:
U n = (g 
n U i
kbG)I 2) I/)
fI=(aE2(G) Ha {F'aEV2(G) Pb
| , n=(&il Ui G
encode { encode
Step 3: Show that UL E Li
We then further show that U(3) E L1, which means 01 + 02 + 03 = 0, r/2, 7, 37/2. Consider
the minimal element Z 2 X 3 ), it is the standard generator of graph A4 associated with the
(logical) qubit 3. Then we have Aw=(2,3) = 1 holds for both I[B4) and [0'B4). Furthermore,
Z 2X(3) is the only minimal element of w = supp(Z2X 3 ) ) = (2,3) according to PropositionL IL I3)  iin 1(1,, according to P r 3 position
1. If 3) is not in L, then U 3)R L U 3) X for any E P1, which contradicts Fact
1. It is not hard to see that the fact of UL E L1 is also general.
We now show U' E f1 can also be induced by local Clifford operations on the qubits
3,4,5. This can be simply given by diag(1, ei(01+02+03))3 0 14 0 15 if Eq.(2.21) holds, or
diag(1, ei(01+02+03))3 X 3 0 X 4 0 X5 if Eq.(2.22) holds.
In the general case, it is shown in Lemma 3 that for a graph with neither cycles of length 3
nor 4, the standard generator R, of any vertex v which is unconnected to degree one vertices
will be the only minimal element of supp(R). Then due to the form of U(a) in Eq.(2.29),
we conclude that for a general graph with neither cycles of length 3 nor 4, any induced U(a)
must be in L1. Similarly, each Usa) E L1 can also be induced by local Clifford operations
on the qubits {{a} U b E N(a)}. This can be simply given by diag(1, eiO)a &bEN(a) Ib if
Eq.(2.27) holds, or diag(1, eiO)aXa ObEN(a) Xb if Eq.(2.29) holds.
Step 4: Construct a logical LC operation relating JIG) and 0'G)
In this step, we start from the general case first and then go back to our example of the
graph A4.
For a general graph G, of which V3(G) and V4(G) are not both empty sets, we show
that for |9G), Ui must be in 11 for any i which is not a logical operation. To see this,
note we have already shown in Sec. III A, U, E L1 for all v E V4 (G). And we are going
to show in Sec. III C that U, E £1 for all v E V3 (G). We also have applied step 1
and 2 to each a E V2(G) to obtain U(a). As shown in step 3, U Ea)  L 1, hence we have
S= @~ Iv 2(G)I Ui aEV2 (G) U a ) is an LC operation such that UmI4V) -  I)G)-
Now we go back to our example. Note for graph A4, we have already shown that UL3) is
a Clifford operation. If we could further show that U1 and U2 are also Clifford operations,
then 3 = U1 0 U2 0 U 3) is an LC operation which maps 1B 4) to I[VB4).
However, for graph B4, V3 (B4) = V4 (B4) = 0, i.e. the vertices 1 and 2 are neither in
V3(B4) nor V4(B4). Then we have to show that although U1 and U2 themselves do not
necessarily be Clifford operations, there do exist K 1, K 2 E L 1, such that
,1 o K 2 0 U (3) 4  IB4). (2.32)
This can be checked straightforwardly due to the simply form of L B4) = ~2(1000) +
111~)), where IO(1x)) = (O) - II)). And we know |IB4) is also a 3-qubit GHZ state,
hence U1 and U2 can only be of very restricted forms. To be more concrete, for instance,
for iP'B4) = (1000y) + 11lly)), where IOy(ly)) = 1(10) ± ill)), there could be U1 =
Hldiag(1, e-i 0 )l, U2 = diag(1, eio) 2 and U(3) = diag(1, -i) 3, i.e.
Hxdiag(1, e-io)1 0 diag(1, eio)2 0 diag(1, -i) 3
1 1
x (O000) + l111,)) = (OOOX) + x111)). (2.33)
V2- f2
But we know
H1i ® 2  0 diag(l,-i)3
x (1000,) + 1111y)) I(ooo) + 11X11x)). (2.34)
Note other possibilities of 1'B4) (and the possible corresponding U1, U2 and U (3)) can
also be checked similarly.
One may ask why we do not also delete the vertex 1 in graph B4 as we do in the general
case, then it is likely that we are also going to get a logical Clifford operation U(
2) on the
vertex 2. Then for the graph with only two vertices 2 and 3, we have an LC operation
U(2)  U(3). However, this is not true due to the fact that the connected graph of only two
qubits is beyond our Proposition 1. Then in this case the argument in step 3 no longer
holds.
Step 5: Decode U(a) to construct Cn
Finally, the following steps are natural and also general. We can then choose K3 = U 3)
and choose K4 = k = I if U(3) = diag(1, ei(e1+0 2+ 03)) or K 4 = K5 = X if U
3) 
=
diag(1, ei(e 1 + 02+03))X 3), which gives
ak5 B 4 ) = 11B4), (2.35)
5
where As = 0 Ki.
i=1
5
Define K 5 = ~ Ki, where K1 = K1, K2 = K 2, K 3 = K3F3, K 4 = H4K 4F4, U5 =
i=1
H5 K 5F5 , then
KA5 1 'B4 ) = |4B4), (2.36)
which is desired.
In general, for each a E V2(G) and all b E N(a), choose Ka = U(a) and choose Kb = b
if ULa) = diag(1, ei0), or Ka = U a)Xa and Kb = Xb if a) diag(l, ei)X(a). Define
kn = 0 U K, (2.37)
iEV3 (G)UV4 (G) jEVI(G)UV 2 (G)
we have
GI~>) = . (2.38)
n
Define CKn = Ki, where Ki = Ui for all i E V2 (G) U V3(G); for each a E V2(G),
i=1
Ka K= aFa and Kb = HbkbFb for all b E N(a),then
/Knj'G) = 1cG), (2.39)
which is desired.
Steps 3,4 and 5 are then summarized as the following diagram.
Kn=0g 1 K
H=&ECV2(G)Hafl ttt=EV(G) Pa
Ira ,"--- - b
decode{ {decode
2.3.3 Case V3
Unlike the case that for v E V4(G), where U, E £1 is guaranteed by Lemma 3 and Fact
2, case V3 is more subtle. Note Lemma 3 does apply for any v E V3(G), i.e. the standard
generator R, is the only minimal element of supp(Rv), however for any x E N(v), Rx is not
in M(1 )) due to Proposition 1.
We now use the standard procedure to prove that U, E £1 for all v E V3 , thereby proving
that LU ,= LC for [kG). We use G to denote the graph obtained by deleting all the degree
one vertices from G. Note for any v E V3(G), there must be v E V(G). Then there are
three possible types of vertices in V3 : type 1, v E V2 (G); type 2: v E V4(G); and type 3:
v E V3(G). We discuss all the three types in Sec. Type 1, Type 2 and Type 3, respectively.
Type 1
The subtlety of proving v E V3 for a type 1 vertex v is that we need to apply the standard
procedure twice to make sure U, E £1. We will demonstrate this with the following example,
to prove LU # LC for graph A5 in Fig. 2-5.
8
9 1 6 12 1 6 1
13 2 5 2 5 2 5
10 3 4 11 10 3 4 10 3 4
A5 B5 C5
Figure 2-5: An example of type 1 vertices: for graph A5, V(A5) = {7, 8,9, 11, 12, 13},
V2(A5) = {1, 4,6, 10}, V3 (A5) = {5} which is type 1, and V4 (A5) = {2, 3}.
6
For U1310A5) = IbA5), the standard construction procedure will result in 0 V 0
i=1
Vo101Bs) = 1B5), where Vi E £1 for i = 1,2,3,4,6, 10 and V5 = U5. Now we again
use the construction procedure on qubit 5 of B 3 and encode the qubits 5,6 into a single
4
qubit 5, as shown in Fig. 2-5C) (C5). This gives ( Wi 0 W5 0 W0Lolb 5) = Ics), where
i=1
Wi E £1 for i = 1, 2, 3, 4, 5, 10. Here W5 is induced by V, V6 via a similar process as eqs.
(12,13,14). Since V6 E £1, we must have U5 = V5 E L 1, as desired.
In general we can prove U, E £1 for any type 1 vertex v E V3 as we did for vertex 5 in
the above example of graph A5. To be more precise, let v E V3 (G) be a vertex of type 1. For
each v, carrying out the standard procedure at all x E N(v) gives us a graph G1. We know
that each U ) must be in £1. Since v E V2(G), we then have a non-empty N(v) n VI(G).
Again for G1 we carry out the standard procedure at v, giving us a graph G2, and each
U(v) must be in L1. This gives U, E £1 due to the form of U V") in eqs.(2.27,2.29).
Type 2
Now we consider the type 2 vertices. We give an example first, to prove that LU = LC
for graph A3 in Fig. 2-3. A3 is a graph without cycles of length 3 and 4, and represents a
general graph with four types of vertices. A3 is very similar to A5, and has the same set
of V1, V2, V3, V4 as A5. The only difference between the two graphs is that in A3, vertices
1 and 6 are connected to each other. Therefore, following the example for the graph A5
shows that for any U13 j 43) = I'A3), the standard construction procedure will result in
6
SVi 0 Vo IjB3) = bB3), where Vi e L 1 for i = 1,2,3,4,6,10 and V5 = U5 . However, from
i=1
the structure of B3, it is easy to conclude that V = U5 E L 1.
In general, we can prove U, E L1 for any type 2 vertex v E V3 as we did for vertex 5
in the above example of graph A3. To be more precise, let v E V3(G) be a vertex of type
2. For each v, carrying out the standard procedure at all x E N(v) gives us a graph G1.
G contains neither cycles of length 3 nor 4, so the same holds for G1. Since v E V4(G), we
have v E V4(G1). Due to Lemma 3, we conclude that Uv E L 1.
Type 3
Now we consider the type 3 vertices. Let us first examine an example. Consider the
graph A3' which is obtained by deleting vertices 2 and 13 from graph A3. For this new
graph with V(A3') = {1,3,4,5,6,7, 8, 9,10,11, 12}, we have Vi(A3') = {7,8,9,10,11,12},
V2(A3') = {1, 3, 4, 6}, V3 (A3') = {5} and V4(A3') = 0. It is easy to see that the vertex 5 is
of type 3. Carrying out the standard procedure at vertices 4 and 6 gives a graph A3", which
is a subgraph of A3 with V(A3") = {1, 3,4, 5, 6, 7, 8,9, 10}. Now we see that 5 E V4(A3'),
and hence U5  L 1 for any @ Ui which takes the graph state JIA3') to another 11-qubit
iEV(A3')
stabilizer state.
In general, note that v E V3(G) is of type 3 only when every vertex x E N(v) not only
connects to some degree one vertices, but also connects to some vertices in V2 (G). So the
trick is to perform the standard procedure only at all x E N(v). This gives a graph G2.
Since v E V3(G), we have v E V4(G2). Due to our result in Sec. III Al, we conclude that
U, E L 1.
2.3.4 Some remarks
To summarize, in general we first classify the vertices of G into four types (Vi(G), V2(G),
V3(G), and V4(G)). To construct K/C, we choose Ki = Ui for all i E V3(G)UV4(G), and then
apply the standard procedure to construct Ki for all i E VI(G) U V2(G).
Note that for some graphs for which V3 and V4 are both empty sets, for instance the
graph B4 in Fig.2-4, the general procedure discussed in the above paragraph does not apply
directly. This special situation has already been discussed in detail in Sec III B4.
This completes our proof of the Main Theorem.0
2.3.5 Algorithm for constructing IC,
The proof of our Main Theorem implies a constructive procedure for obtaining the local
Clifford operation IC, corresponding to a given local unitary operation IUn. This procedure
is described in Algorithm 1. For clarity, the operation "x is used to denote standard matrix
multiplication in SU(2).
Algorithm 1 CONSTRUCT-LC[G, Un]: Construction of Cn
Require: A connected graph G with no cycles of length 3 or 4; a stabilizer state IbG) and
an LU operation U,l = 0i=1Ui such that UIb) = [OG)
Ensure: An LC operation K~, = n Ki such that KI,1) = G)
1: Partition V(G) into subsets V, 2, V, , V4
2: Let Ki - Ui for all i E V3 U V4
3: for each v2 E V2 do
4: Calculate BV2 = Ut2 Zv2 Uv
5: Find any Fv, E L1 such that Fv2B,,2 F 2 = Z
6: Calculate U,,2 = UV2FV2
7: Find {w1,...,Wk} C V1 such that {wj,v 2} E E(G) for all 1 < j 5 k
8: for j +- 1 to k do
9: Find any Fwj E L1 such that F,, Bw Ft,, = Z,j
10: Calculate (j = Hj Uw Fi
11: end for
12: if U,2 is diagonal then
13: Calculate Kv,2 = ,V2 x Uw 1... x Uwk
14: Let Kw = Iwj for all j
15: Let K,, 2 = K 2FV2 ,Kwj = HW~jKWjFW
16: else
17: Calculate K 2 = UV2XV2 x UwX,,X ... x UwkXwk
18: Let Kw. = Xj for all j
19: Let K 2 = K 2 F,,2, Kw = Hj K F,,w
20: end if
21: end for
22: return Kn = in=1 K (CL, D)
2.3.6 d = 2 graphs beyond the main theorem
In this section, we present a theorem regarding LU #= LC for d = 2 graphs. We again use
0 to denote the graph obtained by deleting all the degree one vertices from G.
Theorem 20. LU = LC holds for any d = 2 graph G if G satisfies the MSC.
Proof: The proof is the same as the proof of the Main Theorem in the special case
where V3 (G) is an empty set. Ol
Although the proof of Theorem 20 is a special case of the proof of the Main Theorem,
Theorem 20 is not a corollary of the Main Theorem. It can be applied to many d = 2 graphs
with cycles of length 3 or 4, since we know that many d > 2 graphs satisfy the MSC.
2.4 d > 2 graph states beyond the MSC
From Lemma 4, we know that for graphs of d > 2, our Main Theorem is actually a corollary
of Theorem 18. Now an interesting question is: do there exist other graph states with
distance d > 2 which are beyond the MSC? The answer is affirmative. Below, in Sec. IVA,
we present some examples for the case n < 11 qubits. In Sec. IVB we construct two series
of d > 2 graphs beyond the MSC for n = 2m - 1 (m > 4) out from error correcting codes
with non-Clifford transversal gates. In Sec. IVC, we briefly discuss the LU a LC property
for d > 2 graphs.
2.4.1 d > 2 graphs beyond the MSC for minimal n
Generally the distance of a graph state can be upper bounded by 2 [J] + 1 for a graph
whose elements in S have even weight, which only happens when n is even. For the other
graphs, the distance is upper bounded by 2 [1] + 1, if n = 0 mod 6, 2 ] + 3, if n - 5 mod
6, and 2 [1] + 2, otherwise [RS98].
Our numerical calculations show that there are no d > 2 graphs beyond the MSC for
n < 9. Among all the 440 LC non-equivalent connected graphs of n = 9, there are only
three d > 2 graphs beyond the MSC. All of them are of distance three, which are shown as
graphs A6, B6, and C6 in Fig. 2-6. Among all the 3132 LC non-equivalent connected graphs
of n = 10, there are only nine d > 2 graphs beyond the MSC. Eight of them are of distance
three, only one is of distance four. The distance four graph of n = 10 beyond the MSC is
shown as graph D6 in Fig. 2-6. Among all the 40457 LC non-equivalent connected graphs
of n = 11, there are only 46 d > 2 graphs beyond the MSC. 37 of them are of distance three
and 9 are of distance four.
2.4.2 Graphs derived from codes with non-Clifford transversal gates
In this section we construct other two series of d > 2 graphs beyond the MSC for n = 2m - 1
(m > 4) from error correcting codes with non-Clifford transversal gates.
It is well-known that transversal gates on quantum codes, i.e. logical unitary operations
which could be realized via a bitwise manner, is crucial for fault-tolerant quantum computing
[NCOO, Got97]. General single qubit transversal gates on an n-qubit code Q is of the form
UZ. However, only Clifford transversal gates /C, are relatively easy to find from symmetries
of the stabilizer [NCOO, Got97], while it is hard to find non-Clifford transversal gates for a
given stabilizer code.
To construct the CSS code with transversal gates
2m-1
exp-i Z exp i Z, (2.40)
i=1
consider the first order punctured Reed-Muller code Ci = RM*(1, m) with parameters
[2m - 1, m + 1, 2m - 1 - 1] and its even subcode C2 = even(RM*(1, m)) with parameters
[2m - 1, m, 2m-1] [MS77]. It is well-known that the dual code of C1 is the binary Hamming
code with parameters [2m - 1, 2m - 1 - m, 3]. Then this gives a series of quantum codes
with parameters [2m - 1, 1, 3]. For a given m, the code is spanned by 10) = cCC2 IC)
and II) = ECCC 1-C 2 Ic). The computational basis vectors on which 10) has support have
weight 0 or 2m-1 and those of Ii) have weight 2m - 1 - 1 or 2m - 1 [Fen05]. Therefore,
A6
C6
Figure 2-6: A6, B6, C6:
d = 4 graph beyond the
elements which are just
not in M.
Three d = 3 graphs beyond the MSC for n = 9; D6: The only one
MSC for n = 10. In each graph all the black vertices are minimal
generators of the corresponding M, and all the white vertices are
exp (-i 2 ' TZL) is a valid transversal gate.
Similar to the classical Reed-Muller codes, from the point of view of code parameters,
these quantum codes become weaker as their length increases. However, non-Clifford oper-
ations are not all equal; some are more complex than others, even for fixed qubit number.
Note that exp (-i ZL) E Ck with k = m - 1, where Ck is defined by
Ck+1 = {U E U(})UC1v t Ck
,
(2.41)
where C1 is the Pauli group, and generally gates in Ck with larger k are stronger [GC99].
Hence it worths constructing codes with transversal Ck gates for any k.
Note that the graphs corresponding to IOL)s of the code always have distance 3 for any
m, and the graphs corresponding to j+L)s of the code always have distance 4 for any m. It
is straightforward to show that for any m, only Z appears on all the qubits in M for both
IOL) and J+L). This then gives two series of d > 2 graphs beyond the MSC. The graphs for
m = 4, 5 are shown in Fig. 2-7 and 2-8.
2.4.3 LU * LC property for d > 2 graphs
It is natural to ask whether we could use the same strategy to prove LU <: LC for those
d > 2 graph states beyond the MSC as we did for d = 2 graphs.
First of all, it is noted that a similar deletion of a degree d - 1 vertex is possible. Take
the above d = 3 graph in Fig. 2-6 A6 for instance. Denote the two white vertices by 2, 3,
and the degree two vertex which connects to 2, 3 by 1. Then the stabilizer of 1,2, 3, up to
D6
B6
Figure 2-7: d > 3 graphs beyond the MSC. The left graph corresponds to the IOL) state
of the 15 qubit code with transversal T gate. And the right one is a graph corresponds
to I+L), getting from [RHGO6]. In each graph all the black vertices are minimal elements
which are just generators of the corresponding M, and all the white vertices are not in M.
Figure 2-8: d > 3 graphs beyond the MSC. The left graph corresponds to the 0L) state
of the 31 qubit code with transversal exp (-i JZL) gate. And the right one is a graph
corresponds to I+L). In each graph all the black vertices are minimal elements which are
just generators of the corresponding M, and all the white vertices are not in M.
LC, can be written as
ZIZ 2 Z3, XlX2Rj, XlX 2 Rk (2.42)
where Rj, Rk denotes the operators on the other qubits apart from 1, 2, 3.
Now recall the n-qubit quantum code Qen) with stabilizer S(Qen)) = {In, Z®n} is a
quantum version of the [n, n - 1, 2] classical binary zero-sum code (or even weight code).
The basis of Q(n) can be simply chosen as all the codewords with even weight, and any of
the n qubits can be regarded as a parity qubit of the other n - 1 qubits. In this sense, Qe,)
encoding n qubits into n - 1 qubit, we will always choose the basis for n - 1 logical qubits
to be that of omitting the first qubit. For instance, if n = 3 (as mentioned in graph A6 of
Fig. 2-6, the stabilized subspace of Z1 Z2Z 3 is spanned by
{1010203), 1110213), 111203), 1011213)}, (2.43)
which could be viewed as two logical qubits:
{100)L = 1010203), 101)L = 1110213),
110)L = 1111203), 11)L = 1011213)}, (2.44)
where the first physical qubit acts as a parity qubit of the other two.
Any LU operation Fn = 0 il Fi where each Fi is diagonal preserves Qe and will induce
an diagonal logical operation FL on the n - 1 logical qubits.
Proposition 2. For an n-qubit even weight code Qe, if FL E Ln-1, then Fi E L1 for all
i= 1,..., n.
Proof Since FL is diagonal, it preserves Zi for all i = 2,..., n. Let Fi = diag{1, eiej },
direct calculation shows FLX 2FtL E gn- 1 if and only if both e2i01 -= 1 and e2i0 2 = ±1, i.e.
F1, F2 E L 1. Similar procedure works for i = 3,..., n.0
However, generally FL is a non-local operation on the n - 1 logical qubits, contrary to
the d = 2 case, where the local operation can only induce a local operation on the single
logical qubit. Therefore, it is non-trivial to delete a degree d - 1 vertex.
A possible way to fix this problem may be to further investigate the effect of some
non-local gates (in this example, two-qubit gates) which relate the two graph states. Then
we could use Proposition 2 to prove LU 4= LC for the original graph before deletion of
the vertex. This idea does work in the case of the particular structure of the graph A6 in
Fig. 2-6, after a subtle analysis on the structure of S.
Our Proposition 2 takes the first step to investigate the LU = LC property for d > 2
graphs beyond the MSC, which is also based on the subgraph structure. However, it is not
our hope that the idea of induction will final lead to a solution to the most general case. For
instance, it is noted that I) satisfying the MSC does not necessarily mean S(10)) = M(10))
, although exceptions are likely rare. We have found only two LU inequivalent examples for
n < 9, which are shown below in Fig. 2-9.
Note both of the two graphs in Fig. 2-9 are of n = 8. There exist two graphs satisfying
the MSC but S ? M for n = 8, however there does not exist any graph of this property
for n = 9. This interesting phenomenon implies that the structure of AM is a global rather
than a local property of graph states, which cannot be simply characterized by the idea of
induction.
Figure 2-9: Two n = 8 graphs satisfying the MSC, but S( I)) = M(J')).
2.5 Conclusion and discussion
In this chapter, we broaden the understanding of what graph and stabilizer states are
equivalent under local Clifford operations. We prove that LU M LC equivalence holds
for all graph states for which the corresponding graph contains neither cycles of length 3
nor 4. We also show that LU 4, LC equivalence holds for distance d = 2 graph states if
their corresponding graph satisfies the MSC after deleting all the degree one vertices. The
relation between our results and those of Van den Nest et al.'s is summarized in Fig. 2-1. It
is clearly seen from the figure that graphs in area D have no intersection with those in C,
i.e. graph states of distance d = 2 are beyond Van den Nest et al.'s MSC. The intersection
of graphs in area B and C are graphs without degree one vertices as well as cycles of length
3 and 4.
We find a total of 58 d > 2 graphs beyond the MSC up to n = 11, via numerical search;
among these, only 10 are of d = 4 while the other 48 have distance d = 3. This implies that
d > 2 graphs beyond the MSC are rare among all the graph states, and are not easy to find
and characterize. However, we also explicitly construct two series of d > 2 graphs using
quantum error correcting codes which have non-Clifford transversal gates. We expect that
the existence of other such quantum codes will provide insight in seeking additional d > 2
graphs beyond the MSC. All graph states discussed in this paragraph belong in area E in
Fig. 2-1. For most of the graphs in area E, the LU 4 LC equivalence question remains
open. We discussed some possibilities for resolving this equivalence question in Sec. 2.4
using even weight codes rather than the simple repetition codes.
Our main new technical tool for understanding LU , LC equivalence is the idea, intro-
duced in Sec. 2.3, of encoding and decoding of repetition codes. We hope that this tool, and
our other results, will help shed light on the unusual equivalences of multipartite entangled
states represented by stabilizers and graphs, and the intricate relationship between entan-
glement and quantum error correction codes which allow non-Clifford transversal gates.
Chapter 3
Transversality versus Universality
for Stabilizer Codes
3.1 Introduction
As mentioned in Sec. 1.3.5, the study of fault-tolerant quantum computation is essen-
tially driven by the properties of quantum codes - specifically, what logic operations can be
implemented on encoded data, without decoding, and while controlling error propagation
[Sho96, Pre98, Got98a, NCOO]. Quantum code automorphisms, and their close relatives,
transversal gates, are among the most widely used and simplest fault-tolerant logic gates;
uncorrelated faults before and during such gates result in uncorrelated errors in the multi-
qubit blocks. Transversal gates, in particular, are gates that act bitwise, such that they
may be represented by tensor product operators in which the jth term acts only on the
jth qubit from each block [Got97]. Much like in classical computation, not all gate sets
can be composed to realize an arbitrary operation, however. It would be very desirable to
find a universal transversal gate set, from which any quantum operation could be com-
posed, because this could dramatically simplify resource requirements for fault-tolerant
quantum computation [MTC+05, OCC02]. In particular, the accuracy threshold would
likely improve, if any quantum computation could be carried out with transversal gates
alone [AC07].
Many of the well-known GF(4)-additive codes (also known as stabilizer codes [CRSS98,
Got97]) have been exhaustively studied, for their suitability for fault tolerant quantum
computation. However, no quantum code has yet been discovered, which has automorphisms
allowing a universal transversal gate set. Specifically, an important subset, the CSS codes
[CRSS98, Ste96a, SI05], all admit a useful two-qubit transversal primitive, the controlled-
NOT ("CNOT") gate, but each CSS code seems to lack some important element that would
fill a universal set.
For example, the [[n, k, d]] = [[7, 1, 3]] Steane code [Ste96a], based on a Hamming code
and its dual, has transversal gates generating the Clifford group. This group is the finite
group of symmetries of the Pauli group [NCOO], and may be generated by the CNOT, the
Hadamard, and the single-qubit phase gate. For the Steane code, a Clifford gate can be
implemented by applying that gate (or its conjugate) to each coordinate [Sho96]. Moreover,
encoding, decoding, and error correction circuits for CSS codes can be constructed entirely
from Clifford operations, and thus Clifford group gates are highly desirable for efficient
fault-tolerant circuits. Unfortunately, it is well known that gates in the Clifford group
are not universal for quantum computation, as asserted by the Gottesman-Knill theorem
[NCOO, Got98a]. In fact, Rains has shown that the automorphism group of any GF(4)-
linear code (i.e. the CSS codes) lies in the Clifford group [Rai99b]. Because of this, and
also exhaustive searches, it is believed that the Steane code, which is a GF(4)-linear code,
does not have a universal set of transversal gates.
The set of Clifford group gates is not universal, but it is also well known that the addition
of nearly any gate outside of this set (any "non-Clifford" gate) can complete a universal
set [NRS01]. For example, the single-qubit r/8, or T = diag(1, ei /4 ) gate, is one of the
simplest non-Clifford gates which has widely been employed in fault-tolerant constructions.
Codes have been sought which allow a transversal T gate.
Since additive codes have a simple structure, closely related to the abelian subgroup of
Pauli groups, transversal Clifford gates for such codes may be constructed systematically
[Got97]. However, how to find non-Clifford transversal gates for a given code is not generally
known. Some intriguing examples have been discovered, however. Strikingly, the [[15, 1, 3]]
CSS code constructed from a punctured Reed-Muller code has a transversal T gate [KLZ96].
Rather frustratingly, however, this code does not admit a transversal Hadamard gate, thus
leaving the Clifford gate set incomplete, and rendering the set of transversal gates on that
code non-universal.
In fact, all known examples of transversal gate sets on quantum codes have been deficient
in one way or another, leading to non-universality. Some of the known [[n, 1, 3]] code results
are listed in Table 3.1. None of these codes listed, or known so far in the community, allows
a universal set of transversal gates.
Code Transversal gates Gates not transversal
[[5, 1, 3]] PH, M3  H, P, CNOT, T
[[7, 1, 3]] H, P, CNOT T
[[9, 1, 3]] CNOT H, P, T
[[15, 1, 3]] T, CNOT H
[[2m - 1, 1, 3]1 Tm, CNOT H
Table 3.1: Collection of some [[n, 1, 3]] codes and their properties. The second column lists
allowed transversal gates, and the third column gives the gates which cannot be transversal
on the corresponding codes. H is the Hadamard gate, P = diag(1, i) is the phase gate,
T = diag(1, ei 7 / 4 ) and Tm = diag(1, eixr/2m- 2 ). For the [[5, 1, 3]] code, M3 is a three-qubit
Clifford operation (see page 89 of [Got97]). The [[2m - 1, 1, 3]] code with transversal Tm
gate is a CSS code constructed from punctured binary Reed-Muller code RM*(1, m) and
its even subcode [ZCCC07].
Considering the many unsuccessful attempts to construct a code with a universal set of
transversal gates, it has been widely conjectured in the community that transversality and
universality on quantum codes are incompatible; specifically, it is believed that no universal
set of transversal gates exists, for any quantum code Q, even allowing for the possibility of
additional qubit permutation operations inside code blocks.
Our main result, given in Section 3.3, proves a special case of this "T versus U" incom-
patibility, where Q is a GF(4)-additive code and coordinate permutations are not allowed.
Our proof relies on earlier results by Rains [Rai99b] and Van den Nest [dNDM05], gener-
alized to multiple blocks encoded in additive quantum codes. In Section 3.4, we prove T
vs. U incompatibility for a single block of qubits encoded in a GF(4)-additive code, by
clarifying the effect of coordinate permutations. In Section 3.5, we consider the allowable
transversal gates on additive codes, using the proof technique we employ. We also present a
simple construction based on classical divisible codes that yields many quantum codes with
non-Clifford transversal gates on a single block. We begin in the next section with some
preliminary definitions and terminology.
3.2 Preliminaries
This section reviews definitions and preliminary results about additive codes [CRSS98],
Clifford groups and universality, automorphism groups, and codes stabilized by minimal
elements. Throughout the paper, we only consider GF(4)-additive codes, i.e. codes on
qubits, leaving more general codes to future work. We use the stabilizer language to describe
GF(4)-additive quantum codes, which are also called binary stabilizer codes.
3.2.1 Stabilizers and stabilizer codes
Definition 7. The n-qubit Pauli group Gn consists of all 4 x 4n operators of the form
R = aRR1 -- 0 Rn, where aR E {+1, fi} is a phase factor and each Ri is either the 2 x 2
identity matrix I or one of the Pauli matrices X, Y, or Z. A stabilizer S is an abelian
subgroup of the n-qubit Pauli group Gn which does not contain -I. A support is a subset
of [n] := {1, 2,..., n}. The support supp(R) of an operator R E gn is the set of all i E [n]
such that Ri differs from the identity, and the weight wt(R) equals the size Isupp(R) of the
support. The set of elements in Gn that commute with all elements of S is the centralizer
C(S).
Example 6. We have the relation [XXXX, ZZZZ] = 0 where XXXX = X® 4 represents
a tensor product of Pauli operators. Consider the stabilizer S = (XXXX, ZZZZ) where
(.) indicates a generating set, so
S = {IIII, XXXX, ZZZZ, YYYY}.
We have supp(XXXX) = {1, 2,3,4} and wt(XXXX) = 4, for example. Finally, the
centralizer is C(S) = (S, ZZII, ZIZI, XIXI, XXII).
A stabilizer consists of 2m Pauli operators for some nonnegative integer m < n and is
generated by m independent Pauli operators. As the operators in a stabilizer are Hermitian
and mutually commuting, they can be diagonalized simultaneously.
Definition 8. An n-qubit stabilizer code Q is the joint eigenspace of a stabilizer S(Q),
Q = {f ) E (C2)®n I RIO) = I'),VR E S(Q)} (3.1)
where each state vector IO) is assumed to be normalized. Q has dimension 2n-m and is
called an [In, k, d]] stabilizer code, where k = n - m is the number of logical qubits and d
is the minimum distance, which is the weight of the minimum weight element in C(S) \ S.
The code Q can correct errors of weight t < [dJ.
Example 7. Continuing, we have
Q = span{ 10000) + 11111), 10011) + 11100),
11010) + 0101), 11001) + I0110)}
so n = 4, m = 2, dim Q = 4, and k = 2. From C(S) \ S, we see that d = 2. Therefore, Q
is a [[4, 2, 2]] code.
Each set of n mutually commuting independent elements of C(S) stabilizes a quan-
tum codeword and generates an abelian subgroup of the centralizer. This leads to the
isomorphism C(S)/S Gk that maps each element Xi, Zi E Gk to a coset representative
Xi, Zi E C(S)/S [Got97]. The isomorphism associates the k logical qubits to logical Pauli
operators Xi, Zi for i = 1,..., k, and these operators obey the commutation relations of gk.
Example 8. One choice of logical Pauli operators for the [[4,2,2]] code is X 1 = XIXI,
Z1 = ZZII, X 2 = XXII, and Z2 = ZIZI. These satisfy the commutation relations of 2-.
3.2.2 Universality
Stabilizer codes are stabilized by subgroups of the Pauli group, so some unitary operations
that map the Pauli group to itself also map the stabilizer to itself, preserving the code space.
Definition 9. The n-qubit Clifford group n is the group of unitary operations that map
gn to itself under conjugation. One way to specify a gate in In is to give the image of a
generating set of !n under that gate. Ln is generated by the single qubit Hadamard gate,
H: (X, Z) --+ (Z, X), (3.2)
the single qubit Phase gate
P: (X,Z) -- (-Y, Z), (3.3)
and the two-qubit controlled-not gate
CNOT :(XI, IX, XX, ZI, IZ, ZZ) -* (3.4)
(XX, IX, XI, ZI, ZZ, IZ) (3.5)
by the Gottesman-Knill theorem [NCOO, Got98a].
Definition 10. A set of unitary gates G is (quantum) computationally universal if for
any n, any unitary operation U E SU(2n ) can be approximated to arbitrary accuracy e
in the sup operator norm ]l ) by a product of gates in G. In notation, Ve > 0, 3V =
V1V2 ... V,(,) where each Vi E G s.t. IV - UI| < e. In this definition, gates in G may be
implicitly mapped to isometries on the appropriate 2n-dimensional Hilbert space.
The Gottesman-Knill theorem asserts that any set of Clifford group gates can be clas-
sically simulated and is therefore not (quantum) computationally universal. Quantum tele-
portation is one technique for circumventing this limit and constructing computationally
universal sets of gates using Clifford group gates and measurements of Pauli operators
[GC99, ZLCOO]. There is a large set of gates that arise in fault-tolerant quantum comput-
ing through quantum teleportation.
Definition 11. The Ckn ) hierarchy is a set of gates that can be achieved through quantum
teleportation and is defined recursively as follows: C n ) = gn and
C () = {U E SU(2n ) I UgUt E C ( V g E C n)}, (3.6)
for k > 1. C(n) is a group only for k = 1 and k = 2 and C ) = .n-
The Clifford group generators {H, P, CNOT} plus any other gate outside of the Clifford
group is computationally universal [NRS01]. For example, the gates T = diag(1, ei r/4) E
C() \ C' ) and TOFFOLI E C(3) \ C(3) are computationally universal when taken together
with the Clifford group.
3.2.3 Automorphisms of stabilizer codes
An automorphism is a one-to-one, onto map from some domain back to itself that preserves
a particular structure of the domain. We are interested in quantum code automorphisms,
unitary maps that preserve the code subspace and respect a fixed tensor product decom-
position of the n-qubit Hilbert space. The weight distribution of an arbitrary operator
with respect to the Pauli error basis Gn is invariant under these maps. With respect to the
tensor product decomposition, we can assign each qubit a coordinate j E [n], in which case
the quantum code automorphisms are those local operations and coordinate permutations
that correspond to logical gates. In some cases, these automorphisms correspond to the
permutation, monomial, and/or field automorphisms of classical codes [HP03]. This section
formally defines logical gates and quantum code automorphisms on an encoded block.
Definition 12. A unitary gate U E SU(2n ) acting on n qubits is a logical gate on Q if
[U, PQ] = 0 where PQ is the orthogonal projector onto Q given by
PQ= R. (3.7)
RES(Q)
Let V(Q) denote the set of logical gates on Q. When Q is understood, we simply say that
the gate U is a logical gate. The logical gates V(Q) are a group that is homomorphic to
SU(2k) since it is possible to encode an arbitrary k-qubit state in the code.
Example 9. For the [[4,2,2]] code, PQ = (i®4 + X®4 + y® 4 + Z®4 ). Any unitary acting
in the code manifold
a(l0000) + 11111)) + /(10011) + 11100))+
"/(11010) + 10101)) + 6(11001) + 10110))
is a logical gate.
Definition 13. The full automorphism group Aut(Q) of Q is the collection of all logi-
cal operations on Q of the form PU where P, enacts the coordinate permutation 7r and
U = U1 0 .. 0 Un is a local unitary operation. The product of two such operations is a
logical operation of the same form, and operations of this form are clearly invertible, so
Aut(Q) is indeed a group. More formally, the full automorphism group Aut(Q) of Q is
sometimes defined as the subgroup of logical operations contained in the semidirect product
(Sn, SU(2)®n, v), where v : S, -- Aut(SU(2)on) is given by
v(w)(U 1 0 0 @ Un) = U,(1) 0 .. 0 Ur(n) (3.8)
and Sn is the symmetric group of permutations on n items. The notation Sn V SU(2)®n
is sometimes used. When Aut(Q) is considered as a semidirect product group, an element
(7r, U1 0 -.- 0 Un) E Aut(Q) acts on codewords as U1 0 ... Un and on coordinate labels as
r. The product of two automorphisms in Aut(Q) is
(7r, U)(i 2 , V) = (7r7r2 , (Ur 2 (1)V1) 0 -- (U 2 ()Vn)), (3.9)
by definition of the semidirect product.
The full automorphism group contains several interesting subgroups. Consider the log-
ical gates that are local
LU(Q) = {U E V(Q) I U = onI=Ui, Ui E SU(2)} (3.10)
and the logical gates that are implemented by permutations
Put(Q) = {r E Sn I P, E V(Q)} (3.11)
where P, : Sn --+ SU(2n) is defined by PI'O 12 ... On) = 1'0 7r(1) V)'r(2) ... ')r(n)) on the
computational basis states. The semidirect product of these groups is contained in the full
automorphism group, i.e. Put(Q) x LU(Q) C Aut(Q). In other words, the elements of
this subgroup are products of automorphisms for which either P, = I or U = I, in the
notation of the definition. In general, Aut(Q) may be strictly larger than Put(Q) x LU(Q),
as happens with the family of Bacon-Shor codes [AC07]. The automorphism group of Q as
a GF(4)-additive classical code is a subgroup of the full automorphism group, since classical
automorphisms give rise to quantum automorphisms in the Clifford group.
Example 10. For the [[4,2,2]], LU(Q) = (P®4 ,H® 4) S3 and Put(Q) = S 4. Further-
more, the full automorphism group Aut(Q) = S4 x S3 equals the automorphism group of the
[[4, 2, 2]] as a GF(4)-additive code and Put(Q) K LU(Q) = Aut(Q) [Rai99b].
3.2.4 Fault-tolerance and multiple encoded blocks
As we alluded to earlier in Sec. 1.3.5, the reason we find Aut(Q) interesting is because
gates in Aut(Q) are "automatically" fault-tolerant. Fault-tolerant gate failure rates are at
least quadratically suppressed after error-correction. Given some positive integer t' < t, two
properties are sufficient (but not necessary) for a gate to be fault-tolerant. First, the gate
must take a weight w Pauli operator, 0 < w < t', to a Pauli operator with weight no greater
than w under conjugation. Second, if w unitaries in the tensor product decomposition of
the gate are replaced by arbitrary quantum operations acting on the same qubits, then the
output deviates from the ideal output by the action of an operator with weight no more than
w. Gates in Aut(Q) have these properties for any t' E [n] if we consider the permutations
to be applied to the qubit labels rather than the quantum state.
We are also interested in applying logic gates between multiple encoded blocks so that
it is possible to simulate a large logical computation using any stabilizer code we choose.
In general, each block can be encoded in a different code. Logic gates between these blocks
could take inputs encoded in one code to outputs encoded in another, as happens with some
logical gates on the polynomial codes [ABO97] or with code teleportation [GC99].
In this chapter, we only consider the simplest situation where blocks are encoded using
the same code and gates do not map between codes. Our multiblock case with r blocks
has rk qubits encoded in the code Q®r for some positive integer r. The notion of a logical
gate is unchanged for the multiblock case: Q is replaced by QO® in the prior definitions.
However, the fault-tolerance requirements become: (1) a Pauli operator with weight wi on
input block i and E wi < t' conjugates to a Pauli operator with weight no greater than
>i wi on each output block and (2) if w < t' unitaries in the tensor product decomposition
of the gate are replaced by arbitrary quantum operations acting on the same qubits, then
each output block may deviate from the ideal output by no more than a weight w operator.
Gates in Aut(QOr) are also fault-tolerant, since the only new behavior comes from
the fact that Put(Q)Or is not generally equal to Put(Q®r). However, Aut(Q Or) does not
contain all of the fault-tolerant gates on r blocks because we can interact qubits in different
blocks and still satisfy the fault-tolerance properties.
Definition 14. A transversal r-qubit gate on Q®r is a unitary gate U E V(Q®r) such that
U = 0jn=Uj, (3.12)
where Uj E SU(2r ) only acts on the jth qubit of each block. Let Trans(Qor) denote the
r-qubit transversal gates.
More generally, we could extend the definition of transversality to allow coordinate
permutations, as in the case of code automorphisms, and still satisfy the fault-tolerance
properties given above. However, we keep the usual definition of transversality and do not
make this extension here.
3.2.5 Codes stabilized by minimal elements and the minimal support
condition
Definition 15. A minimal support of S(Q) is a nonempty set w C [n] such that there exists
an element in S(Q) with support w, but no elements exist with support strictly contained
in w (excluding the identity element, whose support is the empty set). An element in S(Q)
with minimal support is called a minimal element. For each minimal support w, let S,(Q)
denote the stabilizer generated by minimal elements with support w and let Q, denote the
minimal code associated to w, stabilized by S,(Q). Let M(Q) denote the minimal support
subgroup generated by all minimal elements in S(Q).
Example 11. Consider the [[5, 1, 3]] code Q whose stabilizer is generated by XZZXI and
its cyclic shifts. Every set of 4 contiguous coordinates modulo the boundary is a mini-
mal support: {1, 2, 3, 4}, {2, 3, 4,5, {3, 4, 5, 1}, etc. The minimal elements with support
w = {1, 2,3,4} are XZZXI, YXXYI, and ZYYZI. Therefore, the minimal code Q, is
stabilized by S,(Q) = (XZZXI, YXXYI). This code is a [[4,2,2]] 0 [[1, 1,1]] code, since
this [[4,2,2]] code is locally equivalent to the code stabilized by (XXXX, ZZZZ) by the
equivalence I 0 C 0 C 0 I, where C :X - Y Z H X by conjugation. The [[5, 1, 3]] code
is the intersection of its minimal codes, meaning Q = n,Q, and S(Q) = fl, S, (Q) where
the intersection and product run over the minimal supports. Furthermore, M(Q) = S(Q).
Given an arbitrary support w, the projector p,(Q) obtained by taking the partial trace
of PQ over Lc := [n] \ w is
(Q) = ) TrR, (3.13)
RES(Q),supp(R)Cw
where B,(Q) is the number of elements of S with support contained in w including the
identity. The projector p,(Q) 0 I projects onto a subcode Q, of Q, Q C Q,, that is
stabilized by the subgroup S,(Q) of S(Q).
Example 12. For the [[5,1,3]], P{1,2,3,4} = 4(IIII+XZZX+YXXY+ZYYZ) - P[[4,2,2]].
Definition 16. If Q, Q' are stabilizer codes, a gate U = U1 0' 0 Un satisfying UI) =
1') E Q' for all 1) E Q is a local unitary (LU) equivalence from Q to Q' and Q and Q'
are called locally equivalent codes. If each Ui E L 1 then Q and Q' are called locally Clifford
equivalent codes and U is a local Clifford (LC) equivalence from Q to Q'. In this paper, we
sometimes use these terms when referring to the projectors onto the codes as well.
The following results are applied in Section 3.3.
Lemma 5 ([Rai99b]). Let Q be a stabilizer code. If U = U1 0 - - Un is a logical gate
for Q then [U,, p,(Q)] = 0 for all w, where U, = OiEUi. More generally, if Q' is another
stabilizer code and U is a local equivalence from Q to Q' then
UWpW(Q)UW = p,(Q') (3.14)
for all w.
Proof U is a local gate, so
Tr,UPQUt = U,(Tr,)PQ)U, = U,p,(Q)UZ. (3.15)
Since U maps from Q to Q', we obtain the result. O
By examining subcodes, we can determine if a given gate can be a logical gate using
Lemma 5. In particular, if U is not a logical gate for each minimal code of Q, then U cannot
be a logical gate for Q.
Definition 17. A stabilizer code is called free of Bell pairs if it cannot be written as a
tensor product of a stabilizer code and a [[2, 0,2]] code (a Bell pair). A stabilizer code S is
called free of trivially encoded qubits if for each j E [n] there exists an element s E S such
that the jth coordinate of s is not the identity matrix, i.e. if S cannot be written as a tensor
product of a stabilizer code and a [[1, 1, 1]] code (a trivially encoded qubit).
Let m(Q) be the union of the minimal supports of a stabilizer code Q. The following
theorem is a major tool in the solution of our main problem.
Theorem 21 ([Rai99b, dNDM05]). Let Q, Q' be [[n, k, d]] stabilizer codes, not necessarily
distinct, that are free of Bell pairs and trivially encoded qubits, and let j E m(Q). Then any
local equivalence U from Q to Q' must have either Uj E £1 or Uj = LeiOR for some L E £1,
some angle 0, and some R E g1 .
Proof For completeness, we include a proof of this theorem here, though it can be found
expressed using slightly different language in [Rai99b], [dNDM05], and [dN05]. The proof
requires several results about the minimal subcodes of a stabilizer code that we present as
Lemmas within the proof body. The first of these results shows that each minimal subcode
is either a quantum error-detecting code or a "classical" code with a single parity check,
neglecting the [[ILI, IDI, 1]] part of the space.
Lemma 6. Let A,(Q) denote the cardinality of the set of elements s E S with support w
and let Q be a stabilizer code with stabilizer S. If w is a minimal support of S, then exactly
one of the following is true:
(i) A,(Q) = 1 and p,(Q) is locally Clifford equivalent to
P[[wl,w-1,1]] := (Ill + Z®IW ), (3.16)
a projector onto a [[Iw , jwj - 1, 1]] stabilizer code Q[lwl,lwl-li-
(ii) A,(Q) = 3, jIw is even, and p,(Q) is locally Clifford equivalent to
P[[2m,2m-2,2]]:= 1 (IOi W + X®Ii
+ (-1)w/ 2 y®1w + Z®IwI),
a projector onto a [[2m, 2m - 2, 2]] stabilizer code Q[[2m,2m-2,2]], m = IW1/2.
Proof For any minimal support w, A,(Q) > 1. If A,(Q) = 1 then S,(Q) is generated
by a single element and we are done. If A,(Q) 2 2, let M1 , M2 E Sw(Q) \ {I} be distinct
elements. These elements must satisfy I = (M1 )j $ (M2)j # I for all j E w, otherwise
supp(MIM 2) is strictly contained in w, contradicting the fact that w is a minimal support.
It follows that supp(MiM 2) = w and {(Mi)j, (M 2)j, (M 1 M 2)j} equals {X, Y, Z} up to phase
for all j E w. Therefore, I, M1, M2, and M1 M2 are the only elements in S,(Q). Indeed,
suppose there exists a fourth element N E S,(Q). Fixing any jo E w, either (MI)j,, (M2)jo,
or (M1 M2)jo equals Njo, say (M1 )j, = Nj,. Then, supp(M1 N) is strictly contained in w, a
contradiction. Therefore, if A,(Q) _ 2 then A,(Q) = 3. The number of coordinates in the
support Iwl must be even since M1 and M 2 commute. O
The next result shows that any local equivalence between two [[2m, 2m - 2, 2]] stabilizer
codes with the same m > 2 must be a local Clifford equivalence (note this is closely related
to Theorem 13 discussed in Sec. 1.5.1). In the m = 1 special case, we have a [[2,0,2] code,
i.e. a Bell pair locally Clifford equivalent to the state (100) + I11))/v/2, for which the result
does not hold because V 0 V* is a local equivalence of the [[2,0, 2]] for any V E SU(2).
This special case is the reason for introducing the definition of a stabilizer code that is free
of Bell pairs.
Lemma 7. Fix m > 2 and let Q, Q' be stabilizer codes that are LC equivalent to Q[[2m,2m-2,2]].
If U E U(2)0 2m is a local equivalence from Q to Q' then U E 122m.
Proof We must show that every U E U(2)®2m satisfying Up[[2m,2m- 2 ,2]]Ut = P[[2m,2m-2,2]]
is a local Clifford operator. Recall that any 1-qubit unitary operator V E U(2) acts on the
Pauli matrices as
Ua H VaaVt = oaxX + OayY + OazZ,
for every a E {x, y, z} and where (Oab) E SO(3). In the standard basis {0), 11), 12)} of R3 ,
the matrix
X®2m + (-1)m® 2m + Z( 2m  (3.17)
is associated to the vector
v := 100...0) + (-1)m11... 1) + 22... 2) E (R 3 )® 2 m (3.18)
acted on by SO(3)®2m. We must show that every O = 010 .- 0 2m E SO(3)0 2m satisfying
Ov = v is such that each Oi is a monomial matrix (see [HP03]; a matrix is monomial if it
is the product of a permutation matrix and a diagonal matrix).
Consider the single qutrit operator
(01iTr{3,4 ,..., 2 m} (vvT) 0)1, (3.19)
acting on the second qutrit (second copy of R 3). The matrix vvT has 9 nonzero elements,
and the partial trace over the last 2m - 2 qutrits gives
Tr 3,4,...,2m}(VVT) = 100)(001 + 11)(11 + 122)(221. (3.20)
Hence the matrix in Eq. 3.19 equals the rank one projector 10)(01. Therefore, if Ov = v
then the operator
(011Tr{ 3,4 ,...,2m} (OvvTOT)10)1 (3.21)
equals 10)(01 as well. The operator is given by the matrix
02(011(01 I)Tr{3 ,4,...,2m} (VT)(OT 0 I)10)10f (3.22)
02 0 (01)2 0 Of. (3.23)
0 0 (O1)g2
where we have factored 02 to the outside. The matrix within Eq. 3.23 equals the rank one
projector OT I0)(0102 if and only if exactly one of the elements (O1)oo, (O1)01, or (01)02
is nonzero. Repeating the argument for every row of 01 by considering the operators
(i[1Tr{3,4 ,..., 2m} (OvvTOT)li) i E {0,1, 2}, shows that every row of 01 has exactly one
nonzero entry. 01 is nonsingular therefore 01 is a monomial matrix. The vector v is
symmetric so repeating the analogous argument for each operator Oi, i E [2m], completes
the proof. L[
Now we can complete the proof of Theorem 21. Let Q, Q' be stabilizer codes, let U be
a local equivalence from Q to Q', and take a coordinate j E m(Q). There is a least one
element M E M(Q) with j E w := supp(M). Either A,(Q) = 1 or A,(Q) = 3 by Lemma 6.
If A,(Q) = 3 then p,(Q) is LC equivalent to P[[Iwl,Iwl-2,2]]. Moreover, as Q is locally
equivalent to Q', w is also a minimal support of S(Q') with A,(Q') = 3. Therefore, p,(Q')
is local Clifford equivalent to P[[lwi,lwl-2,2]. By Lemma 5, U, maps p,(Q) to p,(Q') under
conjugation. Note that we must have JIl > 2, otherwise Q is not free of Bell pairs. Since
IWI is even, Iwl > 4. By Lemma 7, U, E £1,1 so Uj E £1.
If A,(Q) = 1 and there are elements R 1,R 2, 3 E M(Q) such that (R 1 )j = X, (R 2)j =
Y, and (R 3)j = Z, then there exists another minimal element N E M(Q) such that
j E /~ := supp(N) and MNj z Nj. If Ap(Q) = 3 then we can apply the previous argument
to conclude that Uj E L£. Otherwise, A,(Q) = 1 and
p(Q) = 1 (I®wl + ML) (3.24)21w
PP (Q) = (I + Ng). (3.25)
Since w and y/ are also minimal supports of S(Q') with A,(Q') = 1 and Ap(Q') = 1, there
exist unique M', N' E S(Q') such that
p,(Q') = - + M) (3.26)21wl
pp(Q') = 1(1I11+ N'). (3.27)
21I
Applying Lemma 5 to U, and U,, we have
UjMjU = +M, (3.28)
UNU = N (3.29)
from Eqs. 3.24-3.27. These identities show that Uj E L1.
Finally, if A,(Q) = 1 and R = (Rl)j = (R2)j for any R 1, R 2 E M(Q) then any minimal
support p such that j E y satisfies Al,(Q) = 1. Applying Lemma 5 to U,, we have
UjRUt = ±R' (3.30)
for some R' E {X, Y, Z}. Choose L E L£ such that LRLt = R'. Then Uj = LeiOR and the
proof of Theorem 21 is complete. 0
3.2.6 Coordinates not covered by minimal supports
It is not always the case the m(Q) = [n], as the following example shows.
Example 13. (We are grateful to S. Bravyi for this observation). Consider a [[6, 2, 2]] code
with stabilizer S = (XXXXXX, ZZZZZZ, IIIIXX, IIZZII). For j = 1, 2, there is no
minimal support w of S such that j E w .
For coordinates which are not covered by minimal supports of S, the results in Sec. 3.2.5
tell us nothing about the allowable form of Uj for a transversal gate U = ~j= Uj, so we
need another approach for these coordinates.
Let Sj = {R R E S(Q), j E supp(R)} and define the "minimal elements" of this set
to be M(Sj) = {R E Sj I $R' E Sj s.t. supp(R') C supp(R)}. Note that these sets do not
define codes because they are not necessarily groups.
Lemma 8. If j is not contained in any minimal support of S, then for any R, R' E M(Sj)
such that the jth coordinates satisfy RIj # R'lj, we must have supp(R) = supp(R').
Proof We prove by contradiction. If there exist R, R' E M(Sj) such that RIj # R'Ij
and supp(R) = supp(R') = w, then up to a local Clifford operation, we have R = X lwl
and R' = ZI lI l. Without loss of generality, assume j = 1. Since w is minimal in Sj but not
minimal in S, there exists an element F in S \ Sj whose support supp(F) = w' is strictly
contained in w, i.e. w' C w. Since F is not in Sj, RF, R'F, R'RF E AM(Sj). However, one
of RF, R'F, R'RF E M(Sj) will have support that is strictly contained in w, contradicting
the fact that w is a minimal support of Sj. O
Lemma 9. If j is not contained in any minimal support of S, then for any transversal gate
U = =1, Uj, one of the following three relations is true: UjXjUj = ±Xj, UjYjUj = -Yj,
UjZjUj = ±Zj. In other words, Uj = LeiOR for some L E L 1, some angle 0, and some
RE g 1.
Proof For any element R E .M(Sj) with a fixed support w, we have RIj = Z up to local
Clifford operations by Lemma 8. Tracing out all the qubits in o', we get a reduced density
matrix p, with the form
1
P=2 (I 0 RI + Zj 0 Rz), (3.31)
where RI and Rz are linear operators acting on the other w\{j} qubits. Since Up,Ut = pw,
we have UZU = ±Z. O
The following corollary about the elements of the automorphism group of a stabilizer
code is immediate from Lemma 9. After this work was completed, we learned that the same
statement was independently obtained by D. Gross and M. Van den Nest [GdNO8] and that
the theorem was first proved in the diploma thesis of D. Gross [Gro05].
Corollary 1. U E Aut(Q) for a stabilizer code Q iff
U = L ( diag(l, ezi) RtP, E V(Q) (3.32)
for some local Clifford unitaries L = L 1 0 ... Ln, R = R1 0 " 0 Rn, product of swap
unitaries P, enacting the coordinate permutation 7r, and angles {1,... , On).
3.3 Transversality versus universality
In this section we prove that there is no universal set of transversal gates for binary stabilizer
codes.
Theorem 22. For any stabilizer code Q that is free of Bell pairs and trivially encoded
qubits, and for all r > 1, Trans(Qor) is not an encoded computationally universal set of
gates for even one of the logical qubits of Q.
Proof We prove this theorem by contradiction. We first assume that we can perform
universal quantum computation on at least one of the qubits encoded into Q using only
transversal gates. Then, we pick an arbitrary minimum weight element a E C(S) \ S, and
perform appropriate transversal logical Clifford operations on a. Finally, we will identify
an element in C(S) \ S that has support strictly contained in supp(a). This contradicts the
fact that a is a minimal weight element in C(S) \S, i.e. that the code has the given distance
d.
We first prove the theorem for A) the single block case and then generalize it to B) the
multiblock case.
3.3.1 The single block case (r = 1)
The first problem we encounter is that general transversal gates, even those that implement
logical Clifford gates, might not map logical Pauli operators back into the Pauli group. This
behavior potentially takes us outside the stabilizer formalism.
Definition 18. The generalized stabilizer Z(Q) of a quantum code Q is the group of all
unitary operators that fix the code space, i.e.
Z(Q) = {U E SU(2n ) I Uj ) = k)b Vl) G Q}.
The transversal T gate on the 15-qubit Reed-Muller code is one example of this problem
since it maps X = X®15 to an element ( (X - y))®15 . This element is a representative
of 1 (X + Y) but has many more terms in its expansion in the Pauli basis. These terms
result from an operator in the generalized stabilizer I.
The 9-qubit Shor code gives another example. A basis for this code is
10/1) oc (1000) + I111))®" ± (1000) - 1111))® 3 ,  (3.33)
from which it is clear that eioZle - iOZ2 E Z(QShor) \ S. This gate does not map X = X ®9
back to the Clifford group, even though it is both transversal and logically an identity gate
in the logical Clifford group.
In spite of these possibilities, we will now see that we can avoid further complication
and stay within the powerful stabilizer formalism.
First, we review a well-known fact about stabilizer codes.
Lemma 10. Let S = (M 1 ,... ,Mn-k) be the stabilizer of an [[n, k, d]] code Q. For any
n-qubit Pauli operator R C(S), we have PQRPQ = 0 where PQ is the projector onto the
code subspace.
Proof We have
n-k
PQ oc (I + Mi) and
i=1
n-k
PQR cx R 1 (I + (-1)r(i)i)
,
i=1
where r(i) = 0 if R commutes with Mi and r(i) = 1 if R anticommutes with Mi. R C(S)
so r(i) = 1 for at least one i, and (I - Mi)(I + Mi) = 0, which gives PQRPQ = 0. O
Lemma 11. Let Q be a stabilizer code with stabilizer S and let a E C(S) \S be a minimum
weight element in C(S) \ S. Without loss of generality, a E X 1S (the Xi coset of S),
where the subscript indicates what logical qubit the logical operator acts on. If the logical
Clifford operations H1 and P1 on the first encoded qubit are transversal, then there exists
/, y E C(S) \S such that / E 2 1S, y E YIS and supp(a) = supp(/) = supp(y).
Proof H 1 is transversal, so 3" := EHlHl  Z 11 and := supp(a) = supp(/"). Expand
p" in the basis of Pauli operators
" = bRR + bRR' (3.34)
REC(S),supp(R)C R'EGn\C(S)
where bR, bRI E C. By Lemma 10, bR 0 0 for at least one R E C(S) in the first term of
Eq. 3.34. The operator /3' := PQ/3"PQ E 2 11 is a linear combination of elements of C(S),
E'= bRR + bR' R', (3.35)
REC(S)\S,supp(R)= R'ES,supp(R')C
where the terms R E C(S) \S must have support ( since a has minimum weight in C(S) \S.
Considering the action of 3' on a basis of Q, it is clear that there is a term boo where bo # 0,
SE Z 1S, and supp(/) = (.
Similarly, since P1 is transversal, there must exist y E Z 1S, and supp(y) = . O
Remark 1. Note in the proof of the above lemma, we assume that H1 is exactly transversal,
i.e. E = 0 in Definition 10. However, the proof is also valid for an arbitrarily small E > 0.
Indeed, in this case P" 1 Z 1Z, but P" must have a non-negligible component in 21 to
approximate H 1. Hence, when expanding 0" in the Pauli basis, there must exist a / ZiS
such that supp(3) = (, i.e. the same argument holds even for an arbitrarily small E > 0.
Remark 2. The choice of a E X 1S is made without loss of generality, since for a given
stabilizer code, we have the freedom to define logical Pauli operators, and this freedom can
be viewed as a "choice of basis". What is more, since we assume universal quantum compu-
tation can be performed transversally on the code, then no matter what basis (of the logical
Pauli operators) we choose, H 1 and P1 must be transversal. On the other hand, sometimes
we would like to fix our choice of basis, as in the case of a subsystem code, to clearly dis-
tinguish some logical qubits (protected qubits) from other logical qubits (gauge qubits). In
this case, we can choose a as a minimum weight element in {XsS, YsS, ZS}, where s is a
distinguished logical qubit. Starting from this choice of a, one can see that the arguments
hold for subsystem codes as well as subspace codes, because the distance of the subsystem
code is defined with respect to this subgroup.
Remark 3. The procedure of identifying ZE 2 1S from P" E Z 1- in the proof of Lemma 11
is general in the following sense. We can begin with a minimum weight element of a E
X 1S C C(S) \ S and apply any transversal logical Clifford gate to generate a representative
/3 E C(S) \ S of the corresponding logical Pauli operator such that supp(a) = supp().
This procedure is used a few times in our proof, so we name this procedure the 'T -- S
procedure".
Now we can begin the proof of Theorem 22. Assume that Trans(Q) is encoded compu-
tationally universal. Let a E X 1S C C(S) \ S be a minimum weight element in C(S) \ S.
Applying the "I - S procedure" to both H1 and P1 , we obtain P E ZjS and y E YS1 such
that supp(a) = supp() = supp(y) =: ( and I( = d. The next lemma puts these logical
operators into a simple form for convenience.
Lemma 12. If a E XIS, 0 E Z1S, and -y E Y1S, all have the same support (, and I(1 = d is
the minimum distance of the code, then there exists a local Clifford operation that transforms
a, y, and / to X I lI, (-1)1k/ 2y®ll, and Z®' 1 1, respectively.
Proof Let = {il, i 2 I,...,il1} and write a = ailai2 ... aill, /3 = Pil 2 ". ij, where
each aik and /ik, k E [I], are one of the three Pauli matrices Xik,Yik, or Zik, neglecting
phase factors ±i or -1.
Apart from a phase factor, aik # ik for all k E [I1]. Indeed, if for some k, aik = 0ik,
then supp(Y) 0 , a contradiction.
Therefore, for each k E [(lI] there exists a single qubit Clifford operation Lik E £1 such
that Li k aik Lk = Xik and Lk3 Ltk = Zi- . The local Clifford operation
LE = Lik (3.36)
k=1
applies the desired transformation. EO
Applying Lemma 12, we obtain a local Clifford operation that we apply to Q. Now
we have a locally Clifford equivalent code Q' for which suppa = supp/ = suppy = and
a = X® I1 E XiS, y = (-1)(lW/2y0®l1 E YIS and / = Z®l91 E Z1S.
Note that if (j = d is even, then the validity of Lemma 12 already leads to a contradiction
since a, 0,7y must anti-commute with each other. However, if j| = d is odd, we need to
continue the proof.
By Theorem 21 and Lemma 9, if U = >j Uj is a transversal gate on one block, then
either Uj E 1 for all j E ( or Uj = LeiOR for one or more j E (, where L E L1, 0 E IR, and
R E g1. If Uj E L1 for all j E ( then, for the first encoded qubit of Q', the only transversal
operations are logical Clifford operations.
Therefore, there must exist a coordinate j E (, such that Uj = eiOZ up to a local
Clifford operation. Since H1 is transversal, when expanding H/3Hl E XiZ in the basis of
Pauli operators, using the "Z -+ S procedure", we know that there exists a' E X 1S and
supp(a') = (. Furthermore, since (Hi)jZ(Hi) = +Z, we have (a')j = Zj, i.e. a' restricted
to the jth qubit is Zj. We know 7' = i'/ Y1.S, and (y')j = Ij. Therefore, supp(')
is strictly contained in (. However, this contradicts the fact that a is a minimal weight
element in C(S) \ S. This concludes the proof of Theorem 22 for the single block case.
3.3.2 The multiblock case (r > 1)
Now we consider the case with r blocks. A superscript (i), i E (r], denotes a particular block.
For example, U(i) acts on the ith block. First, we generalize Theorem 21 and Lemma 9 to
the multiblock case.
Lemma 13. Let Q be an [[n, k, d]] stabilizer code free of Bell pairs and trivially encoded
qubits, and let U be a transversal gate on Q®r. Then for each j E [n] either Uj E Lr or
Uj = LIVL 2 where L1,L 2 E Or are local Clifford gates and V either normalizes the group
(+Z i) , i E [r]), of Pauli Z operators or keeps the linear span of its group elements invariant.
Proof Lemma 5 and Lemma 6 can be generalized to the the multiblock case with almost
the same proof, which we do not repeat here. In the multiblock case, the corresponding
results of Lemma 6 read
A,(Q) = 1: Sfr(Q)= {I", Z®"}®r
A,(Q) = 3:
S!r(Q) = {I0", X)w, (-1)(I/2)yW, Zww}®r,
and the corresponding equation of Eq. 3.14 in Lemma 5 is
Up r (Q,)U = por(Q). (3.37)
When A,(Q) = 3, we need to generalize the result of Lemma 7. In particular, if
U = (@ Uj E U(2r)0 2m satisfies U 2 m t2,2]]Ut = m, 2m- 2, 2] then for each j E w,
Uj E U(2r ) is a Clifford operator. Indeed, any r-qubit unitary operator V E U(2r ) acts on
a Pauli operator a,, U 2 .. a, aS
Cal (Ta2 .. 'a, Vual a2 ... car V t
3
-
Oal ...aril...ir il i 2  " ir
il ,...ir=-O
for every nonidentity Pauli string a, where (oa,i,...i,) E SO(4 - 1) and o0 ,o,...,o = 0. We
can rearrange the numbering of the coordinates in P2m,2m-2,2]] such that the coordinate
r(a - 1) + b denotes the ath qubit of the bth block. In the standard basis {jO),..., 4'r - 2)}
of R 4r-1, Perm,2m-2,2]] is associated to the vector
4r- 2
v := E bj jj... j) E (R4r-)®2m (3.38)
j=0
where bj E {+1}. The vector is acted on by orthogonal matrices in SO(4r - 1)®2m. For a
code free of Bell pairs, we have Iwj > 4. By reasoning similar to the proof of Lemma 7, if
O = 01 ... 0 0 2m E SO(4r - 1)02m satisfies Ov = v, then each Oi is a monomial matrix.
This implies that Uj E U(2r ) is a Clifford operator for each j E w.
When A,(Q) = 1, it is possible to follow reasoning similar to the proof of Theorem 21.
Now the equations analogous to Eqs. 3.24 are
pL, (Q)(r = (2 kw + , ) (3.39)
p. (Q)(r = ( ®1 + Np) . (3.40)
Up to local Clifford operations, we can choose M, = X®Il I and N, = Zo®lm u
We again rearrange the numbering of the coordinates of p,(Q)Or such that the co-
ordinate r(a - 1) + b denotes the ath qubit of the bth block. In the standard basis
{10), I1), ..., 12r - 2)} of R 2 - 1, the matrix p,(Q)®r is associated to the vector
2'-2
v := jj... j) E (R2r-1)®1W1  (3.41)
j=0
acted on by SO(2r - 1)® I1.
Note for any coordinate j E [n], if there are elements R 1, R 2, R 3 E M(Q) such that
(RI)j = X, (R 2)j = Y, and (R 3)j = Z, then we have both Iwl > 2 and jpL > 2 [ZCCC07].
Following similar reasoning to the proof of Lemma 7, if O = 01 .• -0 Ow1 E SO(2r - 1)®lwl
satisfies Ov = v, then each Oi has a monomial subblock. Therefore, Uj E A((±X 'i))&=) for
each j E w, where h((i+Xi)) =) is normalizer of the group (+X i) 1 of Pauli X operators
acting at the jth coordinate of the ith block. Similarly for p,(Q)®r, Uj E A ((±Zji)) 1 ) for
each j , where K((iZ )_ 1) is normalizer of the group (+Z~i)) 1 of Pauli Z operators.
N((+X )) 1) nN((i±Z i)j ) is a subgroup of the Clifford group, therefore Uj E U(2') is
a Clifford operator for all j E w n p. If instead (Ra)j = (Rb)j for all Ra, Rb E M(Q) and if
JwJ > 3, then Uj E Af((+Z i))( 1) up to local Clifford operations, but Uj is not necessarily
a Clifford operator.
If jw = 2 and A, = 1, then the form of the vector in Eq. 3.41 leads to different
behavior when r > 1. When r = 1, there is only one term in the summation, so Uj E
N.((±Xj)). However, when r > 1, generally Uj A((±X i)) ). Nevertheless Uj must
keep span((+X'i)) =l) invariant, where span((+XJi) 1)) is the space of linear operators
spanned by the group (-Xji)) 1 with coefficients in C. Indeed, consider Eq. 3.41 when
jIw = 2. For convenience, let w = {1,2}. We have Tr2(vv T ) = =1 Ij)(Jl. If Ov = v, then
Tr2(OvvT OT ) = = Ij)(jl. However,
Tr2(OvvT OT ) = Tr2(OlvvTOT)
r
= O 1j) (j IO T
j=1
= E(E((O )j(O)jk))k)(k'.
k,k' j=1
Therefore Ej=-(O1)jk(O1)jk' = 6 kk' for all k, k' < r and EZ=1(O1)jk(O1)jk' = 0 for any
one of k > r or k' > r, which means (O1)jk = 0 for all k > r.
Finally, we need to generalize Lemma 9 to the multiblock case. Recalling Eq. 3.31, we
now have
P(= 2 (I 0 R + Zj 0 ) ®1. (3.42)
This projector can be associated with a vector v = Ej= jIj). Using the same technique
as for the case where A, = 1 and |wI = 2, we conclude that Uj must keep one of the
three spaces of linear operators span((-Xi) i=l), span((+Y(i)) =l), or span((-Z i))
invariant. EO
Given these generalizations of Theorem 21 and Lemma 9 to the multiblock case, we now
show that all the arguments in the proof of the single block case can be naturally carried to
the multiblock case. Most importantly, we show that the "I - S" procedure is still valid.
To specify the "I -- S" procedure for the multiblock case, we first need to generalize the
concept of the generalized stabilizer defined in Definition 18 to the multiblock case.
Definition 19. The generalized stabilizer I(Q®T) of an r-block quantum code Q®r is the
group of all unitary operators that fix the code space, i.e.
z(Qr) = {U E SU(2nr) I UIV) = I0), V0) E Q®r}.
Similar to the single block case, we start by assuming that universal quantum computa-
tion can be performed using transversal gates. Then H(I) the logical Hadamard operator
acting on the first logical qubit of the first block, is transversal.
Let a(l) be a minimal weight element of C(S)\ S. Without loss of generality, we assume
a(1 ) E XIS. Then H 1 ) will transform a( 1) to some 3' E 2(1ZI(Q®r). This is to say, /'
acting on PQr is a logical Z operation on the first logical qubit of the first block, and
identity on the other r - 1 blocks. However, this does not mean that P/' = "(1) @ 5'(i),
i=2
where p" E 2 1S and 6'(i) E Z(Q) for all i = 2,..., r, because
f1) _= Uj, (3.43)
j=1
where each Uj acts on r qubits.
Expanding /' in the basis of nr qubit Pauli operators. For the same reason shown in
the proof of Lemma 11, there must be at least one term in the expansion which has the
form
/3(1) 6 (i), (3.44)
i=2
where / E 2 1S, and (i) E S for all i = 2,..., r. So, the generalization of the "I -- S
procedure" to the multiblock case is clear: Pauli operators acting on a code are either
logical Pauli operators (on any number of qubits and any number of blocks) or they map
the code Por to an orthogonal subspace. Nevertheless, this is an important observation.
Now 0 E C(S)\S is a logical Z operation acting on the first logical qubit of a single block
of the code. Due to Eq. 3.12, supp(P/1 )) C supp(a(l)). However a ( l) is a minimal weight
element of C(S) \ S, therefore we have supp(3(1)) = supp(a(l)) := (. For convenience, we
now drop the superscript (1) when referring to these logical operators.
Since P) is transversal, then there exists a 7 E Y1S which has the same support as a.
Now we have a E X 1S, / E Z 1S and y E YS such that supp(y) = supp(/) = supp(a).
Like the single block case, by Lemma 12, there is a local Clifford operation such that
a = X®II E X1S, /3 = (_-1)I/ 2 y®I|I E YS1 and y = ZO ll E ZIS. If |i = d is even there
is a contradiction, since a, /3, must anti-commute with each other.
When 1(| = d is odd, we need the following arguments. If for all coordinates j E (,
there are elements R 1, R 2 , R 3 E M(Q) such that (RI)j = X, (R 2)j = Y and (R 3)j = Z,
then Uj E U(2T ) is a Clifford operator for all j E ( by Lemma 13. Therefore, all the
possible logical operations that are transversal on the first encoded qubit must be Clifford
operations, contradicting the assumption that universality can be achieved by transversal
gates.
Therefore, there exists a coordinate j E ( such that either (a) there is no minimal
support containing j or (b) (R1)j = (R 2)j i I for all R 1, R 2 E M(Q). Use the "I - S
procedure" to expand fH 1) p( 1))t in the basis of Pauli operators and extract a' E X 1S
with supp(a') = (. Since tH1 is transversal, Uj must keep span((±Z(ji)) _) invariant, up
to a local Clifford operation. This means that the jth coordinate of a' is either Ij or Zj.
The former is not possible since supp(a') -= . For the later, 7" = ic'/3 E YIS, and the
jth coordinate of 7" is Ij. Therefore, supp(y") is strictly contained in (. However, this
contradicts the fact that a is a minimal weight element in C(S) \ S. O
3.4 The effect of coordinate permutations
In this section we discuss the effect of coordinate permutations.
Theorem 23. For any stabilizer code Q free of trivially encoded qubits, Aut(Q) is not an
encoded computationally universal set of gates for any logical qubit.
Proof Choose a minimum weight element a E C(S) \ S. Without loss of generality,
assume a E XjS and supp(a) = .
Define a single qubit non-Clifford gate F by
1
F : X -X'= (X + Y + Z); Z *Z' (3.45)
where Z' is any operator that is unitary, Hermitian and anticommuting with X'. We cannot
use the idea of applying H 1 and P1 from within Aut(Q) since they might involve different
permutations. We instead assume the logical gate F1 can be approximated to an arbitrary
accuracy by gates in Aut(Q). Then we have
-- 1
FiaFt = E (X 1 + YJ + Z 1) I(Q) (3.46)
Applying the I --+ S procedure to 7r, we find a' E XiS, /' E Yi1S, and y' E Z1S such
that suppa' = supp3' = suppy' = (' and jI'j = 1 1 = d. By Lemma 12, we can find a
locally Clifford equivalent code such that a' = X0 l 'l E X 1S, O' = (-1) 'l/2 ®'I E Y1S
and 7' = Z01e1 E 21S. Again, d must be odd.
If for all coordinates j E (, there are elements R 1, R 2 , R 3 E M(Q) such that (Rl)j = X,
(R2)j = Y, and (R3 )j = Z, then for U E Aut(Q), Uj E U(2) is a Clifford operator for all
j E ( by Theorem 21. Permutations are Clifford operations as well, so all possible transversal
logical operations on the first encoded qubit must be Clifford operations, contradicting the
assumption that the transversal gates are a universal set.
Therefore, there exists j' E (' such that either (a) only one of {X, Y, Z} appears in
M(Q) at coordinate j' or (b) there is no minimal element with support at j'. Without
loss of generality, we assume that X appears at coordinate j' in case (a). Since F can be
performed via some transversal gate plus permutation, we have
FiaF'Ft = ' E (X 1 + Yr + 2 1) z(Q). (3.47)
Again applying the I -- S procedure to q' we know there exist a" E X 15, P" E YS, and
7" E Z1S such that suppa" = supp/" = sSuppy" = ". And |("j = | | = d. The permutation
maps j' to j". However, we know that ~'lj = X, and this is also true in case (b) by similar
reasoning to Lemma 9, hence a"Ij, = P3"Iy = '/"yj,, = X. Then y"' = ia"3P" E Z 1S such
that ia"""jy = I. Therefore, supp("') is strictly contained in (, which contradicts the
fact that a is a minimal weight element in C(S) \ S. O
If Aut(Q) is replaced by Aut(Q®r), the theorem still holds because we can view QOr as
another stabilizer code. However, it is not a simple generalization to allow permutations be-
tween transversal gates acting on r > 1 blocks. This is because permutations are permitted
to be different on each block and may also be performed between blocks.
3.5 Applications and examples
In this section, we apply the proof techniques we have used in previous sections to reveal
more facts about the form of transversal non-Clifford gates. First, we describe the form of
transversal non-Clifford gates on stabilizer codes. We explore further properties of allowable
transversal gates in the single block case and discuss how the allowable transversal gates
relate to the theory of classical divisible codes. Finally, we review a CSS code construction
based on Reed-Muller codes that yields quantum codes with various minimum distances
and transversal non-Clifford gates.
Corollary 1 gives a form for an arbitrary stabilizer code automorphism. Similarly, in
the multiblock case, Lemma 13 provides possible forms of Uj for any transversal gate U =
jL 1 Uj. These forms prevent certain kinds logical gates from being transversal on a
stabilizer code.
Corollary 2. An r-qubit logical gate U such that Uj V 4r for all j is transversal on a
stabilizer code only if U keeps the operator space span((+iZy)l) invariant up to a local
Clifford operation. Here, Zi denotes the logical Pauli Z operator on the ith encoded qubit.
Remark 4. This is a direct corollary from Theorem 22 in Sec. 3.3 and Theorem 23 in
Sec. 3.4.
Example 14. Consider the three-qubit bit-flip code with stabilizer S = {ZiZ 2 , Z 2 Z 3 }, and
choose IO)L = 1000), I1)L = I111). The Toffoli gate is transversal on this code and is given
by Toffoli = =1 Toffolij. The Toffoli gate up to a local Clifford is not in Af((-Zi)3 l );
however, the Toffoli gate up to a local Clifford does keep span((+Zi)3= l) invariant.
Remark 5. If Uj up to a local Clifford keeps span(( Z'i)) l) invariant, i.e. Uj transforms
any diagonal matrix to a diagonal matrix, then Uj is a monomial matrix. Similarly, if U
keeps span((Xi))=) (or span((+Y(i)) 1)) invariant, then Uj is a monomial matrix in
the Xj (or Yj) representation. This does not necessarily mean that U = @ 1 Uj is a
monomial matrix (in one of the X, Y, Z representations) in the 2n r dimensional Hilbert
space, since in general some of the Uj might be Clifford operations.
Remark 6. Corollary 2 also applies to a set of gates. A set of gates Vi, i = 1,..., k,
(Vi)j V r for all j E [n], is transversal on a stabilizer code only if all of the Vi up to the
same local Clifford keep the operator space span((-Zi)r 1 ) invariant.
Example 15. The set of gates {Hadamard, Toffoli} cannot both be transversal on any stabi-
lizer code, since Hadamard keeps span((+Yi) 1=l) invariant and Toffoli keeps span((-Zi)rl)
invariant. These observations imply that all transversal gates are Clifford, but Toffoli is not
Clifford. Note {Hadamard, Toffoli} is "universal" for quantum computation in a sense that
all the real gates can be approximated to an arbitrary accuracy [Shi03].
Now we restrict ourselves to the single block case. Up to local Clifford equivalence,
Corollary 1 and Corollary 2 say that the unitary part of a code automorphism is a diagonal
gate. Therefore, we may restrict our discussion of the essential non-Clifford elements of
Aut(Q) to diagonal gates, because we can imagine considering the diagonal automorphisms
for all locally Clifford equivalent codes and their permutation equivalent codes to find all
of the non-Clifford automorphisms. We further restrict ourselves to the case where the
stabilizer code is CSS code.
Lemma 14. Let Q be a CSS code CSS(C1, C2) constructed from classical binary codes
C2# < C1. Then
n
V = diag(l, eio) E Aut(Q) (3.48)
f=1
iffJVc, c' E C and Va E CI/C2 ,
E 9 = E 0 mod 27r. (3.49)
eEsupp(a+c) eEsupp(a+c')
Proof The states
I) oc a + c), a E C/C2, (3.50)
cEC#
are a basis for Q. V is diagonal, so VIc) = v(c) c) for c E C1 and a factor v(c) E C that is
a sum of angles. V is a logical operation so VI7) E Q, which is possible for a diagonal gate
iff v(a + c) = v(a + c') for all a E C1/C and all c, c' E C2- . O
We now restrict to the case where the angles 0e = 0 are all equal.
Corollary 3. Let Q be a CSS code constructed from classical binary codes C2 < C1. A
gate V E Aut(Q) is a tensor product of n diagonal unitaries V = diag(1, eiO) iff Vc, c' E C2
and Va E C1/C2 ,
(wt(a + c) - wt(a + c')) E Z, (3.51)27r
where wtc denotes the Hamming weight of a classical codeword.
The corollary's condition can be satisfied if and only if the weight of all the codewords
in C1 are divisible by a common divisor.
Definition 20. A classical linear code is said to be divisible by A if A divides the weight of
each codeword. A classical linear code is divisible if it has a divisor larger than 1. An [n, k]
classical code can be viewed as a pair (V, A) where V is a k-dimensional binary vector space
and A = {A1,..., An} is a multiset of n members of the dual space V* that serve to encode
v E V as c = (A (v),..., An(v)) and the image of V in {0, 1}n is k-dimensional. The b-fold
replication of C is (V, rA) where rA is the multiset in which each member of A appears r
times.
The following theorem, which is less general than that proven in [War99], gives evidence
(though not a proof) that the allowable value 0 might only be ', which implies U E C )
(see Definition 11). It would be interesting if all of the transversal gates for stabilizer codes
lie within the Ck hierarchy.
Theorem 24 ([War99]). Let C be an [n, k] classical binary code that is divisible by A, and
let b = A/gcd(A, 2k-1). Then C is equivalent to a b-fold replicated code, possibly with some
added O-coordinates.
The Reed-Muller codes are well-known examples of divisible codes. Furthermore, they
are nested in a suitable way and their dual codes are also Reed-Muller codes, which makes
them amenable to the CSS construction. In particular:
Theorem 25 (1.10.1, [HP03]). Let RM(r, m) be the rth order Reed-Muller code with block
size n = 2m andO < r < m. Then
(i) RM(i, m) RM(j, m), 0 < i < j < m
(ii) dim RM(r, m) = o (
(iii) d = 2m-r
(iv) RM(m, m)' = {0} and if 0 < r < m then RM(r, m)' = RM(m - r - 1, m).
Lemma 15. RM(r,m) is divisible by A = 2[m/r - 1
Corollary 4. Let even(RM*(r, m)) = C21 < C1 RM*(r, m) where 0 < r < [m/2]. Then
CSS(CI, C2) is an [[n = 2m - 1, 1, d = min(2m - r - 1, 2r+ - 1)]] code with a transversal
gate G = ®(g 1 diag(1, ei 2x / A ) enacting G = diag(1, e - i 2 /A) E 1)o where A = 2Lm/r-1
For instance, the [[2 m - 1, 1, 3]] CSS codes constructed from the first-order punctured
Reed-Muller code R*(1, m) and its even subcode even(R*(1, m)) support the transversal
gate exp(-iz7r Z) [ZCCC07, SI05]. The smallest of these, a [[15,1,3]] mentioned in
the introduction, has found application in magic state distillation schemes [BK05] and
measurement-based fault-tolerance schemes [RHGO6]. If we choose parameters m = 8 and
r = 2 then we have a [[255, 1, 7]] code with transversal T, but this is not competitive with
the concatenated [[15, 1, 3]] code. We leave open the possibility that other families of clas-
sical divisible codes give better CSS codes with d > 3 or k > 1 and transversal non-Clifford
gates.
3.6 Conclusion and discussion
We have proven that a binary stabilizer code with a quantum computationally universal set
of transversal gates for even one of its encoded logical qubits cannot exist, even when those
transversal gates act between any number of encoded blocks. Also proven is that even when
coordinate permutations are allowed, universality cannot be achieved for any single block
binary stabilizer code.
To obtain the required contradiction, the proof weaves together results of Rains and Van
den Nest that have been generalized to multiple encoded blocks. Along the way, we have
understood the form of allowable transversal gates on stabilizer codes, which leads to the
fact that the form of gates in the automorphism group of the code is essentially limited to
diagonal gates conjugated by Clifford operations, together with coordinate permutations.
This observation suggests a broad family of quantum CSS codes that can be derived from
classical divisible codes and that exhibit the attainable non-Clifford single-block transversal
gates. In general, it is not clear how to systematically find non-Clifford transversal gates,
but the results in Section 3.5 take steps in this direction. It would be interesting to find
more examples of codes with non-Clifford transversal gates.
There remain some potential loopholes for achieving universal computation with transver-
sal or almost-transversal gates on binary stabilizer codes. For example, we could relax the
definition of transversality to allow coordinate permutations on all nr qubits before and/or
after the transversal gate. We could also permit each block to be encoded in a different
stabilizer code, and even allow gates to take an input encoded in a code Q1 to an output
encoded in a code Q2, provided the minimum distances of these codes are comparable. We
could further relax the definitions of transversality and conditions for fault-tolerance so that
each Ui acts on a small number of qubits in each block. This latter method is fault-tolerant
provided that each Ui acts on fewer than t qubits. Finally, the generalization to nonbinary
stabilizer codes, and further to arbitrary quantum codes, remain open possibilities.
Chapter 4
The Ck Hierarchy for Quantum
Teleportation
4.1 Introduction
To implement fault-tolerant quantum computation for a given quantum error-correcting
code, protocols for performing fault-tolerant operations are needed. The basic design prin-
ciple of a fault-tolerant operation protocol is that if only one component in the procedure
fails, then the failure causes at most one error in each encoded block of qubits output from
the procedure.
The most straightforward protocol is to use transversal gates whenever possible. A
transversal operation has the virtue that an error occurring on the kth qubit in a block
can only ever propagate to the kth qubit of other blocks of the code, no matter what other
sequence of gates we perform before a complete error-correction procedure [Sho96, Got06].
Unfortunately, it is widely believed in the quantum information science community that
there does not exist a quantum error correcting code, upon which we can perform universal
quantum computations using just transversal gates [Got06], and recently this belief is proven
[ZCC07] (see Chap. 3).
We therefore have to resort to other techniques, for instance quantum teleportation
[GC99] or state distillation [BK05], in order to accomplish universal fault-tolerant quantum
computations. The Ck hierarchy is introduced by Gottesman and Chuang to implement
fault-tolerant quantum computation via teleportation [GC99]. The starting point is, if we
can perform the Pauli operations and measurements fault-tolerantly, we can then perform
all Clifford group operations fault-tolerantly by teleportation. We can then use a similar
technique to boot-strap the way to universal fault-tolerant computation, using teleportation,
which gives a Ck hierarchy of quantum teleportation, as defined below (also see Definition
11 in Sec. 1.4.2):
Definition 21. The sets Ck are defined in a recursive way as sets of unitary operations U
that satisfy:
Ck+1 = {UIUClUt C Ck}, (4.1)
where C1 is the Pauli group. We call a unitary operation an n-qubit Ck gate if it belongs to
the set Ck and acts nontrivially on at most n qubits.
Note by definition C2 is the Clifford group, which takes the Pauli group into itself. And
Ck D Ck-1, but Ck for k > 3 is no longer a group.
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Figure 4-1: Two-bit teleportation scheme. < denotes an EPR pair, B represents Bell-
basis measurement, RIy = UR,,Ut, where Rxy is a Pauli operator. The double wires carry
classical bits and single wire carries qubits. Any gate in the Ck hierarchy can be implemented
fault-tolerantly using this teleporation scheme.
1014 A U UDUt U10)
Figure 4-2: One-bit teleportation scheme (taken from [ZLCOO]). For Z-teleportation, A = I,
B = H, D = Z, and E is a CNOT gate with the first qubit as its target. For X-teleportation,
A = H, B = I, D = X, and E is a CNOT gate with the first qubit as its control. All
semi-Clifford Ck gates can be implemented fault-tolerantly using this scheme.
All the gates in Ck can be performed with the two-bit teleportation scheme (FIG. 4-1)
in a fault-tolerant manner. Because, as proved in [Got06], it is possible to fault-tolerantly
prepare the ancilla state It/), apply the classically controlled correction operation Rty, and
measure in Bell basis on a stabilizer code. However the precise set of gates which form Ck is
unknown, even for a fixed number of qubits. It is demonstrated in [ZLCOO] that a subset of
Ck gates could be implemented by a different architecture than the standard teleportation,
called one-bit teleportation, as shown in FIG. 4-2. Those gates adopt the form L 1VL 2,
where V is a diagonal gate in Ck and L 1, L2 are two Clifford operations. Gates of this form
have recently been studied in literature and are called the semi-Clifford operations [GdN08].
In the following we will denote the n-qubit Pauli group by Pn and a semi-Clifford operation
is defined to be a gate which sends at least one maximal abelian subgroup of Pn to another
maximal abelian one under conjugation.
Due to the fact that one-bit teleportation needs only half the number of ancilla qubits
per teleportation than the standard two-bit teleportation, it is important to understand
the difference of capabilities between one and two-bit teleportation for the practical im-
plementations of fault-tolerant architecture. It is conjectured in [ZLCOO] that those two
capabilities coincide for {n = 2, k = 3}, which means that all the C3 gates for two qubits
are semi-Clifford operations.
In this chapter, we prove this conjecture for a more general situation where {n =
1, 2, Vk}, and {n = 3, k = 3}. We then disprove it for parameters {n > 2, k > 3} by
explicit construction of counterexamples. We leave open the question for the parameters
{n > 2, k = 3}, and a more general problem of fully characterizing the structure of Ck: we
conjecture that all gates in Ck are something we refer to as generalized semi-Clifford op-
erations, i.e. a natural generalization of the concept of semi-Clifford operation to the case
including classical permutations. Our results about this semi-Clifford operations versus Ck
gates relation can be visualized in FIG. 4-3.
Figure 4-3: Semi-Clifford operations versus Ck gates. A: all gates; B: generalized semi-
Clifford gates; C: semi-Clifford gates; D: Ck gates; E: C3 gates. C is strictly contained in B
and E is strictly contained in D. The two question marks indicate two open problems we
have: whether D is a subset of B; and whether E is a subset of C.
Just as in the usual circuit model, different gates are implemented with different levels
of complexity using this teleportation scheme. It is then natural to ask the questions, how
to characterize this concept of gate complexity with concrete physical quantities, how does
this measure based on teleportation schemes compare with the usual circuit depth, and
what it implies for the practical construction of quantum computation architecture. To
answer these questions, we introduce a quantity as a measure of gate complexity for fault-
tolerant quantum computation based on the Ck hierarchy, called the teleportation depth,
which characterizes how many teleportation steps are necessary, on average, to implement
a given gate. We demonstrate the effect of the existence of non semi-Clifford operations
in Ck on the estimation of the upper bound for the teleportation depth, as well as some
quantitative difference between the capabilities of one and two-bit teleportation.
This chapter is organized as follows: Sec. 4.1 gives definition and basic properties of
semi-Clifford operations and generalized semi-Clifford operations; in Sec. 4.2 through 4.4 we
study the structure of Ck hierarchy in terms of semi-Clifford and generalized semi-Clifford
operations; Sec. 4.5 is devoted to the discussion of teleportation depth and how it depends
on the structure of Ck; and with Sec. 4.6, we conclude this chapter.
4.2 Semi-Clifford operations and its generalization
The concept of semi-Clifford operations was first introduced in [GdN08], to characterize the
property of gates transforming Pauli matrices acting on a single qubit. Here we generalize
it to the n-qubit case, through the following definition.
Definition 22. An n-qubit unitary operation is called semi-Clifford if it sends by conjuga-
tion at least one maximal abelian subgroup of Pn to another maximal abelian subgroup of
Pn.
That is, if U is an n-qubit semi-Clifford operation, then there must exist at least one
maximal abelian subgroup G of Pn, such that UGUt is another maximal abelian subgroup
of pn.
The most basic property of a semi-Clifford operation is,
Proposition 3. If R is a semi-Clifford operation, then there exist Clifford operations L 1, L2
such that L 1RL 2 is diagonal.
Proof Zi represents the Pauli Z operation on the ith qubit. If R is an n-qubit
semi-Clifford operation, then there must exist n-qubit operations L1, L 2 E C2 such that
RL 2ZiLIRt = LtZiL 1, [Got97], i.e. LIRL2ZiL2RtLt = Zi holds for any i = 1...n. There-
fore, (L 1RL 2)Zi = Zi(L 1RL 2), i.e. the n-qubit gate LIRL2 is diagonal.0
In other words, semi-Clifford operations are those gates diagonalizable 'up to Clifford
multiplications'. Thus the structure problem of the whole set of semi-Clifford operations is
reduced to that of the diagonal subset within it.
As we shall see later, the notion of semi-Clifford operations is useful in characterizing
some but not all gates in the Ck hierarchy. More generally, we might also consider those
gates with properties of transforming the span, or in other words the group algebra over
the complex field, of a maximal abelian subgroup of Pn.
Definition 23. A generalized semi-Clifford operation on n qubits is defined to send by
conjugation the span of at least one maximal abelian subgroup of Pn to the span of another
maximal abelian subgroup of Pn.
Denote (Si) the group generated by a set of operators {Si}, and denote the span of the
group (Si) by Q((Si)). Then in a more mathmatical form we can write the above definition
as:
If U is a generalized semi-Clifford operation on n qubits, then there must exist at least
one maximal abelian subgroup G = (gi) of Pn, such that for all s E Q((gi)), UsUt E
Q(U(gi)Ut), where UGUt is another maximal abelian subgroup of Pn.
Then the basic property of a generalized semi-Clifford operation is,
Proposition 4. If R is a generalized semi-Clifford operation, then there exist Clifford
operations L 1, L2, and a classical permutation operator P such that PL 1RL 2 is diagonal.
Proof If R is a generalized semi-Clifford operation, then there must exist L 1, L 2 E C2
such that RL 2 ((Zi)=,)L2Rt = LtC((Zi)n 1)L 1, i.e. LiRL2 t((Zi=)' 1 )LtR tL = Zi,).
That is, L1RL 2 maps all the diagonal matrices to diagonal matrices, therefore L 1RL 2 must
be a monomial matrices, i.e. there exist a permutation matrix P and a diagonal matrix V,
such that L 1RL 2 = PtV =* PL 1RL 2 is diagonal.0
Note for the single qubit case, i.e. n = 1, the concepts of semi-Clifford operation and
generalized semi-Clifford operation coincide.
4.3 The structure of Ck
In this section we study the structure of gates in Ck. To begin with, we study some basic
properties of Ck gates. Then we give our main results as structure theorems, which state
that all the Ck gates are semi-Clifford when {n = 1,2, Vk} and {n = 3, k = 3}, but for
{n > 2, k > 3} there are examples of Ck gates which are non-semi-Clifford. We then
discuss the open question for the parameters {n > 2, k = 3}, and based on the constructed
counterexamples we conjecture that all Ck gates are generalized semi-Clifford operations.
It should be noted that the set of n-qubit Ck gates is always strictly contained in the set
of n-qubit Ck+1 gates. In [GC99], explicit examples are given to support this statement. If
we denote as An_1(U) the n-qubit gate which applies U to the nth qubit only if the first
n - 1 qubits are all in the state I1), then An1_(diag(1, e2,/ 2m )) is in Cm+n-1 \ Cm+n- 2.
4.3.1 Basic properties
We first state an important property of gates in Ck, which reduce the problem of charac-
terizing the structure of Ck into a problem of characterizing a certain subset of gates in
Ck. -
Proposition 5. If R E Ck, then L 1RL 2 E Ck, where L 1, L 2 E C2, k > 2.
Proof We prove this proposition by induction.
i) It is obviously true for k = 2;
ii) Assume it is true for k;
iii) For k + 1, R E Ck+1 implies RAR t E Ck, where A E C1. If we conjugate A by L 1RL 2,
we get
L 1RL2A(L 1RL 2)t = L1R(L2AL2)R t Lt. (4.2)
Since L 1,L 2 E C2, L, Lt are in C2 also. And because L 2ALt E C1, R(L 2AL2)R t E Ck.
According to assumption ii), L1R(L 2ALt)RtLt E Ck. Finally as we can see from Eqn (2),
L 1RL 2 E Ck+1.-
According to Proposition 5, in order to characterize the full structure of Ck, we only need
to characterize the structure of a subset of it which generates the whole set with Clifford
multiplications.
It is known that Ck is not a group for k > 2 and its structure is in general hard to
characterize. However, if we denote all the diagonal gates in Ck by Fk, then we have the
following:
Proposition 6. Fk is a group.
If we can characterize the group structure of .Fk, then the structure of the Ck subset
{LFkL2 } is known to us (L1, L 2 E C2, Fk E Fk). According to Proposition 1, this is just
the set of all semi-Clifford operations in Ck. In the next section, we will repeatedly use this
fact to gain knowledge about semi-Clifford Ck gates from the group structure of Fk and for
now we will give a brief proof of the above proposition.
Proof We prove by induction.
i) It is of course true for k = 2;
ii) Assume it is true for k, i.e. .Fk is group;
iii) Then for k + 1, note for any Fk+1 E Yk+1, Fk+1MFt+1 = FkM = MFk, for non-
diagonal M E C1, where Fk, F E Fk -
a) If Fk+1 E Fk+1, then F+ E Fk+1, since Ft+1MFk+l = FktM = MF't , which is in
Fk by assumption ii).
b) If Flk, F2k E Fk, then FlkF2k E Fk, since Flk-1F2k-1 E 3Fk-1.0
According to this proposition, all semi-Clifford Ck gates can be characterized by the
group structure of diagonal Ck gates.
4.3.2 Structure theorems
Our main results about the structure of Ck are the following three theorems, which state
that all the Ck gates are semi-Clifford when {n = 1, 2, Vk} and {n = 3, k = 3}, but it is no
longer true for {n > 2, k > 3}.
Theorem 26. All gates in Ck are semi-Clifford operations for (n = 1, 2,Vk).
Proof Here we prove the case of n = 2. The proof of the n = 1 case is similar but can
also be checked by direct calculation and lead to a complete classification of all 1-qubit Ck
gates according to the group structure of diagonal 1-qubit Ck gates. We give details for the
n = 1 case in Sec. 4.4.
For n = 2, we prove this theorem by induction:
i) It is obviously true for k = 1, 2;
ii) Assume it is true for k;
iii) For k + 1:
a) We calculate the set S1 = {L 1V} for all L 1 E C2, where V E Fk. Note by assumption
ii), S1 gives us all the elements in Ck up to Clifford conjugation.
b) Note in general V = diag{ei a , eiP,  ei i } for some angles a, /3, y and 6. By exhaustive
calculation with all L1 E C2 we show that if there exists an element V E S1 such that
V is trace zero and Hermitian, then V = diag{e-iz,e -i 2, ei 2, ei } for some 01 and 02.
Furthermore, we can again show by exhaustive calculation with all L 1 E C2 that the only
trace zero and Hermitian V E S1 is of the following form up to Clifford conjugation:
0 0 0 e-io
V e- i 2 (4.3)0 ei02 0 0
ei 0l 0 0 0
c) We calculate the set S2 = {L 1VL } for all L 1 E C2 , which by assumption ii) and fact
b) gives all the elements in Ck which are trace zero and Hermitian.
d) We show that for any two-qubit gate U such that UV,Ut = Z 1 and {UP2 Ut} C S2,
there exist L 1, L 2 E C2 such that L 1UL 2 is diagonal. This can be started from studying the
eigenvectors of V, which can be chosen of the form
1 0 0 1
1 0 1 1 0
e V- 0 ei02 -ei02  0
ei01  0 0 -e io
and carefully considering the possible phase of each eigenvector and the possible superpo-
sition of the eigenvectors due to the degeneracy of the eigenvalues, similar to the process
shown in Sec. 4.4.0
Theorem 27. All gates in Ck are semi-Clifford operations for {n = 3, k = 3}.
Proof We prove this theorem exhaustively using the following proposition:
Proposition 7. An n-qubit Ck gate U is semi-Clifford if and only if the group {UPnUt}lnp
contains a maximally abelian subgroup of P,.
Proof Suppose U = L 1VL 2, then UPnUt = LiVL2PnLtVtL = LIVPnVtLt D
{L 1 ZiL }n='.
On the contrary, if {UPnUt)} Pn contains a maximal abelian subgroup of Pn, then
there must exist L 1, L 2 E C2 such that UL ZiLiUt = L 2ZiL , i.e. LtULt ZLUtL2 =
holds for any i = 1...n. Therefore, (L UL )Zi = Zi(L UL ), =: LtUL t is diagonal. If we
denote this diagonal gate by V, LtUL t = V => U = LiVL 2.
Therefore, by exhaustive study with the subgroups of the three-qubit Clifford group
which are isomorphic to P3 , we complete the proof of this theorem. More detailed analysis
about this is given in Sec. 4.5. The calculation is done using GAP [GAPO6].0
Theorem 28. Not all gates in Ck are semi-Clifford operations for (n > 2, k > 3).
Proof Actually we only need to prove this theorem for n = 3, k = 4 then it naturally
holds for all the other parameters of {n > 2, k > 3}. However we would like to explicitly
construct examples for all {n = 3, k > 4}. Define Wk as in FIG. 4-4.
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Figure 4-4: A non-Clifford-diagonalizable Ck gate Wk. Vk = diag(1, eir/2k-1
h1V
Proposition 8. The gate
Wk = T(cl,C2, t 3) 0 V3,k (4.5)
is a Ck+1 operation but not a semi-Clifford operation, where T(cl, c2 , t3) is Toffoli gate with
the 1st and 2nd qubit as its control and the 3rd qubit as its target, V3,k is single qubit operator
diag(1, exp(irx/2k-1)) on the 3rd qubit.
Proof To prove that Wk is in Ck+1,
i) When k = 2, Vk = diag{1,i} E C2. W2 is of the form LR, where L is a Clifford
operation and R is the Toffoli gate. According to Proposition 3, W 2 and the Toffoli gate
are both in C3.
ii) For k > 2, direct calculation shows that {WkZiWtk C C2 , i = 1,2,3. WkX1Wk E Ck,
WkX 2Wk E Ck, WkX 3W E Ck-1. The images of Xi's under the conjugation of Wk can all
be written in the form WkXiWt = XiFki = F' Xi, where Fkl, F' 1, Fk2, F 2 are diagonal
gates in Ck and Fk3, Fk3 are diagonal single qubit gates in Ck-1 acting on the third qubit.
The image of the whole 3-qubit Pauli group {WkP3Wk} is generated by the six elements
shown above. As multiplication by Clifford gates preserves the Ck hierarchy, we only need
to check the images of Pauli operations which are composed of two or more Xi's and see if
their images are still in Ck.
This is obviously true considering the special form of {WkXiWk- }. Multiplication of any
two of them is of the form WkXiX jW = XiFkiF jXj. This is in Ck as the diagonal Ck gates
form a group. Further more, multiplication of all of them takes the form WkXlX 2 X3 Wk =
X 'FkiFi X2 F 3 X3. As F£3 is a single qubit operation on the third qubit, WkXIX 2XaWt -
X1FkiFkjFk3X 2X3. This is again a Ck gate because of the group structure of diagonal Ck
gates.
Therefore, we have checked explicitly that Wk E Ck+1.
To prove that Wk is not semi-Clifford, we can exhaustively calcultate {WkP3Wk} and
find its intersection with P3 . The fact that {WkP3Wk} n P3 does not contain a maximally
abelian subgroup of P 3 implies that Wk is not semi-Clifford, due to Proposition 5. O
With this example we have directly proved Theorem 3. O
4.3.3 Open problems
Let us try to understand more about the structure theorems we have in the previous section.
First recall from [ZLC00] that the controlled-Hadamard gate A (H), which is a C3 gate,
is explicitly shown to be semi-Clifford. We can also view this from the perspective of
Proposition 5, by noting that AI(H)ZIA 1(H)t = Zi, AI(H)Y2A 1(H)t = Z 0 -Y 2, which
means that the maximal abelian subgroup of the Pauli group generated by (ZI, Y2) x (+1, ±i)
is in the image of A1 (H). However, if we consider W3 from the perspective of Proposition
5, we get W 3 Z 1 Wt = Z 1 , W 3 Z 2 W3 Z 2 , W 3 Z 3 Wt = A 1 (Z 2 ) 0 Z 3 . Note this do not give
us a maximal abelian subgroup of the Pauli group (Zi, Z 2, Z3 ) x (+1, +i), due to the effect
of AI(Z 2) caused by conjugating through the Toffoli gate. This intuitively explains why
Theorem 3 could be true, but no counterexample to Theorem 2 exists.
Note that Wk is actually a generalized semi-Clifford operation, which is apparent from
its form. Also, the construction of the series of gates Wk, as well as their extensions to n > 3
qubits, cannot give any non-semi-Clifford C3 gate. We then have the following conjectures
on the open problem of the structure of Ck hierarchy in general.
Conjecture 1. All gates in C3 are semi-Clifford operations.
Conjecture 2. All gates in Ck are generalized semi-Clifford operations.
4.4 Single qubit Ck gates
This section gives detailed analysis about the structure of single qubit Ck gates, as supple-
mental materials for the proof of Theorem 26.
4.4.1 Single qubit gates with eigenvalues ±1
In this section we discuss what kind of single qubit unitary gates could have eigenvalues
+1 apart from an overall phase factor, i.e. if A+, A_ denote the two eigenvalues of a single
qubit unitary U, then what is the condition under which A+ + A_ = 0. This information is
useful since only the unitary of this kind can be transformed into elements in Pauli group
under conjugation, i.e. there exits a unitary operator R, such that RARt = eioU, where
A E C1. We will see that those kind of unitary has very restricted form which is given by
the following proposition.
Proposition 9. The single qubit unitary gates which have eigenvalues +1 apart from an
overall phase factor could only be of the following two forms:[0 1
-1((P) = ei0o 0
or
[ cos sin ee i 1
F2(¢$,) = sin Oe - i  - cos J
Proof We begin to prove this proposition by writing down a general form of single qubit
unitary gate as the following:
[ cos oeio sin /e i  (4.6)
sin e- i  - cos oe- i
Direct calculation gives
A = cos oeiO - os e-O
2 2
I e-iO(cos 2 e4i0 - 2 cos 0 2e 2i0 + cos 2 + 4e 2i0) 1/ 2  (4.7)
Therefore A+ + A_ = 0 gives
cos q sin 0 = 0 (4.8)
If cos o = 0, the unitary must adopt the form of Fi (p); if sin 0 = 0, then apart from an
overall phase, we can simply choose 0 = 0 which leads to the form of F2(, ().]0
Note r1 could be viewed as a special situation of F2 for the case cos 0 = 0. However,
we list r1 separately for future convenience.
4.4.2 Gate series associated with 1i (c ) and r 2 , )
In this section we investigate the gate series associated with IF (c) and F2(¢, (). It is obvious
that if FI(), 172(q, ) E Ck, then the unitary U(p) whose columns are the eigenvectors of
FI(P) or F2(0, ) might be in Ck+l, given that U(p)ZU(p)t = rl(().
For Fi(o), the two normalized eigenvectors can be chosen as
ri(y))+ = 1 (10) + ei'P/211))
IFiQp))- = -(10) - ei/211)) (4.9)
we now want a unitary whose columns is are eigenvectors of Fi (p) apart from an overall
factor of each eigenvector, i.e.
U(,a) = (e1aF()),I(p))-)
1 eia  2 (4.10)
If U(, a) E Ck+l, then U' = LiU(( , a)L 2 is also in Ck+1. What is important for us is to
find U' which is either of the form F1 or r2, then from its eigenvectors we can generate
gates in Ck+1. It is noticed that if we choose a = 0, then
U(p,0) = (rl(())+, |FI(9))-)
= ei 1p/2 _eip/2 (4.11)
and
U(, 0)HX =[ /2 0 ] = F(p/2). (4.12)
Later we will show that for all the allowed value of a, there exist L 1, L2 E C2, such that
LIU(o, O)L2 = U(p, a), so it is sufficient to consider the case of a = 0.
Therefore we get a set of unitary given by
Vk( ) = 1l(p/2k), (4.13)
if Fi(p) E C2 then Fl(p/2k) could be in Ck. We already know that F(rr/2) is in C2, then we
have
Vk = F 1 (2 7/ 2 k) (4.14)
is in Ck.
Note
SkX = Vk, (4.15)
and we already know that Sk E Ck. Therefore by deriving Vk we get nothing new due to
proposition 1.
Now we come to the F2(b, 5) case. Similarly, we begin from the two normalized eigen-
vectors of F2( , (), which can be chosen as
r2( + = (cos 2I0) + sin0 e-i) 1))
I (sin e10) - cos 1)) (4.16)IF2¢, >- v: - (.
we now construct a unitary whose columns are eigenvectors of F2(P) apart from an overall
factor of each eigenvector, i.e.
1 es cos 0 sin Oe'S2 2 (417)
- ei3 sin e - cos
If U(0, (, p) E Ck+1, then U' = LiU(0, (, 3)L 2 is also in Ck+1. It is noticed that if we choose
f = 0, then
U(07,, 0) = (Ir2( 7,0))+, r2(0, ))
1 cos sin e(.
= 2 2 (4.18)
-~ sin e- i  - cos
Also later we will show that for all the allowed value of a, there exist L 1, L 2 E C2, such that
L 1U(, , 0)L 2 = U(, , P), so it is sufficient to consider the case of 3 = 0.
Therefore we get a set of unitary given by
Wk = F2(/2k- ), (4.19)
if r2(0, ) E C2 then F 1(0/ 2 k- 1, () could be in Ck. We already know that only for 72(r/4, 0)
is in C2 , then we have
Wk = 1 2 (7/ 2 k, 0) (4.20)
is in Ck.
Note for other possible values of q and , it is straightforward to show that there exist
L 1,L 2 E C2, such that LIF 2(7r/4,0)L2 = r2(0, ), so it is sufficient to consider the case of
q = 7/4 and ( = 0.
Note
HPWkPX , Sk, (4.21)
where - means up to an overall phase, and we already know that Sk E Ck. Therefore again
by deriving Wk we get nothing new due to proposition 1.
4.4.3 Gates in Ck \ Ck-1 for single qubit
We conclude this section by presenting the following proposition, which gives the structure
of Gates in Ck \ Ck-1 for single qubit.
Proposition 10. The set Ck \ Ck-1 for single qubit is given by
L1SkL 2 E Ck (4.22)
where L 1, L 2 E C2, k > 2.
Proof We almost reached the proof of this proposition by considering the results in
subsections A and B. The only left we need to clarify is
1. What happens when Ck is diagonal, which can not be directly obtained by considering
the eigenvectors of Vk-1 and Wk-1. The answer is already known, since Sk is the only
diagonal gate in Ck \ Ck-1.
2. The values of a and P. This can be answered by noting the fact the equations
UZUt = G1
UXUt = G2 (4.23)
with GI, G2 known totally determines U up to an overall phase. Let's start from
U(c, ) eia(/2 _ei /2 (4.24)
Note U(p, a)ZU(cp, a)t F 1(2), and
U(, a)XU(p, a)t
1 [ cos a sin ae-i2~P . (4.25)
-F[ sin ae i2  - cos a
4.5 Detailed analysis about C3
This section gives detailed analysis about the structure of C3 gates, as supplemental mate-
rials for the proof of Theorem 27.
4.5.1 Notations
Let us first define some notations.
Recall Pn is the Pauli group for n qubit with order 4n+ '. Now let Pn be the quotient
group Pn/Z(P,) with order 4n .
Let C2 (n) denote the Clifford group for n qubit. Define the quotient group
C2(n) = C2(n)/Z(C2(n)) (4.26)
Since pn is a normal subgroup of C2 (n), we could further define a quotient group
C2 (n) = C2(n)/Pn - Sp(2n, 2). (4.27)
Note Sp(2,2) - S 3 and Sp(4,2) S6. Denote the set IC(n) = {AIA E Sp(2n,2), A2 = 1
i.e. IC(n) are the set of all involutions of the symplectic group Sp(2n, 2).
Denote the order of maximal Abelian subgroup of IC(n) by a(n). Hence a(1) = 2, a(2) =
n(n+l)
8, a(n) < 2 2 [Bar79].
Define the set
M(n) = {UIU E C2(n) \ 7' U {I}}. (4.28)
Now recall the definition for Ck (n) (see Definition 11):
Ck(n) = {UfUPnUt E Ck-1(n)} (4.29)
For any n-qubit U E Ck(n), the group Gu(n) is defined by
Gu(n) = U-PSU t . (4.30)
Define the set
Rk(n) = {UIU E Ck(n), Wt = W, Tr(W) = 0}, (4.31)
and the set
Fk(n) = {UIU CEk(n), U is diagonal}. (4.32)
Finally, denote the group generated by {Ai}il by ({A }nl) for any set of operators Ai.
4.5.2 Some facts for calculating C3 structure
We state some simple facts about C3 structure which we use to verify Theorem 3 numerically.
Fact 3. We could always choose Gu(n) C _k-l(n) for any U in Ck(n).
Because we can always choose Hermitian and trace zero elements in Pn as the represen-
tative element for each element in Pn.
Fact 4. If all n - 1-qubit Ck gates are semi-Clifford, and if Gu(n) D ({Bi}U .l), where
Bi E Pn and Bi # Bj, BiBj A Bk for i - j # k, then Gu(n) n pn C Kz(n).
Because if ({Bi}= 1) Kz(n), then U(n) could be reduced to U(1) 0 U(n - 1) via
Clifford operation.
Fact 5. If A, B E M(n) n R 2(n), and A, B correspond to the same element in C2(n), then
AB E Pn.
Because if A, B correspond to the same element in C2(n), then there exists a E Pn such
that A = aB.
Fact 6. For any n-qubit C3 gate U, if Gu(n) 2 ({Zi}Tl1), where m < n, then the quotient
group Gu(n)/({Zi}I=l) E C(n) is Abelian.
For any n-qubit C3 gate U, if Gu(n) D ({Zi}il), where m < n, then the quotient
group Gu(n)/({Zi}J 1=l) E IC(n) is Abelian. Because elements of Gu(n) E C2 (n) are either
commute or anticommute, the corresponding elements in C2 (n) should commute.
4.5.3 n = 1 case
Since Sp(2, 2)_ S3, a(1) = 2 < 4. Hence Gu(2) n 2 contains at least one element in 1,
i.e. Gu(1) n Pi 2 Kz(1) holds for any single qubit C3 gate.
Furthermore, it is noted that any U E Rk(1) can be parameterized by
[ cos sin Oei2
U(O,9) = sin Oe-i 
-cos0 '
and starting from elements in R 2 (1) and calculate their eigenvectors, we understand that
W can only be of the values 0, 2, , 4 for cos 0 # 0. This directly leads to the fact that the
conjecture is true for any k when n = 1. See ck.pdf for the details of this.
4.5.4 n = 2 case
Since Sp(4, 2) S6 , a(2) = 8 < 16. Hence Gu(2) n P2 contains at least one element in 72.
However, this is not enough to claim Gu(2) n P 2 holds for any two-qubit U. We need to
examine the structure of Gu(2) n P 2 in more detail.
Consider the maximal Abelian subgroup in K(2) of order 8, and its corresponding ele-
ments in C2 (n), direct calculation shows it does not contain a subgroup of structure Pi x Z2.
Hence we need to further consider Abelian subgroup in IC(2) of order 4. Due to lemma 3,
we result in Gu(2) n 72 Kz(2) holds for any two-qubit C3 gate.
Then using Lemma 1 and 2, we could calculate C4 (2) numerically. The result then shows
that all the C3 (2) gates are semi-Clifford.
4.5.5 n = 3 case
Since a(3)=64, and direct calculation of this group shows that not all the elements could be
in R2(3), hence G (3)n fP3 contains at least one element in P3 . Again, this is not enough to
claim Gu(3) n P3  Kz(3) holds for any three-qubit U. We need to examine the structure
of Gu(3) n P 3 in more detail to dig out 2 more elements in P3.
Using Facts 1, 2 and 3, we could calculate C3(3) numerically. The result shows that the
conjecture is also true in this case. See next subsection for more about C3 (3).
4.5.6 Diagonal gates in C3
Define a diagonal matrix A by Ajk = 6jkei0j , where j = 1, ..., N, N = 2n , for n-qubit case.
We now prove the following
Lemma 16. If A E C3, if we choose All = 1, then Ajj = eimj r/4 for any j Z 1 , where mj
are some integers.
Proof: We first prove for j = N . Note we choose All = 1 to get rid of the overall
phase of A. Denote A' = X®nAX®nAt, and A" = X®nA'X®nA't. Note A', A" are also
diagonal. Since A E C3, A" must be in Pauli apart from an overall phase. And we also have
A' = e2iON A' = e-2iN. Hence we must have = e4 i N  1 , i.e. 0 = mN for
N N
some integer mN.
For j 7 N , there always exists a Clifford group operation which keeps |j) invariant but
maps I1) +- IN + 1 - j). Hence the above procedure applies to any j : N. O
Note the similar idea applies to the diagonal Ck gates, i.e. if A E Ck , if we choose
All = 1 , Ajj = eim r/2 for any j # 1, where mj are some integers.
Now we consider some concrete gates:
Proposition 11. For n = 3, the three qubit diagonal C3 gates are given by a group generated
by 7r/8 gate, control-phase gate and control-control-Z gate.
Proof The proof is directly given by numerical calculation, based on Lemma 1.D
4.6 The teleportation depth
Teleportation, as a computational primitive, is a crucial element providing universal quan-
tum computation to fault-tolerant schemes based on stabilizer codes. However, not all gates
are of equal complexity in this scheme. To actually incorporate this technique in the con-
struction of practical computational architecture, it is useful to know which gates are easier
to implement and which are harder, so that we could achieve optimal efficiency in perform-
ing a computational task. In the circuit model of quantum computation, we face the same
problem and in that case 'circuit depth' was introduced [Yao93] to characterize the number
of simple one and two-qubit gates needed to implement an operation. While this provides
a good measure of gate complexity, it does not take into consideration of fault-tolerance. It
is interesting to have measures quantifying fault-tolerant gate complexity to be compared
with 'circuit depth' to give us a better understanding of the computational tasks at hand.
Based on the Ck hierarchy introduced in [GC99] and the knowledge of its structure
gained in previous section, we define a measure of gate complexity for the teleportation
protocol, called the teleportation depth, which characterizes how many teleportation steps
are necessary, on average, to implement a given gate. Since any teleportation unavoidably
causes randomness, we need to figure out a certain point to start with, i.e. we should assume
in advance that some kind of gates can be performed fault-tolerantly. We know that a fault-
tolerant protocol is usually associated with some quantum error-correcting codes. Self-dual
CSS codes, such as the 7-qubit Steane code, admit all gates in the Clifford group to be
transversal [Got97]. In such a situation, we only need to teleport the gate outside the
Clifford group, and in the following, we will assume this as a starting point. The advantage
of doing this, in practice, is that due to Proposition 1, we have the freedom of preparing
the ancilla states up to some Clifford multiplications.
4.6.1 Definition of the teleportation depth
With the standard two-bit teleportation scheme (FIG. 4-1) in mind, it is easy to see that all
gates in the Ck hierarchy can be teleported fault-tolerantly as a whole in a recursive manner.
Suppose U is an n-qubit Ck gate. The ancilla state can be fault-tolerantly prepared and all
the elements in the teleportation circuit of U are in C2 and can be performed fault-tolerantly,
except the classically controlled operation U1 = RX'y = URxyUt, where Rxy is an operator
in C1 which depends on the (random) Bell-basis measurement outcomes xy. However, as U
is in Ck, U1 is in general a Ck-1 operation and can be implemented again by teleportation.
In this way, after each teleportation step, a Ck gate is mapped to another gate one level
lower. This recursive procedure terminates when U is in C2.
Based on the above picture we give a more formal definition of teleportation, which
characterizes its randomn nature.
Definition 24. The teleportation map f takes an n-qubit operator A to a set of operators
via the following manner:
f : A - {APj At1,=l, (4.33)
where Pi are elements of the n-qubit Pauli group Pn.
Note
fof A -- { (APjAt)Pj2(APj1 At)t}y , , (4.34)
and
fofof: A -
{((APjl At)P 2 (APj, At)t)Pj, ((APj, At)Pj2
(APA ) ) ,3=, (4.35)
Each element of image of the map f o on A is associated with a set
S= {jl,j 2 ... ,jm}. (4.36)
Denote ff m (A) as the element in image of the map fo m on A associated with the set S.
Each element in the image occurs with equal probability.
Definition 25. ff m (A) terminates if ff m (A) E C2.
If f m (A) terminates, then f m2(A) terminates for any m 2 2 ml, and
S'= {jil , j2 .. . , jm1 , . Jm2 }.
Therefore, for each ffm(A) that terminates, there must exist a set Smin with the minimal
size such that folsin(A) terminates, where Smin = {jl,j2 .- ,ijm '} (m' = Smin ). In our
following discussions, we will only consider sets S which are minimal in this sense.
This mapping procedure works directly on Ck gates. If W is an n-qubit Ck gate, then
there is no need to decompose it into consecutive application of several other gates and
we say we can 'direct teleport' W. W is in Ck iff VS, f(k 2)(A) E C2, and 3S', s.t.
fs(k-3) (A) V C2.
Among all Ck gates, the set of semi-Clifford operations have the special property that
they can be teleported with only half the ancilla resources as in a standard teleportation
scheme. This 'one-bit teleportation scheme' is illustrated in FIG. 4-2. This scheme also
complies with the mapping description given above. Instead of Bell basis measurement,
randomness in one-bit teleportation scheme comes from single qubit measurement and Pj
belongs to a maximal abelian subgroup of the whole n-qubit Pauli group in general.
To teleport an arbitrary n-qubit gate A, we can first decompose A into the Ck hierarchy,
A = A 1A 2 ... Ar, where A2 E Cki, because we only know how to teleport Ck gates fault-
tolerantly. We call this procedure 'decomposition of A into Coo'. Suppose that to teleport
each gate Ai, mi maps are needed on average, with average taken over all possible set
S = {jl, j2 . .. , jm}. Then the teleportation depth of A is defined as follows.
Definition 26. The teleportation depth of a gate A, denoted as T, is the minimal sum of
all mi-the average number of teleportation steps needed to implement each component gate
of A-where the minimum is taken over all possible decompositions of A into Coo.
Due to Definition 26, in order to calculate the teleportation depth of a given gate A, one
needs to find all possible decompositions of A into Coo gates and calculate the corresponding
depth, then minimize over all of them. This is generally intractable, but one may expect to
upper bound the depth with some particular decomposition of A into Coo gates.
Let us first consider the case of an n-qubit Ck gate.
Definition 27. T(n, k) is the teleportation depth of an n-qubit Ck gate.
As such a gate can be teleported directly, T(n, k) is upper bounded by the average
number of steps needed in this direct teleportation scheme to terminate the teleportation
procedure.
T(n, k) < ISI (4.37)
S
where the summation is over all possible (minimal) sets S and N is the number of such sets.
However, when k - o00, it is not obvious that the above summation will converge. We
will show that this is true. Then for an arbitratry gate A, by decomposing A into a finite
series of Ck gates, we can see that the teleportation depth of A turns out to be finite. Then
we do not actually require the procedure to terminate within a finite number of steps.
Different teleportation schemes, for example one-bit and two-bit teleportation, give dif-
ferent upper bounds on teleportation depth for a certain circuit. While for some circuits one
scheme is obviously more efficient than others, the comparison among different schemes in
other case may not be so straightforward and may depend sensitively on various parameters
in the circuit. In the following sections, we study such dependence and present surprising
results beyond our usual expectation with examples from important quantum circuits.
4.6.2 Teleportation depth of semi-Clifford Ck gates
We first calculate explicitly an upper bound for the teleportation depth of semi-Clifford
n-qubit Ck gates. We know from [ZLCOO] that this kind of gate can be teleported directly
with the architecture of one-bit teleporation and we denote the upper bound calculated with
this 'one-bit' 'direct' teleportation procedure by Ti(n, k). For a general n-qubit gate, if it
is possible to decompose it into a series of semi-Clifford Ck operations, the upper bound of
teleportation depth obtained by teleporting each part separately using one-bit teleportation
scheme is in general denoted by T1.
Definition 28. T1 is the average total number of teleportation steps needed to teleport sep-
arately each semi-Clifford Ck component of a quantum circuit using the one-bit teleportation
scheme, if such a decomposition is possible.
More specifically, T (n, k) is the average number of teleportation steps needed to teleport
an n-qubit semi-Clifford Ck gate directly (i.e. without decomposition) using the one-bit
teleportation scheme.
Apparently we have T(n, k) < T (n, k) in general.
The probability that the teleportation process terminates immediately after one telepor-
tation step equals the percentage weight of a maximal abelian subgroup in the whole Pauli
group, which is 1 for an n-qubit Pauli group. Now each teleportation step may have two
possible endings: i) with probability p = n, {UPnUt} E Pn and the process terminates;
ii) with probability 1 - p, {UPnUt } is a general n-qubit Ck-1 gate and the process goes on.
The upper bound of teleportation depth calculated with this process is then
k-3
T(n,k) = p s(1 - p)S-l +(k-2)(1-p)k- 3
s=l
= 2n(1 - (1 -)k-2). (4.38)
It is clearly seen from Eq. (4.38) that Ti(n, k) converges to 2n when k -+ 00, which
means that T(n, k) is in general bounded. For instance, when n = 2, Eq. (4.38) tells
us T(2, k) < Ti(2, k) = 4(1 - (3 / 4 )k-2). The behavior of T(2, k) is shown in FIG. 4-5.
However, since T1(2, k) = 4(1 - (3 / 4)k - 2) < 4(1 - (1/ 2)k - 2) = 2T (1, k), we find that
teleporting two single-qubit semi-Clifford Ck gates together using the one-bit teleportation
scheme needs fewer teleportation steps than to teleport each of them separately.
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Figure 4-5: The behavior of T1(2, k) = 4(1 - (3 / 4 )k- 2)
Since 1 - - < 1, T(n, k) quickly reaches 2n as k grows. Therefore, generally, the
upper bound of the teleportation depth of a Ck gate given by 'direct teleportation' is not
determined by k, but by the number of qubits n it actually acts on. Moreover, since
Tl (n, c0) = 2n , i.e. the upper bound of teleportation depth increases exponentially with n,
in generally, when n, k are large, it is better to decompose an n-qubit Ck gate into some one
and two-qubits gates to get a lower upper bound.
However, if k " P(n), where P(n) is a polynomial in n, then Ti(n, k) scales as P(n).
Now we give two examples as applications of the above upper bounds, through which
we obtain some idea about the order of teleportation depth in comparison with the usual
circuit depth.
Teleportation depth of the n-qubit QFT
---------------
Iii) H R2  Rn-i Rn
----------------------
I JT I
IJn-) H R2
I II I HIJn) ' I .
L ------------- JL ---------- i L --
Figure 4-6: Circuit for n-qubit Quantum Fourier Transform
The first example is the n-qubit Quantum Fourier Transform (QFT) circuit, as shown
in FIG. 4-6. Rk denotes the unitary transformation Rk = diag(1, e2 ri/ 2k). The circuit depth
of n-qubit QFT goes as n 2 and we will soon find that the teleportation depth of this circuit
is of the same order.
Each block of gates within a single dashed box (Hadamard plus controlled z-rotations
on the kth qubit)is a semi-Clifford (n - k + 1)-qubit Cn-k+2 gate, k = 1, . . ., n - 1 and can be
teleported directly using the one-bit scheme. Therefore the whole circuit can be teleported
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piece by piece by one-bit teleportation. Note that
T(n,k = n + l) T(n,k= n + l) (4.39)
= 2n  1 - (1 - ) n-1 (4.40)
n-1 (4.41)
for large n. Actually, numerical data shows that even when n is small, T1 (n, k = n + 1)
n - 1 is almost also true.
Therefore, the teleportation depth of the n-qubit QFT is upper-bounded by
n n
YT(j,k=j+l) ET(j,k=j+1) (4.42)
j=2 j=2
n
< (j- 1)
j=1
1
- -n(n - 1) - O(n 2). (4.43)2
Numerial calculation shows that En=2 T (j, k = j + 1) is almost in(n - 1)- 1.
Note the probability for the teleportation process to terminate is 1 for teleporting an
n-qubit Ck=n+1 gate n - 1 = k - 2 times. This means that the upper bound we got for
this block teleportation scheme of QFT is just slightly lower than naively assuming that we
need k - 2 teleportation steps to teleport a Ck gate. The reason we do not benefit from the
avarage is that for QFT, k is generally comparable with n.
Uniformly Controlled rotation
Figure 4-7: Definition of the n - 1-fold uniformly controlled rotation of a qubit about the
axis a
Now we consider another example, the uniformly controlled rotations, which are widely
used in analyzing the circuit complexity of an arbitrary n-qubit quantum gate [MVBSO5,
SBM06]. This circuit in general needs 2n+2 - 4n - 4 CNOT gates and 2n+2 - 5 one-qubit
elementary rotations to implement. For complexity analysis of this circuit see for example
[MVBS05].
The teleportation depth of this rotation is in general upper bounded by 2n. However,
if each (n - 1)-qubit-controlled gate is in Ck, we might expect to do better. For instance,
when k = cn, for any positive constant n, the teleportation depth scales as cn, i.e. linear
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in n. Moreover, if k - P(n), where P(n) is a polynomial in n, then the teleportation depth
scales as P(n).
4.6.3 Teleportation depth beyond semi-Clifford Ck gates
Now recall our series of examples of non-semi-Clifford Ck gates given in FIG. 4-4. We know
that if Vk E Ck, then Wk E Ck+1. And the group WkP3W, does not contain a maximally
abelian subgroup of P3, i.e. Wk E Ck+1 is not directly one-bit teleportable.
Therefore, we know that there are some Wk gates in the Ck hierarchy which can only
be teleported directly by the standard two-bit teleportation scheme. Using this scheme, we
can calculate another upper bound for teleportation depth, which we denote by T2 (n, k).
Definition 29. T2 is the average total number of teleportation steps needed to teleport
separately each Ck component of a quantum circuit using two-bit teleportation scheme, if
such a decomposition is possible.
More specifically, T2(n, k) is the average number of teleportation steps needed to tele-
port an n-qubit Ck gate directly (i.e. without decomposition) using the two-bit teleportation
scheme.
For a general n-qubit Ck gate, T2 (n, k) can be calculated by replacing p with 1 in Eq.
(4.38)
k-3
T 2(n,k) = p s(1 -p) - l +(k - 2)(1 - p)k- 3
s=1
= 4n I - (1 - )k-2 (4.44)
which then converges to 4n when k -> oo.
One may guess that in general to teleport Wk directly using the two-bit scheme will
give a lower bound for teleportation depth than to teleport the Toffoli gate and Vk =
diag(1, eix/2k - 1) separately using the one-bit scheme. Surprisingly, this is not generally
true.
When Vk E C3, this is indeed true. Teleporting Wk directly gives a bound of T2(3, 4) =
1.875, which is less than T1 (3, 4) = 2, i.e. the bound given by teleporting the Toffoli gate
and Vk separately with the one-bit scheme.
However, when k --- + oc, teleporting Wk directly gives a bound of T2 (3, 4) = 5.25, which
is greater than TI(3,4) = 3, i.e. the bound given by teleporting the Toffoli gate and Vk
separately.
This means that there exists a critical value k that determines which way is more efficient
for teleporting Wk, directly or separately.
Note if Vk E Ck, we also have Wt E Ck+1. Calculating the bounds of teleportation depth
for Wk shows a similar behavior as that of Wk, however of a slightly different value. For
instance, when Vk E C3, teleporting W directly gives a bound of 1.5, which is less than 2,
the bound given by teleporting separately. However when k -- 00, teleporting Wk directly
gives a bound of 5.5, but teleporting separately gives only a bound of 3.
Up to now, our discussion is entirely based on the Ck hierarchy. To summarize the
capacity of Ck for fault-tolerant quantum computation and provide basis for comparison
with non-Ck schemes discussed below, we introduce another notion of Tk.
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Definition 30. Tk is the minimum number of total teleportation steps needed to teleport
separately each Ck component of a quantum circuit using either one-bit or two-bit telepor-
tation scheme.
Tk is defined in a way that represents the maximum capacity of teleportation based on
Ck hierarchy. In general T > Tk, T2 > Tk. To understand exactly how they compare for a
given circuit, a full characterization of the structure of Ck is necessary. Here based on the
structure theorems given in Section III, we gave a simple example where T1 or T2 could be
strictly larger than Tk. The next question to ask is then whether we can go beyond Ck and
this will be discussed in the following section.
4.6.4 Teleportation beyond Ck
In the definition of teleportation depth, we require that A be decomposed into a set of C,
gates. This is due to the fact that Co are the only gates that we know so far how to perform
fault-tolerantly by teleportation. In general, if we do not require the decomposition to be
in C,, then we might get a better upper bound on teleportation depth than the one defined
previously, i.e. there might exist upper bound T* of teleportation depth that is strictly
less than Tk. We give two such examples below. We leave open the problem of how to
implement teleportations fault-tolerantly for a general n-qubit gate.
Example 1 For a general one-qubit gate U, we know that U can be decomposed into
three Co gates, each of which has T1 < 2. Hence through the decomposition we can bound
its total teleportation depth by 6.
However, to teleport U directly without decomposition via two-bit teleportation gives a
bound of T2 < 41 = 4 less than Tk.
Example 2 Consider a classical reversible circuit given in FIG. 4-8. We denote this
series of three Toffoli gates by Rc3-
Figure 4-8: The Rc3 gate-Three Toffoli gates in series
This gate R, 3 is not in Ck hierarchy as can be shown below:
Suppose that Rc3 E Ck is at certain level of the hierarchy, Rc3X 1R 3 must be a gate in
Ck-1. Calculating explicitly as in FIG. 4-9 we have
The non-Clifford part of the right hand side of the equation is a series of two Toffoli
gates, and we denote it by Rc2. Due to Proposition 3, Rc2 is also in Ck-1.
As shown in FIG. 4-10, conjugating Xi by Rc2 results in LRt2
, 
where L is a Clifford
operation. However, by exchanging the second and third qubit in FIG. 4-10, we find that
103
Figure 4-9: Conjugating X 1 by Rc3
Rt2X1Rc2= L'Rc2, i.e. conjugating X1 by R 2 gives back Rc2. Therefore, Rc2 cannot be in
the Ck hierarchy and we can conclude that R, 3 is not a Ck gate either. D
Figure 4-10: Conjugating X 1 by Rc2
If we leave aside the problem of how to teleport gates beyond Ck fault-tolerantly, we
can teleport Rc3 directly and obtain an upper bound of 2.75, which is less than Tk = 3, the
bound given by teleporting the three Toffoli gates separately.
4.7 Conclusion and discussion
In this chapter we address the following questions: what is the capacity of the teleportation
scheme in practical implementation of fault-tolerant quantum computation and what is the
most efficient way to make use of the teleportation protocol. To answer these questions
we first notice that one-bit and two-bit teleportation schemes require different resources
to implement and are of different capabilities. To understand what kind of gates can be
teleported fault-tolerantly with these two schemes respectively, we study the structure of
Ck hierarchy and its relationship with semi-Clifford operations. We show for n = 1, 2, all
the Ck gates are semi-Clifford operations, which is also true for {n = 3, k = 3}. However,
this is no longer true for parameters {n > 2, k > 3}. Based on the counterexamples we
constructed for {n = 3, k > 3}, we conjecture that all C3 gates are semi-Clifford and all Ck
gates are generalized semi-Clifford.
Such an understanding of the Ck structure has great implications on the optimal design
of fault-tolerant architectures. While all Ck gates can be teleported fault-tolerantly, the
semi-Clifford subset of it requires less resources to implement than others. To quantify this
notion of gate complexity in fault-tolerant quantum computation based on the Ck hierarchy,
we introduce a measure called the teleportation depth T, which characterizes how many
teleportation steps are necessary, on average, to implement a given gate. Using different
teleportation schemes, we can give different upper bounds on T, for example T1, T2 and
Tk. A natural conjecture is that T1 = T2 = Tk = T. However we showed in this work that,
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surprisingly for certain series of gates T could be strictly greater than Tk and Tk could also
be strictly greater than T.
The ultimate understanding of the structure of Ck will provide a clearer clue on how to
teleport circuits most efficiently. To achieve this goal, some results from other branches of
mathematics might be helpful. It is noted that the Barnes-Wall lattices, whose isometry
group is a subgroup of index 2 in the real Clifford group, have been extensively studied and
recently their involutions have been classified [Jr.05]. It is our hope that the C3 structure
might be further understood once we have a better understanding of the Clifford group.
For n = 1, we fully characterize the structure of Ck by further study on the diagonal
gates in Ck, which form a group. It is interesting to note some evidence that Ck gates might
be the only non-Clifford gates which could be transversally implemented on a stabilizer code
[ZCC07]. We also fully characterize the structure of C3 for n = 3, but this seems not di-
rectly related to allowable transversal non-Clifford gates on stabilizer codes. It is shown that
those transversal non-Clifford gates are allowed only if they are generalized semi-Clifford
[CCC+081, therefore we might expect some generalized semi-Clifford Ck gates transversally
implementable on some stabilizer codes. We believe such kind of exploration on the rela-
tionship between transversally implementable gates and teleportable gates will shed some
light on further understanding of practical implementation of fault-tolerant architectures.
105
106
Part III
Quantum Codes
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Chapter 5
Codeword Stabilized Quantum
Codes
5.1 Introduction
As discussed in Chapter 1, stabilizer codes are an important class of quantum codes devel-
oped in [Got97, CRSS98], and are the quantum analogues of classical additive codes. An
In, k] stabilizer code encodes k logical qubits into n physical qubits, and is described by an
abelian subgroup, S, of the Pauli group with size ISI = 2 n- k . The codespace is the set of
simultaneous eigenvectors of S with eigenvalue 1. There is a rich theory of stabilizer codes,
and a thorough understanding of their properties.
Nevertheless, such codes are strictly suboptimal in some settings-there exist nonaddi-
tive codes which encode a larger logical space than possible with a stabilizer code of the
same length and capable of tolerating the same number of errors. There are only a handful
of such examples [RHSS97, SSW07, YCLO08], and their constructions have proceeded in
an ad hoc fashion, each code working for seemingly different reasons.
In this chapter we present a framework for code design that includes as special cases
stabilizer codes as well as all known nonadditive codes with good parameters. We note that
the code of [YCLO08] was presented explicitly in the form we describe below and, indeed,
served as motivation for our studies of the generality of such a construction. Our codes
are fully described by two objects: a single stabilizer state IS), and a classical code that
generates the basis vectors of our code from IS). The stabilizer is chosen such that it maps
all Pauli errors onto only Z errors, though this may increase their weight. In this way we
map the problem of finding a quantum code to that of finding a classical code that corrects
an unusual error model. We have thus unified stabilizer and nonadditive codes and rendered
both in a form that gives insight into the classical nature of quantum error-correction.
We describe codes on n qubits that encode K dimensions with distance d (traditionally
written ((n,K,d))). In this framework we find the original nonadditive ((5,6,2)) code
of [RHSS97] and the family it generates, the simple family of distance 2 codes found in
[SSWO7], the ((9,12,3)) code of [YCLOO08], as well as new ((10, 18,3)) and ((10, 20,3))
codes.
The natural challenge in these approaches is efficient identification of suitable classical
codes, from which the desired additive and non-additive quantum codes can be constructed.
It is apparent that due to the error pattern induced by the graph state g, the binary classical
code C does not coincide with the usual binary classical code where the minimum Hamming
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distance is a more important code parameter - although interestingly, they do coincide in
the special case where g is an unconnected graph, so the family of CWS quantum codes
includes classical ("bit-flip") codes as depicted in Fig. 5-1.
CWS
Figure 5-1: The relationship of CWS codes with additive quantum codes and classical codes:
ALL: all quantum codes; CWS: CWS codes; ADD: additive codes; CLA: classical codes.
The CWS construction, observing that a classical code correcting certain bit-flip error
patterns gives rise to a quantum code, allows a natural encoding of the problem of finding
a quantum code Q = (9, C) into an equivalent problem, of finding the maximum clique of
an induced graph, called the CWS clique graph. The existence of such a mapping is not
surprising, since MAXCLIQUE is an NP-complete problem [Sip05, GJ79], and thus can be
used for a reduction from all unstructured search problems. In practice, many heuristic
and randomized Clique solvers and SAT solvers have been developed, with reasonable run-
times for small problem sizes. And since the search for CWS codes starts from a graph
state g, prior art in categorizing local Clifford (LC) orbits of those states [DP06, Dan05]
helps simplify the problem. Nevertheless, without further simplification, a mapping of
the CWS quantum codes search problem to MAXCLIQUE leaves the problem unsolved, due
to the exponential computational cost of solving MAXCLIQUE. The real situation is even
worse. For a general graph state, the search problem is NP-complete due to the reduction
to MAXCLIQUE. However, to search for all the quantum codes, we need to search for all
graphs of n vertices, which contributes a factor of order 2n2.
We also present an algorithm for finding CWS codes, based on a mapping to MAX-
CLIQUE. We show that despite the exponential complexity of solving this CWS-MAXCLIQUE
problem, the algorithm can be usefully employed to locate and identify a wide variety of
codes, by taking careful steps to prune the search space. In particular, we show how the
complexity cost can be reduced by using known graph isomorphisms and LC equivalences of
graph states. We also present simplifying criteria for the search, arising from the structural
properties of CWS codes. We prove three theorems limiting whether ((n, K, d)) additive
codes with optimal K can be improved, or not, by the CWS construction. These theorems
allow significant practical reduction of the search space involved in finding CWS codes us-
ing CWS-MAXCLIQUE. Furthermore, these theorems also indicate the existence of quantum
codes outside of the CWS construction, as alluded to in Fig. 5-1.
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Our approach is related to the description of nonadditive codes given in [AC08] in terms
of Boolean functions. Our codeword operators, codeword stabilizer, and effective classical
errors correspond, respectively, to a Boolean function f, a matrix Af, and the "Csetf"
in the language of that work. Their approach is essentially dual to ours-in the language
we use here it amounts to first choosing a classical code and trying to design a stabilizer
state whose induced error model is corrected by the chosen code. From this perspective,
the approach of [AC08] seems somewhat unnatural, which is perhaps the reason it has not
proved useful for finding new codes. Both approaches are closely related to the work of
[AKP04, GB97].
We further compare and contrast the CWS construction with the approach of [AC08]
in more detail. We interpret the AC08 framework to use a quantum state and a classical
code, to generate the desired quantum code, but in a sense, it works in the reverse direction,
starting from the classical code and obtaining the quantum state. We show how the AC08
Boolean function f is the analogue of our classical code C, up to a LC equivalence. This
allows us to extend AC08 to degenerate codes, and to show that the AC08 framework can
also be used to construct a search algorithm for new quantum codes, with comparable
complexity to CWS-MAXCLIQUE.
We organize this chapter as follows: in Sec. 5.2, the general construction and basic
properties of CWS codes are discussed; in Sec. 5.3, we give some examples to show that
how some previously constructed codes, stabilizer codes or nonadditive codes, can also be
constructed from the CWS framework; in Sec. 5.4, we present some new codes by the CWS
construction; Sec. 5.5 discusses encoding circuits for CWS codes; Sec. 5.6 presents the
CWS-MAXCLIQUE algorithm; then comparison between the AC08 framework and the CWS
construction will be given in Sec. 5.7; finally, the three structure theorems will be given in
Sec. 5.8.
5.2 General construction and properties
An ((n, K)) code will be described by two objects-S, a 2n element abelian subgroup of the
Pauli group not containing minus the identity, which we call the word stabilizer, together
with a family of K n-qubit Pauli elements, W = {wl}l}1 , which we call the word operators.
There is a unique state IS) stabilized by S, i.e. IS) satisfies s IS) = IS) for all s E S. Our
code will be spanned by basis vectors of the form
Iw) = w jIS) . (5.1)
Since the code vectors should all be different, at most one wl can be in S. Typically we
will choose wl = I and later we will prove this can be done without loss of generality. Note
that Iwz) is an eigenvector of all s E S with eigenvalue As = +1, but Iwl) is not stabilized
by S unless wl E S. Each Iwl) is stabilized by a different stabilizer wlSwf.
We would now like to understand the error correction capabilities of such a codeword
stabilized (CWS) code. An ((n, K, d)) code is an ((n, K)) code capable of detecting Pauli
errors of weight up to d - 1, but not d, and is said to have minimum distance d. A distance
d code can also be used to correct errors up to weight [(d - 1)/2J. The conditions for error
correction were found in [BDSW96, KL97]. The error correction conditions for a general
code with basis vectors Iwi) are that, in order to detect errors from a set 8, it is necessary
and sufficient to have
(ci IEcj) = CE6ij (5.2)
for all E E S. For a code of the form described above, this becomes
(SI wtEwj IS) = CEtij. (5.3)
To correct errors on a fixed number of qubits, it is sufficient to study errors of the form
Z"X u with bounded weight since these form a basis [BDSW96]. This leads to the necessary
and sufficient conditions for detecting errors in S that for all E E S
Vi j wEwj -±S (5.4)
and
(Vi wEwi ±S) or (5.5)
(Vi wEwiES) or (5.6)
(Vi wEwi E -) (5.7)
Eq. (5.4) is the condition that two codewords should not be confused after an error, while
the final three conditions express that each error must either be detected (Eq. (5.5)), or
the code must be "immune" to it-i.e. the code is degenerate.
Theorem 29. An ((n, K)) codeword stabilized code with word operators W = {w }J , and
codeword stabilizer S is locally Clifford-equivalent to a codeword stabilized code with word
operators w ' = Zc" and codeword stabilizer S' generated by
S = X 1Z r". (5.8)
In other words, any CWS code is locally equivalent to a CWS code with a graph-state stabi-
lizer and word operators consisting only of Zs. The set of r1 s form the adjacency matrix of
the graph. Moreover, the word operators can always be chosen to include the identity. We
call this standard form.
Proof First note that S is local-Clifford equivalent to a graph state due to [Sch02,
GKR02, dNDD04] so there is some local-Clifford unitary C = @71 C1 that maps S to S'
of the form (5.8). In the new basis the word operators are CwlCt = ±Za Xb, and we have
Cwctl1 (S)(b)i = ±zc, (5.9)
so that, letting w = Z", we have
ZC IS')= - CwCts' ISt ')= ICwiCt IS')= ±Cwl IS) .
Since C consists of local Clifford elements, we see that the CWS code defined by S' and w'
is locally Clifford equivalent to the original code.
Finally, to ensure the codeword operators include the identity we can choose W =
{Wl--iw'w1} which always has vl = Identity. This can be seen by commuting the w/ through
the E in the error-correction conditions which can at worst pick up a sign depending only
on E. The two conditions with ±S on the right are insensitive to this and the other two
conditions at most change places. O
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Figure 5-2: Example of the induced error on a graph state: The state has stabilizer
generators XZIIIZZ, ZXZIIII, IZXZIIZ, IIZXZII, IIZZXZZ, ZIIIZXI, and
ZIZIZIX. An X error applied to node 5 in the lower-left is translated by multiplying
with the stabilizer element IIZZXZZ and turns into Z errors on the nodes indicated.
This structure theorem gives rise to the following lemma, which is at the heart of our
construction:
Lemma 17. A single qubit Pauli error Z, X or Y = ZX acting on a codeword w IS) of
a CWS code in standard form is equivalent up to a sign to another (possibly multi-qubit)
error consisting only of Zs.
Proof Let the error Ei act only on the ith qubit. If it is a Z error the result is immediate.
Otherwise use the fact that Eiw IS) = +EiSiw IS), and take Si to be the generator having
X on bit i. Then since Ei = Zf'1Xi the X in Ei cancels with the X from Si and we are
left with the Zs from Si as well as a Zi if Ei was ZiXi. O
Lemma 17 allows us to construct CWS codes with a satisfying interpretation: X errors
on any qubit are "pushed" outwards along the edges of the graph and transformed into
Zs. This is illustrated in figure 5-2. Similarly Y errors are pushed along the edges, but
also leave a Z behind at their original locations. Since all errors become Zs, we can think
of the error model as classical, albeit consisting of strange multi-bit errors. We define this
translation to classical errors by the function Cls(E E ) --+ {0, 1}":
n
Cls(E = ±ZvXu) = v E G(u)iri (5.10)
1=1
where rl is the lth row of the stabilizer's adjacency matrix (recall from Eq. (5.8) S1 = XtZrl
defines rl). The codeword operators wl = ZC" will be chosen to so that the cls are a classical
code for this error model.
Theorem 30. A CWS code in standard form with stabilizer S and codeword operators
{ZC}cE detects errors from E if and only if C detects errors from Cls(S) and in addition
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we have for each E,
Cls(E) 5 0 (5.11)
or Vi ZCiE = EZ i . (5.12)
Thus, any CWS code is completely specified by a graph state stabilizer S and a classical code
C.
Proof When i f j, wtEw.j fS is satisfied exactly when ZcEZCj fS, which is in
turn equivalent to ZciZCls(E)Zcj V +S. In standard form, the only element of S without
any X is the identity, so that this is satisfied exactly when ci e C ls(E) f cj. This is
explicitly the classical error-detection condition.
Similarly, when i = j, we must satisfy Eqs. (5.5), (5.6) and (5.7), whose three possibilities
translate directly to
Vc ZCEZc ±S (5.13)
or Vc ZCEZc E S (5.14)
or Vc ZCEZ E -S. (5.15)
Since Z c = I for the c = 0 codeword, Eq. (5.13) is equivalent to E V +S and therefore to
(5.38). If (5.38) (and therefore (5.13)) is not satisfied, E E fS. If any Zc anticommutes
with E we have also EE TS. Since no s E S is also in -S this readily implies the
equivalence of (5.39) to (5.14) and (5.15). L[
Remark 7. A classical code expressed in quantum terms would traditionally comprise com-
putational basis vectors that are eigenstates of Z, and therefore the operators mapping one
codeword to another would be of the form Xc as these are the only errors that have any
effect. It then might seem odd that standard form for CWS codes, the intuition of which is to
make everything classical, would employ word operators and effective errors consisting only
of Zs. This choice is arbitrary (one could exchange Z and X and nothing in the formalism
would be affected) and is made since the usual form of a graph state stabilizer is to have one
X and some number of Zs rather than the reverse. We hope this historical accident does
not cause too much confusion going forward.
5.2.1 Relation to stabilizer codes
The CWS framework includes stabilizer codes, and allows them to be understood in a
new way. We now show that any stabilizer code is a CWS code, and give a method for
determining if a CWS code is also a stabilizer code.
Theorem 31. An [n, k] stabilizer code with stabilizer generators S1,..., Sn-k and logical
operations X 1 ... Xk and Z1 ... Zk, is equivalent to the CWS code defined by
S = (S1 ... Sn-k, 21 ... 2k) (5.16)
and word operators
Wv = Xv)1 0 ... 0 X(v)k (5.17)
where v is a k-bit string.
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Proof. To see that this CWS code describes the original code, note that the stabilizer state
associated with S is 10... 0), while the codeword generated by Wv acting on 10... 0) is
I(V)1. • (i)O . i
Theorem 32. If the word operators of an ((n, K)) CWS code are an abelian group W (not
containing -I), then the code is an [n, k = log 2 K] stabilizer code.
Proof The stabilizer S of the CWS code is a maximal abelian subgroup of the Paulis
(not containing -I) therefore it is isomorphic to the group S' = (X 1 ... X,) and the mapping
from S to S' is a Clifford operation C (not necessarily local). This follows from the definition
of the Clifford group as the automorphisms of the Pauli group. Because this automorphism
group allows one to achieve any bijective mapping that preserves commutation relations
(see Chapter 4 of [Got98b]), the map can further be chosen to map W to W' = (Zi ... Zk).
Here we have made use of the facts that all w E W anticommute with at least one s E S
(which implies S n W = {I}) and that S' is maximal, which allows us to choose for W'
any order K group made only of Zs we like (since all products of X's are in S'). Note this
nonlocal Clifford mapping is not the same as the conversion to Zs used in Theorem 29.
We can now choose T', X' and Z' as follows:
SW' = W =(Z ... Zk) (5.18)
Z' =(X ... Xk) (5.19)
T' = (Xk+l ... Xn) (5.20)
The inverse Clifford operation C t maps these to our stabilizer code with stabilizer T, and
logical operations X = W and Z.
It remains to show this is the same as the CWS code we started with. T is by construc-
tion a subgroup of S (T' is explicitly generated by a subset of the generators of S') and
therefore stabilizes IS). T also stabilizes all t IS), t E X, since T and X commute. Using
X = W we see these states are exactly the basis states of the CWS code. O
5.3 Examples
We now give some examples of our construction and including all known nonadditive codes
with good parameters.
5.3.1 The [5, 1,3] code
The celebrated [5, 1, 3] quantum code [BDSW96, KL97] can be written as a CWS code using
Eqs. (5.16) and (5.17) but another way of writing it demonstrates the power of the CWS
framework. Take generators corresponding to a ring graph:
Si = ZXZII and cyclic shifts. (5.21)
This induces effective errors as follows. Letting IR5) be the graph state corresponding to
the unique simultaneous +1 eigenvector of these generators, we have
Zi R5) = Zi IR5)
Xi IR5) = ZilZ+l IR5)
Y IR5) = Zi- 1ZiZi+1 IR5), (5.22)
115
where all additions and subtractions are taken modulo 5. The corresponding 15 classical
errors are:
Z: 10000 01000 00100 00010 00001
X: 01001 10100 01010 00101 10010 (5.23)
Y: 11001 11100 01110 00111 10011
We then must choose w = Zc" where the cjs form a classical code capable of detecting pairs
of these errors. Since no pair of these errors produces 11111 the codewords co = 00000 and
cl = 11111 will serve, and together with the stabilizer (5.21) completely define the code.
Since the ((5,2,3)) code is known to be unique we need not otherwise check that our
construction is equivalent to the traditional presentation of this code. We note also that for
n > 7 a ring code with codeword operators I and ®n=Zj gives a [n, 2, 3] code.
5.3.2 The ((5,6, 2)) code
The first nonadditive quantum code was found in [RHSS97], and encodes a six-dimensional
space into five qubits with a minimum distance of two. This outperforms the best additive
five qubit distance two code, which can have an encoded dimension of at most four. The code
was originally found as follows: It was known that the linear programming upper bound
was exactly 6 for a blocklength 5 distance 2 code, and in fact it was possible to completely
determine what the weight enumerator [Rai99c) of a code meeting this bound must be.
The authors of [RHSS97] then performed a numerical search for such a code, and managed
to find one. The structure of the resulting code was mysterious, and generating larger
codes in a similar fashion seemed intractable (though [Rai99b] showed how to construct a
((5 + 21, 221+13, 2)) code from this code).
As a CWS code the ((5, 6,2)) code of [RHSS97] becomes simple. We again use the ring
stabilizer (5.21) and will have to detect the induced errors (5.23), but since we are seeking
a distance-2 code we need only consider single errors rather than pairs. The classical
codewords cl, 1 = 0... 5, are
00000 11010 01101 10110 01011 10101 (5.24)
and the code generated by cR5) and W1 = ZCI is locally Clifford equivalent to the ((5, 6, 2))
code of [RHSS97]. The ((5+21, 221+13, 2)) codes of [Rai99b] are also CWS codes whose graph
state is the union of the ring graph and I Bell pair graphs, and whose classical codewords
can be derived straightforwardly from the ((5, 6, 2)) classical codewords.
5.3.3 The SSW codes
A family of distance two codes was found in [SSW07], which outperforms the family of
[Rai99b] for odd blocklengths of eleven or larger. The codes were originally described in
terms of their codewords as follows. If n = 1 mod 4, a basis of our code consists of vectors
of the form
IX) + Ix), (5.25)
where x ranges over all n-bit vectors of odd weight less than (n - 1)/2 and x is the com-
plement of x, while if n = 3 mod 4, we let x range over even weight vectors of weight less
than (n - 1)/2, leading to an encoded dimension of 2n2 ( - n )
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We now show that these are actually CWS codes. Indeed, the codeword stabilizer of
this code will be generated by
(5.26)
with the corresponding stabilizer state being equivalent to a GHZ state, (10) I+) n- 1 +
1) I-)®n-1)/v2. The codeword operators are simply W, = X(x) Z((x)2,(x)n) for each
allowed x, which can immediately be seen to generate, up to local unitaries, the same
codewords as Eq. (5.25). Putting the stabilizer into standard form, we find that the graph
state it describes corresponds to a star graph.
5.3.4 The ((9,12, 3)) code
Like the ((5, 6,2)) code, the codeword stabilizer is of the form
Si = ZXZIIIIII and cyclic shifts
The associated classical code correcting the induced errors is:
000000000
000110001
001010011
100100100
100010101
101110111
010001100
011001010
011111111
110101000
111101110
111011011
5.4 New codes
5.4.1 Ring codes: ((10, 18, 3))
In light of the excellent performance of ring-stabilizers for CWS codes-the ((5, 6, 2)) and
((9, 12, 3)) are both of this form-we have studied larger blocklength codes based on this
stabilizer. This leads to a new code that outperforms stabilizer codes for blocklength 10.
The blocklength ten code has a codeword stabilizer generated by (Zi_lXiZi+l) and has
18 word operators of the form Z"c , with cl taken from the list
0000000000
0000011111
1000111110
0001000110
1001010111
0101110010
1101001100
0010001001
1100100101
1010010010
1011010001
1110100011
0011001010
1111100000
0101101101
0100110100
0110111000
0111111011.
(5.29)
That this code satisfies the required error correction conditions
straightforward (if tedious) technique of verifying that the associated
the classical noise model induced by the ring stabilizer.
can be shown by the
classical code corrects
5.4.2 Two ((10, 20,3)) double ring codes
We now consider a CWS code with a codeword stabilizer that is not of the ring form. In
particular, our stabilizer will correspond to two different double ring graphs.
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(5.27)
(5.28)
(XIZ2 . . . Zn, ZI X2, ZX3, ...
,
Z 1 X n ) ,
10 7
9 8
4 3
Figure 5-3: A double ring graph leading to a ((10, 20, 3)) code.
The first double ring graph is give in Fig. 5-3, which gives stabilizer with generators
S1 = XZIIZZIIII
S2 = ZXZIIIZIII
S3 = IZXZIIIZII
S 4 = IIZXZIIIZI
S5 = ZIIZXIIIIZ
S6 =
S7=
Ss =
S =
Slo =
ZIIIIXZIIZ
IZIIIZXZII
IIZIIIZXZI
IIIZIIIZXZ
IIIIZZIIZX.
This leads to a IS) that is a [10, 0, 4 stabilizer state. Our classical code C giving the
codeword s operators is
0000000000
1001100100
1001101111
0101100000
0000101001
1100101101
0111011011
0111010000
1011011111
1110010110
1100000100
1101111110
1111000101
0101101011
0001111010
0010010010
0010111011
1011010100
0011000001
1110111111.
3
2 4
1 5
8
6 10
Figure 5-4: A another double ring graph leading to a ((10, 20, 3)) code.
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(5.30)
Another double ring graph (see Fig. 5-4) gives stabilizer with generators
S1 = XZIIZIIIII S6 = IIIIIXZIIZ
S2 = ZXZIIIIIII S7 = IIIIIZXZII
S3 = IZXZIIIIII Ss = IIIIIIZXZI (5.31)
S4 = IIZXZIIIII S9 = IIIZIIIZXZ
S5 = ZIIZXIIIII S10 = IIIIIZIIZX.
This leads to a IS) that is a [10, 0, 4] stabilizer state. Our classical code C giving the
codeword s operators is
0000000000 0001011101 0010100011 0100000110
0101010001 1000100101 1011010010 1100001001
1101110000 1111000111 0000111110 0010001111
0011110110 0100101011 0111011010 1010101000
1011111001 1101011100 1110100100 1111111111.
5.5 Encoding circuits
Thus far, we have focused on the existence and structure of CWS codes. We now address
a question of fundamental importance: What is the complexity of encoding a CWS code?
The answer we find is perhaps the strongest one could hope for: a CWS code will have
an efficient encoding circuit as long as there is an efficient encoding circuit for the classical
code C.
We will use the fact [RBB03] that a graph state IS) whose graph has edges E is equal
to 1(j,k)eE P(j,k)H®n I0)®n, where P(j,k) is the two qubit controlled phase gate, acting on
qubits j and k: P Ix) ly) = (-1)xy Ix) ly).
Theorem 33. Let S and C define CWS code Q, C be a unitary encoding circuit for the
classical code C, and Q be the unitary mapping I0)on to IS). Then,
U(Q,c) = QC (5.32)
is an encoder for Q. In particular, since Q has complexity no more than n2 , if C has
complexity f(n), the complexity of our encoder is max(n2 , f(n)).
Proof The ith quantum codeword Ici) is given by C Ii) where ci is the ith codeword of
C. So,
QC i) = P(j,k)H(®Xc I 0)on (5.33)
(j,k)EE
= ZCi H P(j,k ) Ho 0) n  (5.34)
(j,k)EE
= Zc IS> (5.35)
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5.6 The CWS-MAXCLIQUE algorithm
The CWS-MAXCLIQUE algorithm is a procedure to search for a quantum error-correcting
code Q = (9, C), given a graph state ! which maps quantum errors 8 in the Pauli group
into binary error patterns, and a classical code C, which corrects the error patterns. We
present this algorithm below, beginning with a review of the basic definitions of CWS
codes, proceeding to the details of the procedure, then rounding up with an evaluation of
the computational complexity of the algorithm.
5.6.1 Non-degenerate and degenerate CWS codes
The basic concepts and definitions of CWS codes are described in Chapter 7.1, and may be
summarized as follows. The standard form CWS code is fully characterized by a graph
g and a classical binary code C, such that the corresponding CWS code may be denoted by
the pair Q = (g, C). We define
Clg() = {Clg(E) I E } (5.36)
as the set of classical errors induced by quantum errors 8 acting on the graph 9; these are
the errors that the classical code C must detect. For each quantum error E, it is sufficient
to express E in Pauli form as E = ±Z"Xu for some bit strings u and v. The mapping to
classical error strings is
n
Clg(E = +Z'Xu) = v ® @(u)ril, (5.37)
1=1
where rl is the lth row of the adjacency matrix for 9, and (u), is the Ith bit of u.
Using these definitions, the main theorem of the CWS code construction (Theorem 3 of
[CSSZO9]) may be given as:
Theorem 34. A standard form CWS code, Q = (9, C) for graph state 9 and classical code
C, detects errors from 8 if and only if C detects errors from Clg(s) and in addition, for
each E E E,
either Clg(E) 7 0 (5.38)
or Vi Z i E = EZci,  (5.39)
where Zci are codeword operators for C from {Z}cEc.
The case where Clg(E) = 0 for all E E S is the non-degenerate case. For degenerate
CWS codes, it will be useful to introduce a new set of classical bitstrings
Dg(&) = {c E {0,1} I Clg(E) = 0 and (5.40)
c -u # 0 for some E = ±ZXu E S}. (5.41)
These bitstrings indicate codewords which are inadmissible, because they violate the con-
dition given by equations (5.38) and (5.39) of Theorem 34. Specifically, fix a codeword c,
then for all E E S we must have ZCE = EZC if Clg(E) = 0. Writing E = ±ZXu, c is
not an admissible codeword if Clg(E) = 0 and c -u / 0. In other words, if a CWS code is
degenerate, some low weight errors act trivially on the code space (i.e. Clg(E) = 0), and
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these errors must act trivially on each basis state generated from the graph state g (i.e.
[Zc , E] = 0). Dg(S) describes basis states for which this is not the case.
5.6.2 The CWS-MAXCLIQUE algorithm
Given a graph g, the problem of finding a CWS code Q = (9, C), which corrects for quantum
errors £, is reduced to a search for suitable classical codes. It is thus natural to ask how such
classical codes can be found. One solution might be to use existing classical codes for this
construction. However, that approach gives sub-optimal code parameters, due to the fact
that C should be able to detect errors of the highest weight of the induced error patterns in
Clg(8). This means that the classical code C must have distance significantly greater than
that of the corresponding quantum code (9, C), as shown in the following example:
Example 16. Let 9 be an n qubit ring graph. If S is the set of single qubit Pauli X, Y,
and Z errors, then the induced classical errors Clg(8) are single, triple, and double bit flips
respectively. Choosing the classical code C to be a binary ((n, K, 7)) code results in a CWS
code (G,C) with parameters ((n,K, 3)). However, C also detects many additional errors
which are unnecessary for this construction, such as all the one to six bit flip errors; Clg(V)
only includes a subset of those errors.
This example motivates a search for specific classical codes which correct just the relevent
errors for the CWS construction. However, classical coding theory provides no efficient,
systematic constructions for codes that correct the potentially exotic error patterns involved
in the CWS construction. On the other hand, finding a code with the best K for given
n and d is a problem which can be naturally encoded into an NP-complete problem such
as MAXCLIQUE. This classic approach has been employed, for example, to show that the
(10, K, 3) classical code with K = 72 has optimal parameters [OBK99].
CWS-MAXCLIQUE is a mapping onto MAXCLIQUE, of the problem of finding the CWS
code (9, C) with the largest possible dimension K, for given parameters n, d, and graph G.
The CWS-MAXCLIQUE algorithm gives steps to solve this problem, and is given in detail in
the Algorithm 4 box. It proceeds in several simple steps. The first step, Setup(s, A) (Al-
gorithm 2), finds the elements of Clg(S) and Dg(S). The second step, MakeCWSClique-
Graph(CL, D) (Algorithm 3), constructs a graph, denoted as the CWS "clique graph,"
whose vertices are classical codewords and whose edges indicate codewords that can be in
the same classical code together. When searching for ordinary classical codes using an anal-
ogous procedure, the usual condition for joining two vertices by an edge is that the vertices
are Hamming distance d apart. In our situation, vertices are joined by an edge if there is no
error induced by the graph state that maps one codeword to the other. Finally, an external
subroutine findMaxClique(V, E) is called; this routine is to employ known techniques to
find the maximum clique in the CWS clique graph. The clique-finding subroutine is not spec-
ified here because there are many exact and heuristic techniques known in the community,
for solving this classic NP-complete problem. Note that in the detailed description of the
algorithms, two functions are used: String(i) : integer i -+ binary string of i with length n,
and its inverse, Integer(i) : binary string with length n i -+ integer of i. Also, an error
configuration is a list of ordered pairs (LOC, TYPE) where LOC is the coordinate of the
affected qubit and TYPE is one of X, Y, or Z.
5.6.3 The complexity
CWS-MAXCLIQUE is not an efficient algorithm; the run-time is at least of order - 2n , because
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Algorithm 2 Setup(E, A): Compute Clg(8 ) and Dg(8), where S is a set of Pauli errors
and A is the adjacency matrix associated with graph G.
Require: AT = A, Aij = {0, 1} and Aii = 0
Ensure: CL[i] = J(String(i) E Clg(&)) and D[i] = 6(String(i) E Dg(S))
1: for i E {0,1}n do
2: CL[Integer(i)] +- 0
3: D[Integer(i)] +- 0
4: end for
5: for error configuration E E S do
6: ERR-- String(0)
7: ERRX+- String(0)
8: for (LOC, TYPE) in E do
9: if TYPE is X or Y then
10: ERR -- ERR ( (row LOC of A)
11: ERRX +- ERR e String(2LOC)
12: end if
13: if TYPE is Z or Y then
14: ERR -- ERR e String(2LOC)
15: end if
16: end for
17: CL[Integer(ERR)] +- 1
18: if Integer(ERR) is 0 then
19: for iE {0, 1}n do
20: if ERRX * i 0 then
21: D[i] +- 1
22: end if
23: end for
24: end if
25: end for
26: return (CL, D)
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Algorithm 3 MakeCWSCliqueGraph(CL, D): Construct a graph whose vertices V are
classical codewords and whose edges E connect codewords that can belong to the same
classical code, according to the error model indicated by Clg(S) and Dg(S).
Require: CL and D are binary arrays of length 2n
Ensure: On E V, On ~ v E V = D[v] = 0 and CL[v] = 0, (v, w) E E =CL[v w] = 0
1: V +- {On }
2: E+-0
3: for s E {0, 1}n do
4: if D[s] = 0 and CL[s] = 0 then
5: V vu{ s}
6: for v E V \ {s} do
7: if CL[v G s] = 0 then
8: E +- Eu {(v, s)
9: end if
10: end for
11: end if
12: end for
13: return (V, E)
Algorithm 4 CWS-MAXCLIQUE(E, A): Find a quantum code Q detecting errors in £,
and providing the largest possible dimension K for the given input. The input A specifies
the adjacency matrix of the graph g. The output C is a classical code such that Q = (9, C)
is a CWS code detecting errors in S.
Require: AT = A, Aij = {0, 1} and Aii = 0 Vi
Ensure: K = ICI is as large as possible for the given input, On E C, and C satisfies the
conditions in Theorem 3 of [CSSZO9]
1: (CL, D) - Setup(8, A)
2: (V, E) - MakeCWSCliqueGraph(CL, D)
3: C < findMaxClique(V, E)
4: return C
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of the representation of the bit-string sets C1g(8) and Dg(8). These are needed to specify
the CWS clique graph, which has 2n nodes. In principle, instead of storing all this in
memory, the vertices and edges of this graph could be computed on the fly, during execution
of the findMaxClique subroutine. However, these inefficiencies are not limiting factors,
because of the even larger size of the search space involved in typical applications.
Typically, the goal is not to search for an optimal CWS code, given g and 8, but rather,
to determine if an ((n, K, d)) code exists when n and K are fixed. When K is fixed, finding
a maximum clique is not necessary; rather, a clique of size K is desired. There are () such
possible cliques. Checking whether a size K subgraph of a CWS clique graph is a clique just
requires checking if that subgraph is fully connected. Given an adjacency matrix for the
CWS clique graph (and constant time access to the matrix elements), checking a subgraph
takes order K 2 steps.
Searching over the space of all possible graphs g involves searching a space of graphs
with n vertices, with a total of 2( ) possibilities. Therefore, the complexity of searching for
an ((n, K, d)) CWS code is roughly
K22() (2n). (5.42)
However, several practical improvements allow this search space to be pruned usefully.
First, not all graphs g need be considered; only those which are inequivalent under local
Clifford (LC) operations need be checked. The LC orbits of graphs are well understood, and
efficient algorithms exist to check for LC equivalence [DP06, DanO5, ?]. Therefore, the factor
2(n) can be significantly reduced. A lower bound on the number of LC inequivalent graphs
is given in [BB06], based on the number of non-isomorphic tree graphs, which roughly scales
as 3". This reduction has played a key role in allowing us to employ the CWS-MAXCLIQUE
algorithm on spaces with parameters up to n = 11 and K = 32. However, no suitable upper
bound is presently known, which would give a quantitative estimate of the extent of the
search space reduction due to LC equivalence.
A second practical improvement comes from intrinsic properties of CWS codes, which
rule out existence of codes of certain ((n, K, d)) parameters, and relate the existence of
certain parameter values with the existence of others. We will return to discuss these
structure theorems in Section 5.8.
5.7 Boolean functions and classical codes
The CWS construction unifies all known additive and non-additive quantum error-correcting
codes of good parameters, including both degenerate and non-degenerate codes. An alter-
native framework ("AC08") for non-degenerate codes, has been presented by Aggarwal &
Calderbank [AC08], based on a correspondence between Boolean functions and projection
operators. Because AC08 implies a search algorithm for quantum codes which is in a sense
the reverse of that employed above, in CWS-MAXCLIQUE, it is interesting to consider the
differences.
In this section we study the relationship between AC08 and the CWS construction,
by linking the AC08 Boolean function, which we interpret to specify a certain classical
code, to the classical code C used in the CWS construction. The components of the AC08
construction can be naturally associated with those of the CWS construction. In this way,
we show that AC08 codes are spanned by a set of stabilizer states generated from a single
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state and a set of Pauli operators. Therefore, AC08 codes can be described completely, and
in our opinion more transparently, as CWS codes.
That this identification between AC08 and CWS is natural was mentioned previously
[CSSZO9], but the transform required has not been presented before. It is well known that
any stabilizer state is equivalent under some LC transform to a graph state. Thus, supposing
that a local Clifford operation maps the AC08 stabilizer state to a graph state, it would be
nice if this Clifford also described a transform from the Boolean function f to the binary
classical code C of the CWS construction. Below, we show this mapping indeed exists, up
to a technical subtlety with regard to the choice of the generating set for the stabilizer.
The AC08 framework is not entirely complete since degenerate codes cannot be de-
scribed as presented in [AC08]. Degenerate codes may, in some cases, outperform the best
known nondegenerate codes. Such an example may be provided by the [[25, 1, 9]] code ob-
tained by concatenating the [[5, 1, 311 code, since this is the best known [[25, 1]] code, it
is degenerate, there is no known nondegenerate [[25, 1, 9]], and it has the highest possible
minimum distance [Gra]. We take the constraints given for degenerate codes in the CWS
construction and map these backwards to given new constraints for degenerate codes in the
AC08 framework.
Given a complete AC08 framework which includes both non-degenerate and degenerate
codes, we can then compare and contrast the computational cost of the CWS and AC08
approaches for seeking optimal parameter quantum codes. When the search goal is to
find an optimal ((n, K, d)) code for fixed n and K, the ACO08 framework seems at first
to involve a search over possibly 22n Boolean functions, while CWS-MAXCLIQUE involves
a search over 2( ) possible graphs. This appears to give significant advantage to cws-
MAXCLIQUE. However, we find that with careful analysis of AC08, and extending it include
degenerate codes, the two search algorithms have comparable complexity.
5.7.1 AC08 quantum error-correcting codes are CWS codes
A n-variable Boolean function is a mapping f : {0, 1}n - {0, 1} that maps a binary n-vector
v = (vZ, ... , n) to a bit f(vi,..., Vn). A Boolean function is nonzero if there exists some
v such that f(v) = 1. We know that a Boolean function is naturally associated with a
classical code
Cf = {c E {0, 1}n I f(c) = 1}. (5.43)
A nonzero Boolean function f can be represented as
f(v) = V2 .'  ,n (5.44)
CECf
where vi = vi and v = vi = vi e 1. The summation is taken to be modulo 2, i.e. XOR.
The weight of a Boolean function f is ICf .
The complementary set of a nonzero n-variable Boolean function f(v) is defined by
Csetf = {a E {0, 1}n I E f(c)f(ce a) = 0}. (5.45)
CECf
We know that the complementarly set is simply the set of vectors a such that Cf n (Cf D a) =
0, i.e. it is the set of (classical) detectable errors of Cf, since no codeword is mapped back
into the code by a.
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Definition 31 (Definition 6 of [AC08]). Let P and Q be projection operators on a Hilbert
space H with K = image(P) and L = image(Q). Then
* P<QiffKCLandK7 L
* PVQ is the projection of H onto the span KVL, the smallest subspace of H containing
both K and L
* P A Q is the projection of H onto K n L
* P is the projection of H onto K'
* P Q = (PA Q)V(PAQ).
Definition 32 (Definition 7 of [AC08]). Given an arbitrary Boolean function f(vi,..., vn),
the projection function f(Pi, P2 ,.-. , P,) is the expression in which vi in the Boolean func-
tion is replaced by the projection operator Pi, multiplication (AND) in the Boolean logic
is replaced by the meet operation P V Q in the projection logic, summation (OR) in the
Boolean logic is replaced by the join operation P A Q in the projection logic, and the NOT
operation in the Boolean logic is replaced by the not operation P in the projection logic.
Note that summation modulo 2 (XOR) is replaced by the cooresponding operation P G Q in
the projection logic.
Theorem 35 (Theorem 1 of [AC08]). If (P1, P2,..., P,) are pairwise commutative projec-
tion operators of dimension 2n - 1 such that (P1P2 ... Pn), (P1P 2 ... Pn), ... , (P1P 2 ... Pn)
are all one-dimensional projection operators and H is of dimension 2n , then Pf = f(P 1 , P2 ,..., Pn)
is an orthogonal projection on a subspace of dimension K = Tr(Pf) = wt(f).
Let (alb) denote the concatenation of two n-bit binary vectors a and b. The symplectic
inner product of 2n-bit binary vectors (alb) and (a'lb') is
(alb) 0 (a'lb') = (aib) [ 0 (a'Ib') (5.46)
= a -b' a' -b. (5.47)
The symplectic weight of a vector (aib) is the number of indices i at which either ai or bi
is nonzero. E(alb) is defined by el 0 e2 0 - 0 en where ei equals I if (ai, bi) = (0, 0), X if
(ai, bi) = (1, 0), Z if (ai, bi) = (0, 1), and Y if (ai, bi) = (1, 1) and the associated projector
is P(alb) = !(I + E(alb))
The next definition specifies the ingredients of an AC08 quantum error-correcting code
(AC08 QECC). Theorem 1 of [AC08] defines a quantum code, but our definition of an AC08
QECC is based instead on Theorem 2 of [AC08], which provides sufficient conditions for
the code to be an error-correcting code.
Definition 33 (AC08 QECC). Let f be an n variable Boolean function and let X1 , x 2 ,..., x2n
be a list of the n-bit column vectors of an n x 2n matrix Af. An ACO8 QECC with data
(f, {xi 2n1) is the image of the projector f(P 1 , P2 , . .. , Pn), where (i) the rows of Af are
linearly independent with pairwise symplectic inner product zero and (ii) Pi = P(ailbi) is
associated to the ith row of Af.
Theorem 36 (Theorem 2 of [AC08]). Let Dd be the set of all 2n-bit vectors of symplectic
weight less than d. An ACO8 QECC with data (f, {x,}2) is an ((n,K,d)) quantum code
if f has weight K and {AfwT w E Dd} Csetf.
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The main result of this subsection, stated and proven next, is that AC08 QECCs are
CWS codes.
Theorem 37. An AC08 quantum error-correcting code is a codeword stabilized quantum
code.
Proof Consider an ACO8 QECC with data (f, {xi}2n). The matrix Af, whose 2n
columns are {xi},=l has linearly independent rows with pairwise symplectic inner products
that are zero. Therefore, Af corresponds naturally to a group generated by n pairwise com-
muting operators {gi}= l from the n qubit Pauli group. Let ISc) be the state stabilized by
S = ((-1)igi)=l, for some n-bit vector c. A nonzero Boolean function f can be represented
as
f(v) = " 1 v2 .2 ... vn, (5.48)
cECf
which corresponds, in this case, to the projector
f(P1,P2,..., Pn) = pZlpC2... Cn, (5.49)
cECf
where Pio = i = (I- gi) and = i = 1 (I+ gi). The term PPc 2 ... Pn projects onto
the state ISe), where c = clc2 ... cn, therefore
f (P1, P2, .. ., Pn) = I)(SI. (5.50)
cEC
Hence, the AC08 QECC is spanned by a set of eigenstates of a stabilizer S, each of which
has a vector of eigenvalues given by a codeword b in the inverted code Cf, where bi = 0
indicates a +1 eigenvalue for gi and bi = 1 indicates a -1 eigenvalue for gi. To establish
correspondence with a CWS code, we need to show that there is a mapping W from n-
bit strings c to Pauli operators W(c) such that ISc) = W(c)Soo...o). Indeed, there is a
Clifford circuit U that encodes UI 00.. 0) = ISoo...o) and acts like UZiUt = gi for i =
n
1,..., n. Therefore, UXiUt anticommutes with gi and commutes with all gj, j 5 i. By this
observation, the map
n
W(c) := IUXiUt] (5.51)
i=1
has the desired properties, and we obtain the set of CWS word operators W(Cf) by applying
to each codeword in Cf. Therefore, the AC08 QECC with data (f, {xi} 2n) is associated
with a CWS code (not in standard form) with stabilizer state IS) corresponding to Af,
classical code Cf, and word operators W(Cf). OI
The mapping can be inverted to obtain data for an AC08 QECC from a CWS code as
well. There is freedom in the choice of generating set for the stabilizer state in the CWS
construction so it may be necessary to conjugate by a Pauli operator to fix the signs of the
stabilizer generators to +1 before mapping them to the column vectors {x} .2
Example 17. This detailed example demonstrates the mapping given in the proof of The-
orem 37 from an AC08 QECC (f, {fx}= 1 ) = (f, Af) to a CWS code (SA,C', W(Cf)). The
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AC08 ((5,6, 2)) code is given by the boolean function
f(v) = v1v2v 3 + v3V4V5 + V2 V 3 V4
+ V 1 V2V5 + V1V4V5 + V2 V3 V 4 V 5
and the matrix
001100111 1
0 1 1 0 0 1 1 1 1 011001 101
1000111011Af= 1 1 0 0 0 1 1 1 0 1
0001101000
First, consider the boolean function f. Indeed, f(v) is a function of n = 5 variables and
has weight K = 6. This can be seen by writing f in the form
f(v) = f(c)v1 ...vC
n  e1 ."' vCn
cE{0,1} n  cECf
= VlV 2 V32V4 5 + VlV2V3V4V5 + VlV2V3V4V5
+ VlV22V3V4V5 + VlV2V3V4V5 + V 1 V 2 V 3 V4V 5
where v equals vi if ci = 1 and ivi f ci = O0. The classical code Cf is the set of n-bit strings
on which f evaluates to 1, i.e. 11100, 00111, 01110, 11001, 10011, and 01111. Second,
observe that the rows of Af are indeed linearly independent and pairwise orthogonal in the
symplectic inner product. The rows of Af correspond to stabilizer generators E 1 = IZYYZ,
E2 = ZYYZI, E3 = YYZIZ, E 4 = YZIZY, and E5 = IZIXX, respectively. These are
the generators of the stabilizer SA for the state IS). The AC08 construction uses the fact
that the projectors P = -(I +E), y = 1,..., n, are pairwise commutative projection opera-
tors of dimension 2 n-1 and PIP2 ... Pn, P1P 2 ... P5n, ... , P1P2 ... Pn are all 1-dimensional
projection operators, so that Pf := f(P 1 ,..., Pn) is a projector onto a subspace of dimension
wt(f) (Theorem 1 of [AC08]), where the boolean operations are replaced by the operations
defined in Definition 6 of [ACO08]. Considering just the first term of Pf, we see that
P1A P2 A P3 A P4 A P5
= P 1P2 P3 (I - P4 )(I - P5)
1
= (I + E 1)(I + E2)(I + E3)(I - E4)(I - E5)25
is a projector onto a stabilizer state W1 IS) where W1 is a Pauli operator that commutes with
{E1, E 2, E 3} and anticommutes with {E 4 , E 5 }, i.e. W1 = Z5 . Notice that the partition of
the generators into commuting and anticommuting sets is given by the first codeword 11100
of Cf. The terms are combined using the operation P D Q = P + Q - 2PQ, which equals
P + Q when the projectors are pairwise orthogonal, as they are when P and Q project onto
stabilizer states. Therefore, Pf = Ef Wi S) (Slw t where the Wi are chosen to commute
or anticommute with the generators of the stabilizer of IS) according to the codewords of
Cf. We conclude that the AC08 ((5,6,2)) code is a CWS code with stabilizer
(IZYYZ, ZYYZI, YYZIZ, YZIZY, IZIXX)
128
and word operators
{z5, z3, Z4, 1, 2, X3X4X5)
that correspond to the classical code
C' = Cf = {00011, 11000, 10001, 00110, 01100, 10000}
specifying the generator's signs for each basis state of the quantum code. We can arrange for
the all-zeros codeword to be in C' by multiplying each word operator by X 3X 4X 5 (and, hence,
adding 10000 to each codeword in C'). This is a local operation, so the code parameters do
not change.
5.7.2 Mapping from AC08 to the standard form of CWS
Three distinct steps may be identified, in building a mapping between the AC08 (Af, f)
code, and the CWS (9, C) code in standard form,
Stab LC CGen C
(Af, f) S) (SA, C) AC') (,C). (5.52)
First, (Af, f) is re-written as a stabilizer SA and a classical code C', using standard
definitions. The subscript A on SA reminds us that the stabilizer is generated by the
generators gA (g1,... , gn), where each generator gk corresponds to a row of Af. Second,
a (non-unique) local Clifford transform L turns SA into 9A, leaving C' invariant. GA is a
graph state with generators LgALt. Third, careful choice of appropriate generators turn
the classical code C' into the C used in the CWS construction. A fourth issue that arises is
the limitation on f needed to allow degenerate codes to be considered. These three steps
and the degeneracy issue are discussed below, one at a time.
Stab(Af, f) --S (SA, C')
We have already accomplished this step by way of Theorem 37, but we review it quickly to
show the entire chain of steps to achieve standard form. The n x 2n matrix Af describes the
generators of a quantum stabilizer state, which we may denote as SA, when the left n x n
half is interpreted as describing X Pauli terms, and the right half, Z Pauli terms, following
the standard prescription [NCOO]. Let the generators of this stabilizer be gA = (gl, ... , gn);
each generator gk corresponds to a row of Af. Let IS be the quantum state stabilized by
SA.
The Boolean function f defines a classical code, through its action on the K bit strings
c = jl . . jn; explicitly, we may define
C' = {cIf(c) = 1}, (5.53)
where ci denotes the complement of c' (needed because of how f is defined in AC08, see
Example 17).
In the CWS standard form, the all-zeros codeword is in the classical code C', i.e. the
state IS) is in the code. This can be arranged by choosing one of the states ISc,) in the code
and applying to the whole code the local Pauli operation that maps ISc,) to IS). Since this
has no effect on the stabilizer SA, and the resulting code is locally equivalent to the original
code, we now assume without loss of generality that C' contains the all-zeros codeword.
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LC
(SA, 0) - (GA, ')
The second step needed is an intermediate, but simple map, transforming SA into graph
state form [dNDD04]. This can be done using Clifford operations on individual qubits ("LC
transformations"). Importantly, though, we must also keep track of how C' transforms when
the stabilizer SA is transformed, since C' is partially defined in terms of SA.
n
Let L = ) Li be the n-qubit operation given by the tensor product of single qubit
i=1
Clifford operations Li. When transformed by L, the generators of the stabilizer SA map to
become
(91, gn) - (g', ... , in) , (5.54)
where g' = LgiLt. Since L also transforms wj to w = LwjLt, it follows that the commuta-
tion relations of wI with g' are the same as between wj and gk. Thus, LC transformations
leave C' unchanged, mapping (SA, C') into (A, C'). Again, just as for SA, the subscript A
on GA reminds us that the generator of this graph state is LgALt, and originates from Af.
The final step in transforming the quantum code into CWS form involves nailing down a
degree of freedom which allows C to be changed, without changing the stabilizer, or the
quantum code specified. In particular, C' is dependent on the choice of generators for gA.
Let R be a binary valued, invertible n x n matrix Rji, which transforms a generator set
(gl, g2,..., gn) into (g', g2,..., gn), where
n
gi= yj gj (5.55)
j=1
We may keep track of this transform by rewriting !A as G, though, of course, the stabilizer
(and thus the corresponding graph) must be left unchanged when the generator set is
changed. Upon this transformation by R, the code C' must also be transformed, to keep
the quantum code invariant. Specifically, if C' is written as a K x n matrix, then:
Theorem 38. The quantum code (GA,C') is the same as the quantum code (9,C'R). That
is, if the stabilizer generators are changed by R, the code must also be transformed by matrix
multiplication by R.
Proof We have wjgkwj = ()-- Jkgk, and we want to calculate j given by wjg'wj
(- 1)kg'. Note
n n
wjgkwj = Wj g wj - wj Rkt
k=l k=1
n n
= j(wjgkwj )Rk = fJ((-1)Jkk)Rkt
k=1 k=1
n n n
= 7J((-1)jkRktgkt) =(II (J l)ikRkt)(I gRkt)
k=1 k=1 k=1
n
-- ((-) k=ljkRkt) ng9kt = (- j k,
k=l
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which gives j' = kRkt. O
Essentially, this equivalence indicates that row reductions in the symplectic n x 2n form
of the stabilizer can leave the quantum code invariant, if the same row reduction is done
to the binary code. Moreover, LC equivalence and the choice of generators of the graph
state do not change the error correcting property of the quantum code. Thus, using a row
reduction transform R, and letting C = C'R, we conclude that (9, C) is a CWS code with
dimension and distance identical to the original AC08 code (Af, f).
It must be noted that the row reduction does change the errors (in terms of binary
strings) detected by the classical code. More precisely, for a CWS code (G, C) in the standard
form that we have obtained from an AC08 code (Af, f), we may define a corresponding
(A',, f') in the language of AC08, by
f'(cj) = 1, Vcj E C (5.56)
A', = [IA], (5.57)
where I is the n x n identity matrix, and A is the adjacency matrix of the graph g.
The complementary set Csetf, of the Boolean function f' is no longer the same as the
the complementary set Csetf of the Boolean function f, but they have same size due to the
linearity of the transform relating C' and C. Moreover, given quantum code distance d, the
set of induced classical error strings CIg () for (9, C) is indeed the AC08 error set, specified
as {X 1, X2 ... X2k} * WT in Theorem 2 of [AC08], a subset of the complementary set Csetf,
of f'.
Degenerate codes
The AC08 framework does not discuss how to allow for degenerate quantum codes, whereas
the CWS construction includes these explicitly. The above mapping of AC08 to the stan-
dard form CWS codes applies only to non-degenerate codes, but the method indicates how
degenerate codes can also be constructed using the AC08 framework, as follows. Specifically,
one must appropriately constrain the Boolean function f (ie C').
All degenerate quantum codes can be expressed using a certain form for C', illustrated
by the following. Consider a degenerate code of distance d, given stabilizer S. Define the
set
Sd = {EE ES and wt(E) < d}
U {-EjE E -S and wt(E) < d}, (5.58)
where wt(E) gives the weight of the Pauli operator E. If the rank of Sd is r, then r indepen-
dent elements gl,... gr E Sd can be chosen, such that (g,... , gr,gr+1,,... , g) generate S,
but gr+1,.. gn are not in Sd. According to the CWS construction described in the first step
above, these generators imply a representation of a classical code C' with each codeword
being 0 for the first r coordinates. In other words, (gl,..., gr) stabilizes (Af, f). Due to
the one-to-one correspondence between f and C', this gives a structure for the values of f,
from which a search for degenerate codes can initiate.
5.7.3 The algorithm & complexity
Given the equivalence between AC08 and CWS codes, it is insightful to compare the algo-
rithms implied by each for finding new codes. Both approaches construct a quantum code
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(9, C), but each analyze and calculate from different starting points. The search algorithm
based on the CWS construction starts from the analysis of the structure of a given g, takes
a specification the desired properties of C, and searches for a satisfactory C, eg using the
maximum clique algorithm. In contrast, the search algorithm based on the AC08 framework
starts from the analysis of the structure of a given f (ie, C'), and searches for a stabilizer
state Af which is LC equivalent to some graph state G. This is why the two methods are
in a sense, the mirror image of each other.
How do the computational complexities of the two approaches compare? AC08 implies
an algorithm starting from a given classical code f to find the quantum code (Af, f).
This suggests a need to consider 22" different Boolean functions. In contrast, the cws-
MAXCLIQUE algorithm starts from 2() possible graphs (or ideally, a smaller set of just the
different ones).
However, this comparison is incomplete. In practice, if we really want to find an par-
ticular ((n, K, d)) code, then there will be (K) classical codes to look at, and for each code
the AC08 algorithm needs to search for - 22n2 possible sets of strings. For a given classical
code, to check whether a particular string is in the complementary set Csetf of the code
takes K 2 steps. And to check whether a chosen set of 2n strings gives a valid stabilizer state
[A B] needs n 2 steps. Therefore, with the AC08 algorithm, the complexity of searching for
an ((n, K, d)) code is roughly
n2K222n2 ( . (5.59)
This is comparable but slightly worse than the result obtained for the CWS-MAXCLIQUE
algorithm, in Eq. (5.42).
Some simplifications used in CWS-MAXCLIQUE may also apply to AC08; in particular, a
reduction of the code search space due to LC invariance should be considered. In practice,
in order to find all quantum codes (Af, f), we only need to consider the codes C' equivalent
under column reductions. For K > n, this LC equivalence is the same as equivalence classifi-
cation of all the ((K, n')) binary linear codes, where n' < n. For fixed n', the number of such
codes is given by the Gaussian binomial factor (n) )Gaussian [MS77]. Note this classification
gives not only all the ((n', K)) codes C' we need to start with, but also all the ((n', K' < K))
codes C'. For instance, the ((K = 4, n' = 3)) code {(0,0,0,0), (0,0,0,1),(0,0, 1,0)},
viewed by column, is an ((n' = 3, K' = 3)) code {(0, 0,0), (0, 0, 1), (0, 1, 0)}, but not an
((n' = 3, K = 4)) code.
5.8 The structure theorems
The ability to search for CWS codes through solving the MAXCLIQUE problem is unsurpris-
ing; any unstructured search problem can be reduced to an NP-complete problem. Thus,
as it stands, the CWS-MAXCLIQUE algorithm presented in Section 5.6 is unsatisfactory (at
least, for large cases), for the search space grows exponentially with the problem size n.
Moreover, as shown in Section 5.7, the complexity of the AC08 algorithm is comparably
bad, and is thus also unsatisfactory.
Since a major goal of the study of nonadditive codes is identification of codes with
parameters superior to all possible additive codes, pruning the search space is worthwhile
as a first step, before applying such brute-force search.
Is there hope? All nonadditive quantum codes with good parameters constructed so far
have been CWS codes, as was shown in [CSSZO9]. Also, very recently the ((10, 24, 3)) CWS
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code was enumerated [YCOO07]; this code saturates the linear programing bound on code
parameters. It thus seems that we should be optimistic about finding more CWS codes
that outperform additive codes. We call an ((n, K, d)) additive quantum code optimal if
there does not exist any ((n, 2K, d)) additive quantum code. One might hope that improved
codes could be built from optimal ((n, K, d)) additive codes, using the idea that these codes
could be subcodes of larger (non-additive) CWS codes with superior parameters. If this
were true, then a promising strategy would be to start with the optimal additive codes and
try to increase the dimension.
This strategy leads to useful knowledge about the structural properties of CWS codes
and reveals relations between codes with parameters ((n, K, d)) and ((n, K', d)), where
K' > K. These relations are especially interesting when given extra knowledge about the
nature of the classical code C employed in the construction. Surprisingly, we find that the
low-dimensional CWS codes are actually additive. In particular, we find that all ((n, 3, d))
CWS codes are subcodes of some ((n, 4, d)) additive codes. Furthermore, we find restrictions
on how optimal additive codes can and cannot be subcodes of larger CWS codes.
Before presenting these structure theorems, we review the relationship between the
linearity of C and the additivity of Q = (9, C).
5.8.1 Linearity of C and additivity of Q = (9, C)
Recall from Theorems 4 and 5 in [CSSZO9] that the following facts are true:
Fact 7. If C is a linear code (or equivalently, the word operators form a group), then
Q = (9, C) is an additive code.
Fact 8. If Q is an additive code, then there exists a linear code C and a graph 9, such thatQ = (, C).
However, when C is nonlinear, the question of whether (9, C) is additive or not is com-
pletely open, since it may or may not be possible that (9, C) is local unitary (LU) equivalent
to some additive code.
The following example explicitly illustrates this possibility, by presenting two CWS
codes: (9, C2) with nonlinear C2, and (9, C1) with linear C1. The two codes are LU equivalent
to each other:
Example 18. Let
g = (XZZZ, ZXII, ZIXI, ZIIX) (5.60)
C1 = {0000,0110, 0101, 0011} (5.61)
C2 = {0000,0110,0101,1011}. (5.62)
Note that (9, C1) is an additive code since the codewords of C1 form a group under binary
addition (it is thus a linear code). In contrast, since C2 is nonlinear (its set of codewords are
not closed under addition), (9, C2) is not LC equivalent to any additive code. Nevertheless,
we can show that Q1 = (g, C2) is LU equivalent to Q2 = (9,C 1), by giving an explicit
LU equivalence between the projectors into the two quantum code spaces, P1 and P2 . For
this purpose, it is convenient to first transform by H 23 4 = H 2 0 H3 0 H 4 and disregard
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normalization factors, such that
P = = H234PIH 234
= I + XXXX + YYYY + ZZZZ (5.63)
P2 = H 234 P2 H 2 34
= I + ZZZZ
1
+ (XXXX + YYYY + XXYY + YYXX
-XYYX - YXXY - XYXY - YXYX). (5.64)
From Theorem 4.2 of [RV99], LU equivalence need only consider U = U1 0 U2 0 U3 0 U4
where Ui maps X to aX + bY and Y to bX - aY. We find that UP' Ut = P2, if U is defined
such that
UxU = [Xi- (-1)Li/2JY}]/v (5.65)
Uiyi = [X + (-1) Li/2J Y,]/v1, (5.66)
where [i/2J is 0 for i < 2 and 1 otherwise. The existence of this LU equivalence is unsur-
prising, since it is known [RaiO0] that any ((4,4, 2)) code is LU equivalent to the additive
[[4, 2, 2]] code.
In general, for a CWS code Q = (G, C) with a nonlinear C, we cannot directly infer
that Q is nonadditive. However, for fixed n and d, if we seek a code with optimal K and
only find ((n, K' > K, d)) codes Q = (G, C) with nonlinear C, then we can conclude that
Q nonadditive. Put another way, if we fix n and d, do an exhaustive search over all the
graphs and classical codes, and only find quantum codes with nonlinear classical codes C for
the optimal ((n, K, d)) CWS codes, then we can conclude that the optimal ((n, K, d)) CWS
codes we found are indeed nonadditive. This can be shown by contradiction: if Q = (G, C)
is additive, then there exists some local unitary operation U = ,=1 Ui, where each Ui is a
single qubit operation, such that UQUt = Q' and Q' is additive. Then, according to Fact 8,
there exists a linear code C' and a graph 9' such that Q' = (9', C').
5.8.2 Structure theorems
We now present and prove some structure theorems governing CWS codes, and provide
several useful corollaries. Recall that we say an additive ((n, K, d)) quantum code is optimal
if there is no ((n, 2K, d)) additive quantum code.
Our first theorem concerns CWS codes with dimension 2:
Theorem 39. All ((n, 2, d)) CWS codes are additive.
Proof By the CWS construction, an ((n, 2, d)) CWS code is spanned by basis vectors of
the form {wl IS) ,w 2 IS)}, with word operators w, = I = Z1 , w 2 = Zc2. However {wl, w2}
form a group. So according to Theorem 5 of [CSSZ09] (or Fact 1), this CWS code is an
additive code. IO
A natural corollary of Theorem 39 is
Corollary 5. If an additive code of parameters ((n, 1, d)) is optimal, then there do not exist
any CWS codes with parameters ((n, K > 1, d)).
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From corollary 5, it follows that the ((7, 2,3)) and ((9, 2, 3)) nonadditive codes given in
[PR041 and the ((11, 2, 3)) code given in [RV99] are not local unitary (LU) equivalent to any
CWS code, for they are not LU equivalent to any additive code. This implies that there
exist codes that are outside the CWS construction, as was claimed in Fig. 5-1.
Now we present a theorem concerning CWS codes of dimension 3:
Theorem 40. Any ((n, 3, d)) CWS code is a subcode of some ((n, 4, d)) stabilizer code.
Proof By the CWS construction, any ((n, 3, d)) CWS code has the form (9, C1) with
C1 = {ci= 0, C2, C3 }. Consider a new code (9, C2) with C2 = Cl = 0, c2, C3, C2  C3}. From
Theorem 34, it follows that C1 detects errors in Clg(). To prove Theorem 40, we need
to show that C2 also detects those errors. It is clear that C2 is a group with generators
c2, c3 and that c2 E c3  Clg(&) because c2 ( (c2 ( c3) = c 3. Therefore C2 detects all of
Clg(£). Theorem 34 also requires that for each E E g either Clg(E) # 0 or for all i, ZCi
commutes with E. The latter constraint is satisfied by C2 since ZC2eC3E = ZC2Z3E =
EZC2Z ZC3. Finally, since {I, ZC 2, ZC3, ZC2ec3 } is a group (and thus a linear code), according
to Theorem 5 in [CSSZ09] (or Fact 1), this CWS code is a stabilizer code. O
Two natural corollaries of Theorem 40 are:
Corollary 6. If an additive code of parameters ((n, 2, d)) is optimal, then there do not exist
any CWS codes with parameters ((n, K > 2, d)).
Corollary 7. There does not exist any ((7,3, 3)) CWS code, even though the linear pro-
graming bound does not rule out this possibility.
The two structure theorems above imply that CWS codes with parameters better than
the optimal ((n, K, d)) additive codes need dimension K > 4. We do know examples where
K = 4, as the ((5,6, 2)) code [RHSS97] and the ((5, 5, 2)) code [SSW07] beat the optimal
additive code with parameters ((5,4, 2)) [CRSS97].
Theorem 40 says that a CWS code of dimension 3 is a subcode of some additive code
with higher dimension. This invites a related question: when might an optimal additive
code, of dimension K, be a subcode of some CWS code of higher dimension? Unfortunately,
we can show that in some sense, optimal additive codes cannot be subcodes of larger CWS
codes, though we cannot show the impossibility in the most general setting, due to the fact
that C may be nonlinear even if a CWS code is additive.
Motivated by LU equivalences like the one demonstrated in Example 18, we show that if
C1 is a linear code, then an optimal additive code (9, C1) cannot be a subcode of any CWS
code (g, C2), where C1 c C2 :
Theorem 41. Given a CWS code (9, C1) with parameters ((n, K, d)), if B is a linear subcode
of C containing J < K codewords, then there exists an additive code (9, C2) with parameters
((n, K' = 2J, d)).
Proof By the CWS construction the classical codewords C1 = {c, c2 ,. . . CK of (9, C1)
can be arranged such that cl = 0. From B construct the linear classical code C2 =
{b,b 2 ... bj, v® bl,ve b2 ... v bj} where v E C1 but v 8. Then (9, C2) is clearly an
n-qubit CWS code with 2J codewords. It is an additive (stabilizer) code by Theorem 5 of
[CSSZO9] since C2 is a group.
It remains to check the error-correction conditions. Theorem 34 ensures that C1 detects
errors in Clg(s), i.e. no error can turn one codeword into another:
ci D cj @ e Z 0 for all e E Clg(S). (5.67)
135
The same condition for C2 is
bi D vk D bj D vi D e # 0, (5.68)
where k, l E {0, 1}. Since the bs are a group this reduces to
bi D v k ( e 0 (5.69)
which is true, due to Eq.(5.67), and the fact that bi, 0, v E C1 for all i.
Theorem 34 also tells us that for all E E £ either (a) Clg(8) Z 0 or (b) for all i,
[Zci, E] = 0. (9, C2) has the same graph g as (g, C1) so whenever (a) is satisfied for (g, C1)
it will be for (, C2). For C2 (b) becomes for all i = 1, J and k = 0, 1 [ZbiZvk,E] = 0.
Again, since bi, v E C1 for all i, this is condition is met. O
Corollary 8. An optimal additive code (9, C) (for which C must be linear) cannot be ex-
tended to become a larger CWS code merely by adding codewords to C.
Proof If the code could be extended in this way, by adding even just one vector, then
there would exist an additive code with twice as many vectors and the same distance as the
original code. This contradicts the statement that the original code is optimal. O
These structure theorems rule out certain strategies for finding non-additive codes with
parameters superior to additive codes, but suggest other approaches. Since an additive
((n, K, d)) code (9, C1) must have linear C1, Theorem 41 and corollary 8 tell us that in
practice we cannot search for an ((n, K' > K, d)) CWS code (9, C2) just by adding codewords
to C1. However, Example 18 hints that we may be able to shoehorn an optimal ((n, K, d))
additive code into a CWS code (9, C) with nonlinear C, via some LU transform. This gives
hope to a strategy of adding codewords to C to search for ((n, K' > K, d)) CWS codes;
such hope suggests that it is worthwhile both to further explore conditions under which
two CWS codes can be linked by an LU transform, and to better understand the structural
properties of CWS codes constructed from nonlinear codes.
5.9 Conclusion and discussion
We have presented a new framework for quantum codes and shown how it encompasses
stabilizer codes, elucidates the structure of the known good nonadditive codes, as well as
generates new nonadditive codes with excellent performance.
Our codeword stabilized codes are described by two objects: First, the codeword sta-
bilizer that without loss of generality can be taken to describe a graph state, and which
transforms the quantum errors to be corrected into effectively classical errors. And sec-
ond, a classical code capable of correcting the induced classical error model. With a fixed
stabilizer state, finding a quantum code is reduced to finding a classical code that corrects
the (perhaps rather exotic) induced error model. We also show that CWS codes include
all stabilizer codes. This new way of thinking of stabilizer codes may help to find new
codes with good properties. In fact, this method has since been used [YCOO7] to systemat-
ically categorize all codes of n < 8 and to find a ((10, 24, 3)) code as well as slightly better
distance-2 codes.
We also present an algorithm for finding CWS codes, based on a mapping to MAX-
CLIQUE. CWS-MAXCLIQUE is an algorithm which may be usefully employed in the search for
new quantum codes, both additive and nonadditive, as described by the CWS construction.
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Given n and K, the algorithm can be used to search for an ((n, K, d)) code (G, C), with a
complexity which grows roughly as 2n 2. In practice, by employing a number of search space
simplifications, by pruning the set of graphs g to explore based on LC equivalences, and by
taking guidance from structural theorems about CWS codes, CWS-MAXCLIQUE and random-
ized variants of it have been used realistically [CSSZO9] to explore codes with parameters
up to n = 11 and K = 32.
Many interesting questions arise in the construction of this algorithm. For example, it is
likely that CWS-MAXCLIQUE can be improved with more memory efficient implementations;
reductions to other NP-complete problems may also allow faster exploration of specific
search spaces. Moreover, many of the simplifications used in CWS-MAXCLIQUE should also
be applicable to the algorithm introduced by the AC08 framework; and in return, any code
isomorphisms useful in simplifying AC08 should apply to CWS-MAXCLIQUE.
CWS codes present a rich structure, only partially described by the three structural
theorems presented here. We believe that there are promising strategies for identifying new
non-additive quantum codes based on expanding known additive codes, but such a strategy
has to be executed carefully, because of limitations imposed by the theorems. Nevertheless,
given an optimal ((n, K, d)) additive code, there is hope for success with a strategy of
adding codewords to C to search for ((n, K' > K, d)) CWS codes, because of potential
LU equivalences with some non-additive code. This hope suggests that it is worthwhile
both to further explore conditions under which two CWS codes can be linked by an LU
transform, and to better understand the structural properties of CWS codes constructed
from nonlinear codes, so that more new quantum codes can be found. Indeed, one successful
application of this idea results in new CWS codes encoding several more qubits than the best
known codes [GR08b]. It is an open question to determine if these nonadditive "quantum
Goethals-Preparata codes" are LU equivalent to any additive quantum code.
Finally, despite the encompassing success of the CWS construction in describing all
known non-additive codes with good parameters, we point out that there do exist codes, such
as ((7,2,3)) and ((9,2,3)) codes, which are outside of the CWS construction. Since these
codes are not LU equivalent to any CWS code, further new ideas will need to be developed
to reach outside the stabilizer framework, for a complete understanding of quantum error-
correcting codes.
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Chapter 6
Generalized Concatenated
Quantum Codes
6.1 Introduction
Quantum error-correcting codes (QECCs) play a vital role in reliable quantum information
transmission as well as fault-tolerant quantum computation (FTQC) [NCOO, Got98b]. So
far, most good quantum codes constructed are stabilizer codes, which correspond to classical
additive codes. There is a rich theory of stabilizer codes, and a thorough understanding of
their properties [Got97, CRSS98]. However, these codes are suboptimal in certain cases-
there exist nonadditive codes which encode a larger logical space than any stabilizer code of
the same length that is capable of tolerating the same number of errors [RHSS97, SSWO7,
YCLOO8].
The recently introduced codeword stabilized (CWS) quantum codes [CSSZO9, CCS+09]
framework (discussed in Chapter 5), followed by the idea of union of stabilizer codes con-
struction [GR08a, GR08b], provides a unifying way of constructing a large class of quantum
codes, both stabilizer codes and nonadditive codes. The CWS framework naturally allows
to search for good quantum codes, and some good nonadditive codes that outperform any
stabilizer codes have been found. However, this search algorithm is very inefficient (see Sec.
5.6.3), which prevents us from searching for good quantum codes of length n > 10 in the
binary case and even smaller lengths in the nonbinary case.
This chapter introduces the concept of generalized concatenated quantum codes (GC-
QCs), which is a systematic way of constructing good QECCs, both stabilizer codes and
nonadditive codes. Compared to the usual concatenated quantum code construction, the
role of the basis vectors of the inner quantum code is taken on by subspaces of the inner
code. The idea of concatenated codes, originally described by Forney in a seminal book
in 1966 [GF66], was introduced to quantum computation community three decades later
[AB097, KL96, KLZ96, KLZ98, Za196, Got97]. These concatenated quantum codes play a
central role in FTQC, as well as the study of constructing good degenerate QECCs.
The classical counterpart of GCQCs, i.e., generalized concatenated codes, was intro-
duced by Blokh and Zyablov [BZ74], followed by Zinoviev [Zin76]. These codes improve
the parameters of conventional concatenated codes for short block lengths [Zin76j as well
as their asymptotic performance [BZ82]. Many good codes, linear and nonlinear, can be
constructed from this method. One may expect that moving to the quantum scenario, the
GCQC method should be also a powerful one in making good codes, which we show is the
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case.
We first present GCQC in its simplest form, i.e. two-level concatenation, in Sec. 6.2. We
show that this two level concatenation is already a powerful tool to produce good quantum
codes, both stabilizer codes and nonadditive codes. We show that some good stabilizer
quantum codes, such as some quantum Hamming codes, can be constructed this way. We
then further construct families of nonadditive single-error-correcting CWS quantum codes,
in both binary and nonbinary cases, which outperform any stabilizer codes. This is the
first known systematic construction of these good nonadditive codes, while previous codes
were found by exhaustive or random numerical search with no structure to generalize to
other cases. We also show that these families of nonadditive codes asymptotically meet the
quantum Hamming bound.
We then generalize the GCQC construction to the multilevel case in Sec. 6.3. We use the
framework of stabilizer codes and the generalization to codeword stabilized (CWS) codes
[CSSZO9, CCS+09] and union stabilizer codes [GR08a, GR08b]. This allows to use classical
codes as outer codes. We further extend our multilevel concatenation technique to the case
of different inner codes, which allow us to construct codes of various lengths. Many more
new good codes are found, including both stabilizer codes as well as nonadditive codes.
As mentioned in Sec. 1.5, even for the case of minimum distance two, building non-
additive quantum codes is a highly non-trivial task. The case for single-error-correcting
quantum codes is even more challenging, for both stabilizer codes and nonadditive codes:
the spectrum of single-error-correcting stabilizer codes saturating the quantum Hamming
bound has not been fully identified (while the corresponding classical problem is trivial due
to shortening of codes); and it took the community ten years to find the first example of
a single-error-correcting nonadditive code outperfoming the best stabilizer code [YCLOO8]
(ever since the first example of a distance two nonadditive code outperforming any sta-
bilizer code was found in 1997 [RHSS97]). As an application of the GCQC construction
combined with the CWS framework, we discuss single-error-correcting quantum codes in
Sec. 6.4. We show how those GCQC and CWS techniques we developed helps us to have
a better understanding of these single-error-correcting codes, for both stabilizer codes and
nonadditive codes; for both binary codes and nonbinary codes; and for both codes of finite
block lengths and asymptotically large block lengths.
6.2 Two-level concatenation
6.2.1 Basic principle
A general quantum code Q of n q-dimensional systems, encoding K levels, is a K-dimensional
subspace of the Hilbert space ROK . We say Q is of distance d if all d - 1 errors (i.e., opera-
tors acting nontrivially on less than d individual KqS) can be detected or have no effect on
Q, and we denote the parameters of Q by ((n, K, d))q.
Recall that concatenated quantum codes are constructed from two quantum codes, an
outer code A and an inner code B [NCOO]. If B is an ((n, K, d))q code with basis vectors
{Ipi)} I= , then the outer code A is taken to be an ((n',K', d'))K code, i.e., a subspace
A C Ho.n' The concatenated code Q, is constructed in the following way: for any codeword
10) = -il ...i,, airi...i, j i l ... i,,) in A, replace each basis vector lij) (where ij = 0,..., K - 1
140
for j = 1,..., n') by a basis vector Ipi ) in B, i.e.,
) - I) = i a 'in ' I l '  (P ,), (6.1)
so the resulting code Q, is an ((nn', K', 6))q code, and the distance 6 of Qc is at least dd',
for examples, see [KL96, Got97].
In its simplest version, a generalized concatenated quantum code is also constructed
from two quantum codes, an outer code A and an inner code B which is an ((n, K, d))q
code. The inner code B is further partitioned into r mutually orthogonal subcodes {Bi)}Ir-1
i.e.
r-1
B = Bi, (6.2)
i=O
and each Bi is an ((n, Ki, di))q code, with basis vectors {|oi,j)} jo, and i = 0,... ,r - 1.
Now choose the outer code A to be an ((n', K', d'))r quantum code in the Hilbert space
-rn'. While for concatenated quantum codes each basis state ji) of the space Hr is replaced
by a basis state Scoi) of the inner code, for a generalized concatenated quantum code Qge the
basis state ji) is mapped to the subcode Bi of the inner code. For simplicity we assume that
all subcodes Bi are of equal dimension, i.e., K 1 = K 2 = ... = Kr = R. Then the dimension
of the resulting code Qgc is KC = K'Rn', i.e., for each of the n' coordinates of the outer code,
the dimension KC is increased by the factor R. For a codeword 10) = Eil...i , ail...in, lii ... in')
of the outer code and a basis state Iii ... in') (where j = 0,..., R - 1 for 1 = 1,..., n') of
the space Fn', the encoding is given by the following mapping:
10) IJl ... Jn') )- ai "in/ I(Pl,jl) ... nin,, Jn, ) " (6.3)
Note that the special case when R = 1 corresponds to concatenated quantum codes. The
resulting code Qgc has parameters ((nn', C, 6))q where the distance 6 is to be determined.
If some of the Kis differ, the calculation of the dimension is more involved.
6.2.2 CWS-GCQC
From now on we restrict ourselves in constructing some special kind of quantum codes,
namely, CWS codes. CWS codes include all the stabilizer codes and many good nonaddi-
tive codes [CSSZO9], so it is a large class of quantum codes. The advantage of the CWS
framework is that the problem of constructing quantum codes is reduced to the construction
of some classical codes correcting certain error patterns induced by a graph. So the point
of view of constructing these codes could be fully classical. For simplicity we only consider
nondegenerate codes here.
A nondegenerate ((n, K, d))q CWS codes Qcws is fully characterized by a graph g and
a classical code C [CSSZO9, CCS+09], and for simplicity we only consider q a prime power.
For any graph G of n vertices, there exists a unique stabilizer code ((n, 1, dg)) defined by
g (called the graph state of G). We call the distance dg the graph distance of G. For
constructing a nondegenerate CWS code, we require that the distance of the code be < dg.
Then any quantum error E acting on Qcws can be transformed into a classical error by
a mapping Clg(E) whose image is an n-bit string. The nondegenerate code Qcws detects
the error set S if and only if C detects Cig(S) [CSSZO9, CCS+09].
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We take the inner code B to be an ((n, K, d))q nondegenerate CWS code, constructed
by a graph g and a classical code B. Furthermore, we decompose B as B = [i0 Bi such
that each Bi is an ((n, Ki, di))q CWS code constructed from G. The basis vectors of each
Bi can be represented by classical codewords of a code Bi = {bij } l1. Then consequently,r-1 L
the classical code B has a partition B = Ui= Bi.
Now we take the outer code A to be an ((n', K', d' = 1))r code in the Hilbert space
Fr n, which is constructed from a classical (n', K', dc)r code A over an alphabet of size r,
of length n', size K', and distance d, in the following way: the basis vector Iil...in,) of A is
given by
il...in,) = 1i ... in,), V(il ... in) E An'. (6.4)
Denote the generalized concatenated code obtained from A and B by Qg. It is straight-
forward to see Qgc is also a CWS code, where the corresponding graph is given by n' disjoint
copies of the graph g. The corresponding classical code Cgc is a classical generalized con-
catenated code with inner code B = U-i= Bi and outer code A. The minimum distance of
Qgc is at least min{d, di, dg}. However, the following statement provides an improved lower
bound.
Theorem 42. The minimum distance of Qgc is given by min{ddc, di, do}.
We give a formal proof here. Note the proof idea can be illustrated clearly with a simple
example. We will analyze such an example in Sec. 6.2.3, which also illustrates a systematic
method of constructing good nonadditive quantum codes that outperform the best stabilizer
codes.
Proof First, by the tensor product form of bi2,...,i,), the corresponding graph Qgc of
Qgc is given by n' independent copies of G. This is a graph with nn' vertices which has
graph distance dg. If the induced error pattern of single Pauli errors of g is given by Cg,
then the induced error pattern of single Pauli errors of 9 gc, denoted by Clg,, is constructed
by
(vO ... 0), (OvO ... 0),..., (0... Ov) (6.5)
for any v E Cig which is a length n string. Furthermore, 0 denotes the all zero string of
length n.
Similar to Eq. (6.3), the corresponding classical code Cgc can be constructed in the
following way: For any codeword i = (il... in,) E A (where i, = 0,...,r - 1) and any
string j = (jl ... j,,) (where j = 0,..., R - 1 for 1 = 1,...,n'), the encoding is given by the
following mapping:
(i,) = (il ... in'ji ... in') - sij = (sil,1 ... 8inJ,,n,), (6.6)
where si,j denotes the j1th codeword of the code Bi,.
We now discuss the minimum distance dgc of Qgc. Since we construct nondegenerate
codes, we have dgc < dg. Now for any two codewords si,j and si,j in Cgc, we only need to
look at how many errors in C1g9, can be detected. To see this, we need to consider two
situations: i) i - i' (i.e., si,j and si,,j, correspond to different codewords of the outer code
A): at least ddc strings in Clggc are needed to transform si,j to si',j,, since in 9gc, those
n' gs are disjoint, and A has distance d, and B has distance d, which gives dgc > ddc. ii)
i = i' (i.e., sij and si,,y correspond to the same codeword of the outer code A): since at
least di strings in ClI are needed to transform codewords in Bi, at least di strings in Clggc
are needed to transform si,j to si, , which gives dge > di. EO
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6.2.3 Simple examples
We start by taking the subcode Bo of the inner code B to be the well-known ((5,2, 3))2
code, the shortest one-error-correcting quantum code. As a CWS code, this code can be
constructed by a pentagon graph as well as a classical code Bo = {00000, 11111}. Further
details can be found in [CSSZO9], here we just focus on the classical error patterns given by
the mapping CGig. Since the pentagon has graph distance 3, the CWS code Bo has distance
at least 3 if Bo detects up to two errors with the error patterns induced by the pentagon.
The induced error patterns are given by the following strings
Z: {10000, 01000, 00100, 00010,00001},
X: {01001, 10100, 01010, 00101, 10010},
Y: {11001,11100, 01110,00111,10011}. (6.7)
It is straightforward to check that Bo indeed detects two of these errors.
The classical code Bo is linear, so we can choose 15 disjoint proper cosets, e.g., 31 =
{00001, 11110} and B15 = {01111, 10000}. Combining these classical codes with the pen-
tagon gives us the CWS codes Bi, each of which is a ((5, 2, 3))2 quantum code. The union
B = Ui=o Bi of all cosets is a classical (5, 32, 1)2 code which consists of all 5-bit strings. Com-
bining B with a pentagon gives us the CWS quantum inner code B which is a ((5,32, 1))2
quantum code. It can be decomposed as B = 15 B
For the outer code we take a quantum code A which corresponds to a classical code
A = (3, 16, 3)16, i.e., a distance three code over GF(16) of length 3. Hence the basis of A is
given by lili2i3) where (ili 2i3) is one of the 16 codewords of {000, 111,..., aaa,... , fff} of
A. Here we use the hexadecimal notation to denote the 16 symbols of the alphabet GF(16).
3 8 13
2 4 7 9 12 14
1 5 6 10 11 15
Figure 6-1: Three pentagons: graph with 15 vertices.
Now we construct the GCQC Q5} of length 15 from A and B in the following way:
first, due to the product state form of the basis of A, we choose the corresponding graph
g{15} to be by three disjoint pentagons, as shown in FIG. 6-1. We denote this graph by
{15)}. The distance of the graph state corresponding to g( 15} is still 3. So from these three
pentagons we can obtain a nondegenerate CWS quantum code whose distance is at most
3. The error patterns induced by the mapping Clg~s5} given by this 15 vertex graph are
simply the strings from Eq. (6.7) on the coordinates 1-5 (or 6-10, or 11-15) and zeros on
the other coordinates. For instance, 10000 in Eq. (6.7) gives rise to three strings of length
15 which are 100000000000000, 000001000000000, and 000000000010000. In total there are
45 strings in the induced error set of three pentagons corresponding to the 45 single-qubit
errors on 15 qubits.
Now we need to figure out what the corresponding classical code C5 is. We know
that it is the generalized concatenated code with inner code B = Ui= Bi and outer code
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A. To see how this works explicitly, consider the first codeword ao = 000 of A. Each of the
three zeros is replaced by the code Bo = {00000, 11111}, i. e, (ao, ji,j 2 , j 3) (where jl = 0, 1)
will be mapped to one of the 8 codewords of C ,15 , which are strings of length 15, given by
000000000000000, 000000000011111, 000001111100000, 000001111111111, 111110000000000,
111110000011111, 111111111100000, 111111111111111. Similarly, any other codeword ai of
A will be mapped to 23 codewords in C 15) obtained by concatenating three codewords of
Bi. The size of C 15 is then 23 x 16 = 27.
We now show that the distance of Q 51 is 3. To see this, we only need to show that
C{15} detects up to two errors of the error patterns induced by three pentagons. This is clear
via the following two observation: i) cl, c2 E Cg 5} correspond to different codewords of the
outer code A: since the pentagons are disjoint, and A has distance 3, at least 3 strings in
the induced error patterns are needed to transform cl to c2. ii) cl, c2 E correspond to
same codewords of the outer code A: since at least 3 strings in the induced error patterns
are needed to transform codewords in Bi, at least 3 strings in the induced error are needed
to transform ci to c2.
Now one can generalize the construction of Qsg to the case of more than three pen-
tagons. Suppose we use n' pentagons to construct single-error-correcting CWS codes, then
we observe the following
Fact 9. Choose B = U o15 Bi as the inner code with each Bi a ((5,2,3))2 quantum code,
and the outer code A corresponding to the classical code A with parameters (n', K', 3)16,
then the resulting GCQC Qgc is a ((5n', 2n'K', 3))2 binary quantum code.
This indicates that if we have a good classical code over GF(16) of distance 3, then
we may systematically construct good quantum codes via the generalized concatenation
method described above.
Example 19. Using the quantum code corresponding to the classical Hamming code with
parameters (17, 1615, 3)16 as the outer code, then by Fact 1 we get a quantum code with
parameters ((85, 277,3))2, which is a quantum Hamming code [CRSS98]. If we properly
choose the labeling of the subcodes Bi by elements of GF(16), the correponding classical
code is linear [Dum98], and hence this quantum code is a stabilizer code [CSSZO9].
If we take a quantum code corresponding to a good nonlinear classical code as the
outer code, then we can construct a good nonadditive quantum code [CSSZO9]. Here we
give examples of such a good quantum codes which are constructed using a good nonlinear
classical codes. Those nonlinear codes are obtained via the following classical construction,
called 'subcode over subalphabet' (see [Dum98, Lemma 3.1]).
Fact 10. If there exists an (n, K, d)q code, then for any s < q, there exists an (n', K', d),
code with size at least K(s/q)n .
Example 20. It is known that there is a classical Hamming code with parameters (18, 1716, 3)17.
Therefore, using Fact 2 there is a (18, [-- 1, 3)16 code. Then the resulting quantum code
has parameters ((90, 281.825, 3))2. For a binary quantum code with n = 90 and d = 3, the
quantum Hamming bound (K < qn/((q2 -1)n+ 1), see [CRSS98]) gives K < 281918, and the
linear programing bound (see [CRSS98]) gives K < 281.879. So the best stabilizer quantum
code can only be ((90, 281, 3))2. Hence our simple construction gives a nonadditive single-
error-correcting quantum code which outperforms any possible stabilizer codes. This is the
first such example given by construction, not by numerical search.
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Example 21. The similar CWS-GCQC idea works also for the nonbinary case using the
nonbinary CWS construction [CZC08]. Take the inner code to be a union of 81 mutually
orthogonal ((10, 729, 3))3 codes that is constructed from a graph that is a ring of ten vertices
[LYGG08]. Choose the quantum code corresponding to the classical (84, [,4 1,3)81 as the
outer code, which is obtained from the Hamming code (84, 8382, 3)83. Then the resulting
quantum code has parameters ((840, 3831.955, 3))3. For a ternary quantum code with n = 840
and d = 3, the Hamming bound gives K < 3831.978, and the linear programing bound gives
K < 3831.976, so the best stabilizer code can only be ((840, 3831, 3))3. This is the first known
nonbinary nonadditive code which outperforms any stabilizer codes.
It is straightforward to generalize the above construction for binary and ternary codes
to build good nonadditive quantum codes in Hilbert space Hqn for any prime power q. For
this, we take the inner code B 0 as the perfect quantum Hamming code ((q qnf-2s, 3))q in
HqOn of length n, = (q2S -_ 1)/(q 2 - 1). The full space B = ((n,, qn, 1))q can be decomposed
as the sum of q2S orthogonal translates of B 0. The outer quantum code is then corresponding
to a classical code over an alphabet of size Q = q2S given by Fact 2, i.e., the classical code
is obtained from the P-ary Hamming code [Li, Li - i, 3]p where P is the least prime power
exceeding Q, and Li = (P' - 1)/(P - 1). The result is the code Vsi = ((Nsi, Msi, 3))q with
length Nsi = Lins = (Pi - 1)(Q - 1)/(q 2 - 1)(P - 1) and dimension Msi > qNsi /i.
The number of different errors we want to deal with is (q2 _ 1)Nsi + 1 > Qi = qsi for
P > Q and i > 1. By the quantum Hamming bound K < qN /((q 2 _ 1)Nsi + 1) < qN /Qi,
the dimension of any stabilizer code (including degenerate codes) is upper bounded by
K < qNsi-2si-l. Hence for any prime power P with Qi < pi < qQi, the dimension Msi is
strictly larger than qNsi-2si-1, i.e., our codes are better than any stabilizer codes. Moreover,
we have qNsi/pi < Msi < qNsi/Qi. Since Q/P -+ 1 for s --+ oo00 [Dum98, these families of
nonadditive codes asymptotically meet the quantum Hamming bound.
6.3 Multilevel concatenation
One way of generalizing the concatenation of Eq. (6.3) is to put some constraints on the
additional degrees of freedom Ijl ... in') by using a second outer code. Additionally, one
can recursively decompose the codes Bi in the decomposition (6.2) of the inner code, which
leads to a more general construction of GCQC (called multilevel construction according to
its classical counterpart), with which more good quantum codes can be constructed (see
[GSZO9a]).
6.3.1 Union stabilizer codes
Recall that a general quantum error-correcting code (QECC), denoted by C = ((n, K, d))q,
is a K-dimension subspace of the Hilbert space 7~O of dimension qn that is the tensor
product of n complex Hilbert spaces 71q = C q of dimension q. Here we restrict q = pm to
be a prime power. A QECC with minimum distance d allows to correct errors that affect
at most (d - 1)/2 of the n subsystems.
Most of the known QECCs are so-called stabilizer codes introduced independently by
Gottesman [Got97] and Calderbank et al. [CRSS98] (see Sec. 1.4.1). The code is defined
as the joint eigenspace of a set of commuting operators [Got97]. Equivalently, the code can
be described by a classical additive code C over GF(q2 ) that is self-orthogonal with respect
to a symplectic inner product [CRSS98, AK01]. Denoting the symplectic dual code by C*,
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the minimum distance of the quantum code is given by
d = min{wgt(c) : c E C* \ C > dmin(C*).
If d = dmin(C*), the quantum code is called pure or nondegenerate. The corresponding
stabilizer (or additive) code is denoted by C = [[n, k, d]]q and has dimension K = qk
The first nonadditive code ((5, 6, 2))2 which has a higher dimension than any stabilizer
code can be explained as the union of six locally transformed copies of the stabilizer codes
[[5,0, 3]]2 (see [RHSS97, GB97]). A one-dimensional stabilizer code [[n, 0, d]] can also be
described by a graph with n vertices [SW02]. The corresponding quantum states are referred
to as graph states. Combining locally equivalent graph states, the first one-error-correcting
nonadditive quantum code with higher dimension than any stabilizer codes has been found
[YCLOO08]. The theoretical ground for these codeword stabilized (CWS) quantum codes
has been laid in [CSSZO9, CCS+09, CZC08].
In [GR08a, GR08b], the framework of union stabilizer codes was introduced. Starting
with a stabilizer code Co = [[n, k, do]]q, a union stabilizer code is given by
C = ( tCo,
tETo
where To = {tl,..., tK} is a set of tensor products of (generalized) Pauli matrices such that
the spaces tiCo are mutually orthogonal. Then the dimension of the union stabilizer code C
is Kqk, and we will use the notation C = ((n, Kqk, d))q. Similar to stabilizer codes, a union
stabilizer code can be described in terms of classical codes. Given the symplectic dual C0
of the additive code Co associated to the stabilizer code Co, the union normalizer code is
the union of cosets of C* given by
C*= U C* + t = {c + tj: c E C*, j = 1,..., K}. (6.8)
tETo
Here To is the set of vectors ti E Fq corresponding to the generalized Pauli matrices ti E To.
Proposition 12 (see [GR08b]). The minimum distance of a union stabilizer code with
union normalizer code C* is given by
d = min{wgt(v) : v E (C* - C*) \Co)
dmin(C*)
= min{dist(c + ti, c' + ti,): ti, ti, E To, , c' E C0
c + ti 0 c' + till},
where C* - C* := {a - b: a, b E C*} denotes the set of all differences of vectors in C*, and
Co < Co is the symplectic dual of the additive closure of the (in general nonadditive) union
normalizer code C*.
Hence in order to construct a union stabilizer code with distance d, it suffices to find a
large classical code C* with minimum distance d that can be decomposed into cosets of an
additive code C~ that contains its symplectic dual. Two extremal cases are stabilizer codes
where only one coset is used, and CWS codes for which C* = Co is a symplectic self-dual
code.
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6.3.2 Multilevel concatenation for quantum codes
The basic idea of generalized concatenated quantum codes [GSS+09] uses just two levels of
concatenation. Here we first present multilevel concatenation for quantum codes. Then we
discuss a special case that can be described by classical codes only.
The inner quantum code B(0 ) = ((n, qq2 ... "qr, dl))q is first partitioned into ql mutually
orthogonal subcodes B ){ (0 < il - qi - 1), where each B(1) is an ((n, q2...qr, d2))q
code. Then each B(1) is partitioned into q2 mutually orthogonal subcodes B(2) (0 <
i 2  q2- 1), where B 2)2 has parameters ((n, q3- qr, d3))q, and so on. Finally, each
BT2 .ir-2 is partitioned into qr-1 mutually orthogonal subcodes B rI_ = ((n, qrdr))q
for 0 < ir-1 < qrl - 1. Thus
q1-1 q2-1
B(o) B(1) B(1) (2)
il=0 i2 =0
and dl d2 < ... < dr. A typical basis vector of B(o) will be denoted by I~ili2...jr(0 < ii qi - 1,... , 0 ir < qr - 1), with subscripts chosen such that Ipoii2...ijr is a basis
vector of all B 1) B(2)  B(r- 1)
i 1iz2' . .ili .- . -1
In addition, we take as outer codes a collection of r quantum codes A 1,..., Ar, where
Aj is an ((N, Mj, j))qj code over the Hilbert space 7®N Denote the standard basis of
each j®N by
iq 0 i :0<ii) <qj- <v<N (6.9)
(where j runs from 1 to r), and the bases of the codes Aj are denoted by{l (i)) : 0 <ii M - 1}.
Expanding the basis vectors of Aj with respect to the standard basis of O
~
N we obtain
1 2 N
Then the basis vectors of the tensor product of all outer codes are given by
where 1j runs from 0 to Mj - 1. Expanding these basis vectors with respect to the standard
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bases we obtain
1( V (2) r
~ ill, (1)(1) (1) 2 ) 2 " N
1 2 N 1  2 N 
The basis of the resulting generalized concatenated quantum code Q is given by replacing
the basis vectors in Eq. (6.11) using the mappingi (2) (2)2) (2) 2 . i) . (
for 1 < v < N. Hence the basis of Q is given byI 11,i1 iN ri2 1 N
(1) 2) r)2 .- (1) (2) (r)
So Q is a quantum code in the Hilbert space F[Nn Of dimension M = M1M2"" - -Mr. As(r) (r) (r)) ... (r) 2 ZN
already mentioned, the construction given in [GSS+09] is a two-level construction withr = 2, while th  concatenation of quantum codes used n the cont xt of fa l  tolerant
quantum computation (cf. [ABO97, KL96, KLZ96, KLZ98, Zat96, Got97h) is a one-level
construction, i.e. r = 1.
6.3.3 Classical outer codes
From now on we restrict ourselves to construct union stabilizer codes. For simplicity weconsider only nondegenerate codes here.
We take the inner code B ( )in to be an ((ce, Kq k, d)) nondegenerate union stabilzer code,
alrgiven bady a classical symple tic self-orthogonal additive code C09] is a two-level constructn+k,do)q2 and a
set T ( ) f K = qq2while the con coset representatives. The decomposition of the inner quantum
code
q1-1 q2--16.3.3 Classical outer co1) B B 2)des
into mutually orthogonal union stabilizer codes s t represp nds to a decomposition of the clas-
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sical codes
q1-1 q2-1
1*(0) U B*1) a*=1) U 2*(2)
i 1 =0 i2=0
Hence B*(o) is an additive (n, qlq2... qrqn +k, dl)q2 code over GF(q2 ) that is the union of ql
disjoint codes B 1() = (n, q2 . qr4 n + k, d2)q2, and so on. Finally, each B *( r- 2 )  is the union
of qr-1 disjoint codes R,(r-1) n
2ili2.-1 = (n, qq n+ k , dr)q2 for 0 ir-1 : qr, - 1. Each of the codes
B*(j) is the union of cosets of the additive code CO, i.e.,
B*)= U c+ t.
tET(i)
Hence we also have the following partitioning of the coset representatives
q1-1 q2-1
r() = U 'jM1) t 1 ) = U I2)
i 1 =0 i 2 =0
The coset representatives in T(o) will be denoted by tili2... irwith 0 < il < ql - 1, ... , 0 <
ir < qr - 1. The indices are chosen such that tili2 .. r belongs to all (1) .(2)  E ( r-I l 2 '"" ' ili2..i r-- 1For the r outer codes we take A,..., Ar where each Ai = (N, Mi, 6 i)qj is a classical code
over an alphabet of size qi with length N, size Mi and distance 6i.
Next we show how to construct the classical generalized concatenated code using the
inner code B(O) and the outer codes A1,..., Ar. First, form an N x r array
(1) (2) (M)a1  a1  ... a1(1) (2) (r)
a2  a2  ... a 2
(1) (2) (r)
N N ... aN
where the first column is a codeword of A 1, the second is in A 2, etc. Then replace each
row a a2) , ar) by the coset representative t (1) (2) (r) = Ti. (For this, label the
elements of alphabet of size qi by the numbers 0, 1,..., qi - 1 in some arbitrary, but fixed
way.) The resulting N x n arrays T = (Ti,...,TN) (considered as vectors of length Nn)
form the new set of coset representatives of the generalized concatenated code
C = U (CO x ... x C) + (T1,...,TN). (6.12)
(Ti,...,TN)
Theorem 43. The minimum distance of Cgc is
d > min{b1 dl,..., 6rdr, do}.
Proof Let c and c be two distinct codewords of Cgc. If they belong to the same coset,
then c - c E (C*)N. Hence their distance is at least do. Now assume that c and c lie in
different cosets given by the arrays (aSi)) and (adi)). If the arrays differ in the Vth column
~-----aj~ ).vu Ifz the array differJ inj th tclm
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then they differ in at least 6, places in the vth column. By definition tili2 ...i_-a... and
t... ... (with a = /3) both belong to 21) . Therefore the corresponding codewords
of B*(' - 1) differ in at least d, places. Hence c and E differ in at least 6,d places.0ili2...iv-1
Clearly, the code C*c given in (6.12) has the form of a union normalizer code specified
in (6.8). Hence Cgc defines a QECC. Combining Proposition 12 and the previous theorem
we get
Corollary 9. The union stabilizer code Cgc corresponding to the classical code C*, given in
(6.12) has parameters
Cgc = ((nN, MI M 2 ... MqkN, d))q,
where d > min{1d1,..., rdr, do).
6.3.4 Additivity properties
We know that if Cgc is an additive code, then the corresponding quantum code Cg, is a
stabilizer code. So the question is when does generalized concatenation yield an additive
code. The following is an adoption of a result from [Dum98].
Proposition 13. Given additive, i.e., Fp-linear, outer codes A 1,...,Ar and an additive
inner code B, the resulting generalized concatenated code is additive, if the mapping
(a ) , a2) r) (1) (2) (6.13)Si i a " "',a i
is Fp-linear.
Hence we can construct stabilizer codes from a sequence of nested stabilizer codes yield-
ing a decomposition of the inner code and classical linear outer codes.
Theorem 44. Let
B (o) = [[n, ko, dl]]q B (1) = [[n, kl, d2]]q D ...
D . B( r - 1) = [[n, kr-1, drl]q
be a sequence of nested nondegenerate stabilizer codes. This defines a decomposition of the
inner code B (o). Using additive outer codes Ai = (N, Mi,bi)q where qi = qki-_-ki, by
generalized concatenation we obtain a stabilizer code with parameters [[nN, K, d]]q where
d > min{dl, 2d2,2 2 , rdr, do}
and
K = kr logq(M1M2 ... Mr).
Examples for this theorem are given the next section.
6.3.5 Examples
All the examples given in this section take Ar = (N, qr, 1)qr by default. And Co is taken
as [[n, 0, d > 3]]2 by default.
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Stabilizer codes
Example 22. Consider the following sequence of nested stabilizer codes:
B (0) = [[6, 6,1]12 D B (1) = [[6, 4, 2]12 D C = [[6, 0, 412.
The largest code B (O) can be decomposed into four mutually orthogonal subspaces, each
of which is a code [[6,4,2]12. Then each of these codes B( 1) is decomposed into 16 one-
dimensional spaces [[6,0,4]12. Hence we need outer codes with alphabet sizes 4 and 16,
which we chose to be
A1 = [6, 3, 4]4 and A 2 = [6, 5, 2]16.
The dimension of the resulting code is JA11 x 1A21 = 43165 = 26220 = 226, and the
minimum distance is at least min{4 x 1, 1 x 4, 4} = 4. Taking an additive map (6.13),
we obtain a stabilizer code. As all inner codes are GF(4)-linear, we can even chose the
mapping (6.13) to be GF(4)-linear, resulting in a GF(4)-linear code [[36, 26, 4]12. This code
improves the lower bound on the minimum distance of a stabilizer code [[36, 26, d]]2 given
in [Gra].
Our construction allows to adopt most of the known variations of generalized concate-
nation for classical codes. In [DGS95] a modified generalized concatenation has been in-
troduced which uses outer code Ai of different lengths ni as well as different inner codes
B(o0)
Example 23. Using the stabilizer code B (1 ) = [[21,15,3]12, we can decompose the full space
B (o) = [[21, 21, 1112 into 64 mutually orthogonal codes [[21, 15, 3]12. In order to construct a
generalized concatenated quantum code of distance three, we need a classical distance-three
code over an alphabet of size 64, e.g., the classical MDS code A 1 = [65, 63, 3]26 . Then by
generalized concatenation one obtains a perfect quantum code [[1365, 1353,312. Instead of
taking 65 copies of the inner code of length 21, we can use any combination of inner codes
B= [[nj, nj - 6, 3]12 with nj E {7, ... ,17, 21}. The resulting codes are quantum codes
[[In, n - 12, 3]12 for n = 455,..., 1361 and n = 1365.
Note that for quantum codes, the existence of a code [[n, k, d]]q does not necessarily imply
the existence of a shortened code [[n- s, k - s, d]]q. In general, one would have to analyze the
weight structure of an auxiliary code, the so-called puncture code, introduced in [Rai99a].
Varying the length of the inner quantum codes, we can directly construct shorter codes.
Nonadditive codes
In our construction, we can also use classical nonlinear codes as outer codes. Good nonlinear
codes can be obtained by taking a subcode of a linear code over a larger alphabet (or one
of its cosets) by taking only those codewords whose symbols are taken from a subset of the
alphabet. The following result can be found in [Dum98, Lemma 3.1]):
Proposition 14. If there exists an (n, K, d)q code, then for any s < q, there exists an
(n', K', d), code with size at least K(s/q)n .
Example 24 (see [GSS+09]). We start with the sequence of inner codes
B (o) = [[5, 5, 1]]2 D (1) = [[5,1, 3]12-
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For the outer code we take a code over an alphabet of size 25-1 = 16 and distance three.
From the linear MDS code [18,16,3]17 over GF(17) we can derive a nonlinear code A1 =
(18, -1" ],3)16 over GF(16) using Proposition 14. The resulting generalized concatenated
quantum code has parameters ((90, 281.825, 3))2, while the best stabilizer code has parameters
[[90, 81, 3]12.
In the final example, we use three levels of concatenation and a nonlinear classical outer
code.
Example 25. Decompose the code B(O) = [[8, 8, 111]]2 using the sequence of nested stabilizer
codes
B (o) = [[8, 8, 1]]12 D B (1) = [[8, 6, 2]12 D B (2) = [[8,3, 311]2
As outer codes we need a code with alphabet size 28-6 = 4 and distance three, as well
as a code with alphabet size 26-3 = 8 and distance two. We take the nonlinear code A1 =
(6, [46/521,3)4 derived from the linear MDS code [6,4, 3]5 over GF(5), and the linear code
A 2 = [6, 5,21s over GF(8). The dimension of the generalized concatenated quantum code is
1A1 x IA2 1 x dim(B(2)) 6 = 164 x 85 x 23x 6 . Hence we get a nonadditive code ((48, 240.356, 3))2,
which has a higher dimension than the best possible additive code [[48, 40, 3]12.
6.3.6 Decoding
One of the advantages of concatenated codes as well as generalized concatenated codes
is that decoding can be based on decoding algorithms for the constituent codes [Dum98,
GF66]. For quantum codes, one may not measure each "code symbol." Instead, decoding
is based on measuring an error syndrome. For stabilizer codes, the error syndrome can be
defined in such a way that it corresponds to the error syndrome of the underlying classical
code.
Given a sequence of nested stabilizer codes as in Theorem 44, the stabilizer of the
smallest code B(r) can be decomposed in such a way that it contains the stabilizers of the
larger codes. Hence the components of the syndrome vector reflect the nested structure of
the inner code. Again, we may not measure the syndromes of the inner codes directly, but
compute a syndrome for the outer codes and measure those. We leave the details of the
syndrome measurement and iterative decoding algorithms to further work.
6.4 Single-error-correcting quantum codes
As mentioned in Sec. 1.5, the theory of classical codes of minimum distance two is essentially
trivial. Although the theory of quantum codes can be simplified in case of minimum distance
two and some nice new results were found, it is still highly nontrivial. Many problems on
the construction of these codes as well as their equivalence properties are still open.
Distance two codes detect a single error, but cannot correct the error. It is then nat-
ural to move to the theory of single-error-correcting codes, i.e. distance three codes. This
problem is classically nontrivial, and perhaps the most famous result is the existence of
perfect single-error-correcting codes (Hamming codes) over any finite fields [Ham50, MS77].
However, these Hamming codes only exist for some particular discrete set of block length
n, so for any other length the Hamming bound cannot be exactly met (though linear codes
saturating the Hamming bounds for any other length n can be simply constructed via short-
ening the Hamming codes). Nevertheless, there is a beautiful theorem on asymptotically
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perfect single-error-correcting codes, whose proof can be given in a simple way in terms
of nonlinear generalized concatenated codes. Moreover, generalized concatenation is also
a powerful method of constructing single-error-correcting nonlinear codes with best known
parameters. We will briefly review these results in Sec. 6.4.1.
In the quantum case, quantum Hamming codes also exist for some particular discrete
set of block length n. However, contrary to the classical case, stabilizer codes saturating
Hamming bound for some other length n is nontrivial. Moreover, finding nonadditive single-
error-correcting codes outperforming any stabilizer code turns out to be a very difficult
problem. It took the community ten years to find the first example of such a code [YCLOO08]
ever since the first example of a distance two nonadditive code outperforming any stabilizer
code was found in 1997 [RHSS97]. As shown in Chapter 5, the CWS framework opens a
door to find more such codes numerically and the CWS-GCQC method demonstrated in
Sec. 6.2 and Sec. 6.3 gives systematic construction of some good nonadditive single-error-
correcting codes. What is more, some of those codes asymptotically meet the quantum
Hamming bound (i.e. asymptotically perfect). Here we give a summary of the current
situation of what we know about single-error-correcting quantum codes in Sec. 6.4.2, with
particular emphasis on those new results obtained via the CWS-GCQC method.
6.4.1 Single-error-correcting classical codes
Let St(n, q) = i=o(q - 1)i(n) denote the size of a sphere of radius t in $n. Spheres of
radius t = [(d - 1)/2J, centered at the codewords of any (n, m, d)q-code V do not intersect.
Hence the packing density
y (V) = mSt(n, q)/qn (6.14)
of an arbitrary (n, m, d)q-code V satisfies the Hamming bound
(V) < 1. (6.15)
The code V is called perfect, if [(V) = 1.
Linear codes
The existence of Hamming codes and their perfectness are well-known (see, for instance
[HP03]).
Theorem 45. Hamming codes with parameters
qm_1 qm_ 
-1
q-1 q-1 m,3] (6.16)
are perfect codes.
Hamming codes of larger lengths can be constructed from Hamming codes of smaller
length via generalized concatenation.
Example 26. Take the inner code B (O) = [3,3, 112 (1) = [3,1,3]2 and outer code
Ao = [5, 3, 3]4 - A 1 = [5, 5,112 gives the perfect code [15, 11, 3]2.
For length other than n = ,m1, the Hamming bound cannot be exactly met for single-
error-correcting codes (see, for instance [HP03]). However, linear codes saturating Hamming
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bounds for any other length n can be simply constructed via shortening Hamming codes,
given by the following thoerem [HP03].
Theorem 46. If there exists an [n, k, d]q code, then there is an [n - s, k - s, d]q code.
Nonlinear codes
Generalized concatenation is a powerful method of constructing nonlinear codes with good
parameters. The following lemma shows a way in which good (n, m, d)p-codes lead to good
(n, m', d')q-codes if q is slightly less than p. Let t = L(d - 1)/2].
Lemma 18. Let V be a (n, m, d)q-code. Then for any natural number q < p there exists a
(n, m', d')q-code V' of distance d' > d, size m' > m(q/p)n , and packing density
p(V') > ,p(V)St(n, q)/St(n,p). (6.17)
Example 27. The best known single-error-correcting code of length 18.
Consider a linear MDS (6,54, 3)5 code. According to Lemma 18, the latter yields a
quaternary (6, [46/521, 3)4 code. Now employ the components
B(o ) = [3,3,,1]2 D B(1) = [3, 1, 3]2,
Ao = (6, [46/52],3)4 - Al1 = [6, 6,112. (6.18)
The result is a (18, 28 x 41, 3) code with the best known parameters.
For given parameters q, d we say that a family of (nj, mj, d)q-code Vj of increasing length
nj -- oo is asymptotically perfect if i(Vj) -+ 1, as j - oo. In other words, such code Vj
almost completely cover the Hamming spaces E'j by spheres of radius t. A beautiful result
for t = 1 is given in [KP88], which designs asymptotically dense packings by unit sphere
for any alphabet GF(q) and any set of growing lengths. This result is formulated by the
following theorem, which extend the 'Hamming codes' to any length asymptotically.
Theorem 47. For an arbitrary prime power q and an arbitrary infinite sequence of lengths
Nij , there exist asymptotically perfect families of single-error-correcting codes Vj (Aj, Mj , 3)q
with packing density p(Vj) --+ 1 as j -- 00.
The proof of this theorem can be given in terms of nonlinear generalized concatenated
codes [Dum98]. One of the crucial step is the following lemma, which gives a way of
construting good single-error-correcting codes by means of concatenation.
Lemma 19. If codes Vj = (Arj, Mj, 3)q form an asymptotically perfect family, then for any
r > 2 there also exist asymptotically perfect single-error-correcting codes Vj(r) of length
AMj(r) = qrAj as j - oc.
And another important step for the proof is given by
Lemma 20. Let V be a (1, m, d)q code. Then for any n < 1 there exists a (n, m', d')q code
V' of distance d' > d, size m' > m/q l- n , and packing density
p (V') > p(V)St(n, q)/St(1, q). (6.19)
And the proof is given by shortening which is similar to the linear case as give in Theorem
46.
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6.4.2 Single-error-correcting quantum codes
Let St(n, q) (q - )i (n) denote the size of a sphere of radius t in E 2, quantum
Hamming bound for pure code is
qnK < q (6.20)
St(n,q)
where q is a prime power. For single-error-correcting codes, quantum Hamming bound
becomes
K q (6.21)(q2 - 1)n + 1
Now define the quantum packing density for a quantum code V as
(V) = KSt(n, (6.22)qn
so from the quantum Hamming bound we have
f(V) < 1. (6.23)
The quantum code V is called perfect, if A(V) = 1.
Stabilizer codes
The best known families of single-error-correcting stabilizer quantum codes are quantum
Hamming codes (perfect codes) and Gottesman codes over finite fields, which are given by
the following theorems.
Theorem 48. (Theorem 10 in [CRSS98]) Let Sm be the classical binary simplex code of
length n = 2m - 1, dimension m and minimal distance 2m - 1 (Chapter 14 of [MS77]). Letf be any fixed-point-free automorphism of Sm and let Gm be the (2m, 2m+2) additive code
generated by the vectors u+wf (u), u E Sm, and with a 0 appended, together with the vectors
11... 1, ww ... w of length 2m . This yields a [[2m, 2m - m - 2, 3]] quantum code.
Theorem 49. (Theorem 11 in [CRSS98]) For m > 2, there exists an [[n, n - m - 2, 3]]
code, where n is m/12 2 2i (m even); :m-1)/2 22i+1 (m odd).
The m even case gives binary quantum Hamming codes and the m odd case gives
Gottesman codes. More discussion on single-error-correcting stabilizer codes based on a
geometric interpretation in terms of sets of lines in binary symplectic space can be found
in [BFG+07].
The qudit generalization of above two theorems are given in [BEOO]:
Theorem 50. For every q and every r > 2 an application of Theorem 8 yields a pure
quantum code
[[qr, qr - (r + 2), 3]]q. (6.24)
Theorem 51. There exist pure quantum codes
[[r+2 1 q+ 2 - 1 (r + 2), 3]]q (r even)
q2 - 1 q
2 
- 1
[[q(q- 1) q3(qr- 1) (r + 2), 3]]q (r odd) (6.25)q -1 q2 -1
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Now we show that similar to the classical case that quantum Hamming codes of larger
length can be constructed from Hamming codes of smaller lengths via generalized concate-
nation, but the 'trick' here is that we need to use a classical Hamming codes as the outer
code.
Example 28. It is known that the perfect quantum code for q = 2 has length n = (4r - 1)/3
(r > 0), so the first nontrivial one is the [[5, 1, 3]]12 code. Now we take the inner code
B (°) = [[5, 5, 112 B ( 1) = [[5, 1, 3]]2. (6.26)
Classically, one can take the perfect inner code and another perfect outer code to get
another perfect code of larger length. However, quantumly, an outer perfect code is no
longer a good choice to produce another perfect code of larger length. So we will instead use
a perfect classical outer code. For instance, if we choose the outer code to be
Ao = [17, 15,3]16 - A 1 = [15, 15, 112, (6.27)
then the resulted code will be [[85, 77, 3]]2 which is a perfect quantum code.
In general, take
B ( ) = [[ns, ns, 1]]q B (1) = [[ns, n, - 2s, 3]q,
Ao = [Li, Mi, 31]2s - 1 = [Li, l, 1],ns-2s, (6.28)
where n, = (q2s -1)/(q-1), and Li = (q2 i - 1)/(q2s -1). And the length of the concatenated
code is
S= L = q2S 1 q2si 1 - q2  (6.29)Ni = sL q2_1 q2s _1 q2 _1 '
and the size of the code will be Msi = qnsi-2si, so these codes are perfect.
The Gottesman codes can also be constructed from generalized concatenation, and using
similar methods we can also construct more general family of stabilizer codes saturating
quantum Hamming bound including Gottesman codes as a special case.
Example 29. Take the inner code be
B (o) = [[8, 8, 112 B(1)[= [8, 6, 2]12 D B(2) [[8, 3, 3]12
(6.30)
Now take the classical outer codes be
Al = [5, 3, 3]4 - A2 = [5, 4, 2]8 - A 3 = [5, 5, 118
(6.31)
Then the concatenated code has parameters [[40, 33, 3]12, which is a Gottesman code of
m = 5. It is straightforward to show that if we take A1 be classical Hamming codes over
GF(4) and A 2 , A 3 be trivial distance 2 and distance 1 codes, receptively, then one can
construct codes with the same parameters of the Gottesman codes.
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More generally, consider code components (n = qr)
B (o) = [[n, n, 1]q D B ( ) = [[n, n - 2, 2]]q D B (2) = [[n, n - r - 2, 3]]q
Al = [N, Ns - s, 3],2 - A 2  Nj, N - 1, 2]qr - A 3 = [N, Nj, 1]qn-r-2, (6.32)
where Ns = q2_ , so A 1 is the Hamming code. And B( 2) is a [[qr, qr - r - 2, 3]]q code, which
is a subcode of [[qr, qr - 2, 2]]q. Then the concatenated code has parameters [[nNs, nN, -
2s - r, 3]]2. For instance, r = 4, s = 1 gives an [[80, 72, 3]] code. And Gottesman codes are
those r = 3.
We show those codes constructed with parameters [[nNs, nNs - 2s - r, 3]12 are best
stabilizer codes (saturating the quantum Hamming bound). To see this, note
(q2 _ 1)nN + 1 = qr(q2S _ 1) + 1 > q 2 s+r-1. (6.33)
Nonadditive codes
First we consider the two-level case.
For given integers s, i < 2, let Q = q2S, and P be the least prime power exceeding Q.
Then we design component codes
B (O) = [[ns, ns, 1]]q B ( 1) = [[ns, ns - 2s, 3]]q,
Ao = [LiML 3 ] A = [Li,Li, lJqns-2s, (6.34)
where n, = (q2S - 1)/(q - 1), and Li = (pi - 1)/(P - 1). Codes Bo and A 1 are trivial, and
B1 is a quantum Hamming code Hs. The nonlinear Q-ary code Bo is obtained from the
Hamming P-ary code Hi(P, Li, pL -i, 3) and has size Mi 2 QLi/pi according to Lemma
18.
Then the resulted family of GCQC codes are nonadditive codes outperforming any
additive codes, and asymptotically the quantum Hamming bound, as shown in Sec. 6.2.3.
Now we come to the multilevel case, to construct the nonadditive version of the Gottes-
man codes and their generalizations give in Sec. 6.4.2. Consider component codes (n = qr
and let P be the least prime power exceeding q2)
B (o) = [[n, n, 1]]q D B( 1 ) = [[n, n - 2, 2]]q D B ( 2 ) = [[n, n - r - 2, 3]]q
j = (Nj, M,3)q - A2  [Nj, - 1, 2]qr- A 3 = [j, Nj, 1qn-r-2 (6.35)
where Nj = - 1, and Vj is obtained from the Hamming code of length Nj over GF(P),
2N
so M > ~ And the concatenated codes have size
M 2 q
n N j
-r-2N (6.36)
The resulted GCQC codes are nonadditive codes outperforming any additive codes, for
instance,
Example 30.
B (0) = [[8, 8, 112 B (1) - [[8, 6, 2112 D B (2 ) = [[8, 3,3]12
Al = (6, 46/52, 3)4 - A 2 = [6, 5, 2]8 - A 3 = [6,6,118, (6.37)
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The concatenated code is then ((48,240356,3))2, which is better than the best additive code
[[48, 40, 3]]2.
And these codes asymptotically meet the quantum Hamming bound, given by the fol-
lowing lemma, which is the quantum analogue of Lemma 19.
Lemma 21. If codes Vj = Vj (Nj, Mj, 3)q form an asymptotically perfect family, then for
any r > 3 there also exist asymptotically perfect single-error-correcting quantum codes Vj (r)
of length Nj(r) = qrNj as j -- oo.
Proof: Let n = qr. The code Vj(r) are constructed as a GCQC code with components
B (o) = [[n, n, 1]]q B 1) = [[n, n - 2, 2]]q D B (2) = [[n, n - r - 2, 3 ]q
j = (Nj, Mj, 3 )q2 - 2 [Nj, Nj - 1, 2]qr - A3 [Nj, Nj, 1]qn-r-2 (6.38)
where quantum codes are inner and classical codes are outer.
Then the size M of the concatenated code is
M = Mjqr(N - 1) q(n-r- 2)Nj - MqnN-r- 2Ni (6.39)
Hence the packing density is
(q2 - )qrNj 1
ft(Vj(r)) = ,p(Vj)qr (q 2 1)Nj + 1 (6.40)(q2 - 1)Yj + 1
Therefore j(Vj(r)) -* t(Vj) -- 1 for any r as j - o0. [
To summarize, combining the result from this section as well as the classical unit sphere
packing theorem (Theorem 47), we have the following
Theorem 52. For any Nj, n, = (q2S - 1)/(q - 1), r > 3 and prime power q, there exist
asymptotically perfect single-error-correcting quantum codes Vj (s, r) over GF(q) of length
Nj (s, r) = nsqrNj as j -+ 0o.
Note this theorem do not cover all the lengths asymptotically, which is not as strong as
the classical unit sphere packing theorem (Theorem 47). Whether there is such a theorem in
the quantum case remains open. The difficulty arises from the fact that these is no quantum
analogue of shortening (Lemma 20). Similar problem exists for the stabilizer codes, i.e. the
existence of a code [[n, k, d]]q does not necessarily imply the existence of a shortened code
[[n - s, k - s, d]]q. In general, one would have to analyze the weight structure of an auxiliary
code, the so-called puncture code, introduced in [Rai99a]. And as we discussed in Example
23, varying the length of the inner quantum codes in the GCQC construction helps to
shortened codes in certain cases. However, the existence single-error-correcting stabilizer
codes of some lengths remains open.
6.5 Conclusion and discussion
We have introduced the concept of GCQC, which in combination with the CWS framework
leads to a systematic construction of good nonadditive quantum codes. GCQC is a quantum
counterpart of the classical generalized concatenated codes. As summarized in [Dum98], this
classical generalized concatenated construction exhibit the following favorable properties:
158
1. They can give good code parameters for short lengths due to the effective combination
of nested inner codes with nonbinary outer codes.
2. They include some important classes of codes and can give the best parameters known.
3. They can effectively trade code performance for code complexity, so that good asymp-
totic parameters are achieved with overall polynomial complexity.
4. They admit an effective cascaded decoding that substantially extends decoding do-
mains of its noncascade counterparts within the same complexity constraints. This
cascade technique can be applied to various channels.
We have shown in this chapter that the above points 1,2,3 are also true for the quantum
version of generalized concatenated construction. We believe that point 4 will also help
with quantum decoding of GCQC and we leave this for future work.
We believe this GCQC construction gives a promising way for further constructing new
quantum codes of good performance and simple decoding algorithm, and we hope this
generalized concatenation technique will also shed light on improvements of fault-tolerant
protocols.
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Chapter 7
Amplitude Damping Codes
7.1 Introduction
So far, all quantum codes we have discussed are designed to protect against Pauli-type
errors, X = (0 ), Y = (0 ), Z = (1 ). A code that can correct all three such errors is
well-suited to protecting qubits sent through a depolarizing channel, i.e., the channel Edep
maps the input state p into
Edep(P) = (1 - p)p + p (XpX + YpY + ZpZ). (7.1)
This channel can be interpreted as saying that nothing happens to the qubit with probability
1 - p and each of the Pauli operators X, Y, Z is applied to the qubit with probability p/3,
i.e., we assume that X, Y, Z errors happen with equal probability. And, since the Paulis
form a basis for operators on 7 2, a QECC which is designed to against Pauli-type errors
can in fact protect against any general qubit noise.
However, the real life situation might be quite different - in many real physical systems,
the noise is more likely asymmetric between amplitude damping errors (which is closely
related to X and Y errors) and phase damping errors (Z errors). Since in general quantum
error-correcting codes require a large number of redundant qubits, one may naturally wonder
whether the idea of channel adaptivity might be able to help with producing codes of better
rates than those codes designed for the depolarizing channel. This is first shown to be
possible by Leung et al. in 1997 [LNCY97]. They constructed an approximate quantum
code which adapted to the amplitude damping channel, encoding one logical qubit into four
physical qubits and correcting a single error, while the best single-error-correcting code for
the depolarizing channel encodes one logical qubit into five physical qubits. Recently, a
lot more attention has been put into designing these channel-adaptive codes and analyzing
their fault tolerance properties [IM07] [AP08] [ESCH07] [FSW08] [LS07].
The difficulty in making good codes for these real physical channels is rooted in the
amplitude damping part of the channel, for phase errors are just Pauli Z errors. So it is
interesting to first tackle the problem of dealing with a pure amplitude damping channel,
without taking into account the phase error part. Then one can hope to combine this
understanding with our previous understanding of dealing with Pauli errors to further design
codes for channels in different real situations, with various ratio of rates for amplitude
damping and phase damping. In this chapter we discuss the construction of good quantum
error-correcting codes adapted to the amplitude damping channel. We call these codes
amplitude damping (AD) codes for short.
The idea of channel adaptive coding is not new. Classical people started to study this
problem in early 1960s. Particular attention has been given to the binary asymmetric
channel where the probability 0 -* 1 transition is so low that it is neglected in the error
model. Interestingly, we show that the designing of quantum AD codes can be closely
related to the designing of classical codes adapted to the binary asymmetric channel, so
many good classical asymmetric codes can be used to design good quantum AD codes.
This is not a surprise since the "classical" part of the amplitude damping channel behaves
exactly like the classical asymmetric channel, that is, if we only consider how the basis
vectors 10) and 11) behave after passing through the channel. However, there is also a
"nonclassical" part associated with the amplitude damping channel, i.e., the superposition
of the basis vectors ca 0) + p 11) behave nontrivially. This nonclassical part cannot be
taken care of by the classical asymmetric code in general. Surprisingly, by choosing a
particular basis for the quantum code space, called "self-complementary" basis (see Sec.
1.5.2), this nonclassical part can be taken care of by some intrinsic nice properties of a
class of good classical asymmetric codes (called Constantin-Rao codes, which are the best
known systematic construction of single-error-correcting codes for the classical asymmetric
channel). These results will be discussed in Sec. 7.3.
We also propose another new construction for single-error-correcting AD codes, which
is based on certain classical codes over the alphabet GF(3) (i.e. the finite field F3. We will
use these two terms interchangeably in this chapter). This is done by a map 6 (and its
inverse) between strings over GF(3) of length n and binary strings of length 2n. Surpris-
ingly, Constantin-Rao codes can be viewed as a special case of this new GF(3) construction.
Numerical results on short block lengths indeed show that this GF(3) construction gives
AD codes which beat those given by the Constantin-Rao construction in terms of coding
parameters. These results will be discussed in Sec. 7.5. What is more, this GF(3) construc-
tion can also be used to construct classical asymmetric codes, and using this method we
find classical codes beating the Constantin-Rao construction with nice structures. We will
discuss this GF(3) construction for classical asymmetric codes in Sec. 7.4, which is actually
before the discussion of GF(3) construction for the quantum AD codes. This arrangement
is for convenience of the presentation, since the quantum case can be viewed as the classical
case with certain restriction conditions.
Before getting into our new code constructions, we first briefly review the theory of
classical asymmetric codes in Sec. 7.2. Throughout the chapter we only consider the
construction of single-error-correcting codes in both the classical and quantum case. We
leave the multi-error-correcting case for future investigation.
7.2 Classical asymmetric codes
In many binary communication systems, the probability of transition from 0 --- 1 and 1 -- 0
are approximately the same, so the systems are well modeled by the binary symmetric
channel (see FIG. 1-2). Error-correcting codes for these channels are extensively studied,
see, for instance, [MS77].
In other communication systems, the probability of a 1 --+ 0 the transition is much
larger than the probability of a 0 -- 1 transition, for instance, to some data storing systems
[CR79a] and optical communication [MR80]. Neglecting the low probability 0 --* 1 transi-
tion, the communication system is modeled by the binary asymmetric channel (also called
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Z-channel, see FIG. 7-1).
O 0
1 1
Z
Figure 7-1: The binary asymmetric channel Z.
Error-correcting codes for the Z-channel have been much less studied than the codes
for binary symmetric channel. Of course any code capable of correcting t errors on a
symmetric channel will also be capable of correcting t Z-channel errors; however one desires
to find some techniques for dealing directly with an asymmetric channel, which should lead
to codes of better rates. To make a code adapted to this Z-channel, one needs to re-
examine the distance between codewords which is no longer the usual Hamming distance.
For x = (x 1 ,x 2 ,...,xn) E {O, 1}n and y = (yi,Y2,...,Yn) E {O, 1} n , let N(x,y) = #{ilx i =
0 and y = 1}. The asymmetric distance between x and y, denoted by A(x, y), is given by
A(x,y) := max{N(x, y), N(y, x)}. (7.2)
A code C is a t-code (i.e., t-asymmetric-error-correcting code) if it can correct up to
t asymmetric errors, that is, there exists a rule (a decoder) such that if x E C, and v is
obtained from x by changing at most t is in x to Os, then the rule will recover x from v. C
is a t-code if and only if A(x, y) > t for all x, y E C, x = y [Klo81].
Unfortunately, Varshamov shows that almost all linear codes which are able to correct
t asymmetric errors are also able to correct t symmetric errors [Var64]. Therefore, to go
beyond t-symmetric-error-correcting codes, nonlinear constructions are needed. However,
constructing good nonlinear codes is in general very difficult, so some novel ideas are needed
in designing these codes.
In practice, single-error-correcting codes for the Z-channel (i.e., 1-codes) are of most
importance [Etz91, AB97, E098, Shi02]. This chapter will only focus on this situation.
Varshamov and Tenengol'ts [VT65] followed by Constantin and Rao [CR79b] build families
of codes with size > 2- from some group-theoretical construction, which has a better rate
than the corresponding single-error-correcting codes for symmetric channel, for all length
n apart from n = 2r - 1, where the binary Hamming codes are perfect. For a survey
of classical results on codes for the Z-channel, see [Klo81]. Some other constructions for
designing 1-codes have also be introduced. In particular, the partition method based on
a similar technique of building large length constant weight codes from smaller length,
together with some heuristics search, give good lower bounds for small length codes with
n < 25 [Etz91, AB97, E098, Shi02]. Nevertheless, the Varshamov-Tenengol'ts-Constantin-
Rao construction remains to be the best systematic construction of 1-codes, to date.
The Constantin-Rao codes are so far the best known systematic construction of 1-codes.
These codes are constructed based on an Abelian group G. The group operation can be
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written as '+' for Abelian groups.
Definition 34. The Constantin-Rao code Cg Vg E G is given by
n
Cg 9  ({(Xl, x2, ... , zn) xigi = g mod n + 1}), (7.3)
i=1
where xi E {0, 1} and gl, 2, ..., gn are the non-identity elements of G.
The cardinality of Cg is lower bounded by
2nIC91 > (7.4)
n+l
for some g E G.
Note - is the Hamming bound of single-error-correcting codes for the binary symmet-
ric channel, therefore the Constantin-Rao codes are well-known outperforming single-error-
correcting symmetric codes for any length n 4 2' - 1.
Let o(g) be the order of g, then it is known
ICo1 ICgl, (7.5)
with equality holds if and only if o(g) is a power of 2.
For a given nonprime n + 1, there might be many Abelian groups of size n + 1. If the
group G is a cyclic group of order n + 1, then the corresponding codes are Varshamov-
Tenengol'ts codes [VT65]. It is known that the largest Constantion-Rao code of length n is
the code C based on the group G = pn+ Z, where n + 1 = IIpln+1 Pn p [Klo8l].
The exact expression for the size of the Constantin-Rao codes based on their group
properties are known, and a basic result is that for any group G and any group element g,
ICg has size approximately 2i (for a review, see [Klo81]).
7.3 Amplitude damping codes from classical asymmetric codes
In this section we first discuss the error model for the amplitude damping channel. We
show how a particular construction of the basis vectors for the AD codes, called the 'self-
complementary basis' can be linked to the construction of classical asymmetric codes satisfy-
ing certain conditions. Then we construct single-error-correcting AD codes from Constantin-
Rao codes, which are the best known systematic construction for classical 1-codes. We show
that these AD codes outperform the CSS codes given by Theorem 53 for all block length
n 0 2' - 1.
7.3.1 Error model for the amplitude damping channel
The Kraus operators for the amplitude damping channel A are given by
M= (10 and R = 0 , (7.6)
0 1 0)
i.e., the channel A maps the input state p into
A(p) = MpMt + RpRt. (7.7)
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For small values of E, which are more likely happen in real life, if we wish to correct the
equivalence of one error, corrections of order O(e 3) will not matter, since that would be
equivalent to distinguishing one error from two errors (see Chapter 8.7 of [Got97]). Note
M = 0 =I- 2(I - Z) + O(E4)) (7.8)
so all the higher order correction will be powers of I - Z. Let A = X + iY, B = I - Z, we
have C2
R = - A, M = I - 6 B. (7.9)2 4
Therefore the error model we have is, up to O(E3 ),
S = {Ri, Mi }, (7.10)
for i = 1,..., n.
However, this is not a Pauli channel, so the usual tools of designing quantum codes
(such as the CWS framework described in Chapter 6) cannot be directly applied.
From now on let us restrict to the single error-correcting case. Then the AD code of
length n should be able to detect errors in the set
Ss = {A, Bi, AiAj}, (7.11)
for all i, j = 1,.., n and i = j.
Note that the [[4, 1]] code given in [LNCY97] indeed detects the error set Cs. However in
general no method is known how to design good codes adapted to this non-Pauli channel.
Of course one idea could be to design codes which corrects a single X, Y errors and detects
a single Z error, so these codes can correct one A = X + iY error due to Theorem 5. One
possible way could be to design CSS codes with different X, Z distances [Ste96c]. For the
particular case of single-error-correcting AD code, we then would like to have CSS code of
X distance 3 (correcting a single X error) and Z distance 2 (detecting a single Z error).
Gottesman gives a construction of this kind of CSS code in Chapter 8.7 of [Got97]. We
summarize his result via the following:
Theorem 53. If there exists a binary [n, k, 3] classical code C and 1 (the all 1 string of
length n) is in the dual code of C, then there exists an [[n, k - 1]] one-error-correcting AD
code.
These codes indeed have better rates than the single-error-correcting stabilizer codes
designed for the depolarizing channel, for many block length n. For instance, a [[7,3]]
single-error-correcting AD code exists while only [[7, 1, 3]] single-error-correcting stabilizer
codes exist for the depolarizing channel. In general, the classical Hamming bound for [n, k, 3]
codes gives k < n - log(n + 1), which gives a bound for [[n, k]] single-error-correcting AD
codes constructed by Theorem 53, i.e.,
k < n - 1 - log(n + 1), (7.12)
while the quantum Hamming bound gives
k < n - log(3n + 1) (7.13)
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for [[n, k, 3]] stabilizer codes for the depolarizing channel.
However, one may expect that this CSS construction cannot do the best thing since
correcting both X and Y errors are somewhat redundant (we only need to correct X + iY).
Fletcher et al. took the first step toward making AD codes based on the non-Pauli error
model, i.e., codes correcting X + iY error, not both X and Y errors [FSW08]. Their codes
are stabilizer codes with parameters [[2n, n - 1]] and correct a single amplitude damping
error. Later Lang et. al took a further step toward making AD codes correcting X + iY
error [LS07]. They construct some nonadditive codes correcting a single amplitude damping
error, and via numerical search for short block length they found AD codes with better
performance than codes given by the CSS construction of Theorem 53.
Lang et al.'s construction consists of codewords j/u) of the self-complementary format
[SSW07], which is 1
I)u = (Iu) + u)), (7.14)
where u is a binary string of length n and fu = 1 ® u.
As first observed by Smolin et al. in [SSW07] for designing nonadditive single-error-
detecting codes, those codes consisting of codewords given in Eq. (7.14) automatically
detect a single Z error, so we have [LS07]:
Theorem 54. The self-complementary code corrects a single amplitude damping error if
and only if no confusion arises assuming the decay occurs at no more than one qubit.
We will take the above theorem as a starting point for making single-error-correcting
AD codes. We would like to relate the classical strings {u} in the self-complementary
construction to some classical 1-codes. The main observation of this section is the following
Theorem 55. If C is a 1-code and Vu E C, fu E C, then Q = {liu) = (lu) + Iiu)), u E C}
is a single-error-correcting AD code.
This theorem is almost a direct corollary of Theorem 54 so we omit the detailed proof
here. The main idea is that the classical code C which contains both u and fu takes care
of correcting amplitude damping errors while the self-complementary form of Iu,) takes
care of detecting the phase damping errors. And the size of the quantum code Q is
of course ICI/2. Theorem 55 then allows us to use some good classical 1-codes to con-
struct self-complementary AD codes. The only thing we need to check is whether the
self-complementary condition, i.e., Vu E C, fu E C is satisfied for C.
Definition 35. C is self-complementary if Vu E C, fi E C.
7.3.2 Amplitude damping codes from Constantin-Rao codes
As we have mentioned, the Constantin-Rao codes Cg are best known 1-codes which beat
the best symmetric single-error-correcting codes for all n 5 2r - 1. So the hope is that
these codes could give us good quantum single-error-correcting AD codes. To build quan-
tum AD codes from Cg, we need to examine the condition under which C9 could be self-
complenmentary. Based on the properties of Constantin-Rao codes given in Sec. 7.2, we
have the following
Fact 11. For even n, the Constantin-Rao code Co is self-complementary.
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This is based on a simple observation that all the nonzero group elements add up to
zero for any abelian group of even size.
The case of odd lengths n is more complicated. We first consider the case where n =
4k + 3. Recall that for a given nonprime n + 1, there might be many Abelian groups of
size n + 1, but it is known that the largest Constantion-Rao code of length n is the code Co
based on the group G = , pln+l i~-p, , where N = lpln+lp" [Klo8l]. Then further note
that for an Abelian group Z2 0 Z2 D G, where the group G is of odd size, all the nonzero
group elements add up to zero. This leads to the following
Fact 12. For n = 4k + 3, the largest Constantin-Rao code Co is self-complementary.
Since |Col > Cgl 2 , AD codes constructed from Fact 11 and Fact 13 outperform
the CSS AD codes of even length and odd length n = 4k + 3 constructed by Theorem 53.
Note we also have
Fact 13. For n = 4k + 3, the Varshamov-Tenengol'ts code Vn+1 is self-complementary.
4
The case for n = 4k + 1 is more tricky. We cannot directly get a self-complementary
code of length n from some Constantin-Rao codes Cg of the same length n. But instead we
can construct self-complementary AD codes of length n from the Constantin-Rao codes of
length n + 1, i.e., the so called shortened Constantin-Rao codes.
Definition 36. Let G be an Abelian group. For g E G, and 1 < r < n. Let
CC(r) = {(X 1 , ... ,Xr-l,Xr+1, ... ,Xn)I(Xi,..., Xr-1,O+1, r+... ,Xn) E Cg}, (7.15)
where Cg is the Constantin-Rao code of length n + 1.
Remark 8. For cyclic group G, i.e., the case of Varshamov-Tenengol'ts codes, we can
similarly define the shortened code V9 . We can also in the same way construct a shortened
code from all codewords in C9 having a 1 in position r. However, this is the same code as
C(r)g (for the Varshamov-Tenengol'ts codes, it is just V r), so we get nothing new.
Fact 14. For n = 4k + 1, and any odd r, the shortened Varshamov-Tenengol'ts code(r)
V(2-r of length n from the Varshamov-Tenengol'ts code Vn+2-r of length n + 1 is self-
2 2
complementary.
Here by 'odd' coordinate we mean r = 2s + 1 for some integer s > 0. More precisely,
the codewords of this 'shortened' Constantin-Rao code are given by
n+1
i n+2-r mod n + 2. (7.16)
i=l,i r
Since n is odd, n + 1 is even. When 'deleting' the coordinate r, the rest of coordinates add
up to n + 2 - r mod n + 2. Therefore VTn2
-
r is self-complementary.
2
It is known that the size of these shortened Constantin-Rao codes are approximately
2 [Klo8l]. But we know that the size of binary symmetric codes for length n = 4k + 1
is upper bounded by 2 [MS77], so the construction of AD codes given by Fact 14 also
outperforms the CSS AD codes of length n = 4k + 1 constructed by Theorem 53.
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Example 31. For n = 8, choose the Abelian group of size n + 1 = 9 be Z3 G Z3, the
codewords of the Constantin-Rao code Co are given by a linear code C1 generated by
{00000011, 00001100, 00110000}; (7.17)
and four pairs P (i=1... 4):
p = {10100001,10101101},
P2 = {10000110, 10110110},
P 3 = {01100100,01100111},
P 4 = {00101010, 11101010}; (7.18)
and all the complements of U= 1 pi U C.
The weight distribution of this code is given by (for definition of weight distribution, see
[SL97, Rai98]) Ao = 1; A1 = 0; A 2 = 1/4; A = 0; A 4 = 9/2; A 5 = 0; A 6 = 9/4; A 7 = 0;As =
8. Some of them are non-integers, so this code is nonadditive.
The size of the quantum code is 16, so this is a ((8,16)) single-error-correcting AD
code. Note the CSS AD code constructed by Theorem 53 for n = 8 gives parameters [[8, 3]].
And the best single-error-correcting stabilizer code for the depolarizing channel is [[8, 3, 311].
Therefore, this nonadditive AD code encodes one more logical qubit than the best known
stabilizer code with the same length and is capable of correcting a single amplitude damping
error.
For short block length (< 16), a comparison of the code dimensions given by this
Constantin-Rao construction with other constructions will be listed in Table 7.3 in Sec.
7.5. One could see that this Constantin-Rao construction outperforms all the other con-
structions apart from the GF(3) construction. However, since the GF(3) construction is not
systematic (those codes given by the GF(3) construction in Table 7.3 are found by numerical
search), this Constantin-Rao construction is then the best known systematic construction
for single-error-correcting AD codes.
7.4 The GF(3) construction for classical asymmetric codes
In this section, we discuss a new construction for classical asymmetric codes, where binary
asymmetric codes are obtained by some ternary asymmetric codes via a particular map
E. The ternary code could be linear or nonlinear, but the resulting binary codes is always
nonlinear.
Constructing good nonlinear binary codes from codes over larger alphabet is not a new
idea. It is well known that many good nonlinear binary codes for the binary symmetric
channel can be obtained from linear codes over Z4 via the Gray map 5 : Z4 --+ F2 defined
by
0(0) = 00, 5(1) = 01, 5(2) = 11, 5(3) = 10. (7.19)
See for instance, Chapter 12 of [HP03] for details.
Since we are constructing nonlinear binary codes for the asymmetric channel, it turns
out that codes over GF(3) (i.e., ternary codes) plays a good role. We will first discuss the
map 5 and its properties, then we give some new good 1-codes with structure found by this
GF(3) construction. Finally we show that certain Varshamov-Tenengol'ts-Constantin-Rao
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codes can be viewed as a special case of the GF(3) construction, which explains why the
GF(3) construction could always give codes with better performance than those given by
the Varshamov-Tenengol'ts-Constantin-Rao construction.
7.4.1 General construction and properties
To construct binary codes from ternary codes, we first need to specify a map between these
codes. We start from a binary to ternary map 6, which maps two bits to one trit.
Definition 37. The map 2 :F -* F3 is defined by:
E: {00, 11} - 0, 01 - 1, 10 -- 2. (7.20)
This is not a one to one map. So the inverse map needs to be specified carefully, that
is, a ternary symbol 0 after the inverse map gives two binary codewords 00 and 11.
Definition 38. The map : F 3 --+ F2 is defined by:
S: 0 -* {00, 11}, 1 --+ 01, 2 -- 10. (7.21)
For a binary code of length n = 2m, by choosing a pairing of coordinates, the map
em : F2m -* Fm then takes a given binary code of length 2m to a ternary code of length
m.
Example 32. The optimal 1-code C{4} of length n = 4 and dimension 4 have four codewords
{0000, 1100,0011, 1111}. By pairing coordinates {1, 2} and {3, 4}, the ternary image under
6 2 is then {00}.
On the other hand, the map Em :Fm - F22m takes a given ternary code of length m to
a binary code of length 2m.
Example 33. By starting from the ternary code of length n = 3, with codewords
000,111,122,212, 221, (7.22)
we get the binary image code C{6} under 53 to be
000000 000011 001100 001111 110000 110011
111100 111111 010101 011010 100110 101001 (7.23)
which is of dimension 12, with asymmetric distance 2, hence correcting one asymmetric
error. And by an upper bound given in [Klo81], this is an optimal 1-code for n = 6.
Example 34. By starting from the linear ternary code [4, 2, 3]3, with generators {0111, 1012},
we get the binary image code C{8} under 54 to be
00000000 00000011 00001100 00001111
00110000 00110011 00111100 00111111
11000000 11000011 11001100 11001111
11110000 11110011 11111100 11111111
00010101 00101010 11010101 11101010 (7.24)
01000110 10001001 01110110 10111001
01011000 10100100 01011011 10100111
10010001 01100010 10011101 01101110
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which is of dimension 32, with asymmetric distance 2, hence correcting one asymmetric
error. Note this gives exactly the same binary 1-code as the one given in Example 31, which
is the Constantin-Rao code Co of length n = 8 constructed from the group Z3 ( 23. This
example hints some relationship between the GF(3) construction and the Constantin-Rao
codes. We will discuss this in more detail in Sec. 7.4.3.
Examples 33 and 34 indicate that good 1-codes can be obtained from some ternary
codes under the map 6m. Now the question is what is the general condition under which
a ternary code gives a 1-code via the map 6m. To address this question, we first define a
ternary asymmetric channel T as shown in FIG. 7-2.
T
Figure 7-2: The tenary channel T.
Now we come to the main result of this section, which states that any
correcting code for the ternary channel T gives a 1-code under the map 6m.
Theorem 56. If C' is a single-error-correcting ternary code for the channel T
then C = C m (C') is a 1-code of length 2m.
single-error-
of length m,
Proof For any two codewords c', c' E C', we need to show that the asymmetric distance
between 6m(ci) and 3 m (c'2) is at least two.
By construction, if the Hamming distance between c' and c'2 is three, then the distance
between Cm(ci) and Cm(c'2) is also three for binary codewords of difference pre-images
under Em. Hence the asymmetric distance between Cm(c') and Em(c'2) is at least two.
If the the Hamming distance between ci and c'2 is two, then the following pairs are
allowed:
01,22
20,11
10,22
02,21
01,12
20, 12
10,21
11,22
02,11
12,21
(7.25)
But these 'allowed pairs' are exactly modeled by the channel T. O
The following corollary is straightforward.
Corollary 10. If C' is a linear [n, k, 3]3 code, then 6 m (C') is a 1-code of length 2m.
However Theorem 56 only works for designing 1-codes of even length. Now we generalize
this construction to the odd length situation, starting from 'adding a bit' to the ternary
code.
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Theorem 57. If C' is a single-error-correcting ternary code for the channel Z x Tm of
length m + 1, then C = 6 m (C') is a 1-code of length 2m + 1, where Gm acts on the last m
coordinate of C'.
Proof Let us always choose the first coordinate in C to be binary. Then for any two
codewords c, c'2 E C', we need to show that the asymmetric distance between 6m(c') and
Gm (c'2) is at least two.
By construction, if the Hamming distance between c' and c' is three, then the distance
between 6m(c') and 6m(c') is also three for binary codewords of difference pre-images
under Em. Hence the asymmetric distance between 6m(c') and 6m(c'2) is at least two.
If the the Hamming distance between c' and c' is two, and if it happens on any two
coordinates of T x T, then we know it can be taken care of by the 'allowed pairs' given in
Eq.(7.25). So we only need to worry about the situation that the distance two happens on
the Z x T. Assume the first coordinate is a bit and the second is a trit, then similarly we
find the allowed pairs are 01, 12; and 12, 11. The corresponding images of each pair under
6m give binary codewords of asymmetric distance A = 2. O
To illustrate this generalized ternary construction, let us look at the following example.
Example 35. The code {0000, 0111, 0222, 1012, 1120, 1201} of the channel Z x T3 under
the map 6 3 gives the binary code
0000000 0000011 0001100 0001111
0110000 0110011 0111100 0111111
0010101 0101010 1000110 1110110 (7.26)
1011000 1011011 1100001 1101101
which gives a binary code of length 7, dimension 16, with asymmetric distance two, hence
correcting one asymmetric error.
The following corollary is straightforward, but gives the most general situation of the
ternary construction.
Corollary 11. If C' is a ternary single error correcting code of channel Zml x Tm2 of
length mi + m 2 , then C = Gm2 (C) is a 1-code of length ml + 2m 2, where 1m2 acts on the
last n coordinate of C'.
7.4.2 New codes with structure
In this section we give some new codes with structure constructed by Theorems 56 and
57. Given m, one can of course try to find a best code C' for the channel T via the usual
clique search. The only thing one needs to pay attention to is that one needs to maximize
the number of codewords in the 1-code C = 6m(C'), not in the ternary code C', so the
corresponding clique search problem is actually on a weighted graph. We have numerically
searched for those cliques and the result can be found in Table 7.2, under the column
'Ternary', and n = 2m.
However, codes with structure are more desired than random searching. Here we discuss
two kinds of codes with structure: first, we give some 1-codes obtained from ternary linear
codes of distance three, as illustrated in Example 34; then we give some 1-codes obtained
from some ternary cyclic codes (hence the corresponding binary codes are quasi-cyclic),
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nSI
n
I
s
[[
F
I
6
1.161
18
1.021
30
0.944
pF
8
1.333
20
1.018
32
0.986
I
I
10
0.951
22
1.015
34
0.987
I
I
I
12
0.932
24
1.013
36
0.988
I
17
11
14
0.929
26
1.012
38
0.989
I
I
21
16
1.028
28
0.939
40
0.990
n 42 44 46 48 50 52
s 0.990 0.990 0.991 0.992 0.992 0.992
n 54 56 58 60 62 64
s 0.993 0.993 0.993 0.994 0.994 1.012
n 66 68 70 72 74 76
s 1.011 1.011 1.011 1.010 1.010 1.010
n 78 80 82
s 1.010 1.010 0.988
Table 7.1: Ternary Linear Codes v.s. Binary Linear Codes
as illustrated in Example 33. Finally, we clarify the relationship between the GF(3) con-
struction and the Varshamov-Tenengol'ts-Constantin-Rao codes, i.e., certain Varshamov-
Tenengol'ts-Constantin-Rao codes are a special case of the GF(3) construction.
Linear Codes
By Varshamov [Var64] we know that linear codes are not good candidate of codes adapted
to the Z-channel. Here, however, we examine some ternary linear codes to compare their
performance with binary linear codes. Define
(7.27)#tS#b'
where
#t = number of encoded bits for 1-codes from ternary linear codes of distance three
#b = number of encoded bits of binary linear codes of distance three (7.28)
From Table 7.1 we see that for certain lengths, the 1-codes obtained from ternary linear
codes indeed have better performance than the corresponding binary linear codes. In par-
ticular, for n = 8, the 1-code of dimension 32, as given explicitly in Example 34, encodes
one more bit than the binary linear code of size 16. This should be related to the fact that
the ternary Hamming code of length 8/2 = 4 is 'good'. On the other hand, binary linear
codes of distance three are 'bad' for length 8, 16, 32, 64. Also, the ternary Hamming code
of length 80/2 = 40 is good, from which the 1-codes of lengths 64 through 80 outperform
the corresponding binary linear code, i.e., s > 1.
General knowledge of the performance of those ternary linear codes used as binary codes
for asymmetric channel is still lacking. For instance, we do not know why s < 1 for n = 32,
even the binary linear code of distance three is 'bad' at length 32. However, since those
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ternary codes are obtained from MAGMA function 'BestDimensionLinearCodes' [mag], the
dimension of the 1-codes obtained from the ternary construction might be far from optimal.
Cyclic Codes
Recall that Example 33 starts from a single-error-correcting ternary cyclic code of length 3,
and result in a 1-code of length 6 achieving the upper bound given in [Klo81] via the map
6 3 . Note by the GF(3) construction, ternary cyclic codes give binary quasi-cyclic codes.
One would ask whether ternary cyclic codes could lead to good 1-code for length m > 3,
and it turns out that this idea is promising.
For m = 4, we have found a ternary cyclic code which leads to 1-code of parameter
(8, 29), with codewords
0000 0112 1222 1111 (7.29)
and their cyclic shifts.
The best 1-code that can be obtained from the ternary construction is the (8, 32) code
given in Example 34, so ternary cyclic codes are no longer best for this length. But it still
has pretty good performance.
For m = 5, we have found two inequivalent ternary cyclic codes which lead to 1-code of
parameter (10, 94). One is with codewords
00000 11111 22222
21100 12200 21011 12022 (7.30)
and their cyclic shifts.
The other one is with codewords
00000 11111 22222
21100 12200 20111 10222 (7.31)
and their cyclic shifts.
Compared to the code (10, 105) in Table 7.2, these cyclic codes are not best but still
pretty good.
For m = 6, we have found two inequivalent ternary cyclic codes which lead to 1-code of
parameter (12, 336), with codewords
000000 010101 020202 101010 202020
110110 220220 112000 221000 201110 (7.32)
102220 101202 102102 021211 012122
and their cyclic shifts.
Again, compared to the code (12, 351) in Table 7.2, these cyclic codes are not best but
still pretty good.
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The (14, 1186) is cyclic, with ternary codewords
0000000 0001011 0012221 0000212 0011101
0020222 0002211 0012012 0010022 0020102
0020222 0101202 0021021 0102021 0112122
0121022 0221211 0202112 1111122 1111212
1112112 1112222 1122122 1212122 1222222
1111111
and their cyclic shifts.
The code (14, 1186) listed in Table 7.2 is just obtained from this ternary cyclic code.
Random numerical searching for ternary code of m = 7 does not give any 1-codes better
than this one, due to fact that the search space is too large. This indicates that this cyclic
approach should be more promising for larger length. However, since these cyclic codes are
not linear, a systematic generalized construction for larger length is still lacking, which is
an interesting problem for future research.
7.4.3 The Varshamov-Tenengol'ts-Constantin-Rao codes viewed as ternary
codes
Recall that the Constantin-Rao codes are the best known systematic construction of 1-codes
which beat the best symmetric single-error-correcting codes for all n : 2' -1 [CR79b]. These
code are constructed based on an Abelian group G. The group operation can be written as
'+' for Abelian groups. For a given nonprime n + 1, there might be many Abelian groups of
size n + 1. If the group G is a cyclic group of order n + 1, then the corresponding codes are
Varshamov-Tenengol'ts codes [VT65]. It is known that the largest Constantion-Rao code of
length n is the code Co based on their group G = (pln+ ) Zp, where n + 1 = Ipln+iPn p
[Klo81]. The exact expression for the size of Cg based on the group properties are known, and
a basic result is that for any group G and any group element g, ICgl has size approximately
n+ (for a review, see [Klo81]).
To study the relationship between Varshamov-Tenengol'ts-Constantin-Rao codes and
the asymmetric codes constructed from ternary codes, we start from the following
Definition 39. A binary code C of even length n = 2m is called ternary if Em (g m (C)) = C.
Based on this definition, if a binary code C of even length is ternary, then it can be
constructed from some ternary codes via the map E. The following theorem then shows
that certain Varshamov-Tenengol'ts-Constantin-Rao codes are a special case of asymmetric
codes constructed from some ternary codes.
Theorem 58. For n even, the Varshamov-Tenengol'ts code Vg, and the largest Constantin-
Rao code Co is ternary.
Proof We only need to prove that there exists a choice of paring, such that for any
codeword v E Vg (Co), if v restricts on one chosen pair a is 00, then there exist another
codeword v' E Vg (Co) such that v' = via and v'Ia = 11. Here & denotes all the other
coordinates apart from a.
For the Varshamov-Tenengol'ts code Vg of even length n, choose the pairing {i, n - i +
1jnl, then the above condition is satisfied. This is because i+fn-i+1 = n+l mod n+1 = 0.
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For the Constantin-Rao code Co of largest cardinality, which is given by the group
G = , i= Zp,, note n is even, so n + 1 is odd. Therefore all p, are odd for Pr n + 1,
where n+1 = IIprIn lpn r. Write any group element as (sll, ..., s)1n, s21, , 2n2...). Then we
can pair it with (Pi - sl, ... , pi - slni,P2 - S21, -.,P2 - S2n2...), mod (p1, ... ,P,P2, ... ,P2, ...),
where srjr E {0,...,Pr - 1} and jr = 1,...,nr. FO
Here we give some examples.
Example 36. Consider n = 6. The Varshamov-Tenengol'ts code Vo is then given by
xl + 2x2 + 3x 3 + 4x 4 + 5x 5 + 6 6 = 0 mod 7, (7.34)
where xi E {0, 1}. Then one can do the paring
{X1X6, X2X5, 3X4}. (7.35)
The image of this code under 6 is a linear code [3, 1, 3]3. The size of the code is 10.
Example 37. Consider n = 8. For the Varshamov-Tenengol'ts code Vo is then given by
8
i= 0 mod 9, (7.36)
i=1
where xi E {0, 1}. Then one can do the paring
{x1, X2X7, 3 x 6 , x4x5 }. (7.37)
This size of the code is 30.
Example 38. The Constantin-Rao code Co of the largest cardinality, which is associated
with the group Z3 ( Z3, is given by
xi(0, 1) + X2(0, 2) + x 3 (1, 0) + x 4(1, 1)
+x5(1, 2) + x6 (2, 0) + X7(2, 1) + xs(2, 2) = 0, (7.38)
mod (3, 3), where xi E {0, 1}. Then one can do the paring
{ X1X2, X3X6, X 4 Xs , x 5 x 7 }. (7.39)
The image of this code under 68 is a linear code [4, 2, 3]3, which is the one given in Example
Example 39. Consider n = 10. For the Varshamov-Tenengol'ts code Vo is then given by
10
Eixi = 0 mod 11, (7.40)
i=1
where xi E {0, 1}. Then one can do the paring
{ X 1 10, 22 9 , x3x 8 , x 4x, x 5x 6 }. (7.41)
This size of the code is 94, and the image of this code under 610 is equivalent to a ternary
cyclic code, the one given in Eq (7.30).
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Now we consider the case of odd length.
Definition 40. A binary code C of odd length n = 2m + 1 is called generalized ternary if
Em(Em (C)) = C, where em acts on the last 2m coordinates of C.
Based on this definition, if a binary code C of odd length 2m + 1 is generalized ternary,
then it can be constructed from some codes correcting a single error of the channel Z x T m
via the map 6. The following theorem then shows that certain Varshamov-Tenengol'ts-
Constantin-Rao codes are a special case of asymmetric codes constructed from some single-
error-correcting codes for the channel Z x Tm.
Theorem 59. For n odd, the Varshamov-Tenengol'ts code V, is generalized ternary.
Proof We only need to prove that there exists a choice of paring which leaves a single
coordinate as a bit, such that for any codeword v E Vg, if v restricts on one chosen pair a
is 00, then there exist another codeword v' E V such that v' = vIa and v'Ia = 11.
For the Varshamov-Tenengol'ts code Vg of odd length, choose the pairing {i, n - i +
=1 )/2, leave the coordinate (n + 1)/2 as a bit, then the above condition is satisfied. This
is because i + n - i +1 = n +1 mod n +1 = 0. O
Here is an example.
Example 40. Consider n = 7. The Varshamov-Tenengol'ts code Vo is then given by
7
3ixi = 0 mod 8, (7.42)
i=1
where xi E {0, 1}. Then one can do the paring
{ X17, X2X6, X 3 X 5 }, (7.43)
and treat x 4 as a bit. The size of the code is 16, and it is equivalent to the code given in
Example 35.
Note these kinds of pairing given by Theorem 58 and Theorem 59 for constructing
(generalized) ternary codes not only apply to Vo and Co as listed above, but can also
apply to some Cgs. However, since the size of the Varshamov-Tenengol'ts-Constantin-Rao
code is approximately 2, Theorem 56 and 57 then indicate those Varshamov-Tenengol'ts-
Constantin-Rao codes should be suboptimal, i.e., outperformed by the (generalized) ternary
construction. Table 7.2 gives the code dimensions of 1-codes obtained by some ternary codes,
and compares them with 1-codes obtained by some other constructions.
The parameters of those codes found by the (generalized) ternary method compared
with the parameters of the corresponding Varshamov-Tenengol'ts-Constantin-Rao codes
are listed in Table 7.2. One can see that the (generalized) ternary construction indeed
outperforms the Varshamov-Tenengol'ts-Constantin-Rao construction. And it turns out
that the larger n, the easier the (generalized) ternary method does better.
For a ternary code C' of length m, the intuition is that 0 should be in the code and
the more weight three elements in C', the larger I6 m (C') . This is supported by the sub-
optimality of the Varshamov-Tenengol'ts-Constantin-Rao codes under the ternary construc-
tion. This can also be observed from the weight distribution of the image of the Varshamov-
Tenengol'ts Vo code under the map 6 m, which can be determined directly from the weight
distribution of Vo [Klo81].
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n Cg Ternary Partition
6 10 12 *
7 16 16 *
8 32 32 *
9 52 55 *
10 94 105 104(a)
11 172 180 180(b)
12 316 351 336 (b)
13 586 600 652(c)
14 1096 1186 1228(c)
Table 7.2: 1-codes from ternary construction via numerical search, compared to Varshamov-
Tenengol'ts-Constantin-Rao codes and the codes obtained by the partition method
Example 41. For the Varshamov-Tenengol'ts code of length 12, there are only 16
three elements in its ternary image. However, for the channel T 6 , one can find 20
three elements assuming 0 is in the ternary code. One example is give by,
000111
100202
012001
120001
000122
002210
022100
201100
020012
011002
101010
202002
200021
010220
102020
210010
001201
021020
110100
220200
weight
weight
(7.44)
and starting from this the code (12,351) in Table 7.2 is found.
The (14,1186) code in Table 7.2 is cyclic, as given by Eq. (7.33). The "Partition"
column in Table 7.2 is obtained from the partition method in Ref. [Etz91]. (a) is found
from the partition of constant weight codes of length 6 and asymmetric code of length
4. (b) is from Ref. [Etz91], and (c) is from Ref. [EO98]. The ternary construction also
performs this partition method for length 10 and 12, but cannot out perform the code found
by heuristic search, which gives (10, 112) [EO98] and (12, 379) [Shi02], because both the
ternary construction and the partition construction assume some structures of the binary
1-codes.
7.5 The GF(3) construction for amplitude damping codes
In this section we discuss the GF(3) construction for single-error-correcting quantum AD
codes. From Sec. 7.4, we already learned how to construct good 1-codes from certain
(generalized) ternary codes. So the main idea is to construct self-complementary binary
1-codes from some (generalized) ternary codes. We first examine the case of even block
length, then we move into the case of odd block length. Finally we summarize new single-
error-correcting AD codes obtained by the GF(3) construction and compare them with
other constructions including the Constantin-Rao construction given in Sec. 7.3.
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7.5.1 The GF(3) construction for even block length
We first examine under which condition the image of a ternary code under the map 6 could
be self-complementary.
Definition 41. A ternary code C' is self-complementary if for any c' E C', c' E C', where
c' = (3 e c) mod 3 (3 = 33... 3, i.e., the all '3' string).
Example 42. The ternary code C' = {000, 111, 222} is self-complementary. For 111 E C',
111 = 333 e 111 = 222.
The properties of the map E gives the following
Fact 15. If a ternary code C' of length m is self-complementary, then its binary image
under the map C = 5m (C') is self-complementary. On the other hand, if a binary code
C of length 2m is ternary and self-complementary, then its ternary image 6 2m(C) is self-
complementary.
To use Fact 15 to construct good single-error-correcting AD codes for even block length,
first recall Example 31 (and Example 34):
Example 43. The code given in Example 31 under the map Em by pairing up coordinates
{1, 2}, {3, 4}, {5, 6}, {7, 8} gives a linear code over GF(3) generated by {0111, 1012}.
We know that all the linear ternary codes are self-complementary, so the 1-codes con-
structed from linear ternary codes given in Sec. 7.4.2 can directly used to construct single-
error-correcting AD codes. Since in general we search for self-complementary ternary codes
C' with largest possible size of C = C', those AD codes obtained from linear ternary codes
of distance 3 are sub-optimal.
Furthermore, recall both Fact 11 and Theorem 58, which state that for even block
length, the Constantion-Rao code Co of the largest cardinality is both self-complementary
and ternary. Therefore, the AD codes given by the Constantion-Rao construction is actually
a special case of the GF(3) construction. The numerical results of AD codes obtained from
the GF(3) construction are given in Table 7.3.
7.5.2 The GF(3) construction for odd block length
For n odd, we need to generalized the GF(3) construction. As already discussed in Sec.
7.4, for n = 2m + 1, we design codes correcting a single error of the channel Z x Tm. And
we call these codes 'generalized ternary'.
We need to examine under which condition the image of a generalized ternary code
under the map Em could be self-complementary.
Definition 42. A generalized ternary code C' of length 2m + 1 is self-complementary if for
any c' E C', c' E C'. Here el = 1 e c', i = 3 e c' mod 3, for i = 2,..., m + 1.
Example 44. The generalized ternary code C' = {000, 100, 011, 122} is self-complementary,
because 000 = 100 and 011 = 122.
The properties of the map 5 gives the following
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Fact 16. If a generalized ternary code C' of length m + 1 is self-complementary, then its
binary image under the map C = G m (C') is self-complementary. On the other hand, if a
binary code C of length 2m +1 is generalized ternary and self-complementary, then its image
e 2m(C) is self-complementary.
We now show that the AD codes given by the Constantion-Rao construction is actually
a special case of the generalized ternary construction. First recall Fact 13, which states
that for block length n = 4k + 3, V.n+ is self-complementary. We then further show the
4
following:
Fact 17. For n = 4k + 3, V +1 is generalized ternary.
4
To see this, do the pairing {i, n - i + 1} n,21)/2. Here we leave the coordinate (n + 1)/2
unpaired so it is unchanged under the map m.
For length 4k + 1, recall Fact 14 that the shortened Varshamov-Tenengol'ts code V+2-r
2
obtained from the Varshamov-Tenengol'ts code Vn+2-r of length n+ 1 is self-complementary.
2
We then further show the following:
Fact 18. For n = 4k + 1, the shortened Varshamov-Tenengol'ts code V 2(r) obtained from
2
the Varshamov-Tenengol'ts code Vn+2-r of length n + 1 is generalized ternary.
2
To see this, for the shortened Varshamov-Tenengol'ts code given by
n+ ixi= n+2-r mod n+2, (7.45)2
i=l,ir
do the pairing ji, n - i + 2 n/2
do the pairing {i, n - i + 2}i= Here we leave the coordinate n - r + 2 unpaired so it is
unchanged under the map 'm.
The numerical results of AD codes obtained from the ternary (GF(3)) construction are
given in Table 7.3.
7.5.3 Summary of new constructions for amplitude damping codes
For short block length we summarize the results of single-error-corrrecting AD codes ob-
tained from the GF(3) construction in Table 7.3, and compare them with AD codes obtained
from other constructions.
Note the ((12, 168)) code in Table 7.3 is cyclic, which can be obtained by the classical
1-code (12,336) given in Sec. 7.4.2. The ((10,49)) code is 'almost cyclic', from which
(deleting 4 classical codewords then add another 2) we can obtain a cyclic code ((10, 47)),
with classical codewords
00000 11111 22222 21100 20111 (7.46)
and their cyclic shift, plus all the complements. There is another cyclic code ((10, 47)), with
classical codewords
00000 11111 22222 21100 21011 (7.47)
and their cyclic shift, plus all the complements.
Table 7.3 shows that the Constantin-Rao construction Cg outperforms other construc-
tions apart from the (generalized) GF(3) construction. This is reasonable since we know
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n Depolarizing CSS Lang Cg GF(3)
4 1 1 2 2 2
5 2 2 2 2 2
6 2 4 5 5 5
7 2 8 8 8 8
8 8 8 12 16 16
9 12 16 18 23 24
10 24 32 41 47 49
11 32 64 78 86 89
12 64 128 146 158 168
13 128 256 273 274 291
14 256 512 515 548 572
15 512 1024 931 1024 *
16 1024 1024 1716 1928 *
Table 7.3: Comparison of AD codes from different constructions: column n indicates dif-
ferent block length n; column 'Depolarizing' gives the best code dimension of single-error-
correcting code for the depolarizing channel; column 'CSS' gives the best code dimension
given by the construction of Theorem 53; column 'Lang' is from [LS07]; column 'Cg' is given
by the Constantin-Rao construction discussed in Sec. 7.3; column 'GF(3)' is given by the
GF(3) (ternary) construction.
that the Constantin-Rao construction is actually a special case of the (generalized) GF(3)
construction. For all the length up to 14, the (generalized) GF(3) construction indeed gives
AD codes of best parameters. Lengths > 14 are out of reach of the current computational
power we have. As we know that the Constantin-Rao construction outperform the CSS
construction for all lengths except n = 2r - 1, where the binary Hamming codes are 'good',
it is very much desired to know whether the (generalized) GF(3) construction can give us
something outperforms the CSS construction for the length n = 2r - 1. From Sec. 7.4 we
know this is possible for classical 1-codes, but it remains a mystery for the quantum case,
which we leave for future investigation.
Finally, numerical search also found a ((9,26)) single-error-correcting AD code (ex-
haustive among all the self-complmentary codes), which cannot be obtained from any of
the above constructions. Also we have found, via random search, a ((10, 51)) single-error-
correcting AD code, which also cannot be obtained from any of the above constructions.
7.6 Conclusion and discussion
In this chapter we develop some methods for constructing channel-adapted quantum error-
correcting codes. In particular, we focus on how to deal with channels with non-Pauli ampli-
tude damping errors. We have proposed two new constructions for single-error-correcting
AD codes, one is systematic, and the other needs to be assisted with numerical search.
Both constructions give good AD codes outperform previous known constructions in terms
of coding parameters.
The key idea of our approaches is to link the construction of single-error-correcting
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AD codes to some classical codes adapted to the asymmetric channel. On the one hand,
this allows us to use some well-known classical designs for 1-codes (i.e., the Conctantin-
Rao construction) to construct systematically single-error-correcting AD codes with high
performance. On the other hand, the idea of the GF(3) construction we observed for
constructing AD codes also gives a new method of constructing classical 1-codes, with
which good 1-codes with structure are found.
We hope this kind of nice "quantum-classical" link can also be extended to many other
cases, such as multi-error-correcting AD codes, and quantum codes adapted to some other
non-Pauli channels. Actually the CWS construction discussed in Chapter 5 and Chapter 6
contains a similar "quantum-classical" link idea, and we know those "self-complementary"
AD codes we constructed in this chapter are actually a special case of the CWS codes.
Therefore it is a nice future direction that how to "adapt" the CWS framework to design
good codes for non-Pauli channels.
Finally, we remark that actually the ((8, 16)) AD code given in Example 31 was originally
found via exhaustive numerical search. We put the binary codewords into a nice format as
it is given in Example 31 and showed it to Peter Shor. Shor then performed the map 6
to the binary code and found the image is a [4, 2, 3]3 linear code over GF(3) (see Example
43). This observation inspired us to study the GF(3) construction for both the single-error-
correcting AD codes and classical 1-codes. The key idea of the map G, i.e., "partition,"
further inspired us to consider something similar in the case of constructing CWS codes,
which eventually leads to the idea of generalized concatenated quantum codes that we have
discussed in Chapter 6.
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Part IV
Outlook
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Chapter 8
Summary and Open Problems
This thesis develops a systematic theory of quantum error-correcting codes and fault-
tolerant quantum computation (QECC-FTQC) beyond the Stabilizer-Clifford framework,
which includes two main parts:
1. The "minimal subcodes+semi-Clifford operations" theory for studying non-Clifford
operations on stabilizer codes.
2. The codeword stabilized (CWS) quantum codes framework combined with the gener-
alized concatenation method for constructing good nonadditive (and stabilizer) quan-
tum codes.
Our theory successfully tackles some important open problems in the field (such as a
proof of the "transversality versus universality problem for stabilizer codes" and a systematic
method for constructing nonadditive codes outperform best additive codes), and makes
progress on many other related important open problems (such as the LU-LC equivalence
problem for stabilizer codes, the Ck structure problem, and the problem of dealing with
non-Pauli errors in quantum channel adaptive coding).
However, this is just a beginning rather than an end. What we always have in mind
is that our ultimate goal is to realize "Quantum Information Technology" (i.e., reliable
quantum communication and computation) in practice. And we do have the faith that
"Quantum Information Technology" is indeed the next generation information technology.
We are still far from there yet - there are many things remain to be done.
It is interesting to notice that while preparing this thesis, the community continued
making progress in related areas. We briefly list some of them below. It should be under-
stood that such a list cannot be complete, due to the rapid developments in the field of
quantum coding theory.
1. After the work of Chapter 2 was done, Gross and van den Nest showed that correctness
of the LU - LC conjecture for stabilizer states would imply a similar result for the
more general case of stabilizer codes [GdN08]. They further showed that the LU = LC
conjecture is related to the question regarding quadratic forms over the finite field F2.
Based on this relationship between the LU e- LC conjecture and quadratic forms,
later Ji et al. gave an explicit counterexample to the LU -* LC conjecture [JCWY07].
Their counterexample finally solved this conjecture. However, their counterexample
was randomly generated so the structure of all the possible counterexamples remains
open.
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2. After the work of Chapter 3 was done, a natural question arose, which is whether
nonbinary (qudit) stabilizer codes can support universal set of transversal gates. This
loophole was recently closed by us in [CCC+08]. Very recently, Eastin and Knill
showed in [EKO09] that the ability of a quantum code to detect an arbitrary error
on any single physical subsystem is incompatible with the existence of a universal,
transversal encoded gate set for the code. Their result is more general compared to
our Theorem 22, since they do not restrict their discussion on stabilizer codes (i.e.,
their result applies to arbitrary quantum codes). However, the proof techniques we
use in Chapter 3 reveals detailed structure of the stabilizer groups under the action of
transversal gates and coordinate permutation. These proof techniques turn out to be
useful for many applications, such as constructing quantum codes with non-Clifford
transversal gates and understanding possible transversal gates for a given stabilizer
codes, as shown in Sec. 3.5.
3. After the work of Chapter 4 was done, Mochon and Gottesman gave an explicit coun-
terexample to Conjecture 1 (personal communication). However, their counterexam-
ple does not violate Conjecture 2. Recently, Beigi and Shor proved that Conjecture 2
holds for k = 3 [BS08]. The k > 3 case of Conjecture 2 remains open.
4. After the work of Chapter 5 was done, the CWS framework was generalized to the
nonbinary case by us [CZC08]. After the CWS framework was proposed, several other
frameworks for constructing both stabilizer and nonadditive codes were also proposed,
including the "graphical quantum error-correcting codes" framework proposed by Yu
et al. [YCOO07] and its nonbinary version [HTZ+08], the "union stabilizer codes" pro-
posed by Grassl and Roetteler [GR08a, GR08b], and the "quantum codes using qudit
graph states" framework proposed by Looi et al. [LYGG08]. All those frameworks are
essentially equivalent to the CWS framework, while they look at the problem from
different viewpoints.
5. After the work of Chapter 6 was done, two families of binary single-error-correcting
codes which outperform the best stabilizer codes were presented in [YCOO09], and some
best single-error-correcting stabilizer codes were presented in [YDO09]. Later Bier-
brauer summarized all the previous known results on single-error-correcting stabilizer
codes and further proved a theorem which finally settles the spectrum of single-error-
correcting stabilizer codes [Bie09].
Looking into the future, along our direction beyond the Stabilizer-Clifford framework,
there are many concrete projects to be explored, such as a better understanding of stabilizer
codes for which LU-LC equivalences differs, a better understanding of detailed structure on
stabilizer codes that allow non-Clifford transversal gates, a better understanding of detailed
structure on the subgroups of Clifford groups, a better understanding of fault-tolerant gates
that can be performed on the general CWS codes, a better understanding of decoding
generalized concatenated codes efficiently, and a better understanding of constructing codes
and fault-tolerant protocols adapted to different real physical systems, etc.
I remember that one day I chatted with Daniel Gottesman about quantum coding theory.
He encouraged me to continue working on it by saying: "classical coding theory has been
developed for more than 60 years, but we are only a bit more than a decade."
To conclude my thesis, I would like to cite my friend Andrew Fletcher's reply to what
Gottesman has said: "but it is WE that should figure these things out!"
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