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WEYL MODULES AND LEVI SUBALGEBRAS
GHISLAIN FOURIER
Abstract. For a simple complex Lie algebra g of classical type we are studying the restriction
of modules of the current algebra to the current algebra of a Levi subalgebra of g. More
precisely, we are studying the highest weight components of simple modules, global and local
Weyl modules. We are identifying necessary and sufficient conditions on a pair of a Levi
subalgebra and a dominant integral weight, such that the highest weight component of the
restricted module is a global (resp. a local) Weyl module.
Introduction
Let g be a finite-dimensional, simple complex Lie algebra of classical type with fixed triangular
decomposition. Let a be a Levi subalgebra compatible with the root space decomposition of
g, in some literature a is called a regular subalgebra of g ([Dyn52]). The induced map for the
Cartan components π : ha −→ h induces also a map on the level of dominant integral weights
π : P+ −→ P+a .
Let V g(λ) denote the simple finite-dimensional g-module of highest weight λ. By restricting the
action we obtain a finite-dimensional a-module whose highest weight component is isomorphic
to the simple a-module V a(π(λ)). We have the analogous picture in modular representation
theory: starting with the Weyl module of highest weight λ of g, the Weyl module of highest
weight π(λ) for a is isomorphic to the submodule through the highest weight vector.
In this paper we extend the study of such restriction functors to the context of current alge-
bras. The current algebra associated to g is the vector space g ⊗ C[t] equipped with the Lie
bracket induced by [x⊗p, y⊗ q] := [x, y]⊗pq. We study simple module, local and global Weyl
modules of g⊗ C[t] with respect to the restricted action of a⊗ C[t].
Simple finite-dimensional modules are tensor products of evaluations of simple g-modules[ER93]
and parameterized by current highest weights. See Section 2, where we will recall that a cur-
rent highest weight can be identified with a finitely supported function ψ : C −→ P+. We will
show that similarly to the classical case, the a ⊗ C[t] module generated through the highest
weight vector of V a(ψ) is simple and isomorphic to V a(π ◦ ψ) (Lemma 2).
One of the most interesting features of the category of finite-dimensional g-modules is the
existence of indecomposable, non-simple objects. Therefore, for the purpose of understanding
this category, it is not sufficient to understand the simple modules only but it is necessary also
to understand the indecomposables. A classification of the indecomposables is far from being
known but in [CP01] a special and very important class was introduced. The authors defined
local Weyl modules in analogy to modular representation theory, that is to any simple module
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V g(ψ) they associated a cyclic, indecomposable, integrable, finite-dimensional module W g(ψ)
which is maximal (in a certain sense) with these properties.
Although the modules have been getting a lot of attention due to their special role within the
category, they are of particular interest because of their strong connections to other important
branches in representation theory, such as simple modules of quantum affine algebras ([CP01]),
Demazure modules ([CL06], [FL07]), fusion products ([Nao12]), to name but a few.
In recent years local Weyl modules have been introduced in more general settings, for exam-
ple by replacing C[t] with a commutative, associative unital algebra ([FL04], [CFK10]), by
considering hyper loop algebras ([JdM07]), by considering twisted current algebras ([CFS08],
[FK13]) or even equivariant map algebras ([FMS]).
Throughout the last decade the so-called global Weyl module W g(λ), defined in [CP01] as a
projective object in the category of integrable g⊗C[t]-modules with g-weights bounded above
by λ, has appeared to carry a lot of the structure of the local Weyl modules (see Section 3 for
more details). It was shown that they are also right modules for a certain symmetric algebra
A
g
λ, a polynomial ring in finitely many (determined by λ) variables. These global Weyl mod-
ules appear in various contexts, some far from the origin, as in symmetric functions ([CL12]),
q-Whittaker functions ([BF]) and others. This might justify the intensive study throughout
the last decade ([FL04], [CFK10], [FMS13], [BCM12] to name but a few).
As previously stated, in this work we are studying the restriction of local and global Weyl
module to current algebras of Levi subalgebras. So let a ⊂ g be a simple Levi subalgebra of
g and ωk a fundamental weight for g. We will introduce for the pair (a, ωk) the properties
locally admissible and globally admissible (Definition 1.3), and we will see that any globally
admissible pair is locally admissible. The first main result is the following:
Theorem 1. Let (a, ωk) be locally admissible and ψ be of g-weight ωk. Then
W a(π ◦ ψ) →֒W g(ψ).
In the end we are mainly interested in branching rules for Weyl modules. A first formula
for the branching of W g(ψ) was given in [CL06] for the special case sln ⊂ sln+1, the subal-
gebra generated by the first n− 1 simple root vectors. We will generalize this to semi-simple
Levi subalgebras a generated by root vectors of simple roots (of g), a special class of regular
subalgebras ([Dyn52]). The second main result is the following:
Theorem 2. Let λ be a dominant integral weight for g such that (a, λ) is locally admissible.
(i) If ψ is of g-weight λ, then W a(π ◦ ψ) →֒W g(ψ).
(ii) Further, if (a, λ) is globally admissible, then W a(π(λ)) →֒W g(λ).
In particular, the highest weight component of the restricted module is again a local/global
Weyl module.
Furthermore the considerations of the fundamental weights imply that the statements of
the theorem (subject to the corresponding assumptions) might be read as if and only if. That
is to say, if the highest weight component of the restricted local (global) Weyl module is again
a local (global) Weyl module for a ⊗ C[t], then the pair is locally (globally) admissible. The
assumption that a is generated by root vectors of simple roots seems to be quite restrictive
and we conjecture that the statements of Theorem 2 are true even if we drop this assumption.
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Part(i) of the theorem will be proven by reducing this problem to fundamental weights only,
in which case it can be deduced from Theorem 1. For the proof of part (ii) we will use
Aa
π(λ) as a natural subalgebra in A
g
λ. Then we will show that the restricted module is a free
Aa
π(λ)−module of the same rank as the global Weyl module W
a(π(λ)).
We conclude with some final remarks: it is straightforward to ask about the restriction of Weyl
modules in the case of generalized current algebras ([CFK10]). The main difficulty one faces
here is that in this context the g-decomposition of local Weyl modules is not known in the
required generality. We will see that the proofs of the main theorems heavily depend of this
information. One may use the characterization of Weyl module via homological properties,
saying that certain extension groups are trivial (for details we refer to [CFK10]) .
The paper is organized as follows: in Section 1 we will fix basic notations and introduce the
properties locally and globally admissible. In Section 2 we will consider the restriction of
finite-dimensional simple module of g ⊗ C[t]. In Section 3 we will briefly review necessary
results on local and global Weyl modules. The main theorem will be proven in Section 4 and
Section 5.
1. Preliminaries
1.1. Let g be a simple, finite-dimensional complex Lie algebra of classical type. We fix a
triangular decomposition
g = n+ ⊕ h⊕ n−.
We denote the set of (positive) roots of g by R (resp. R+). We denote Q the Z-lattice spanned
by R and Q+ the Z≥0-lattice spanned by R
+. The simple roots of g are denoted by αi,
i ∈ {1, . . . , n} =: I, the set of simple roots by Π. For α ∈ R, we denote the corresponding
sl2-triple by x
±
α , hα.
The fundamental weights are denoted by ωi, i ∈ I and the set (dominant) integral weights is
denoted by P (resp. P+). We have
g = h⊕
⊕
α∈R
gα.
For a subset R′ ⊆ R, closed under addition and multiplication by −1, we denote a the Lie
algebra generated by the root spaces corresponding to R′:
a :=
∑
α∈R′
[gα, g−α]
⊕
α∈R′
gα.
Then a is the Levi subalgebra of the reductive subalgebra a + h and a is semi-simple by
construction. Since there are various definitions of Levi subalgebras in the literature, we
define here, that throughout this paper, a Levi subalgebra is a subalgebra of the form as a.
Example 1. Let g ∼= sl4, and R
′ = {α1, α2+α3, α1+α2+α3,−α1,−α2−α3,−α1−α2−α3}.
Then a ∼= sl3.
We have an induced triangular decomposition
a = n+a ⊕ ha ⊕ n
−
a
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where n±a ⊆ n
± and ha ⊆ h. The simple roots of a are denoted by βj , j ∈ {1, . . . , s} =: J ,
and the set of simple roots is denoted by Πa, the set of roots Ra (resp R
+
a ). Again, we denote
Qa the Z-lattice spanned by Ra and Q
+
a the Z≥0-lattice spanned by R
+
a . (for more details see
Section A.1).
The fundamental weights of a are denoted by τj, j ∈ J and the set of (dominant) integral
weights is denoted by Pa(P
+
a ).
Since ha ⊆ h and R
+
a ⊂ R
+ we have induced maps π : h∗ ։ h∗a, π : P −→ Pa and π : P
+ −→
P+a .
1.2. We recall some notations and facts from representation theory. Let V be a finite-
dimensional g-module. Then V decomposes into its weight spaces with respect to the h-action
V =
⊕
τ∈P
Vτ ,
where Vτ = {v ∈ V | h.v = τ(h).v for all h ∈ h}.
The simple finite-dimensional modules are parameterized by dominant integral weights:
V (λ)↔ λ ∈ P+.
Let a ⊆ g be a Lie subalgebra as defined in Section 1.1. Then the simple finite-dimensional
a-modules are parameterized by P+a , and we denote for µ ∈ P
+
a the corresponding simple
a-module by V a(µ).
Let λ ∈ P+. Since V (λ)λ is one-dimensional and the category of finite-dimensional a-modules
is semi-simple, we have
U(a).vλ ∼=a V
a(π(λ)).
1.3. We introduce the properties locally and globally admissible for a pair (a, λ).
Definition. Let a be simple, then call a pair (a, ωk), 1 ≤ k ≤ n globally admissible if
π(ωk) =
{
0
τj, for some fundamental weight τj of a
.
A pair (a, ωk) is called locally non-admissible if
(1) either a is of typeBs, s > 1, ǫi+ǫj is the unique simple short root of Bs and i ≤ k ≤ n−1
(2) or g is of type Cn, a is of type As and π(ωk) /∈ {0, τ1, . . . , τs}.
In all other cases (a, ωk) is called locally admissible.
Let a be a semi-simple Levi subalgebra and λ = ωi1 + . . . + ωij ∈ P
+. Then we call (a, λ)
locally (globally) admissible if (ai, ωij) is locally (globally) admissible for all j and all simple
constituents ai of a.
We can immediately relate these two properties:
Proposition. If (a, λ) is globally admissible, then (a, λ) is locally admissible.
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1.4. The aim of the paper is to study certain modules of the current algebra g⊗C[t], the
Lie algebra with the bracket induced by
[x⊗ p, y ⊗ q] = [x, y]g ⊗ pq
for x, y ∈ g, p, q ∈ C[t].
For every c ∈ C, we have an induced surjective map of Lie algebras
g⊗ C[t]։ g⊗C ∼= g : x⊗ p 7→ x⊗ p(c).
Given a g-module V , we denote the g⊗C[t]-module obtained by this pullback by evc V or Vc
for short.
2. Simple finite-dimensional modules and subalgebras
We consider here simple finite-dimensional modules for g⊗ C[t]. Let E denote the monoid
E = {ψ : C −→ P+ | | supp(ψ)| <∞}.
We set wt(ψ) =
∑
a∈supp(ψ) ψ(a) ∈ P
+ and for λ ∈ P+:
Eλ = {ψ ∈ E | wt(ψ) = λ}.
To each ψ ∈ E one can associate a finite-dimensional g⊗ C[t]-module
V (ψ) =
⊗
a∈supp(ψ)
eva V (ψ(a)).
Let va be a generator of V (ψ(a))ψ(a) , then vψ = ⊗a∈supp(ψ)va is a cyclic generator of V (ψ).
It was shown in [ER93],[Lau10], [NSS12], [CFK10], that E parameterizes the simple finite-
dimensional g⊗ C[t]-modules up to isomorphism.
Similarly we can define Ea, E
µ
a for µ ∈ P
+
a . The map π : P
+ −→ P+a induces maps
π : E −→ Ea , π : E
λ −→ E
π(λ)
a , π(ψ) := π ◦ ψ.
For φ ∈ Ea let V
a(φ) denote the corresponding simple module.
Lemma. Let ψ ∈ E, then
U(a⊗A).vψ ∼= V
a(π(ψ)).
Proof. Let supp(ψ) = {a1, . . . , ak}. Then by definition of V (ψ):
(g ⊗
k∏
i=1
(t− ai)C[t]).V (ψ) = 0.
This implies that V (ψ) is a simple module for the semi-simple Lie algebra
g⊗
(
C[t]/(
k∏
i=1
(t− ai))
)
∼=
k⊕
i=1
g⊗ (C[t]/(t− ai)) .
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We have by definition V (ψ) =
⊗k
i=1 evai V (ψ(ai)) and if vi is a generator of V (ψ(ai))ψ(ai),
then
(U(g ⊗ C[t]/
k∏
i=1
(t− ai))). ⊗ vi =
k⊗
i=1
U(g ⊗ C[t]/(t− ai)).vi ∼=
k⊗
i=1
evai V (ψ(ai))
This implies that
(U(a⊗C[t])) .⊗ vi =
(
U(a⊗ C[t]/
k∏
i=1
(t− ai)C[t])
)
.⊗ vi =
k⊗
i=1
U(a ⊗C[t]/(t− ai)).vi.
The lemma follows since
⊗
U(a⊗ C[t]/(t− ai)).vi ∼=
k⊗
i=1
evai V
a(π(ψ(ai))) ∼= V
a(π(ψ)).

We remark here: Let λ ∈ P+. Then V (λ) is a finite-dimensional a-module (obtained through
restriction) and hence it decomposes into a direct sum of simple a-modules:
V (λ) ∼=a
⊕
τ∈P+a
V a(τ)⊕c
τ
λ .
The proof above implies that V (ψ) decomposes into a direct sum of simple a⊗ C[t]-modules.
The multiplicities cτλ would immediately give a branching rule for these simple modules. Un-
fortunately, they are far from being known in general.
2.1. We will relate “globally admissible” and the set of finitely supported functions with
weight λ:
Proposition. Let (a, λ) be globally admissible and φ ∈ E
π(λ)
a . Then there exists ψ ∈ E
λ such
that
π(ψ) = φ and V a(φ) ∼=a⊗C[t] U(a⊗ C[t]).vψ .
In particular π : Eλ −→ E
π(λ)
a is surjective.
Proof. Let λ =
∑
i∈I miωi and π(λ) =
∑
j∈J njτj. Suppose we have a decomposition of
λ = µ1 + . . . + µk, with µℓ ∈ P
+. Then (a, λ) is globally admissible if and only if (a, µℓ) is
globally admissible for all ℓ ∈ {1, . . . , k}.
Since (a, λ) is globally admissible we can find for all j ∈ J , such that nj 6= 0, an ij ∈ I with
π(ωij) = τj. Then ij 6= ij′ if j 6= j
′.
This implies that if π(λ) = ν1+ . . .+ νk is a decomposition into dominant integral weights for
a, then there exist µ1, . . . , µk such that
λ = µ1 + . . .+ µk and π(µℓ) = νℓ for all 1 ≤ ℓ ≤ k. (2.1)
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Let φ ∈ E
π(λ)
a . We have to show that there exists ψ ∈ E
λ such that π(ψ) = φ. We can write
φ =
∑
a∈supp(φ) φa, where
φa(b) :=
{
φ(a) if b = a
0 else
It is clearly sufficient to find preimages for all φa. By (2.1), for all a ∈ supp(φ) there exists
µa ∈ P+ such that
λ =
∑
a∈supp(φ)
µa and π(µa) = φ(a).
We define ψa ∈ E
µa by ψa(a) = µ
a and ψa(b) = 0 for b 6= a. Then
π(ψa) = φa and
∑
a∈supp(φ)
wt(ψa) = λ.
By setting
ψ :=
∑
a∈supp(φ)
ψa,
we have ψ ∈ Eλ and π(ψ) = φ. This implies the proposition, since with Lemma 2
V a(φ) ∼=a⊗C[t] U(a⊗ C[t]).vψ.

Let us briefly consider the situation where (a, λ) is not globally admissible: let λ =
∑
miωi
and we will assume for the moment that mi 6= 0 ⇒ π(ωi) 6= 0. Further, let π(λ) =
∑
niτi.
Then we have
∑
mi ≤
∑
ni.
Suppose (a, λ) is not globally admissible. Then there exists i ∈ I with mi 6= 0 and π(ωi) is
not a fundamental weight. This implies in this case
∑
mi <
∑
ni.
But this also implies that for any ψ ∈ Eλ we have
| supp(ψ)| = | supp(π(ψ))| ≤
∑
mi <
∑
ni.
On the other hand we have the regular functions in E
π(λ)
a (e.g. functions assigning to each point
either 0 or a fundamental weight). For such a regular function φ we have | supp(φ)| =
∑
ni.
This implies that there does no exist ψ ∈ Eλ with π(ψ) = φ, so π : Eλ −→ E
π(λ)
a is not
surjective.
It remains to consider the cases where there exists mi 6= 0 and π(ωi) = 0. Let
S(λ) := {i ∈ I |mi 6= 0, π(ωi) = 0} and λ
′ := λ−
∑
i∈S(λ)
miωi.
Then we have π(λ) = π(λ′) and (a, λ) is globally admissible if and only if (a, λ′) is globally
admissible. Moreover π′ : Eλ
′
−→ E
π(λ′)
a is surjective if and only if π : E
λ −→ E
π(λ)
a is surjective.
Together with the case already considered we conclude for all λ ∈ P+:
(a, λ) is globally admissible ⇔ π : Eλ −→ E
π(λ)
a is surjective.
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3. Global and local Weyl modules
In this section we recall the definitions and some facts on global and local Weyl modules.
3.1. Following [CP01] we define
Definition. Let λ ∈ P+, then the g⊗C[t]-module W g(λ) generated by a non-zero vector wλ
subject to the relations
n+ ⊗ C[t].wλ = 0 , (h⊗ 1).wλ = λ(h)wλ , (x
−
α ⊗ 1)
λ(hα)+1.wλ = 0
for all h ∈ h and α ∈ R+, is called the global Weyl module of weight λ.
A couple of remarks are necessary.
Remark. We are citing here mainly research of the last decade:
(1) By definition, W g(λ) admits a universal property. Any cyclic highest weight g ⊗ C[t]-
module of highest weight λ is a quotient of W g(λ).
(2) In the definition, C[t] can be replaced by a commutative, associative unital algebra
over C. One may see for example [CFK10], [FL04] to get an insight into the difficulties
and differences to the classical situation that one faces here.
(3) Global Weyl modules can also be defined for twisted loop algebras ([FMS13]) or more
general for equivariant map algebras. ([FMS])
(4) By construction, W g(λ) is an integrable g-module but infinite dimensional, even the
multiplicity of every simple g-module appearing in a decomposition is infinite.
(5) W g(λ) is projective in the category of integrable g⊗C[t]-modules with weights bounded
above by λ (see [CFK10]).
(6) W g(λ) plays an important role in the context of q-Toda integrable systems, namely its
character gives a so-called q-Whittaker function (see [BF]).
We denote
A
g
λ := U(h⊗ C[t])/AnnU(h⊗C[t])(wλ).
Then Agλ is a commutative, associative, unital algebra. Further ([CP01], resp [CFK10] for the
second part):
Theorem 3. If λ =
∑
i∈I miωi, then
A
g
λ
∼=
⊗
i∈I
Smi(C[t])
where Smi(C[t]) denotes the mi-th symmetric algebra of C[t]. Further
A
g
λ
∼= U(h⊗ C[t])/I
where
I =
⋂
ψ∈Eλ
AnnU(h⊗C[t])(vψ).
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For more on this algebra, the interested reader may also see [CFK10], [CL12].
W g(λ) admits the structure of a (g,Agλ)-bimodule, where the right action is given by
uwλ.h⊗ a := u(h⊗ a)wλ
for u ∈ U(g⊗ C[t]), h⊗ a ∈ a⊗ C[t].
With this we have the following theorem which follows from results due to [CP01] for g ∼= sl2,
[CL06] for g ∼= sln+1, [FL06] for g of simply-laced type and [Nao12] for all classical g.
Theorem 4. Let λ ∈ P+, then W g(λ) is a free right Agλ-module of finite rank.
3.2. The global Weyl module W g(λ) induces a functor from the category of Agλ-modules
to the category of integrable g⊗ C[t]-modules with weights bounded above by λ:
M 7→W g(λ)⊗
A
g
λ
M ; f 7→ 1⊗ f
Since Agλ is a polynomial ring in finitely many variables, so especially finite generated, any
one-dimensional Agλ-module is isomorphic to A
g
λ/m for a uniquely determined maximal ideal
of Agλ. Maximal ideals of A
g
λ are parameterized by E
λ (see [CFK10] for details), so to any
maximal ideal m of Agλ there exists a finitely supported function ψ of weight λ.
Definition. Let λ ∈ P+ and ψ ∈ Eλ, denote m be the corresponding maximal ideal of Agλ.
The g⊗ C[t]-module
W g(λ)⊗
A
g
λ
A
g
λ/m
is called the local Weyl module associated to ψ and denoted by W g(ψ).
Remark. Again, the following remarks might be helpful.
(1) The local Weyl module admits a universal property similar to the previous one for
global Weyl modules. Let V be a cyclic finite-dimensional g ⊗ C[t] highest weight
module, generated by a one-dimensional weight space of current weight ψ. Then V is
a quotient of W g(ψ) ([CP01]).
(2) The definition of local Weyl modules is due to [CP01]. They were defined analogously
to modular representation theory. In this context the category of finite-dimensional
modules is not semi-simple, so one may ask for the maximal object having a certain
unique simple quotient.
(3) In [CFK10] the construction of local Weyl modules was generalized to an arbitrary
commutative algebra A instead of C[t]. The tensor functor from the category of Agλ-
module to the category of integrable g⊗ C[t]-modules is called the Weyl functor.
(4) Local Weyl modules were studied also for the twisted loop algebra in [CFS08], for the
twisted current algebra in [FK13], for equivariant map algebras (under some restric-
tions) in [FKKS12].
The simple g⊗C[t]-modules of highest (classical) weight are also parameterized by Eλ (see
Section 2). The universal property of the local Weyl modules gives the relation between these
classes of modules. For any ψ ∈ Eλ we have a surjective map of g⊗ C[t]-modules:
W g(ψ)։ V (ψ).
Theorem 4 implies:
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Lemma. The dimension and g-character of a local Weyl module does not depend on the chosen
maximal ideal in Agλ. In particular, for λ ∈ P
+ and ψ1, ψ2 ∈ E
λ:
W g(ψ1) ∼=g W
g(ψ2).
Historically the theorem on local Weyl modules was proven first. In fact, Lemma 3.2 and
Theorem 4 are equivalent (for details on this, we refer to the appendix in [FMS]).
The local Weyl modules share the very important tensor product property, similar to the one
satisfied by the simple modules. It was proven in [CP01], and further generalized in [FL07],
[CFK10]:
Theorem 5. Let λ1, λ2 ∈ P
+, ψi ∈ E
λi . If supp(ψ1) ∩ supp(ψ2) = ∅, then
W g(ψ1 + ψ2) ∼=g⊗C[t] W
g(ψ1)⊗W
g(ψ2).
Let us briefly see some consequences. Let ψ ∈ E and supp(ψ) = {c1, . . . , cs}, ψc being
supported on c only such that ψ = ψc1 + . . .+ ψcs . Then is was shown in [CFS08] that
g⊗
s∏
i=1
(t− ci)
NiC[t]W g(ψ) = 0,
where Ni ≥ ψci(hθ), θ being the highest root of g.
This implies that W g(ψ) is actually a module for the quotient algebra (the equality below is
nothing but an application of the Chinese Remainder Theorem)
g⊗ C[t]/g⊗
s∏
i=1
(t− ci)
NiC[t] ∼=
s⊕
i=1
g⊗ C[t]/(t− ci)
NiC[t].
Let now wψ, wψ1 , . . . , wψs be highest weight generators of the Weyl modules W
g(ψ), W g(ψc1),
. . ., W g(ψcs). Then
U(g⊗ C[t]).wψ = U(g⊗ C[t]/g ⊗
s∏
i=1
(t− ci)
NiC[t]).wψ .
and the right hand side is equals
U(g⊗ C[t]/(t− c1)
N1C[t]).wψ1
⊗
. . .
⊗
U(g ⊗ C[t]/(t− cs)
NsC[t]).wψs
This is nothing but
W g(ψc1)⊗ . . .⊗W
g(ψcs).
We will use this observation in the following section.
To complete this survey on local Weyl modules we should recall the dimension and g-
character formulas for local Weyl modules. Theorem 5 tells us that the dimension and character
of W g(ψ) is nothing but the product of the dimensions and characters of the W g(ψci).
Now there are two reductions. First, since these information are independent of the support
(Lemma 3.2), we may assume that ψ(c) is either 0 or a fundamental weight. So it suffices to
compute these information for local Weyl modules supported in a single point only and the
highest weight is a fundamental weight.
Second, again since dimension and character are independent of the support (Lemma 3.2), we
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are left with computing the local Weyl module for ψ being supported in 0 only and ψ(0) =
ωi (for some i ∈ I). In this case, the defining relations of the local Weyl module become
homogeneous and W g(ψ) is a graded g⊗ C[t]-module.
The following list of the g-decomposition of W g(ψi) is due to [Cha01] (see also [FL06]):
Proposition. Let g be a simple Lie algebra of type Xn and i ∈ I, then in the various cases
we have the following decomposition of the fundamental graded local Weyl module W g(ψi) as
a g-module
(1) Type An:
W g(ψi) ∼=g V (ωi)
(2) Type Bn:
W g(ψi) ∼=g V (ωi)⊕ V (ωi−2)⊕ . . .⊕ V (ωǫ) for i < n
W g(ψn) ∼=g V (ωn)
(3) Type Cn:
W g(ψi) ∼=g V (ωi)
(4) Type Dn
W g(ψi) ∼=g V (ωi)⊕ V (ωi−2)⊕ . . .⊕ V (ωǫ) for i < n− 1
W g(ψi) ∼=g V (ωi) for i = n− 1, n
where ωǫ =
{
ω1 if i is odd
0 if i is even
3.3. We will recall the definition of fusion products and the construction of local Weyl
modules supported in a single point only.
The following construction is due to [FL99]. We denote for r ≥ 0
Fr = {u ∈ U(g⊗ C[t]) | deg(u) ≤ r}
where the degree of a monomial is the sum of the degree of t in its factors. Then F0 = U(g).
We set F−1 = 0.
LetW be a cyclic g⊗C[t]-module generated by a fixed vector w. We have an induced filtration
on W :
W r := Fr.w
Then the associated graded module is
W gr =
⊕
r≥0
W r/W r−1.
Recall that, since U(g).Fr = Fr for r ≥ 1, the graded components are U(g)-modules.
Let λ1, . . . , λk ∈ P
+, ψi ∈ E
λi , supp(ψi) = {ci}. Let wi a generator of the one-dimensional
weight space W g(ψi)λi . Then
W g(ψ1)⊗ . . . ⊗W
g(ψk)
is cyclic generated by w1 ⊗ . . . ⊗wk if
ci 6= cj for all i 6= j.
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The associated graded module is called the fusion product ([FL99]) and denoted by
W g(ψ1) ∗ . . . ∗W
g(ψk).
One may also find the notation
W g(λ1)c1 ∗ . . . ∗W
g(λk)ck
in the literature. The following corollary follows immediately from Lemma 3.2.
Corollary. Let ψ ∈ Eλ1+...+λk be defined by ψ(0) = λ1 + . . .+ λk, then
W g(ψ1) ∗ . . . ∗W
g(ψk) ∼=g⊗C[t] W
g(ψ)
Let ψc ∈ E
λ be supported in a single point only, say supp(ψ) = {c}. Then W g(ψc) can be
constructed from W g(ψ0) by using the automorphism σc of g⊗ C[t] induced by
x⊗ t 7→ x⊗ (t− c). (3.1)
Then W g(ψc) is nothing but the pullback of W
g(ψ0) via σc.
With this, we can construct any local Weyl module W g(ψ) as the tensor product of pullbacks
of fusion products of fundamental local Weyl modules.
4. Local Weyl modules and subalgebras
4.1. In this section we prove Theorem 1. Here, a is a simple Levi subalgebra of g.
Lemma. Let k ∈ I such that (a, ωk) is locally admissible and let ψ ∈ E
ωk , w a generator of
W g(ψ)ωk . Then
W a(π(ψ)) ∼= U(a⊗ C[t]).w ⊆W g(ψ) (4.1)
Proof. First, let us explain why it suffices to prove the statement for ψ being supported in 0
only. Clearly, if ψ ∈ Eωi , then | supp(ψ)| = 1, let supp(ψ) = {c}. Using the pullback σc (3.1)
we see that σ∗cW
g(ψ) ∼=W g(ψ0), where ψ0(a) := ψ(a+ c). But σc restricts to an isomorphism
of a⊗C[t] as well. Acting on both sides of (4.1) with σc we could deduce the statement of the
lemma from the c = 0 case.
Since U(a ⊗ C[t]).w is a cyclic a ⊗ C[t]-module of highest weight wt(π(ψ)), we can use the
universal property (Remark 3.2) of local Weyl modules. So we obtain a surjective map of
a⊗ C[t]-modules:
W a(π(ψ))։a⊗C[t] U(a⊗ C[t]).w.
We also have
U(a⊗ C[t]).w ։a⊗C[t] V
a(π(ψ)) (4.2)
since V a(π(ψ)) is simple.
If W a(π(ψ)) ∼=a V
a(τs), where τs = π(ωk), then the claim follows. We refer in the following to
this as a simple case. For instance, if g is of type A, then we can read off Appendix A.2 that
a is of type A as well. Moreover we see that π(ωk) is a fundamental weight for a. Buth then
Proposition 3.2 tells us that in these cases W a(π(ψ)) ∼=a V
a(τs). Hence if g is of type A then
the case is simple for all a and all ωk.
Suppose g is of type Bn. We will check the various cases (see the Appendix 2 for notations):
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(1) Suppose a is of type Bs and ǫi+ǫj the unique simple short root in Πa. We will show that
U(a ⊗ C[t]).w has the same classical decomposition as W a(π(ψ)) (see Theorem 3.2).
Let k ∈ I:
(a) if i ≤ k ≤ n− 1, then π(ωk) = 2τs. This is not locally admissible (the submodule
is a Demazure-module, see [FL06]).
(b) if k = n, then π(ωn) = ωs, then it is a simple case and the claim follows.
(c) if k < i, say is−ℓ ≤ k < is−ℓ+1 + 1, then π(ωk) = τℓ. We have to show that
U(a⊗ C[t]).w ∼=a V
a(τℓ)⊕ V
a(τℓ−2)⊕ . . .⊕ V
a(τǫ). (4.3)
V (τℓ) is generated as a a-module through w. Then τℓ− τℓ−2 = ǫis−ℓ+1 + ǫis−ℓ . We
have (since w ∈W g(ψ)), by Theorem 3.2:
(x−ǫis−ℓ+ǫis−ℓ−1
⊗ t).w 6= 0.
For weight reason this has to be a highest weight vector with respect to the a-
action. So V a(τℓ−2) is a direct summand of U(a⊗C[t]).w. Iterating this gives the
predicted decomposition (4.3).
(2) Suppose a is of type Ds and ǫi ± ǫj correspond to the spin nodes. Let k ∈ I:
(a) if i ≤ k < j, then π(ωk) = τs−1 + τs, so by tensor product property and Theo-
rem 3.2, we have to show that
U(a ⊗C[t]).w ∼=a V
a(τs)⊗ V
a(τs−1) ∼= V
a(τs + τs−1)⊕ V
a(τs−3)⊕ V
a(τs−5)⊕ . . . (4.4)
τs + τs−1 − τs−3 = βs−2 + βs−1 + βs = ǫi1 + ǫi. Then we have (since w ∈W
g(ψ)),
by Theorem 3.2:
(x−ǫi1+ǫi
⊗ t).w 6= 0
Again, by weight reasons, this has to be a a highest weight vector, and, again
iterating this, gives the decomposition (4.4).
(b) if j ≤ k < n, then π(ωk) = 2ωs, so by the tensor product property and Theo-
rem 3.2, we have to show that
U(a⊗ C[t]).w ∼=a V
a(τs)⊗ V
a(τs) ∼= V
a(2τs)⊕ V
a(τs−2)⊕ V
a(τs−4)⊕ . . . (4.5)
2τs − τs−2 = βs = ǫi + ǫj. Then we have (since w ∈W
g(ψ)), by Theorem 3.2:
(x−ǫi+ǫj ⊗ t).w 6= 0
Again, by weight reasons, this has to be a a highest weight vector, and, again
iterating this, gives the decomposition (4.5).
(c) if k = n, then π(ωn) = ωs it is a simple case.
(d) if k < i, then π(ωk) = τℓ for some ℓ < s− 2, so by Theorem 3.2, we have to show
that
U(a⊗ C[t]).w ∼=a V
a(τℓ)⊕ V
a(τℓ−2)⊕ V
a(τℓ−4)⊕ . . . (4.6)
The same argument as above gives with τk − τk−2 = ǫis−k + ǫis−k+1 the predicted
decomposition (4.6).
(3) Suppose a is of type As and ǫi + ǫj ∈ Πa. Let k ∈ I:
(a) if k = n or min{iℓ, js−ℓ−1} ≤ k < max{iℓ, js−ℓ−1}, then it is a simple case.
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(b) if max{iℓ, jℓ′} ≤ k < n, then π(ωk) = τp + τq for some p ≤ q. So by the tensor
product property and Theorem 3.2, we have to show that
U(a⊗ C[t]).w ∼=a V
a(τp)⊗ V
a(τq) ∼= V
a(τp + τq)⊕ V
a(τp−1 + τq+1)⊕ . . . (4.7)
τp + τq − (τp−1+ τq+1) = βp + . . .+ βq = ǫip + ǫjq for certain ip, jq. Then we have,
since w ∈W g(ψ),
(x−ǫip+ǫiq ⊗ t).w 6= 0.
Again, by weight reasons, this has to be a a highest weight vector, and, again
iterating this, gives the decomposition (4.7).
(4) Finally if a is of type As and ǫi + ǫj /∈ Πa for all i ≤ j it is a simple case.
For g of type Dn the proof is similar to the Bn-case.
Suppose g is of type Cn. We will check the various cases (see Appendix A.2 for notations):
(1) If a is of type Cs, then π(ωk) = τp for some p ∈ J it is a simple case.
(2) If a is of type As and ǫi + ǫj ∈ Πa, then
(a) if max{iℓ, js−ℓ−1} ≤ k ≤ n then π(ωk) = τp + τq for some p ≤ q. In this case
(a, ωk) is not locally admissible.
(b) if min{iℓ, js−ℓ−1} ≤ k < max{iℓ, js−ℓ−1} it is a simple case.
(3) if a is of type As and ǫi + ǫj /∈ Πa for all i ≤ j it is a simple case.

One can deduce from this list that if (a, ωk) is not locally admissible, then the restriction of a
fundamental local Weyl module is not a Weyl module for a⊗ C[t].
The proof of the theorem is an exhausting case-by-case consideration. The proof in the more
general case of a being a semi-simple Levi subalgebra (for a list of all semi-simple Levi subal-
gebras see Table 9 in [Dyn52]) uses similar arguments and we would like to omit the computa-
tions. Nevertheless, we will use this more general result of Theorem 1 in the following section
in the case where a is generated by simple root vectors (of g). For sake of completeness we
include here the proof of this case. Note that the local Weyl modules for (a1 ⊕ a2)⊗ C[t] are
isomorphic to the tensor product of local Weyl modules for a1 ⊗ C[t] and local Weyl modules
for a2 ⊗ C[t]).
Proof. Suppose a is a semi-simple Levi subalgebra of g and generated by simple root vectors
(of g). Let a = a1 ⊕ . . . ⊕ am be a decomposition into simple Lie algebras. Then ai is of type
Xi where Xi ∈ {Aℓ, Bℓ, Cℓ,Dℓ}. The assumption that a is generated by simple root vectors
implies that the Dynkin diagram of a is a full subdiagram of the Dynkin diagram of g, e.g. the
diagram obtained through the vertices corresponding to the simple root vectors generating a
and all arrows between two of these vertices.
An inspecting of Table Fin in Chapter 4 of [Kac90] shows that all but at most one of the
connected components of the subdiagram are simply-laced strings. This implies that the
corresponding simple Lie algebra is of type A. Hence there is at most one ai which is not of
type A, in case may this be am.
We denote in the following by πi the projection h
∗ −→ h∗i . Let (a, ωk) be locally admissible, ψ ∈
Eωk and w a highest weight generator. Then by the previous proof we know that U(ai⊗C[t]).w
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is isomorphic to the local Weyl module of highest loop weight πi(ψ) (resp. highest a weight
π(ωk)) for ai ⊗ C[t].
Furthermore, by the universal property of local Weyl modules (Remark 3.2) we know that
U(a ⊗ C[t]).w is a quotient of W a(π(ψ)) ∼= W a1(π1(ψ)) ⊗ . . . ⊗W
am(πm(ψ)). To prove that
this is not a proper quotient but actually an isomorphism it suffices to compare the dimensions.
We will prove the claim by induction, and assume that for j ≤ m:
U((aj ⊕ . . .⊕ am)⊗C[t]).w ∼=(aj⊕...⊕am)⊗C[t] W
aj(πj(ψ))⊗ . . . ⊗W
am(πm(ψ)) ⊂W
g(ψ).
Let us denote W aj(πj(ψ)) ⊗ . . . ⊗W
am(πm(ψ)) by W for short. Since aj−1 is of type A for
j ≤ m and hence
W aj−1(πj−1(ωk)) ∼=aj−1⊗C[t] V
aj−1(πj−1(ψ)) ∼=aj−1 V
aj−1(πj−1(ωk)),
(where V aj−1(πj−1(ωk)) denotes the simple aj−1-module of highest weight πj−1(ωk)) we have
to show that
U(aj−1 ⊗ C[t])U((aj ⊕ . . .⊕ am)⊗ C[t]).w ∼=aj−1 V
aj−1(πj−1(ωk))⊗W. (4.8)
Since [aj−1, aj+ℓ] = 0 for ℓ ≥ 0, the right hand side is isomorphic (as a aj−1-module) to dimW
copies of V aj−1(πj−1(ωk)). On the other hand, let u ∈ U((aj ⊕ . . . ⊕ am) ⊗ C[t]) such that
u.w 6= 0, then we have a sequence of aj−1 ⊗ C[t]-modules:
W aj−1(πj−1(ψ))։ U(aj−1 ⊗ C[t])u.w ։ V
aj−1(πj−1(ψ)).
Now, asW aj−1(πj−1(ψ)) ∼=aj−1⊗C[t] V
aj−1(πj−1(ψ)) ∼=aj−1 V
aj−1(πj−1(ωk)), we see that the left
hand side of (4.8) is isomorphic (again as a aj−1-module) to dimW copies of V
aj−1(πj−1(ωk)).
This gives the induction step and finishes the proof. 
4.2. The rest of the section is dedicated to the proof of Theorem 2(i). So from now on
we will assume that Πa ⊂ Πg, so Πa = {αi1 , . . . , αis}. Then we have the following crucial
proposition:
Proposition. Let W be a finite-dimensional g ⊗ C[t]-module such that there exists a weight
vector w ∈W with U(n− ⊗C[t]).w =W , and let λ be the weight of w. Then
U(a⊗ C[t]).w =
∑
µ∈Q+a
Wλ−µ
Proof. We have R+ = R+a ∪R
′ and n− = n−a ⊕ n
−
c , where n
−
c is spanned by all root vectors x
−
α ,
with α ∈ R′. With the PBW Theorem we have
W = U(n− ⊗C[t]).w = U(n−a ⊗ C[t]).wλ + U(n
−
a ⊗ C[t])U(n
−
c ⊗ C[t])>0.wλ
The weights in the second summand are all of the form λ − γa − niαi, where γa ∈ Q
+
a and
ni > 0. This implies for µ ∈ Q
+
a
Wλ−µ = (U(n
−
a ⊗ C[t]).w)λ−µ
and this gives the proof. 
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4.3. For a given µ ∈ P+ and c ∈ C, we denote by µc ∈ E
µ the function defined by
µc(b) = δcbµ. For a given ψ ∈ E
λ, λ ∈ P+, we can write
ψ =
∑
a∈supp(ψ)
ψ(a)a.
The following proposition shows that for ψ ∈ E , the dimension of U(a ⊗ C[t])wψ depends on
the classical weight of ψ only but not on the support. Namely for ψ1, ψ2 ∈ E
λ we can conclude
dimU(a⊗C[t])wψ1 = dimU(a⊗ C[t])wψ2 .
Proposition. Let λ ∈ P+ and ψ ∈ Eλ. Denote by wλ a generator of the local graded Weyl
module W g(λ0) and for a ∈ supp(ψ), denote by wa a generator of W
g(ψ(a)a). Then
dimU(a⊗ C[t]).wλ = dim
⊗
a∈supp(ψ)
U(a⊗ C[t]).wa.
Proof. Recall from Section 3.3 the definition of the fusion product as the associated graded
module of a tensor product. We know from Corollary 3.3 that W g(λ0) is isomorphic to the
fusion product of ⊗
a∈supp(ψ)
W g(ψ(a)a).
Using Proposition 4.2 for W g(λ0) and the generator wλ we have:
U(n−a ⊗ C[t]).wλ =
∑
τ∈−Q+a
U(n− ⊗ C[t])τ .wλ
The g-module structures on
⊗
a∈supp(ψ)
W g(ψ(a)a) andW
g(λ0) are isomorphic (thanks to Lemma 3.2),
which implies that for all τ ∈ Q+a
dimW g(λ0)λ−τ = dim

 ⊗
a∈supp(ψ)
W g(ψ(a)a)


λ−τ
.
The right hand side equals
dim

 ⊗
a∈supp(ψ)
U(n− ⊗ C[t]).wa


λ−τ
.
With τ = (τa)a∈supp(ψ), τa ∈ −Q
+
a and wt τ =
∑
a∈supp(ψ)
τa, we have that this weight space
equals ∑
wt(τ)=τ
⊗
a∈supp(ψ)
U(n− ⊗ C[t])τa .wa =
∑
wt(τ)=τ
⊗
a∈supp(ψ)
U(n−a ⊗ C[t])τa .wa
where the equation follows again from Proposition 4.2. The proposition follows now since∑
τ∈−Q+a
U(n−a ⊗ C[t])τ = U(n
−
a ⊗ C[t]).

WEYL MODULES AND LEVI SUBALGEBRAS 17
We are ready to prove Theorem 2(i): the highest weight component of a local Weyl module
W g(ψ) is isomorphic to a local Weyl module for a⊗ C[t] if (a,wtψ) is locally admissible.
Proof. The universal property of the local Weyl module (Remark 3.2) gives for any ψ ∈ Eλ a
surjective map of a⊗ C[t]-modules
W a(π(ψ)) −→ U(a⊗ C[t])wψ ⊂W
g(ψ).
To prove the theorem, it is sufficient to show that the dimensions on both sides are equal.
Recall here our previous observations from Section 3.2, namely that for ψ = ψ1 + . . . + ψk,
supp(ψi) = {ci} and ci 6= cj (for i 6= j) we have
W g(ψ) ∼= U(g⊗ C[t]/(t− c1)
N1C[t]).wψ1
⊗
. . .
⊗
U(g⊗ C[t]/(t− cs)
NsC[t]).wψs
for Ni big enough.
We see that the surjective map
W a(π(ψ)) −→ U(a⊗ C[t])wψ ⊂W
g(ψ)
is actually a surjective map (which is also component wise surjective)
k⊗
j=1
W a(π(ψj)) −→
k⊗
j=1
U(a⊗ C[t])wψj .
To compare dimensions it is therefore sufficient to compare dimensions for local Weyl modules
supported in a single point only. Again with Lemma 3.2, we can choose this point arbitrarily,
so for simplicity we choose the origin.
So let λ = ωi1 + . . . + ωis ∈ P
+ and wλ ∈ W
g(λ0)λ. We fix ψ ∈ E
λ such that ψ(a) = ωij for
some j (for all a ∈ supp(ψ) and ψ(b) = 0 else). Then Proposition 4.3 implies that
dimU(a⊗ C[t]).wλ =
∏
a∈supp(ψ)
dimU(a⊗ C[t]).wa.
To know the left hand side it is enough to know each factor of the right hand side. So we pick
an arbitrary factor of the right hand side and may again assume without loss of generality
(Lemma 3.2) that a = 0. So we have to understand
dimU(a⊗ C[t]).w
where w is a generator ofW g((ωij )0)ωij . Lemma 4.1 implies that if (a, ωij ) is locally admissible
then
dimU(a⊗ C[t]).w = dimW a(π(ωij )0). (4.9)
Since (a, λ) is locally admissible, (a, ωij ) is locally admissible for all j and hence
dimU(a⊗ C[t]).wλ =
s∏
j=1
dimW a(π(ωij )0)
But this is nothing but the dimension ofW a(π(ψ)) thanks to Theorem 4 and the tensor product
property (Theorem 5), applied in the context of the current algebra a⊗C[t]. This finishes the
proof. 
18 FOURIER
5. Global Weyl modules and subalgebras
In order to prove Theorem 2(ii) we will need the following two results:
Proposition. Let λ ∈ P+, then the assignment wπ(λ) 7→ wλ induces a map of a⊗C[t]-modules
W a(π(λ)) −→ W g(λ).
Theorem 2(ii) claims that this induced map is injective.
Proof. We have to check that the defining relations ofW a(π(λ)) (see Definition 3.1) are satisfied
by wλ. But this is obvious since the a-weight of wλ is π(λ) and the triangular decompositions
of a and g are compatible. 
We have an induced map of algebras
Aaπ(λ) −→ A
g
λ (5.1)
which should be studied in more detail:
Proposition. If (a, λ) is globally admissible, then the induced map
Aaπ(λ) −→ A
g
λ.
is injective.
As for Proposition 2.1, it is clear that the map is not injective if (a, λ) is not globally admissible.
Proof. By Theorem 4 we have to show⋂
φ∈Eπ(λ)
AnnU(ha⊗C[t])(vφ) = U(ha ⊗ C[t]) ∩
⋂
ψ∈Eλ
AnnU(h⊗C[t])(vψ).
The left hand side is clearly contained in the right hand side by (5.1). Let u ∈ U(ha ⊗ C[t])
such that
u /∈
⋂
φ∈Eπ(λ)
AnnUha⊗C[t])(vφ).
Then there exists φ ∈ Eπ(λ) such that u.vφ 6= 0 in V
a(φ). Since (a, λ) is globally admissible,
we know by Proposition 2.1 that there exists ψ ∈ Eλ such that
π(ψ) = φ and V a(φ) ∼=a⊗C[t] U(a⊗ C[t]).vψ
This implies that u.vψ 6= 0 in V
g(ψ) and hence
u /∈
⋂
ψ∈Eλ
AnnU(h⊗C[t])(vψ)
which proves the proposition. 
From now on, we assume that Πa ⊂ Π. This implies that a is generated by root vectors of
simple g-roots.
Theorem 6. Let λ ∈ P+ be such that (a, λ) is globally admissible. Let wλ be a highest weight
generator of W g(λ), then
U(a⊗ C[t]).wλ ∼=a⊗C[t] W
a(π(λ)).
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Proof. The universal property of the global Weyl modules (see Remark 3.1) implies that left
hand side is a quotient of the right hand side.
We will show first that U(a ⊗ C[t]).wλ is a right A
a
π(λ)-module. Since W
g(λ) is a right Agλ-
module, with (5.1) we obtain an action of Aa
π(λ) on W
g(λ). But clearly U(a⊗C[t]).wλ is stable
under this action, since it is stable under U(ha ⊗ C[t]).
Now, we are to show that U(a ⊗ C[t]).wλ is a free A
a
π(λ)-module of the same rank as the free
Aa
π(λ)-module-module W
a(π(λ)) (see Theorem 4). For this we use the same idea as in [CP01],
written in full detail in [FMS]. That is to say the following: Let m ∈ maxAa
π(λ) be a maximal
ideal, one has to show that the dimension of the cyclic a⊗ C[t]-module
U(a⊗ C[t]).wλ ⊗Aa
π(λ)
Aaπ(λ)/m (5.2)
is finite and independent of the chosen maximal ideal, and equals to dimW a(φ) for all φ ∈ Eπ(λ),
which is the rank of W a(π(λ)).
Let m ∈ maxAa
π(λ), then m corresponds to a finitely supported function φ ∈ E
π(λ)
a (see
Section 3). We have
W a(φ)։ U(a⊗ C[t]).wλ ⊗Aa
π(λ)
Aaπ(λ)/m, (5.3)
this follows from the universal property (Remark 3.2 and the fact that the right hand side is
cyclic of highest current weight corresponding to φ). Hence the dimension of the right hand
side is finite.
On the other hand, since (a, λ) is globally admissible, we know by Proposition 2.1 that there
exists ψ ∈ Eλ, such that π(ψ) = φ. This implies
U(a⊗ C[t]).wλ ⊗Aa
π(λ)
Aaπ(λ)/m
∼=a⊗C[t] U(a⊗ C[t]).wψ
where wψ is a generator of the g⊗ C[t]-module W
g(ψ). With Theorem 2(i) we know
U(a⊗ C[t]).wψ ∼=a⊗C[t] W
a(π(ψ)) =W a(φ).
So the dimension of (5.2) is equals to the dimension of W a(φ), hence the map in (5.3) is
an isomorphism. This also implies that the dimension of (5.2) is independent of the chosen
maximal ideal. Using the argumentation in the appendix of [FMS] we can summarize:
U(a⊗C[t]).wλ is a free A
a
π(λ) module of the same rank as the global Weyl module W
a(π(λ)).
Hence the canonical map
W a(π(λ))։ U(a⊗ C[t]).wλ
is an isomorphism and the theorem is proven. 
Appendix A. Levi subalgebras
We give a complete list of all simple Levi subalgebras obtained from root spaces of closed
subsets of R.
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A.1. Roots of Lie algebras of classical type. First we give a list of the positive roots
of g (see [Car05]):
• If g is of type An, then
R+ = {εi − εj | 1 ≤ i < j ≤ n+ 1}.
• If g is of type Bn, then the long positive (resp. short positive) roots are
(R+)ℓ = {εi ± εj | 1 ≤ i < j ≤ n} and (R
+)s = {εi | 1 ≤ i ≤ n}.
• If g is of type Cn, then
(R+)ℓ = {2εi | 1 ≤ i ≤ n} and (R
+)s = {εi ± εj | i ≤ 1 ≤ i < j ≤ n}.
• If g is of type Dn, then
R+ = {εi ± εj | 1 ≤ i < j ≤ n}.
A.2. Roots of simple Levi subalgebras. The following gives a description of all possible
sets of simple roots Πa of simple Levi subalgebras. The proofs are omitted, since the results
are obtained by simple case by case considerations.
• In all types: If Πa = {εi1 − εi2 , εi2 − εi3 , . . . , εis − εis+1} with 1 ≤ i1 < i2 < . . . < is <
is+1 ≤ n+ 1 if g is of type An (resp. ≤ n if g is of other type) ⇒ a is of type As.
• Let g be of type Bn and a ⊆ g a simple Lie subalgebra of rank s, then there are several
cases:
(1) If εi ∈ Πa for some i ∈ I, then a is of type Bs and εi is the unique simple short
root. Then
Πa = {εis−1 − εis−2 , . . . , εi1 − εi, εi}
(2) If {εi + εj , εi − εj} ⊂ Πa for some i < j, then a is of type Ds and εi + εj , εi − εj
correspond to the spin nodes. Then
Πa = {εis−2 − εis−3 , . . . , εi1 − εi, εi + εj , εi − εj}
(3) In the remaining cases, a is of type As: If εi + εj ∈ Πa for some i < j, then
Πa = {εiℓ − εiℓ−1 , . . . , εi1 − εi, εi + εj, εj1 − εj , . . . , εjs−ℓ−1 − εjs−ℓ−2} (A.1)
for some 1 ≤ iℓ < . . . < i1 < i, 1 ≤ js−ℓ−1 < . . . < j1 < j and ik 6= jk′ for all k, k
′.
• Let g be of type Cn and a ⊆ g a simple Lie subalgebra of rank s, then there are several
cases:
(1) If 2εi ∈ Πa for some i ∈ I, then a is of type Cs and 2εi is the unique simple long
root.
(2) In the remaining cases Πa is equals to (A.1) and a is of type As.
• Let g be of type Dn and a ⊆ g a simple Lie subalgebra of rank s, then there are several
cases
(1) If {εi+εj , εi−εj} ⊂ Πa for some i < j ≤ n, then a is of type Ds and εi+εj, εi−εj
correspond to the spin nodes. Then
Πa = {{εis−2 − εis−3 , . . . , εi1 − εi, εi + εj , εi − εj}
(2) In the remaining cases Πa is equals to (A.1) and a is of type As.
WEYL MODULES AND LEVI SUBALGEBRAS 21
Acknowledgments: I would like to thank Craig S. for helpful discussions and the anonymous
referee for valuable suggestions.
References
[BCM12] M. Bennett, V. Chari, and N. Manning. BGG reciprocity for current algebras. Adv. Math.,
231(1):276–305, 2012.
[BF] A. Braverman and M. Finkelberg. Weyl modules and q-Whittaker functions. Preprint:
arxiv1203.1583v2 [math.RT].
[Car05] R. W. Carter. Lie algebras of finite and affine type, volume 96 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 2005.
[CFK10] V. Chari, G. Fourier, and T. Khandai. A categorical approach to Weyl modules. Transform. Groups,
15(3):517–549, 2010.
[CFS08] V. Chari, G. Fourier, and P. Senesi. Weyl modules for the twisted loop algebras. J. Algebra,
319(12):5016–5038, 2008.
[Cha01] V. Chari. On the fermionic formula and the Kirillov-Reshetikhin conjecture. Internat. Math. Res.
Notices, (12):629–654, 2001.
[CL06] V. Chari and S. Loktev. Weyl, Demazure and fusion modules for the current algebra of sln+1. Adv.
Math., 207(2):928–960, 2006.
[CL12] V. Chari and S. Loktev. An application of global Weyl modules of sln+1[t] to invariant theory. J.
Algebra, 349:317–328, 2012.
[CP01] V. Chari and A. Pressley. Weyl modules for classical and quantum affine algebras. Represent. Theory,
5:191–223 (electronic), 2001.
[Dyn52] E. B. Dynkin. Semisimple subalgebras of semisimple Lie algebras. Mat. Sbornik N.S., 30(72):349–462
(3 plates), 1952.
[ER93] S. Eswara Rao. On representations of loop algebras. Comm. Algebra, 21(6):2131–2153, 1993.
[FK13] Ghislain Fourier and Deniz Kus. Demazure modules and Weyl modules: The twisted current case.
Trans. Amer. Math. Soc., 365(11):6037–6064, 2013.
[FKKS12] G. Fourier, T. Khandai, D. Kus, and A. Savage. Local Weyl modules for equivariant map algebras
with free abelian group actions. J. Algebra, 350:386–404, 2012.
[FL99] B. Feigin and S. Loktev. On generalized Kostka polynomials and the quantum Verlinde rule. Differ-
ential topology, infinite-dimensional Lie algebras, and applications, 194:61–79, 1999.
[FL04] B. Feigin and S. Loktev. Multi-dimensional Weyl modules and symmetric functions. Comm. Math.
Phys., 251(3):427–445, 2004.
[FL06] G. Fourier and P. Littelmann. Tensor product structure of affine Demazure modules and limit con-
structions. Nagoya Math. J., 182:171–198, 2006.
[FL07] G. Fourier and P. Littelmann. Weyl modules, Demazure modules, KR-modules, crystals, fusion
products and limit constructions. Adv. Math., 211(2):566–593, 2007.
[FMS] Ghislain Fourier, Nathan Manning, and Alistair Savage. Global Weyl modules for equivariant map
algebras. arXiv:1303.4437, to appear in Internat. Math. Res. Notices.
[FMS13] Ghislain Fourier, Nathan Manning, and Prasad Senesi. Global Weyl modules for the twisted loop
algebra. Abh. Math. Semin. Univ. Hambg., 83(1):53–82, 2013.
[JdM07] Dijana Jakelic´ and Adriano Adrega de Moura. Finite-dimensional representations of hyper loop
algebras. Pacific J. Math., 233(2):371–402, 2007.
[Kac90] V. Kac. Infinite-dimensional Lie algebras. Cambridge University Press, Cambridge, third edition,
1990.
[Lau10] M. Lau. Representations of multiloop algebras. Pacific J. Math., 245(1):167–184, 2010.
[Nao12] K. Naoi. Weyl modules, Demazure modules and finite crystals for non-simply laced type. Adv. Math.,
229(2):875–934, 2012.
[NSS12] E. Neher, A. Savage, and P. Senesi. Irreducible finite-dimensional representations of equivariant map
algebras. Trans. Amer. Math. Soc., 364(5):2619–2646, 2012.
Mathematisches Institut, Universita¨t zu Ko¨ln, Germany
22 FOURIER
School of Mathematics and Statistics, University of Glasgow
E-mail address: gfourier@math.uni-koeln.de
