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強制的分散コンピューティングによる
暗号解読とその有効性
森藤賢司＊ 森 口 一 郎＊＊
アルバート＝ラズロ・バラバシらにより提案された強制的分散コンピューティングの手
法を改良し、より効率的な計算を可能とする強制的分散コンピューティングの手法を提案
する。次に、改良した手法で、部分和問題を応用した公開鍵暗号方式であるMerkle-
Hellmanナップサック暗号により作成された暗号文を解読させて、その実用性を検証した。
キーワード：寄生コンピューティング，TCP/IP，チェックサム，部分和問題，Merkle-
Hellman ナップサック暗号，分散コンピューティング
2007年６月29日受理＊＊東京情報大学総合情報学部情報システム学科
＊＊Tokyo University of Information Sciences, Faculty of Informatics, Department of Information Systems
＊＊東京情報大学総合情報学部情報システム学科
＊＊Tokyo University of Information Sciences, Faculty of Informatics, Department of Information Systems
Deciphering by Forced Grid Computing and the Effectiveness
Kenji MORITO and Ichirou MORIGUCHI
The technique of Forced Grid Computing proposed by Albert-László Barabási et al.
is improved. And a new technique of Forced Grid Computing is proposed, which
enables more efficient calculation. Secondly, the practicality of the improved technique
is verified by applied to deciphering the cryptogram encoded by Merkle-Hellman
Knapsack Cryptosystem which is one of the public-key cryptography that uses the
subset sum problem.
Keyword：Parasitic Computing, TCP/IP, Checksum, Subset Sum Problem, Merkle-
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1．はじめに
現在、1台のコンピュータでは計算不可能な
大規模計算を実現するために、SETI@home
（http://www.seti.org/）などの、さまざまな分
散コンピューティングプロジェクトがインター
ネット上で行われている。これらの分散コンピ
ューティング手法では、サーバから与えられた
問題を解くために、対応したクライアントソフ
トのインストールが必要不可欠である。逆に考
えると、クライアントソフトをインストールし
なければ、その分散コンピューティングプロジ
ェクトに参加できないということでもある。そ
のなかで、ノートルダム大学のアルバート＝ラ
ズロ・バラバシらが2001年に提案したParasitic
Computing［1］手法（以下、「強制的分散コンピ
ューティング」と呼ぶ）は、クライアントを必
要とせず、ネットワーク上のあらゆるコンピュ
ータを利用して強制的に計算させることが可能
であるため、通常の分散コンピューティング手
法のサーバとクライアントの関係を根底から覆
した。
強制的分散コンピューティングでは、ネット
ワーク内で通信されたデータの整合性を保障す
る手法であるチェックサムを利用する。チェッ
クサムとは、受信したパケットを加算演算する
ことにより、整合性を判断することができる簡
単な手法である。強制的分散コンピューティン
グでは、この加算演算を利用し、考えられる解
の組合せすべてを送信することにより、相手の
ノードにそれが正しい解か否かを判定させるこ
とで計算を可能としている。もしそれが正しい
解であれば、相手のノードはそのパケットを上
位レイヤに渡し、そのレイヤのプロトコルに対
応したレスポンスを返信する。正しくない解で
あれば、相手ノードはそれを破棄する。つまり、
計算を強制されたノードは、ただプロトコルど
おりの動作をしているだけである［1］。
強制的分散コンピューティング手法における
クライアントとは、巨大なネットワークである
インターネット上に公開された無数のコンピュ
ータである。もし、この手法が実現するのであ
れば、分散処理に参加するためにクライアント
をインストールするなどの、わずらわしい作業
が不要となる。しかし、この手法自体には効率
という面での大きな疑問があり、それらを検証
できる定量的データやプログラムなども存在し
ない。
本論文では、TCP/IP（Transmiss i on
Control Protocol/Internet Protocol）を利用し、
より効率的な計算を可能とする強制的分散コン
ピューティングの手法を提案する。次に、部分
和問題を応用した公開鍵暗号方式である、
Merkle-Hellmanナップサック暗号［6］［7］によ
り作成した暗号文を、秘密鍵を使用せず公開鍵
のみで解読させ、その実行結果よりこの計算モ
デルの有効性について考察する。
本論文では強制的分散コンピューティングの
技術上の問題のみに焦点を当て、この手法の倫
理的、法律的問題は議論しない。
2．強制的分散コンピューティング
本章では、参考文献［1］［2］により提案された
強制的分散コンピューティングの手法を説明
し、次に、それを改良した、より効率的な手法
を説明する。
2.1 バラバシ強制的分散コンピューティング
（1）解かせるべき問題を持っているノード
（Parasite node）は、あらかじめ複数の
HTTP（Hyper-Text Transmission Protocol）
サーバである計算をさせたいノード
（Target node）とのTCP/IPコネクション確
立しておく。図1は、計算をさせたいノード
を4つ用意し、これらのノードで問題を計算
する例である。
（2）問題を持っているノードは、問題の解とな
りうる組合せを格納したパケットを図1の（1）
のように、計算をさせたい各ノードの80番ポ
ートあてに送出する。そのパケットを受信し
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しかし、この手法ではコネクションの確立が
必要であることや、順序識別方法がなく、各ノ
ードに、一度に複数のパケットを処理させるこ
とができないなど、あまり効率的ではない。
2.2 効率性を重視した手法の提案
TCP（Transmission Control Protocol）では、
通信開始時に、図3のような3ウェイ・ハンドシ
ェイク（3-way handshake）と呼ばれるコネク
ション確立を行うが、本研究での改良では、こ
のコネクションそのものを利用することにし
た。
解きたい問題を持っているノードは、コネク
ションを開始時に送信するSYNパケットに問
題の解になると考えられるすべての組合せをひ
とつずつ格納し、強制的に計算させるノードへ
送信し続けるようにする。そして、問題の解で
あるSYN+ACKパケットが、何番目にあて先ノ
ードへ送信したパケットか識別できるように、
送信元ポート番号（Source port number）を
使用して識別する。送信元ポート番号を使用す
る理由は、あて先ノードのあて先ポート番号
（Destination port number）に何もサーバソフ
トのソケットがバインドされていない場合、あ
て先ノードからはRSTパケットが返信されるか
らである［3］。このRSTパケットには本来、
たノードは、プロトコルで定められた処理を
行う。正しい解でないパケットはTCPレイ
ヤのチェックサムにより、整合性がとれず破
棄される。正しい解であるパケットは、
TCPレイヤのチェックサムにより、整合性
を確認し、上のレイヤにあるHTTPサーバに
TCPのデータ部を渡す。HTTPサーバでは、
データ部の内容に従ったレスポンスを返す
（図2）。
（3）送信したノードから図1の（2）のように、何
らかのHTTPレスポンスが返ってきたなら、
それがその問題の解である。
このように、個々の組合せを他のノードに送
信し、チェックサム計算での判定結果により充
足可能性問題や部分和問題のような組合せ探索
問題を解くことができる。
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図1 強制的分散コンピューティング （1）指定
した複数のターゲットに、チェックサムを改変し
たパケットを送信する。（2）正しいチェックサム
である場合、その送信したパケットが問題の解で
ある。
図3 TCP 3ウェイ・ハンドシェイク 送信元ノ
ードはあて先ノードへSYNパケットを送出する。
あて先ノードはSYNパケットで指定されたあて先
ポート番号が待ち状態であればSYN+ACKを送信
元ノードへ送信する。最後に送信元ノードがACK
を送信することでコネクションが確立される。
図2 組合せパケット受信したノード 正しい解
でない場合は、TCPチェックサムにより、整合性
がとれず破棄される。正しい解である場合は、
HTTPサーバに渡され、HTTPサーバはレスポン
スを返す。
TCPにおいて順序識別に使用される順序番号
（Sequence number）が0の状態で送信されて
くる。このような場合に対処するために送信元
ポート番号を順序番号として使用することにし
た。これにより、あて先ノードが何らかのサー
バでない場合でも強制的に計算させることが可
能となる。
ここで、送信元ポート番号として0～1023の
Well-knownポート番号を使用するとパケット
が返ってこない場合があるため使用しない。改
良手法での送信元ポート番号はマスクが容易で
あることや安全性を考慮し、予約なしポート番
号である49152～65535を使用する。
3．改良手法による探索問題解決へのアプ
ローチ
本章では、改良した強制的分散コンピューテ
ィングにより組合せ探索問題を解決する手法を
説明する。
3.1 TCP/IPチェックサム
強制的に計算させるためのパケットを作成す
るためには、TCPでのチェックサムの計算を
理解する必要がある。以下はTCP/IPにおいて
のチェックサムの計算の説明である。
（1）送信側での処理
TCPヘッダのチェックサムフィールドには0
を格納しておく。次に、擬似ヘッダ（Pseudo-
header）、TCPヘッダ、TCPデータを、16bit区
切りの値として、それらを１の補数加算した値
の１の補数を、16ビットであるTCPヘッダのチ
ェックサムフィールドに代入する［1］［3］［4］。
（2）受信側での処理
擬似ヘッダ、TCPヘッダ、TCPデータを、
16bit区切りの値として1の補数加算し、そのビ
ットが「FFFF（16）」となればそのTCPパケット
は正しいものとして上位レイヤに届けられる。
その値がそれ以外のものであれば、破棄する［1］
［3］［4］。
図4はチェックサムの計算例である。まず
TCPパケットを16bitずつに区切りs1, s2, …, snと
する。次に、それらの値を１の補数加算した値
SUMPを求める。その１の補数の値であるCPを
TCPヘッダのチェックサムフィールドに代入
する。１の補数加算とは桁あふれしたビットを
下位ビットに図のように加算する方法である。
3.2 送信時チェックサム計算の簡略化
強制的に計算させたいノードへパケットを送
信するたびに3.1の（1）の処理を繰り返すのは非
効率的である。したがって、この処理を一度だ
けに済ませる方法を説明する。なお、チェック
サム計算に必要な、擬似ヘッダと送信元ポート
番号、チェックサムフィールド以外のTCPヘ
ッダの構築は既に完了しているものとする。
（1）静的なヘッダフィールドのチェックサム
まず、3.1（1）の方法により、擬似ヘッダ、
TCPヘッダのみのチェックサムCHをもとめる
（図5（1））。このとき、チェックサムフィールド
と動的であるヘッダフィールドはまだ格納され
る値が確定しないため、0を格納しておく。次
に、もとめたCHをデータ部に格納しておく。
（2）動的なヘッダフィールドのチェックサム
送信するたびに、値が変化するヘッダフィー
ルドに関しては、データ部にその補数の値を格
納する。
これらの方法により、組合せを格納する前ま
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図4 TCPチェックサムの計算
での1の補数和を必ずFFFF（16）にすることがで
きる（図5（2））。したがって、送信する際に毎
回チェックサムを計算する必要がなくなる。
3.3 手順
3.3.1 強制判定SYNパケットの構築と送信
（1）事前準備
あらかじめ、擬似ヘッダと送信元ポート番号、
チェックサムフィールド以外のTCPヘッダを
構築し、3.2（1）の方法で静的なヘッダフィール
ドのチェックサムをもとめ、期待する1の補数
和をチェックサムフィールドに格納しておく。
（2）組合せパケットの構築
順序識別に使用する送信元ポート番号は、順
序番号jとC000（16）とのビットごとの論理和 j│
C000（16）で算出する。これによりポート番号は、
49152～65535の範囲内となる。3.2（2）の方法で
送信元ポート番号の補数を格納する。これらの
構築が終れば順次組合せを格納する。
（3）送信
通常のソケットを使用した場合、チェックサ
ムを自由に改変することが不可能である。その
ためにTCP以下のレイヤであるIPパケットや
Ethernetフレームを任意に作成できるソケット
であるRaw Socketを用いて（2）で作成したTCP
パケットを送信し続ける。
3.3.2 SYN+ACK、RSTパケットの受信
送信を開始してしばらくすると、あて先ノー
ドのうち問題が解けたノードからSYN+ACKも
しくはRSTパケットが返信される。このパケッ
トに格納されているあて先ポート番号dと
C000（16）とのビットごとの排他的論理和d○＋
C000（16）により、順序番号jが算出できる。問題
が解けると、これ以上組合せを送信する必要が
ないのでSYNの送信を停止する。
図6はk番目に送ったパケットが正しい解で
あったときの例である。解かせたい問題を持っ
ているノードは送信元ポート番号を49152,
49153, …と変更し、パケットを送信し続ける。
k番目に送ったパケットが送信先ノードのTCP
チェックサムにより整合性が確認され、送信先
ノードは3ウェイ・ハンドシェイクを行おうと
SYN+ACKをあて先ポート番号 k│C000（16）へ
送信する。そのあて先ポート番号とC000（16）と
の排他的論理和により、k番目に送ったパケッ
トであると判断できる。
3.4 分散処理
これらの処理は単一ノードでも可能である
が、短時間で大量のパケットをひとつのノード
に送ると特定のターゲットネットワークの
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図5 ヘッダ部チェックサムの無効化 ヘッダ部
のみのチェックサムCHや動的なヘッダフィールド
の補数をあらかじめ求めることで、送信時のチェ
ックサム計算を不要にする。
図6 3ウェイ・ハンドシェイクを利用した計算
ポート番号を利用しパケットを識別する。
SYNトラフィックが増大し、IDS（Intrusion
Detection System：侵入検知システム）や管理
者にアタックであると認識されてしまう可能性
がある。またQoS（Quality of Service）でSYN
パケット総量に制限がかけられていることもあ
る。そこで、組合せの送信を複数のノードに分
散することにした。各ノードへ送信するパケッ
トの送出間隔は、Linux上のusleep関数で停止
可能な最短時間である約10msとする。
4．Merkle-Hellmanナップサック暗号の
解読
本章では、TCP/IP上で公開鍵と暗号文を用
いて全探索により暗号を解読する方法を説明す
る。ここで必要になる公開鍵と、それにより暗
号化された暗号文の作成のみを説明する。
4.1 公開鍵の作成
参考文献［5］［6］より、暗号化に必要な公開鍵
の作成について説明する。なお、鍵サイズはn
ビットとする。
手順1）
2＜＿ j ＜＿ nについて、
（1）
を満たす、超増加である乱数の列a′1～a′nを作成
し、秘密のベクトル→a′1＝（a′1, …, a′n）を作成す
る。
次に、互いに素である大きな乱数wとmを作
成する。mは、
（2）
を満たす必要がある。
手順2）
手順1で作成した秘密のベクトル→a′、wとmか
ら
ai＝a′i･w（mod m） （3）
により、公開鍵のベクトル→a＝（a1, …, an）を作
m>_ a′i
i＝1
n
Σ 
a′j> a′i
i＝1
j－1
Σ 
成する。
ところで、TCPにおいて、チェックサムは
3.1で示したように、16ビット区切りで計算さ
れ、16ビットの整数として表現される。すなわ
ち、すべてを加算した結果が216以上だったとき
に、桁あふれにより、まったく異なるパケット
でも、同じチェックサムになる場合がある。こ
の桁あふれを防ぐために、
（4）
を満たす公開鍵を作成しなければならない。
これらの条件（1）（2）（4）を満たす、最大の鍵
サイズnは12である。
4.2 暗号文の作成
参考文献［5］［6］より、暗号化について説明す
る。なお、鍵サイズはnビットとする。
手順1）
暗号化したい２進数のデータを、n桁の2進数
に区切り、それらを0と1のベクトル→x1＝（x11, …,
x1n）, →x2＝（x21, …, x2n）,…と考える。
手順2）
手順1で作成した、ベクトル→x1, →x2,…と、4.1の
手順2で作成した、公開鍵のベクトル→aの内積
C1＝→x1･→a, C2＝→x2･→a,…をもとめ、これらを暗号
文とする。
以上により、C1, C2,…は公開鍵のベクトル→aの
数のセットa1, …, anの部分和となる。したがっ
ai<216
i＝1
n
Σ 
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図7 送信するTCPパケットの構成
て、これらの部分和問題を解決するためには最
大2n回の試行が必要である。
4.3 強制的分散コンピューティングへの適用
3.3の手法を利用し、組合せ探索問題である
部分和問題解決のためのTCPチェックサムへ
の適用と、その送信方法について説明する。
手順1）
3.3.1の（1）で示した方法によりパケットを構
築する。部分和となっている暗号文CiをTCPヘ
ッダのチェックサムフィールドに格納する。順
序番号jは0とする。
手順2）
3.3.1の（2）で示した方法により、送信元ポー
ト番号を算出する。次に、順序番号jをn桁の0
と1の数のセットj1, …, jnとし、公開鍵の数のセ
ットa1, …, anとの積をとり、図7のようなTCP
パケットを作成し、計算させたいノードに送信
する。jに１を加算し、j ＜ 2nであれば、解であ
るSYN+ACKパケットを受信するまで手順2を
繰り返す。
手順3）
受信した解をバッファにためておく。問題が
まだある場合はiに１を加算し、手順2へ戻る。
すべての問題が解決できたなら、バッファから
解読した平文を出力し終了する。
5．実験と考察
本章では、本論文で提案した手法の有効性を
確認するために、実際のネットワーク上で計算
させ、その計算にかかる時間により強制的分散
コンピューティングの有効性について考察す
る。
5.1 実験環境
まず実験に使用したコンピュータや、ネット
ワークの環境について説明し、次に実験に使用
したプログラムを解説する。
表1表2に問題送信に使用したコンピュータの
環境を示す。主な実験は表1のコンピュータを
使用し、コンピュータの性能の差があたえる影
響を検証するために表2のコンピュータを使用
する。
この実験で使用するネットワークについて
は、倫理的正当性が確立していないので、イン
ターネットを使用するのではなく、東京情報大
学内ネットワークでのみ計算することにした。
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図8 送受信のスレッド処理 １つの部分和問題
を解決するたびに問題解決用スレッド（Thread
for solving a problem）を作成する。そのスレッ
ドは指定されたノードに対応する送信用スレッド
（Thread for Sending）と受信用スレッド
（Thread for Receiving）を作成し送信、受信待ち
を開始する。パケットを受信した場合、作成した
すべてのスレッドを終了する。
Model IBM Intellistation EPro 6836-35J
OS Vine Linux 3.2 Kernel-2.4.31
CPU Intel Pentium III 933MHz
MEM 256MB PC133 SDRAM
Net IF Intel 82559（Onboard）100Base-TX
表1 問題を送信するコンピュータの環境①
Model EPSON AT-205
OS Vine Linux 3.2 Kernel-2.4.31
CPU Intel Celeron D 346（3.06GHz）
MEM 512MB PC3200 DDR SDRAM
Net IF Intel 82562EZ（Onboard）100Base-TX
表2 問題を送信するコンピュータの環境②
実験に使用したプログラムについての説明を
する。このプログラムでは4.3の手法で、改良
した強制的分散コンピューティングによる暗号
の解読を行う。時間の計測については、プログ
ラム開始直後から、終了直前までをこのプログ
ラム内で測ることにする。図8は、本プログラ
ムで問題を解決するためのパケットを送受信す
る際のスレッド処理の説明である。プログラム
は、問題を解決するためのスレッドを作成する。
そのスレッドは与えられたノードに対応する受
信用スレッドと送信用スレッドを作成し、受信
用スレッドで受信処理を開始したのち、送信用
スレッドでパケットの送信を開始する。受信用
スレッドにて対応したノードからのパケットを
受信すると、その解をバッファに書き込み、問
題解決のために作成したすべてのスレッドを終
了する。なお、スレッド処理にはPOSIX
Threadライブラリを使用した。
5.2 実験結果
まず、CPUを使用した一般的なコンピュー
ティング手法により、総当り法で12bitの暗号
文解読にかかった時間を計測した。
この一般的な手法による、暗号化により生じ
た部分和問題の数とその解決にかかった演算時
間（ミリ秒）を図９に示す。図９より、表2の
コンピュータ（Computer 2）は表1のコンピュ
ータ（Computer 1）の約3倍の演算能力である
ことがわかる。
次に、強制的分散コンピューティングによる
12bitの暗号解読にかかった時間を計測した。
表1のコンピュータを使用した強制的分散コン
ピューティングによる、各部分和問題数別の送
信ノード数と暗号解読にかかった時間（秒）を
図10に示す。各ノードへの送出間隔は約10ms
であり、その送信を分散させたため、解読時間
がノード数に反比例し、計算させるノード数を
増加させることにより、計算時間が減少するこ
とがわかる。
次に、強制的分散コンピューティングにおけ
る演算時間の限界を計測するために、送出間隔
をとらず送信した。
表1のコンピュータを使用した送出間隔なし
の強制的分散コンピューティングによる各部分
和問題数別の送信ノード数と暗号解読にかかっ
た時間（ミリ秒）を図11に示す。図11より、送
出間隔なしの場合、送信ノード数による計算時
間に図10のような明確な減少傾向が見られず、
ほぼ横ばいであるため、表1のコンピュータ上
での強制的分散コンピューティングにおける計
算時間の限界であることがわかる。
最後に、コンピュータの性能差による演算時
間の限界の影響を検証するために表2のコンピ
ュータを使用した、送出間隔なしの強制的分散
コンピューティングを行った。
表1のコンピュータ（Computer 1）と表2の
コンピュータ（Computer 2）により、1台のノ
ードを使用し、送出間隔なしの強制的分散コン
ピューティングで解読させた、問題数とその解
決にかかった演算時間（ミリ秒）を図12に示す。
図12と図9と比較すると、強制的分散コンピュ
ーティングではCPUの演算速度はそれほど影
響しないことがわかる。
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図9 CPUを使用した問題数に対する暗号解読時間
算を行うためには、補助的にCPUによる計算
を使わざるをえなくなるだろう。また、CPU
による一般的なコンピューティングと比較する
と、計算時間が劣るということもわかった。
強制的分散コンピューティングによる計算時
間に影響を及ぼす主な要因はCPUの演算速度
ではなく、コンピュータのネットワークインタ
フェースやルータやスイッチャの単位時間当た
りのパケット処理能力［pps］や単位時間当たり
のビット伝送能力［bps］等の性能であると考え
られる。
もしそうであるならば、ネットワークインタ
フェースの単位時間当たりのパケット処理能力
と問題を解決するために作成されるイーサネッ
トフレームの容量の積が、ネットワークインタ
フェースの単位時間当たりのパケット処理能力
以下であると仮定し、ネットワークインタフェ
ースの単位時間当たりのパケット処理能力をx、
部分和問題を解決するために必要な試行回数を
nとし、プログラムやOSのオーバヘッドをtoと
した場合の強制的分散コンピューティングによ
る計算時間 tFは、
（5）tF＝ ＋tox
n
5.3 考察
この実験により、強制的分散コンピューティ
ングによってMerkle-Hellmanナップサック暗
号の解読、つまり部分和問題の解決が可能であ
ることがわかった。しかし、16bit単位で計算
をするチェックサムでは計算できる内容にかな
り制限があることが問題である。より複雑な計
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図10 分散数に対する暗号解読時間 図12 改良手法による問題数に対する暗号解読時間
図11 分散数に対する暗号解読時間（送出間隔
なし）
と推測できる。
一般的なコンピューティングによる計算時間
tGがtG＞toであるなら、図13に示すように一般的
なコンピューティングによる計算時間を超える
可能性があることになる。
6．おわりに
本論文では、バラバシらにより提案された強
制的分散コンピューティングをより効率的な計
算ができるように改良し、部分和問題を応用し
た公開鍵暗号方式であるMerkle-Hellmanナッ
プサック暗号により作成した暗号文の解読を試
みた。その結果、CPUを使用した一般的なコ
ンピューティングによる計算時間を超えること
はできなかった。だが、ネットワーク機器の今
後の進化によっては、一般的なコンピューティ
ングによる計算時間を超える可能性があるとい
うことがわかった。
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図13 部分和問題を解決する際の単位時間当た
りのパケット処理能力に対する計算時間の予測
強制的分散コンピューティングによる計算時間を
tF、一般的なコンピューティングによる計算時間
をtGとする。
