Modeling soil-water regime and solute transport in the vadose zone is strategic for estimating agricultural productivity and optimizing irrigation water management. Direct measurements of soil hydraulic properties, i.e., the water retention curve and the hydraulic conductivity function, are often expensive and time-consuming, and represent a major obstacle to the application of simulation models. As a result, there is a great interest in developing pedotransfer functions (PTFs) that predict the soil hydraulic properties from more easily measured and/or routinely surveyed soil data, such as particle size distribution, bulk density (ρ b ), and soil organic carbon content (OC). In this study, application of PTFs was carried out for 359 Sicilian soils by implementing five different artificial neural networks (ANNs) to estimate the parameter of the van Genuchten (vG) model for water retention curves. The raw data used to train the ANNs were soil texture, ρ b , OC, and porosity. The ANNs were evaluated in their ability to predict both the vG parameters, on the basis of the normalized root-mean-square errors (NRMSE) and normalized mean absolute errors (NMAE), and the water retention data. The Akaike's information criterion (AIC) test was also used to assess the most efficient network. Results confirmed the high predictive performance of ANNs with four input parameters (clay, sand, and silt fractions, and OC) in simulating soil water retention data, with a prediction accuracy characterized by MAE = 0.026 and RMSE = 0.069. The AIC efficiency criterion indicated that the most efficient ANN model was trained with a relatively low number of input nodes.
Introduction
Soil hydraulic properties are important for simulating water availability and transmission in soils. An important hydraulic property of the soil is the water retention capacity, which affects productivity and soil management. Knowledge of water retention capacity and the effects of land use on this property is critical to efficient soil and water management and to estimate irrigation water supply, which may be affected by changes in the use of soil [1] .
The availability of easily accessible and representative soil hydraulic properties is generally a major obstacle to understanding the dynamics of water and solutes in the unsaturated soil [1] and the application of simulation models to prevent and control deterioration of soil due to intensive agricultural activities.
In agricultural contexts, the management of irrigation and drainage and the related plant growth and activity require crucial information on soil properties, such as the soil water retention curve and the Universities of Palermo and Catania into a unique database with the aim to train ANNs specifically developed for Sicily. In this research, funded by the Sicilian Region, innovative methodologies for the rapid evaluation of the physical soil quality on a territorial scale were developed. In particular, the applicability of the simplified falling head (SFH) technique and of the Beerkan estimation of soil transfer parameters (BEST) method was evaluated, aimed at surveying the hydraulic properties of the soil [22] [23] [24] .
Starting from the outcomes of the abovementioned project, the main objectives of the present study were (i) to evaluate the reliability of the artificial neural network approach (ANN), implemented with a large and variable database of soil characteristics, when estimating the vG model parameters, and (ii) to identify the ANN structure that guarantees the best prediction performance for the soil water retention curve using evaluation criteria.
Materials and Methods

Soil Samples
Data collected in a total of 359 soil horizons were used for the purpose of the study. The database contains soil data from 21 sites of the Sicilian territory (insular Italy), covering a wide range of soil types and characteristics [22] [23] [24] . In particular, the following data were available for each sampling point: clay (Cl), silt (Si), and sand (Sa) fractions, dry bulk density (ρ b ), geometric mean particle diameter (d g ), organic carbon content (OC), porosity (ϕ), and volumetric soil water content (θ), determined during a drying sequence of at least eleven matric heads (h) in the range from −0.01 to 150 m. Fractions of Cl, Si, and Sa were determined according to the United States Department of Agriculture (USDA) standard for particle size distribution conducted using the hydrometer method for particles having diameters d < 74 mm and by sieving for particles with 74 ≤ d ≤ 2000 [25] . The texture triangle in Figure 1 shows that all USDA classes were included in the considered database. For each investigated site, Table 1 summarizes the descriptive statistics of the selected soil physical properties.
The geometric mean particle diameter d g (mm) was calculated according to Reference [26] :
where Cl, Si, and Sa are the clay, silt, and sand fractions of soil (g·g −1 ), respectively, and M cl , M si , and M sa are the mean diameters of clay, silt, and sand, respectively (M cl = 0.001 mm; M si = 0.026 mm; M sa = 1.025 mm). The organic carbon content, OC (%), was determined using the Walkley-Black method [27] . Undisturbed soil cores were used to determine the soil bulk density (ρ b , Mg·m −3 ), and porosity (ϕ) was calculated assuming a value of the soil particle density equal to 2.65 Mg·m −3 .
Water retention data were determined on undisturbed soil samples using a hanging water column apparatus [24] or a sandbox apparatus [22] for h values ranging from −0.05 to −1.5 m. A pressure plate apparatus with repacked soil samples was used to determine θ values corresponding to h in the range from −3 to −150 m. To account for the different number of θ(h) points among samples and different applied equilibrium h values, the water retention model proposed by van Genuchten [5] was fitted to experimental data:
where θ (cm 3 ·cm −3 ) is the water content at matric potential h (cm), θ s and θ r are the saturated and residual water contents (cm 3 ·cm −3 ), respectively, n (-) is the curve shape factor which controls the steepness of the S-shaped retention curve, m (-) is an empirical shape factor related to n by m = 1 − (1/n), and α (cm −1 ) is an empirical scale parameter related to the inverse of the air entry suction. Fitting of Equation (2) to experimental data was carried out using the RETC software [28] . Figure 2 shows, for each site, the mean fitted water retention curve. The mean value of root-mean-square error (RMSE) ranged from 0.005 to 0.047, with an average value for Sicily equal to 0.014. For each soil, water contents corresponding to eleven matric potentials (h = −1, −2.5, −10, −31.6, −63.1, −100, −300, −1000, −3000, −6000, and −15,000 cm) were, thus, calculated from the fitted Equation (2) and assumed as measured reference values for the evaluation of ANN performance. For each soil, water contents corresponding to eleven matric potentials (h = −1, −2.5, −10, −31.6, −63.1, −100, −300, −1000, −3000, −6000, and −15,000 cm) were, thus, calculated from the fitted Equation (2) and assumed as measured reference values for the evaluation of ANN performance. For each soil, water contents corresponding to eleven matric potentials (h = −1, −2.5, −10, −31.6, −63.1, −100, −300, −1000, −3000, −6000, and −15,000 cm) were, thus, calculated from the fitted Equation (2) and assumed as measured reference values for the evaluation of ANN performance. (2)) at each investigated Sicilian site; n is the number of sampled soils at each site. 
Artificial Neural Networks (ANNs)
The generalized feed-forward (GFF) neural network was identified for modeling soil water retention of the Sicilian soil database. This ANN model is a generalization of the multi-layer perceptron (MLP), that is often used for modeling physical processes [29] . In an MLP, any neuron of a hidden layer receives input from all neurons of the previous layer and sends its output to all neurons of the following layer. Unlike MLP, GFF has connections between neurons of non-adjacent layers. These types of networks are called "feed-forward", because the signals propagate only from the input to the output. Furthermore, they are usually trained with supervised learning; this means that they are trained with a subset of measured input and output pairs.
The ANN architecture proposed in this study was composed of one input layer, two hidden layers with 15 neurons each, and one output layer ( Figure 3 ). The number of neurons in the input layer varied from three to four in relation to the chosen set of input parameters. Specifically, five combinations of inputs were investigated, as reported in Table 2 .
The number of neurons in the output layer was four in all the developed ANNs, corresponding to the number of estimated parameters-θ s , θ r , α, and n. The transfer function was the hyperbolic tangent for all the layers.
The ANN training phase was performed using a backpropagation algorithm with a momentum term that improves the convergence of the network by changing weights along an error gradient. Specifically, the learning rates adopted for the connections of the input layer, the first hidden layer, and the second hidden layer were 0.1, 0.001, and 0.1, respectively. The momentum factor was 0.6 for all layers. The weights were updated online; they were modified after the presentation of each input pattern. Table 2 . Combination of inputs in the developed artificial neural networks (ANNs).
Network Input Data
Cl, Sa, OC, ρb
As the training of an ANN is heavily influenced by the initial values of the weights, several training cycles are generally carried out starting with different sets of random weight values. In this study, the learning of the networks was performed through five cycles of training. At the end of learning, the weights obtained by the cycle that provided the minimum mean squared error (MSE) were chosen. The maximum number of epochs for each training cycle was 50,000. The ending criterion adopted for the training process was cross-validation. This technique consists of checking the network performance at each iteration with a set of data not used for training. The training stops when the MSE calculated for the crossing data does not improve further after an established number of epochs. The number of epochs chosen to stop each training cycle without improvements in the performance of the cross-validation set was 2000, as it was observed [29] that it is sufficiently high to ensure that there is no further possibility of refining the results. The ability of the network to generalize was tested using a new set of data, which was different from that used for training and cross-validation. In particular, the 359 elements of the dataset were randomly ordered and divided as follows: 215 for training, 54 for cross-validation, and 90 for testing. The ANNs were implemented using the Neurosolutions 7 software (NeuroDimension, Inc., Gainesville, FL, USA).
Mean, minimum, and maximum absolute errors (MAE, Min AE, and Max AE), normalized mean absolute error (NMAE), root-mean-square error (RMSE), normalized root-mean-square error (NRMSE), and correlation coefficient (r) ( Table 3) were used to assess the reliability in modeling the vG parameters. The MAE value is a measure of the mean error between estimated and measured values. The value of RMSE determines how well the network output fits the measured output. Both MAE and RMSE cannot be used to compare scores across variables with different numerical ranges. The NMAE and NRMSE statistics were used for this purpose, and they can be regarded as a performance ratio between the output values obtained with the ANN and the simple mean of the desired values. The means of NRMSE and NMAE obtained for θs, θr, α, and n were also calculated for each ANN, in order to compare the overall performance of each ANN in the simulation of the vG Table 2 . Combination of inputs in the developed artificial neural networks (ANNs).
Network
Input Data 1
Mean, minimum, and maximum absolute errors (MAE, Min AE, and Max AE), normalized mean absolute error (NMAE), root-mean-square error (RMSE), normalized root-mean-square error (NRMSE), and correlation coefficient (r) ( Table 3) were used to assess the reliability in modeling the vG parameters. The MAE value is a measure of the mean error between estimated and measured values. The value of RMSE determines how well the network output fits the measured output. Both MAE and RMSE cannot be used to compare scores across variables with different numerical ranges. The NMAE and NRMSE statistics were used for this purpose, and they can be regarded as a performance ratio between the output values obtained with the ANN and the simple mean of the desired values. The means of NRMSE and NMAE obtained for θ s , θ r , α, and n were also calculated for each ANN, in order to compare the overall performance of each ANN in the simulation of the vG parameters. Estimated θ(h) values were calculated at the selected eleven matric potentials from Equation (2) with parameters θ s , θ r , α, and n obtained by the ANNs. The performance in simulating water retention was evaluated by means of MAE, RMSE, and determination coefficient (r 2 ).
Parameters of vG are strongly interdependent [6] ; thus, small errors in estimated parameters may result in large errors in water retention data predictions. To exclude the influence of the soil water retention curve parameterization on the results of ANNs, estimated θ(h) values at the selected eleven matric potentials were compared with the corresponding measured values. The performance in simulating water retention data was evaluated by means of MAE, RMSE, and determination coefficient (r 2 ). Table 3 . Statistical indicators used to evaluate reliability of ANN modeling. MAE-mean absolute error; NMAE-normalized MAE; RMSE-root-mean-square error; NRMSE-normalized RMSE.
n is the sample size, y i is the observed value, x i is the predicted value.
Because there are no general rules for selecting the number of hidden units in the ANN, and the larger number of hidden units implies more parameters to be estimated, in this study, Akaike's information criterion (AIC) [30] was used to compare the different networks (Table 2 ) in order to evaluate of the most efficient ANN among the five listed in Table 2 [31] . Several studies in the literature showed the robustness of AIC in ANN selection for simulating hydrological processes [32] [33] [34] . For each network, the AIC value can be calculated by
where n is the number of observations, K is the number of free parameters, and RSS is the residual sum of square. Lower AIC values correspond to higher network efficiency. When the AIC test is applied to an ANN, K is the number of the weights. Therefore, K = 481 for ANN1, ANN4, and ANN5, while K = 447 for ANN2 and ANN3. The AIC test was applied either to the difference between measured and estimated θ s , θ r , α, and n values or the difference between measured and estimated θ(h) values.
Results
The statistical indicators used to evaluate ANN performance are reported in Table 4 The coefficient of correlation (r) had the highest values (r = 0.61-0.70) for θ s and n, and the lowest values (r = 0.16-0.50) for θ r and α. In this regard, it can be shown that r is oversensitive to extreme values (outliers), which characterized θ r and α much more than θ s and n, both having a narrower range of variation. As an example, the trends of the observed and simulated vG parameters are reported in Figure 4 for ANN1 and in Figure 5 Table 5 reports the MAE and RMSE values for the estimated soil water retention data obtained with the considered ANNs. The calculations refer to the test dataset that comprises 90 soils. It is worth noting that ANNs that made use of four input data generally performed better than those that used three input data. Specifically, the minimum MAE was obtained by ANN5, while ANN4 had the minimum RMSE. Less satisfactory results were obtained by ANN1, whereas the highest values of both MAE and RMSE were obtained with ANN3. Table 6 reports the results of the AIC test performed to evaluate the efficiency of the five ANNs in simulating both the vG parameters and the water retention data. Equation (4) was used for the first case, with the number of test samples equal to 90, while Equation (3) Table 5 reports the MAE and RMSE values for the estimated soil water retention data obtained with the considered ANNs. The calculations refer to the test dataset that comprises 90 soils. It is worth noting that ANNs that made use of four input data generally performed better than those that used three input data. Specifically, the minimum MAE was obtained by ANN5, while ANN4 had the minimum RMSE. Less satisfactory results were obtained by ANN1, whereas the highest values of both MAE and RMSE were obtained with ANN3. Table 6 reports the results of the AIC test performed to evaluate the efficiency of the five ANNs in simulating both the vG parameters and the water retention data. Equation (4) was used for the first case, with the number of test samples equal to 90, while Equation (3) Table 5 reports the MAE and RMSE values for the estimated soil water retention data obtained with the considered ANNs. The calculations refer to the test dataset that comprises 90 soils. It is worth noting that ANNs that made use of four input data generally performed better than those that used three input data. Specifically, the minimum MAE was obtained by ANN5, while ANN4 had the minimum RMSE. Less satisfactory results were obtained by ANN1, whereas the highest values of both MAE and RMSE were obtained with ANN3. Table 6 reports the results of the AIC test performed to evaluate the efficiency of the five ANNs in simulating both the vG parameters and the water retention data. Equation (4) was used for the first case, with the number of test samples equal to 90, while Equation (3) was applied in the second case, with n = 939 (e.g., number of measured retention data). ANN3 always had the worst performance, with RSS quite higher than in the other ANNs. The best simulation efficiency (more negative AIC) was reached by ANN2 that, although characterized by high RSS values, had a smaller number of input parameters and a lower number of nodes, and required less computation effort. Finally, ANN5 was more reliable than ANN4 in estimating vG parameters, whereas the opposite result occurred for the estimation of the water retention data. The AIC criterion indicated ANN2 as the compromise solution network, having the optimal number of parameters and hidden units to avoid both under fitting (network cannot describe the data) and over fitting (network is fitting the noise of the data). 
Discussion
Among the selected artificial neural networks, ANN4 gave the best agreement with observed data, and the water content at saturation, θ s , was the best simulated parameter. It is worth noting that these results are in agreement with those found by Reference [35] , who implemented different models of ANNs, and obtained RMSE values ranging from 0.053 to 0.085 with three inputs (textural data) and from 0.048 to 0.08 with four inputs (textural data and bulk density). Also interesting is the comparison with the statistical values obtained by Reference [18] , who used a feed-forward ANN with various combinations of input parameters, including textural data alone or together with bulk density and organic matter. Specifically, RMSE values reported in Table 6 were higher than those obtained by Reference [18] , ranging from 0.039 to 0.047. Also, r 2 values were sensibly higher, given they were in the range 0.65−0.79 for the present study (Table 5 ) as compared to those found by Reference [18] , which were between 0.12 and 0.34. The results obtained in terms of MAE, ranging from 0.016 and 0.032 (Table 6) , were also in agreement with values obtained by Reference [18] . In this study, comparisons of estimated mean RSS values and AIC indicators were in good agreement for all ANNs, showing that all the developed models are able to reproduce the central tendency of the observed data.
Furthermore, the results deserve an analysis of how many input parameters are really necessary for developing artificial ANNs. For instance, the best AIC value in this study was found for a network that used only three input variables, i.e., Cl, Sa, and ρ b . Similar results were obtained by Reference [36] using RSS as a selector criterion.
Other results similar to those of the present study were obtained by the authors of Reference [37] , who applied a constructive feed-forward neural network (CFN) to estimate the vG parameters. In their study, the best ANN predictions were obtained for α, whereas the worst were obtained for θ s and n. In their work, the authors of Reference [37] instead suggested that the ANN approach results better in point predictions than in predicting vG parameters, based on r 2 and RMSE, due to over-parameterization problems. The results of this study evidenced that, in the ANN approach, all dependent soil hydraulic parameters were predicted from independent variables simultaneously. This saves time and energy, and might probably lead to better results in case of using better algorithms in the ANN. Therefore, the results of the study indicate that studies on ANN should continue relating soil hydraulic parameters to basic soil properties as an alternative to regression, which is commonly used. Therefore, starting from a large and variable database of soil properties, the results obtained herein assessed the ability of the ANN approach in mimicking the real soil water retention curve through an accurate and reliable estimation of vG parameters.
Unlike other parametric regression techniques, which define relationships of soil properties using mathematical functions, the well-defined ability of the ANN technique in interpreting the input/output relationship of complex soil water systems [38, 39] explains its adequate performance in both the training and validation phases.
From the results obtained in this study, it is possible to highlight that ANN approaches can determine complementary insights to support decision-making in the irrigation context of Sicilian agriculture.
Conclusions
The prediction of soil water retention characteristics is basically important for simulating soil water fluxes in the root zone aimed at establishing irrigation scheduling, but also sustainability of rain-fed agriculture. Knowledge of the soil water retention curve is also crucial in soil conservation, drought forecasting, and soil quality assessment. Artificial neural networks are flexible mathematical structures that are capable of identifying complex non-linear relationships among input and output datasets. The principal differences among the various types of ANNs are the arrangement of neurons and the assessment of the weights and functions for inputs and neurons (training).
In this study, five ANN models were developed to estimate the vG parameters for simulating agricultural soil water availability for crops. The performance and efficiency of the selected ANNs were evaluated using different statistical indicators. Results showed the good predictive capability of the trained ANNs with different inputs and hidden layers. Statistical indicators confirmed the high predictive performance of ANNs with four input parameters (Cl, Sa, and Si fractions, and OC), two hidden nodes with 15 neurons each, four output nodes, and training cycles of minimum 2000 epochs. In simulating soil water retention data, ANN4 resulted in a prediction accuracy characterized by MAE = 0.026 and RMSE = 0.069.
The AIC efficiency criterion indicated that most efficient ANN model was trained with a relatively low number of input nodes. This approach may be preferable for estimating soil water retention characteristics to be used for agro-hydrological simulations at a regional scale. The most efficient ANN can be used for soil mapping in areas with similar soil hydraulic and textural features without additional field surveys. A large database of soil hydraulic data for Sicily was used in this study, suggesting that the implemented ANNs could be considered a valuable general approach to plan crop production, optimize water resources management, and select environmental protection operations.
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