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 최근 딥러닝 기술이 비약적으로 발전함에 따라, 컴퓨터 비전 분야
에 딥러닝 기술을 적용하여 큰 성공을 거두고 있다. 특히 이 중에서
도 물체 인식의 경우 자율주행 자동차를 비롯한 다양한 임베디드 
제품군에서 수요가 있어 각광을 받고 있다. 이에 따라 온-보드 물체 
인식 기술은 최근 매우 중요한 이슈로 떠올랐다.
 임베디드 시스템은 비용과 전력의 문제 때문에 컴퓨팅 파워가 적
고, 메모리 크기가 작다는 제한점이 있다. 기존의 물체 인식 네트워
크들의 경우 파라미터와 계산량이 많아 임베디드 시스템에 적합하
지 않고, 따라서 이런 제약 조건 하에서 딥러닝을 이용한 물체 인식
을 수행하기는 매우 어렵다. 
 본 논문은 딥러닝을 이용한 물체 인식 기술의 계산량을 줄이고, 임
베디드 시스템 상에서 동작할 수 있도록 하는 동적 네트워크 선택 
기법을 제안한다. 이미지와 영상 물체 인식 네트워크 각각에 대해 
서로 다른 Q 학습 방법을 이용해 동적 네트워크 선택 기법을 학습
시킴으로써 물체 인식 기술의 계산량을 줄였다. 그 결과 이미지, 영
상 물체 인식의 두 가지 경우 각각 2.75, 2.5의 mAP 손실로 
JETSON TX-2 상에서 2배의 속도 향상을 달성하였다.
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제 1장 서론
 요즘 딥러닝 기술이 여러 분야에서 활용되고 있다. 그중에서도 컴
퓨터 비전은 가장 활발하게 연구되고 있는 분야 중 하나로, 이미지 
분류[1]와 이미지 물체 인식[2, 3], 영상 물체 인식[4, 5, 6, 7] 등
의 문제에 딥러닝 기술을 적용하여 큰 성공을 거두었다.
 물체 인식 기술(Object Detection)이란 이미지 내 물체의 종류와 
위치를 분석하는 기술로, 이미지 정보를 픽셀로 받아 물체들의 위치
를 경계 박스(Bounding Box)로 나타내는 기술이다. 딥러닝이 물체 
인식 기술의 정확도를 높이는 데 큰 기여를 하였고, 이에 따라 물체 
인식기술은 자율주행 자동차, 로봇 청소기를 비롯한 스마트홈 가전
제품과 같이 다양한 임베디드 제품군에 적용될 수 있는 중요한 기
술이 되었다. 이 중에서도 실시간으로 보드 상에서 물체 인식을 수
행하는 기술의 개발이 최근 중요한 이슈이다. 왜냐하면 임베디드 제
품들은 사용자와 직접 상호작용하므로 실시간 응답이 가능해야 하
고, 사용자의 정보를 수집하고 가공하므로 프라이버시 문제가 있을 
수 있기 때문이다. 그러나 딥러닝 어플리케이션을 보드 상에서 직접 
실행하는 것은 아직 어려운 일이다.
 임베디드 시스템에는 저전력 설계로 인한 몇 가지 제약 조건이 있
다. 첫 번째는 컴퓨팅 파워이다. 대부분의 서버에서 딥러닝 어플리
케이션을 수행할 때는 코어 수가 많은 GPU를 이용하여 가속하는
데, 임베디드 시스템의 컴퓨팅 파워는 이에 비해 턱없이 모자라다. 
따라서 딥러닝과 같은 계산 집약적인 어플리케이션의 경우 처리 속
도가 현저히 떨어진다. 두 번째는 메모리이다. 임베디드 시스템의 
경우 비교적 크기가 작은 메모리가 탑재된다. 또, 전력 소비를 줄이
기 위해 메모리 사용을 최소화하도록 어플리케이션을 설계해야 한
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다.
 이런 제약 조건 아래에서 딥러닝을 이용한 물체 인식을 수행하기
는 어렵다. 특히 고성능 물체 인식 네트워크들의 경우 메모리 사용
량이 많아 별도의 전처리 과정 없이는 임베디드 시스템 위에서 동
작하기 어려운 경우가 많고, 동작하더라도 속도가 느린 경우가 대부
분이다.
 따라서 본 논문은 동적 네트워크 선택 기법을 제안한다. 이 기술은 
물체 인식 네트워크들의 속도-정확도 트레이드오프를 활용하여 딥
러닝을 이용한 물체 인식 기술의 계산량을 줄이고, 임베디드 시스템 
상에서 동작할 수 있도록 한다. 속도-정확도 트레이드오프를 활용하
는 방법은 다음과 같다. 소형 모델의 빠른 속도를 최대한 유지하면
서 대형 모델의 정확도 손실은 최소로 하는 것을 목표로 하여 속도
가 빠르고 정확도는 낮은 소형 모델과, 반대로 속도가 느리고 정확
도는 높은 대형 모델을 교차로 실행한다. 이때 실행할 네트워크를 
결정하는 모듈을 네트워크 매니저라 하고, 이것을 강화학습을 통해 
학습시킨다. 학습된 네트워크 매니저가 물체 인식 수행 시 동적으로 
둘 중 어떤 네트워크를 동작시킬지 결정하게 된다. 
 본 논문에서는 이미지와 영상이라는 두 종류의 데이터에 적용되는 
물체 인식 기술들에 대해 다룬다. 이미지 물체 인식 기술은 정지된 
이미지 낱장 내에 존재하는 물체를 인식하는 기술로, 이미지 간 상
관관계가 없다고 가정한다. 이에 반해 영상 물체 인식 기술은 영상 
프레임 내에 존재하는 물체를 인식하는 기술로, 연속된 이미지 간 
데이터 중복(data redundancy)이 있다. 실시간으로 수집한 카메라
의 데이터를 이용한 물체 인식 기술이 여기에 해당한다. 움직이는 
물체를 인식하기 때문에 이미지 물체 인식 기술과는 다른 어려움이 
따른다.
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 본 논문에서는 단순 Q 학습을 이용한 동적 네트워크 선택 기법을 
제안하고, 이를 통해 초소형/초저전력 이미지 물체 인식 기술을 구
현한다. 또, 이 기술을 심화시킨 심층 Q 학습을 적용한 동적 네트워
크 선택 기법을 제안하고, 이를 통해 임베디드 시스템에서 빠르게 
실행됨과 동시에 움직이는 물체에 대해서도 비교적 고정확도를 유
지하는 영상 물체 인식 기술을 구현한다. 
 임베디드 환경으로는 NVIDIA 사의 JETSON TX-2[8]를 선택하여 
실험하였다. 결과적으로 이미지 물체 인식 기술의 경우 소형 모델의 
계산량을 거의 그대로 유지하면서, mAP를 7.68 향상하였다. 이는 
대형 모델 대비 2.75의 mAP 손실로 9.9배의 계산량을 감소시킨 것
이다. 영상 물체 인식의 경우 2.5의 mAP 손실로 TX-2 상에서 대
형 모델 대비 2배의 속도 향상을 달성하였다.
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제 2장 관련 연구
2.1 CNN 계산 최적화
 CNN(Convolutional Neural Network)의 동작 과정은 크게 학습
(training)과 추론(inference)의 두 과정으로 나눌 수 있다. 학습은 
이미 수집된 데이터와 정답을 이용하여 알맞은 동작을 하도록 네트
워크를 가르치는 과정이고, 추론은 이렇게 학습된 네트워크를 이용
하여 정답이 알려지지 않은 데이터에서 답을 도출하는 과정이다. 두 
과정 모두 매우 많은 계산을 요구하므로, 계산량을 줄여야 할 필요
가 있다. 그중에서도 추론 과정의 계산을 최적화하기 위한 다양한 
연구들이 있다.
 Park et al.(2015)은 이미지 분류에서 네트워크 선택 기법을 활용
하여 추론 과정의 전력 소비를 최소화하였다[9]. 이 연구에서는 이
미지 분류 시 간단한 네트워크로도 충분히 좋은 결과를 얻을 수 있
는 경우가 대부분이고, 큰 네트워크가 필요한 경우는 소수에 불과하
다는 점에 초점을 맞추었다. 대부분 계산량이 적은 네트워크(little)
를 이용해 추론 과정을 진행하고, 몇몇 어려운 이미지의 경우에만 
계산량이 많은 네트워크(big)를 사용함으로써 추론 시 소비 전력을 
최소화하였다.
 이때 가장 중요한 점은 어려운 이미지를 분류하는 기준이다. Park 
et al.은 분류기(classifier)의 분류별 출력 값 중 가장 높은 값과 두 
번째로 높은 값의 차이를 스코어 마진이라고 하고, 이 스코어 마진
이 클수록 분별력이 높다고 말한다. 모든 이미지의 추론 과정에 있
어 계산량이 적은 네트워크를 먼저 실행하고, 스코어 마진이 특정 
값을 넘으면 이 네트워크의 동작 결과가 신뢰할 만하다고 판단하였
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다. 그러나 이런 스코어 마진 방식의 경우 이미지 분류에서는 잘 작
동하지만, 물체 인식의 경우 물체의 분류 외에도 위치와 크기 등 고
려해야 할 다른 점이 많아 적합하지 않다. 본 연구에서는 강화학습
을 적용하여 이런 문제를 해결하였다.
 Kim et al.(2016)은 기존에 학습된 네트워크를 압축하여 계산량을 
줄이는 방법을 제시하였다[10]. 이 방법은 CNN의 커널 텐서에 
Tucker 텐서 분해 기법[11]을 적용하는 것을 기본으로 한다. 
Tucker 텐서 분해 기법은 특이값 분해(Singular Value 
Decomposition)의 고차원 확장으로, 이 연구에서는 1x1 컨볼루션 
층을 이용해 그 활용도를 높였다.
 Kim et al.이 제시한 Tucker 텐서 분해 기법은 다음과 같다. 어떤 
컨볼루션 층의 입력 채널이 256개이고, 3x3인 필터가 512개 있다
고 가정하자. 이 경우 계산량은 256*512*3*3=1,179,648에 비례한
다. 이때 랭크 R을 선택하여 텐서 분해 기법을 적용하면, 이 컨볼루
션 층은 256*R*1*1, R*R*3*3, R*512*1*1의 세 개 층으로 나뉘게 
된다. R=128일 때, 계산량은 33,024+147,456+65,536= 246,016
에 비례하므로 약 4.8배 감소한다.
 Tucker 텐서 분해 기법은 압축을 고려하지 않고 설계 및 학습된 
CNN에도 적용이 가능하다는 장점이 있다. Kim et al.은 이 기법을 
적용한 후 적은 양의 파인튜닝(finetuning) 만으로 정확도를 올릴 
수 있음을 보였다. 그러나 랭크 선택에 따라 정확도가 회복되지 않
는 경우가 있고, 최적의 랭크는 경험적으로 판단해야 한다는 단점이 
있다. 본 논문에서는 이 기법을 적용하여 다양한 속도-정확도 조합
을 가진 물체 인식 네트워크를 생성하였다.
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2.2 기존 물체 인식 네트워크
 고정밀 이미지 물체 인식 네트워크로 R-CNN 계열 네트워크들이 
있다[12, 13, 2, 14]. 이 네트워크들은 크게 두 개의 단계에 걸쳐 
물체를 인식한다. 첫 번째 단계에서는 이미지 상에 물체가 존재할만
한 위치의 후보(Region of Interest)를 뽑는다. 두 번째 단계에서는 
이렇게 선택된 위치 후보 각각에 대해 이미지 분류를 진행해 해당 
위치에 어떤 분류의 물체가 있는지를 찾는다. 이런 방식의 네트워크
들은 대부분 정확도는 높지만, 각각의 위치 후보들에 대해 분류 작
업을 반복해야 하므로 느리다. R-FCN[14]의 경우 101층에 달하는 
컨볼루션 층으로 구성되었으므로 파라미터 양 또한 매우 많고, 고성
능 GPU에서도 1장의 이미지를 처리하는 데에 0.17초가 걸릴만큼 
매우 느리다.
 이런 R-CNN 계열 네트워크의 느린 실행 속도를 개선하기 위해 
두 개의 단계를 한 번에 진행하는 네트워크들이 등장했다[3, 15]. 
YOLO[3]는 이미지를 그리드로 나누어, 추론 시 각 그리드 셀에 대
해 물체 분류와 위치 추정을 동시에 진행한다. 물체 위치 추정을 위
해 앵커 박스(anchor box)를 이용하는데, 앵커 박스란 물체를 쉽게 
찾기 위해 대략적으로 물체 모양을 미리 정해둔 가이드라인을 의미
한다. 하나의 그리드 셀에 대해 3~7개의 앵커 박스를 적용하여 물
체를 찾는데, 이때 앵커 박스는 학습 데이터셋을 K-means 클러스
터링으로 분석하여 미리 생성한다. 그리드를 기반으로 하므로 그리
드 셀보다 작은 물체는 찾을 수 없다는 단점이 있다.
 이미지 물체 인식은 이미 높은 수준의 정확도에 도달했으나, 실시
간으로 동작하기에 여전히 느리고, 소형 물체의 경우 정확도가 떨어
지는 등 위에서 언급된 문제점들 때문에 여전히 활발히 연구되는 
분야이다. 특성(feature) 피라미드를 이용해 다양한 물체 크기에 대
해 정확도를 올리거나[16], 파라미터 양을 획기적으로 줄이는 등
[17]의 다양한 연구가 진행 중이다.
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 영상 물체 인식의 경우 이미지 물체 인식과는 다른 특성이 있다. 
물체가 움직이는 경우 영상 프레임이 흐릿하게 표현되는 블러 현상
이 나타난다. 이와 같은 문제 때문에 이미지 물체 인식 기술만을 사
용해 영상 물체 인식을 수행하기는 어렵다. 따라서 여러 연구에서 
프레임 간 데이터 중복을 활용한 방법을 더해 정확도를 높였다.
 트래킹(tracking)은 데이터 중복을 이용한 대표적인 기법이다. 이 
기법은 연속된 프레임 간의 관계를 이용하여 어떤 물체가 영상 내
에서 움직이는 궤적을 추적한다. 느린 속도가 가장 큰 문제점이었으
나, 뉴럴 네트워크의 적용으로 속도가 많이 향상되었다[4]. 그러나 
여전히 영상 중간에 새롭게 등장하는 물체를 찾지 못한다는 점에서 
문제가 있다. 이미지 물체 인식 기술에 트래킹의 특성을 결합해 둘
의 장점을 모두 취한 연구도 있다. Kang et al.(2017)은 이미지 물
체 인식 기술인 CNN 네트워크에 데이터의 연속성을 활용할 수 있
는 LSTM(Long Short-Term Memory)을 더하여 정밀한 결과를 낼 
수 있도록 하였다[5].
 옵티컬 플로우(optical flow)를 활용한 연구도 많이 찾아볼 수 있
다. 옵티컬 플로우[18]는 화면 내 픽셀들의 변화를 추적하여 벡터
로 표현한 것이다. Hetang et al.(2016)과 Zhu et al.(2017)의 연구
에서는 정해진 키 프레임에서만 CNN을 실행하고, 나머지 프레임에
서는 키 프레임과의 옵티컬 플로우만 계산해 그에 따라 결과를 조
절하는 식으로 영상 물체 인식의 효율성을 높였다[6, 7]. 하지만 이
런 연구들의 경우 키 프레임을 정적으로 정하므로, 새로운 물체가 




 강화학습은 에이전트(agent)가 환경(environment)과 상호작용을 
하면서, 환경으로부터 최대 보상을 얻는 방법을 학습하는 과정을 말
한다. 매 반복마다 에이전트는 환경으로부터 현재 상태 S를 받고 이
에 따라 최대 보상을 얻기 위한 행동 A을 취한다. 이때, 어떤 행동
을 취할 것인지를 결정하는 기준을 정책(policy)이라고 한다. 에이전
트가 정책에 따라 행동을 취하고 나면 다시 환경으로부터 바뀐 상
태 S’과 행동에 따른 보상 R을 받는다.
 Q 학습은 값-기반(value-based) 강화학습의 한 종류이다. Q 학습
에서는 Q 함수를 학습한다. Q 함수는 현재 상태에서 어떤 행동을 
취했을 때 받을 수 있는 미래의 보상을 예측하는 함수이다. Q 러닝 
에이전트는 학습 과정 동안 탐험(exploration)과 유지(exploitation)
를 반복하며 각각의 (S, A) 쌍에 따라 최적의 Q 값을 출력하는 Q 
함수를 학습한다. 최적의 Q 함수를 구한다면, 에이전트는 매번 Q 
값이 최대가 되는 행동을 선택하는 것으로 최선의 정책을 얻을 수 
있다. 
 Q 함수는 (S, A) 쌍에 따라 Q 값을 출력하므로 테이블을 이용해 
근사할 수 있다. 본 논문에서는 테이블 기반 Q 학습을 단순 Q 학습
이라 지칭하기로 한다. 한편, 테이블 대신 뉴럴 네트워크로 Q 함수
를 근사하는 방법이 있다. 이를 심층 Q 학습(Deep Q Learning)이
라고 한다. 이때, 뉴럴 네트워크로는 MLP(multi-layer 
perceptron), CNN, LSTM 등 다양한 네트워크가 사용되는데, 
Mnih et al.(2013)은 CNN을 사용한 심층 Q 학습으로 아타리 게임
을 별도의 다른 정보 없이 시각 데이터, 즉 화면의 픽셀 값만 이용
하여 자동 플레이하는 데에 성공했다[19]. Mnih et al.에 따르면 보
통의 뉴럴 네트워크가 비용 함수의 값이 감소하는 것을 통해 학습 
진행도를 판단할 수 있는 데에 반해, 심층 Q 학습의 경우 평균 Q 
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값이 증가하는 것을 통해 학습 진행도를 대략적으로 판단할 수 있
다고 한다.
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제 3 장 초소형 물체 인식 네트워크 생성
 실험 결과 기존의 물체 인식 네트워크 중 TX-2 상에서 가장 빠른 
추론 속도를 내는 네트워크는 Tiny YOLO(Fast YOLO)였다[20, 
3]. Tiny YOLO는 YOLOv2와 비슷한 구성이지만, 그보다 더 적은 
컨볼루션 층을 사용해 구성된 네트워크이다. 그러나 이 또한 Pascal 
VOC 데이터셋 기준 24FPS로 실시간 물체 인식에는 못 미치는 속
도이므로, 더 빠른 물체 인식 네트워크를 생성해야 했다. 또, 속도-
정확도의 트레이드오프를 활용한 실험을 진행하기 위해서는 다양한 
속도-정확도 조합의 네트워크들이 필요하다. 
  이와 같은 필요성에 따라 베이스 모델을 YOLOv2로 정하였다[3]. 
YOLOv2의 경우 완전 컨볼루션 네트워크로, 완전 연결층이 존재하
지 않기 때문에 하나의 학습된 웨이트를 가지고 재학습 없이 다양
한 크기의 입력을 처리할 수 있다. 즉, 한 번의 학습으로 다른 입력 
크기를 처리하는 여러 개의 네트워크를 얻는 효과를 낼 수 있다. 또 
완전 컨볼루션 네트워크이기 때문에 모든 층에 Tucker 텐서 분해 
기법을 적용할 수 있다.
 이미지 물체 인식 기술의 경우 Pascal VOC 데이터셋을 기반으로 
학습된 Tiny YOLO를 대형 모델로 하였고, 소형 네트워크 생성을 
위해 이 대형 모델에 Tucker 텐서 분해 기법을 적용하였다. 그림 
1-1, 1-2는 각각 Tiny YOLO의 conv3(입력에서 3번째 컨볼루션 
층), conv14(입력에서 14번째, 출력에서 2번째 컨볼루션 층)에 
Tucker 텐서 분해 기법을 적용한 결과이다. 가로축은 계산량의 감
소율을, 세로축은 그에 따른 mAP의 변화를 보여준다. conv3의 경
우 계산량이 감소함에 따라 mAP가 급격하게 줄어들지만, conv14
의 경우 계산량이 50배 이상 감소해도 mAP 변화가 크지 않다. 이
를 통해 입력과 가까운 층의 계산은 최대한 보존해야 하고, 출력과 
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 영상 물체 인식 기술의 경우에는 YOLOv2 기반의 네트워크들을 
ImageNet VID 데이터셋에 맞게 수정하고, 재학습시켰다. 그러나 
Pascal VOC 데이터셋의 경우와는 다르게 ImageNet VID 데이터셋
의 경우 Tiny YOLO의 정확도가 매우 낮았다. 마찬가지로 Tiny 
YOLO나 YOLO v2에 Tucker 텐서 분해를 적용하고 파인튜닝했을 
때에도 정확도가 거의 회복되지 않았다. 실용성 있는 기술 개발을 
위해서 정확도가 어느 정도 이상 보장되어야 하므로, Tucker 텐서 
분해를 적용하는 대신 기존의 Tiny YOLO와 YOLOv2에 다양한 크
기의 입력을 주어 사용하였다. 
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제 4장 강화 학습 기반 동적 네트워크 선택 
기법
4.1 단순 Q 학습을 이용한 동적 네트워크 선택 기법
 본 논문에서는 초소형/초저전력 이미지 물체 인식 기술을 위해 단
순 Q 학습을 이용하였다. 적은 양의 정확도 손실로 최대한 계산량
을 줄이는 것이 목표이므로, 계산 오버헤드가 적은 단순 Q 학습을 
이용해 네트워크 매니저를 구성하였다. 단순 Q 학습 에이전트의 경
우 한번 학습이 완료된 후에는 테이블 엔트리에 접근하는 단순한 
동작만 하므로 뉴럴 네트워크 대비 계산 오버헤드가 거의 없다고 
볼 수 있다. 
그림 2 단순 Q 학습의 구조
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 그림 2는 단순 Q 학습의 구성을 나타낸다. 환경은 이미지 물체 인
식을 수행할 때 매번 소형 모델을 실행하고, 그 결과를 상태로 변환
하여 네트워크 매니저에 전달한다. 이 상태를 보고 네트워크 매니저
는 대형 모델을 수행할지 말지를 결정한다. 환경은 그 행동의 결과
에 따라 보상을 주고, 네트워크 매니저는 이를 통해 Q 함수를 학습
한다.
 물체 인식 네트워크의 출력은 경계 박스들과 그 박스들의 분류기 
결과값이다. 분류기 결과값이 가장 높은 분류를 해당 경계 박스 안
에 들어있는 물체의 분류로 판단하고, 이때의 분류기 결과값을 스코
어라 하자. 이때 스코어는 정수가 아니므로 Q 테이블의 엔트리 값
으로 쓰기에 적절하지 않다. 이 때문에 경계 박스들 중 상위 스코어 
5개의 평균을 오프셋 단위로 묶어(binning) 정수로 만든다. 이 값에, 
이전 N개 이미지 중 대형 모델을 실행한 이미지의 개수를 짝지어 
두 정수의 쌍으로 상태 값을 결정한다. 
 행동의 경우 대형 모델을 수행할지(1), 하지 않을지(0)가 되며, 보
상의 경우 매번 선택한 행동을 통해 얻은 경계 박스와 정답의 경계 
박스의 IoU(Intersection over Union)를 계산해 얻는다. 이때, 대부
분의 경우 대형 모델의 보상이 크다. 하지만 대형 모델은 계산량이 
많기 때문에 보상에서 그 점이 반영되어야 한다. 이에 따라 페널티 
값(<1)을 정하고, 대형 모델의 경우 얻는 보상에 이 페널티 값를 곱
해주었다. 오직 학습 시에만 보상이 중요하므로, 학습이 끝난 이후
에는 보상을 계산할 필요가 없다. 따라서 네트워크 매니저는 정답을 
모르는 데이터에 대해서도 동적으로 행동을 선택할 수 있게 된다. 
이때는 테이블에 저장된 Q 값을 이용해 행동을 선택하기만 하고, 
그 값을 갱신하지는 않는다.
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4.2 심층 Q 학습을 이용한 동적 네트워크 선택 기법
 임베디드 시스템에서 물체 인식 기술을 필요로 하는 경우는 대체
로 자율 주행 자동차와 같이 시스템 내 카메라로 수집한 정보를 실
시간으로 분석하기 위함이다. 이런 기술은 이미지 인식보다는 영상 
인식으로 분류할 수 있다. 그러나 영상의 경우 움직이는 물체가 흐
릿하게 잡히는 블러 현상 때문에 물체 인식이 더 어렵다.
 4.1의 경우 초저전력 시스템을 구축하기에는 효율적이지만, 베이스 
모델을 고정밀 모델로 하면 학습이 되지 않는 문제가 있었다. 따라
서 영상 물체 인식과 같이 고정밀을 요구하는 환경에 적합하지 않
다. 이를 위해서는 데이터 중복의 특성을 활용할 수 있는 기법이 필
요하다. 심층 Q 학습의 경우 계산량 오버헤드는 늘지만, 4.1의 경우
보다 훨씬 정교하게 Q 함수를 근사할 수 있어 알맞은 방법이다. 심
층 Q 학습의 Q 함수의 경우 3개의 은닉층으로 구성된 MLP를 이용
하여 근사하였다.
 Q 함수의 근사 방법을 제외한 나머지는 4.1과 유사하게 설정하였
으나, 심층 Q 학습의 경우 4.1보다 더 복잡한 상태를 다루기 충분
하므로 이를 수정하였다. 상태에 물체의 위치 및 크기 정보를 반영
할 수 있도록 보강하였다. 그림 3과 같이 이미지를 5개의 구역으로 
나누어, 각각의 구역에서 가장 스코어가 높은 박스의 정보를 상태 
정보에 넣었다. 그리고 4.1과 유사하게 현재 영상에서 몇 번이나 대
형 모델을 실행했는지 또한 상태 정보에 넣었다. 이를 통해 구성된 
상태는 그림 4와 같다.
 행동의 경우 4.1과 큰 차이가 있다. 심층 Q 학습의 행동은 현재 
프레임의 물체 인식 결과를 통해 다음 프레임에 실행할 네트워크를 
정하는 것이다. 이는 매번 소형 모델을 실행하는 계산 오버헤드를 
줄이기 위해서다. 데이터 중복의 특성에 따라 어떤 프레임에서 소형 
모델로 찾아낸 결과가 비교적 정확했다면, 그에 인접한 프레임에서
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도 그럴 것이라는 가정이 반영된 것이다. 
그림 3 이미지 구역
그림 4 심층 Q 학습의 상태 구성
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 보상은 4.1과 유사하게 페널티 값을 이용하였다. 그러나 심층 Q 
학습에서는 추가 보상을 주었다. 마지막 프레임에서 영상 내 실행된 
소형 모델과 대형 모델의 비율을 계산해, 만약 원하는 비율을 만족
하면 양의 보상을, 만족하지 못하면 음의 보상을 추가로 주었다. 이
를 통해 소형 모델과 대형 모델의 비율을 조절하고자 하였다.
 관찰은 매번 임의의 연속된 영상 20 프레임을 골라 진행하였고, 
이때 관찰된 결과를 재생 메모리에 저장하였다. 그 후 학습 시 재생 
메모리에 저장된 프레임 중 연속된 프레임 쌍을 임의로 배치 크기
만큼 골라 학습하였다. 그림 5는 이렇게 구성된 심층 Q 학습의 전
체 구조를 나타낸다.
그림 5 심층 Q 학습의 구조
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제 5 장 실험 및 결과
 
실험 과정 중 CNN 학습은 4개의 GTX 1080 TI를 이용하여 진행
하였고, MLP 학습은 1개의 GTX 1070 TI를 이용하였다. FPS 측정
은 GTX Titan X 1개와 JETSON TX-2에서 진행하였다. 
5.1 물체 인식 네트워크 학습 결과
 표 1은 Pascal VOC 데이터셋 기반 Tiny YOLO에 Tucker 텐서 
분해를 적용한 결과이다. 번호가 큰 네트워크일수록 입력에 가까운 
컨볼루션 층까지 분해한 네트워크이고, 12번 네트워크의 경우 
conv14부터 conv4까지 전부 Tucker 텐서 분해가 적용되었다. 이 
네트워크를 최종적으로 4.1의 단순 Q 학습에서 소형 모델로 사용하
였다.
 표 2는 ImageNet VID 데이터셋 기반 네트워크 학습의 결과이다. 
기존 YOLOv2는 ImageNet VID 데이터셋 기반으로 학습된 결과가 
공개되어 있지 않으므로, 앵커 박스를 구하기 위해 직접 K-means 
클러스터링을 적용하였다. 그림 6은 이렇게 구한 앵커 박스를 나타
낸다. 학습은 Zhu et al.(2017)의 방법을 활용해 매 미니배치마다 
ImageNet VID 데이터와 ImageNet DET데이터가 2:1의 비율로 구
성되도록 하였다[7]. 그림 7은 YOLO v2의 ImageNet VID 학습 로
그이다.
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그림 6 ImageNet VID 데이터의 
앵커 박스
그림 7 YOLO v2의 학습 로그
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번호 계산량(비율) mAP mAP 변화량
0 1 54.06 +0.00
1 0.316 55.45 +1.39
2 0.193 52.02 -2.04
3 0.139 49.81 -4.25
4 0.129 49.30 -4.76
5 0.127 48.44 -5.62
6 0.124 48.15 -5.91
7 0.121 46.73 -7.33
8 0.111 45.83 -8.23
9 0.107 45.67 -8.39
10 0.102 45.66 -8.40
11 0.100 43.67 -10.39
12 0.098814 43.63 -10.43
표 1 Pascal VOC 데이터셋 기반 Tiny YOLO Tucker 







FPS(titan X) FPS(TX2) mAP
YOLOv2 544 1 193 44.17 4.10 67.9
YOLOv2 416 0.584 193 69.18 8.02 65
Tiny YOLO 416 0.219 60.7 191.29 23.75 46.2
Tiny YOLO 320 0.129 60.7 240.18 31.53 42








416 0.088 8.39 252.21 37.17 26.9
표 2 ImageNet VID 데이터셋 기반 네트워크 생성 결과
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5.2 단순 Q 학습 실험 결과
 단순 Q 학습 시에 중요한 부분은 오프셋, N값, 페널티를 정하는 
것이다. 이는 휴리스틱을 이용하여 정하였다. 먼저 오프셋과 N값의 
경우, 값이 바뀌면 Q 테이블의 엔트리 개수가 변화한다. 이를 통해 
각각의 값을 바꾸며 학습을 반복하면서, Q 값이 비교적 고르게 분
포하는 오프셋 값을 선택하였다. 페널티 값을 정하는 것은 학습에서 
가장 중요한 과정 중 하나였으나, 학습을 완료하기 전에는 적합한지 
그 정도를 예측하기가 어렵다는 문제가 있었다.
 이렇게 구성한 단순 Q 학습의 경우 매번 소형 모델을 무조건 한번
은 실행해야 하므로 소형 모델의 계산량이 대형 모델 대비 아주 작
을 때 효과적이다. 따라서 정확도 차이가 비교적 크더라도 대형 모
델을 표 1의 0번 모델로, 소형 모델을 표 1의 12번 모델로 선택하
였다.
 학습한 네트워크 매니저를 이용해 Pascal VOC 2007 테스트셋에 
대해 물체 인식을 진행하였다. 이 결과 대형 모델은 0.2%만 사용되
었고, 계산량은 대형 모델 대비 9.9배 적었다. mAP는 51.31로 약 
2.75 감소했다. 즉, 소형 모델 계산량의 2%를 추가 사용해 mAP는 
소형 모델 대비 7.68 향상하였다. 이 경우 오프셋은 0.01, N은 4, 
페널티 값은 0.45를 사용하였다.
5.3 심층 Q 학습 실험 결과
 심층 Q 학습의 경우에도 학습에 영향을 미치는 인자들을 여러 개 
관찰할 수 있었다. 따라서 이들 인자를 바꾸어가며 학습을 반복하였
다. 이때, 대형 모델의 적절한 비율을 전체의 10%~50%로 설정하고 
진행하였다. 
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 첫 번째 인자는 할인율(discount factor)이다. 대형 모델의 비율을 
적절하게 유지하면 마지막 영상 프레임에 부가 보상을 받게 되기 
때문에, 미래의 보상(속도)을 얼마나 중요하게 여길지가 중요한 요
소였다.
 두 번째 인자는 페널티이다. 단순 Q 학습과는 다르게 페널티 값을 
0.6~0.9 사이로 줬을 때 학습이 진행되었다. 페널티 값의 크기가 
커짐에 따라 대형 모델의 비율이 증가하면, 이에 따라 mAP는 선형
적으로 증가한다고 생각했으나, 실험 결과 그림 8과 같이 대형 모델 
수행률과 mAP의 관계는 선형적이지 않음을 알 수 있었다. 이는 환
경이 영상 내 마지막 프레임의 보상을 이용하여 대형 모델의 비율
을 보정하는 과정의 영향 때문으로 추측할 수 있다.
 
그림 8 대형 모델 수행률에 따른 mAP의 변화
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 세 번째 인자는 학습 반복 수와 학습률이다. 심층 Q 네트워크는 
이 인자들에 민감하게 반응해서, 둘 중 하나만 바뀌어도 학습이 발
산하였다. 그래서 적절한 값을 찾은 후 고정적으로 적용하였다. 이 
때 반복 수는 16만번이고, 매 반복마다 1번의 관찰을 진행하고 크
기 100의 미니배치를 학습하였다. 학습률은  을 사용하였다.
 표 3은 심층 Q 학습의 주요 학습 결과를 정리한 도표이다. 할인율 
0.7일 때, 페널티 값이 0.7에서 0.75로 증가하여도 mAP가 오히려 
감소하는 모습을 볼 수 있다. 
 그림 9는 이 두 경우 학습에 따른 평균 Q 값의 변화를 그래프로 
나타낸 것이다. 페널티 값이 0.75인 경우 평균 Q 값이 점차 감소하
므로, 학습이 제대로 이루어지지 않았음을 알 수 있다.
 심층 Q 네트워크의 계산량 오버헤드는 대형 모델(YOLO v2 544) 
대비 2.7%, 소형 모델(Tiny YOLO 320) 대비 8.3%였다. 표 3의 







0.7 0.7 53.5 15.14 139.34 0.15 0.26
0.7 0.75 47.2 7.12 73.23 0.50 0.57
0.7 0.8 66 4.67 49.84 0.85 0.87
0.9 0.6 46.7 27.90 219.87 0.01 0.14
0.9 0.65 47.2 19.72 171.20 0.08 0.20
0.9 0.7 65.4 8.43 85.09 0.40 0.48
tiny 320
(소형 모델) 42 31.53 240.19 0.13
yolo 544
(대형 모델) 67.9 4.01 44.18 1.00
표 3 심층 Q 학습 결과
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FPS 항목은 심층 Q 네트워크의 수행시간을 포함한 결과이다.
그림 9 학습에 따른 평균 Q 값의 변화
26
제 6장 결론
 본 논문에서는 이미지 및 영상에 사용할 수 있는 임베디드 시스템
용 물체 인식 기술을 제안하였다. 이 기술은 동적으로 네트워크를 
선택하는 기술로, 매 이미지를 인식할 때에 어떤 네트워크를 사용하
는 것이 전력 소비 및 속도 면에서 효율적인지를 선택하는 기술이
다.
 본 논문에서는 네트워크 선택 기법을 개발하기 위하여 다양한 물
체 인식 네트워크를 생성하였다. 또한, 동적으로 네트워크를 선택할 
수 있도록 강화학습을 통해 네트워크 매니저를 학습시켰다. 이 결과 
이미지 물체 인식의 경우 대형 모델 대비 2.75의 mAP 손실로 계산
량을 9.9배 줄일 수 있었다. 이는 소형 모델 대비 계산량을 2%만 
추가로 사용하고, mAP를 7.68가량 개선한 것이다. 영상 물체 인식
의 경우 대형 모델 대비 2.5의 mAP 손실로 계산량을 3.12배 줄이
고, TX-2 상에서 속도를 2배 향상하였다.
  본 연구는 다음과 같은 점에서 향후 개선될 여지가 있다. 이미지 
물체 인식의 경우 Tucker 텐서 분해 기법을 적용하여서, 계산량은 
적으나 네트워크의 깊이가 깊다. 적은 계산량의 컨볼루션 층이 깊게 
쌓여있어 계산량 대비 속도 향상이 크지 않다는 문제가 있다. 
 영상 물체 인식의 경우 학습 과정의 자동화가 필요하다. 휴리스틱
을 이용하여 학습 인자를 찾았으므로 모든 인자에 대해 탐색할 수 
없었던 점도 개선점이다. 또, TX-2상에서 2배의 속도 향상이 있었
지만 여전히 8 FPS에 그쳤으므로, 더 큰 속도 향상이 요구된다. 
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Recently, the development of deep learning has made great 
success in computer vision tasks such as image classification 
and object detection. Especially, object detection is noticed 
because of its various applications on embedded systems. 
Embedded systems have limited computing power and memory 
size due to cost and power issues. It is very difficult to 
perform object detection in real-time under these constraints. 
Conventional object detection networks are not suitable for 
31
embedded systems because of its huge of parameters and 
computational complexity.
This paper present dynamic network selection techniques that 
reduce the computational complexity of object detection 
network and enable it to operate on embedded systems. By 
using various Q learning methods, dynamic network selection 
techniques can be applied for both still images and videos.
As a result, the proposed object detection method on images 
reduces the computation by 9.9 times compared to the 
baseline, with mAP loss of 2.75. In case of videos, this 
method doubles the speed compared to the baseline on 
JETSON TX-2, with a loss of mAP of 2.5.
