Abstract
Introduction
As the volume of information available on the internet increases, the Web becomes a main source of personal or organizational knowledge. However, not all information on the Web is useful or relevant to users. For example, it is required to protect some information such as pornographic or criminal information, which is very harmful to children and users. Lots of irrelevant information is also presented to them. For example, only small numbers of search results are viewed by users when search engines provide outcomes according to the user's query. Without an appropriate filtering mechanism, users are overwhelmed with information and become frustrated.
Filtering systems are proposed to overcome these problems. In the research area, the content based approach and the collaboration based approach, are the two main approaches for information filtering. Whereas the former uses contents, such as keywords of the Web document, to filter out unneeded information, the latter uses other users' judgment against the contents, such as a rating scale. In the commercial area, URL filtering and IP systems are extensively used to eliminate irrelevant information because they are very easy to implement, work very fast, and produce acceptable success rates. However, the performance of this kind of system entirely depends on the exactness of registered URLs and IPs. If the filtering systems have incomplete blocking URLs and IPs list, the efficiency of the filtering system is quickly degraded. Nevertheless, it is very difficult to keep up with all relevant URLs and IPs because the Web is continually changing with no notification. The filtering systems will deteriorate without appropriate acquisition of new filtering knowledge. The content based filtering system and the collaboration based filtering system can be employed to enhance URL and IP based filtering systems.
In this research, we focus on development of the content based filtering system. Traditional content based filtering systems use content characteristics of message, which are usually represented by single tokens (words) or multiple tokens (phrases). Filtering knowledge is usually acquired by using rule based systems or machine learning based systems. One critical issue in the content based filtering systems is the knowledge acquisition or the learning mechanism. The filtering systems should be adaptable to the content or domain knowledge changes, because the topics of messages are not fixed in the real world. For this reason, our system uses an incremental knowledge acquisition method, called the MCRDR (Multiple Classification Ripple-Down Rules), which was introduced in 1990, and has often been used in the development of commercial knowledge acquisition systems. This paper is structured as follows. Section 2 investigates related filtering research results. Section 3 provides explanations about the MCRDR method and the MCRDR based filtering system. Section 4 explains the experiment and its results for the efficiency test of the MCRDR based filtering system. Conclusions and further work will be discussed in Section 5.
Literature Review
Hanini et al. [1] propose a classification of information filtering systems (IFS), which can perform their functions actively and passively. Whereas active IFS autonomously seek relevant information for users, passive IFS eliminate irrelevant information from incoming streams of data items. The IFS can be located at the information source, at a filtering server, or at the user site. Our system, which is located at the user site, aims to filter out irrelevant information passively.
Cognitive filtering and social filtering are major approaches of filtering tasks. Cognitive filtering, also called the content-based filtering, 'characterizes the contents of the message and the information needs of potential message recipients and then using these representations to intelligently match messages to receivers' [2] . Research based systems, such as SIFT [3] , and the commercial systems (e.g., DansGuardian, iProtectYou, Parental Filter, Symatec Web Security, and We-Blocker) usually use URL or keywords to characterize content, while the social filtering systems use personal organizational interrelationships of individuals in a community. Some researchers interpret this as a collaborative filtering approach, which is now being referred to as 'recommendation systems' [4] . The cognitive and the social filtering approach have their own benefits and drawbacks but are regarded as complementary approaches [5] . For this reason, some researchers try to integrate these two approaches [5, 6] . However, our current research only focuses on content based filtering and our system uses keywords to represent messages.
Filtering knowledge can be obtained implicitly or explicitly [1] . The implicit approach utilizes the user's reaction to incoming data in order to learn from it. For example, time for reading messages, hyperlink clicking, document printing, and scrolling, are regarded as the user's interest expression [7] [8] [9] . The explicit approach requires users to fill out a form describing their areas of interest or relevant parameters. There are many rule based filtering systems that support users to construct more flexible filters, for example Lens [2] and ISCREEN [10] .
Knowledge acquisition bottleneck is the main problem in rule based systems. Acquiring human knowledge is very difficult because knowledge is incrementally extracted from the domain expert and is differently expressed according to situations. As the size of the knowledge base increases, it is very difficult to create new knowledge without conflict with the existing knowledge. In the traditional knowledge based system, this problem becomes worse if the system user is not a system expert but a domain expert or a naïve user. He/she can not properly maintain the knowledge base without help from knowledge engineers. The Multiple Classification Ripple-Down Rules (MCRDR) -an incremental knowledge acquisition method -is proposed to overcome this problem and is based on the maintenance experience of a real world medical expert system, called GARVAN-ES1 [11, 12] . We use the MCRDR method to construct our filtering system and in the next section we provide a detailed explanation.
MCRDR Method and Filtering System Implementation
In the MCRDR system, knowledge is regarded as temporal, which means current knowledge is true only if the new situation is consistent with the old situation. New rules are usually added as exceptions to the current rule in the MCRDR system. This approach makes the validation process easier than the traditional approach, because the validation process only takes place in relation to the current rule and its children rules [11] . The MCRDR system has another knowledge acquisition facilitator, known as 'cornerstone cases'. Though cases have context information, they are usually discarded in the traditional rule based system. However, the MCRDR systems save this information as a cornerstone case while a new rule is created and used in the further knowledge acquisition process. This approach is beneficial because the user can more easily understand the knowledge acquisition context by employing a cornerstone case instead of an abstract rule. The MCRDR system also provides a difference list, which shows differences between current case, which become a cornerstone case of a new rule, and validation cornerstone cases, which are cornerstone cases of current rule and its children rules. This approach allows even a naïve domain expert to maintain a very complicated knowledge base without a knowledge engineer's help [13, 14] . For this reason, we employed the MCRDR method to construct a content based information filtering system because the main users of the filtering systems are not knowledge engineers but naïve domain users.
A content based filtering system is implemented with C++ programming language and the MCRDR knowledge acquisition method. Rules in the system are represented in an n-ary tree and each rule has condition keyword / keywords, class (pass or block), and cornerstone case. There are three kinds of rules in the system. The ground-breaking rule makes a new branch of rule groups under the root node. The refining rule makes an exception rule to the current rule. For example, when a current rule has condition 'gambling' and conclusion 'pass', a user can add a new condition such as 'gambler behavior research' and make a different conclusion 'block'. The stopping rule is similar to refining rule, but it has no conclusion.
Knowledge
'block'. Once the user selects a class, the system shows all cornerstone cases that have the same class. If the user selects a case or several cases from the list, the system generates a difference list, which is an unduplicated words list between current case and selected cornerstone case or cases. The user can select conditions from this list and then the system generates case lists that will be reclassified by this rule. If the user wants to reclassify all these cases, he/she confirms reclassification, but if he/she does not want to reclassify some of these cases, he/she should add new conditions from the difference lists. The user can make a new consistent rule by following these procedures.
Experiments and Results

Data Sets
We randomly collected 283 web pages, which were reviewed to make a standard classification. To simplify the experiment, this study only classified Web pages into two categories -'gambling' and 'nongambling'. The gambling Web page displays gambling information such as casino advertisements, rules of play, etc. However, this research excluded information such as how to help people addicted to gambling, researches on the effects of gambling and other useful information that does not persuade Web site viewer to gamble. Table 1 
Training MCRDR Filtering System
The MCRDR filtering system was trained with 197 Web pages. The training process in the MCRDR systems was not a batch process like machine learning systems, but an incremental process like a traditional rule based system. The structure of the knowledge base was in the form of an n-ary tree. The tree had 42 rule nodes and four level heights, with most nodes on the second level. The first level had four nodes, the second level 25 nodes, the third level 11 nodes, and the forth level two nodes. Figure 1 illustrates the relationship between rule creation and its level in the tree (root is counted as level 0). It is evident that whereas most first level rules are added during the early training, the higher level rules are added during the late training phase. This relationship depends on the characteristics of the examples. For instance, if the examples are varied, this graph will have many dots at first level and less at higher levels. Another factor is the user's classification strategy -breadth first or depth first. For example, if a user creates the general rule first, the first level rules appear at the early stage and other rules above second level appear at the late stage. However, the first level rule can appear at any stage because knowledge can be incrementally acquired in our system and the user can add new general knowledge at the later stage. The relationship between cases and rules is illustrated in Figure 2 , which illustrates that as the number of rules grow steadily, the ratio of rule versus cases decrease (Figure 2 (a) ). For example, whereas the first 10 rules were created with 20 articles, the last 10 rules were created with 60 articles. As the training of the filtering system becomes mature, the knowledge base is big enough to cover more cases, and the need for rule creation decrease. Figure 2 (b) illustrates the training cases used per the created rules. From this graph, it can be seen that when the first case enter the system, a rule was created, and it is similar to some cases, which came in during the early period of training. 
Testing MCRDR Filtering System
The MCRDR filtering system used 86 Web pages for testing. They were classified into four categoriespassed (43 Web pages), blocked (39 Web pages), classified both passed and blocked (1 Web page) and unclassified (3 Web pages). The unclassified case or classified both categories case, occurs because the current knowledge base does not cover these cases, which means it is needed to acquire more knowledge. Figure 3 illustrates the correctness or incorrectness for each classification, gambling (passed) and nongambling (blocked). The correctness of non-gambling is higher than the gambling, but is not much different. Both incorrect classifications are around 20 percent, which means the system does not under or over block. We used three commercial filtering systems (iProtect, Parental Filter, and We-Blocker) as a comparison. Figure 4 illustrates percentage of Web pages that pass the filtering program. The human filter used human opinion for each page as to whether it should be passed (non-gambling) or blocked (gambling), and this opinion is the standard for this experiment. From Figure 4 (a), it can be seen that most testing filtering programs are under block, a high percentage of the passing Web page. The comparison is made as a percentage because the testing group of the MCRDR filtering system is smaller than others. Figure 4 (b) illustrates the correctness of the classification. The blocking correctness of Parental Filter and We-blocker is higher than the MCRDR filtering system. However, this can be explained because they rarely block the web pages (see the passing percentage in Figure 4 (a)) and therefore there are few incorrect blockings. 
Conclusions and Future Work
On the Web, there is no centralized control of information, and the current research focuses on the active push style information delivery. Hence, filtering out unwanted information will be more important in the future. Applying content based filtering is necessary to protect users from unknown information. However, it is not easy to maintain the filtering knowledge in such systems. First of all, the knowledge for filtering can not be formalized and has to be updated whenever needed. Therefore, it is desirable to maintain the filtering knowledge without computer engineers or knowledge engineers.
Although there are some expert system development tools that provide the interface to maintain the knowledge base, the verification and validation of knowledge is left to the domain expert or end users. However, the domain expert is not good at representing their knowledge in the well organized structure. In many cases, it is sometimes impossible
