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I. INTRODUCTION
Photoinduced energy transfer initiates the early stage of the photosynthesis in biological system. In this system, light energy is preferentially absorbed by antenna complexes and then transferred to the reaction center with very high overall efficiency. The absorbed energy migrates over many pigments as an electronic excitation before being trapped by the reaction center. Because of the high quantum yield of the energy transferred to the reaction center, the energy transfer dynamics in the antenna complex has attracted much interest. 1 One of the main issues in these systems is the degree of delocalization of the energy. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] In the absence of coupling of the electronic energy to a bath, the electronic states of the complexes are delocalized over the pigments due to electronic coupling between localized electronic states. In this picture, the electronic transition between the delocalized eigenstates is responsible for the energy transfer. However, the coupling of the electronic states to baths reduces the degree of the delocalization and in this case we can describe the energy transfer as hopping of the energy between localized electronic states. The factors determining this crossover are the electronic coupling strength, the static inhomogeneity, and the dynamical fluctuation of the baths.
Therefore, it is essential to obtain accurate values of the static inhomogeneity and dynamic fluctuation arising from the system bath interaction in order to discuss the degree of delocalization of the electronic states. Third-order nonlinear optical spectroscopy is appropriate for this purpose. In particular, three-pulse photon echo experiments has been extensively used to characterize the chromophore-bath interactions in liquids, [13] [14] [15] [16] [17] [18] [19] [20] glasses, [21] [22] [23] and proteins. [24] [25] [26] [27] It was established that the solvation dynamics influencing the electronic energy gap fluctuation via the electron-phonon coupling can be revealed by this kind of experiment. The experiment has an intrinsically high dynamic range over which the transition frequency fluctuation may be followed. A notable feature of this experiment ͑for dilute two-level systems coupled to a bath͒ is that the presence of a finite long-time peak shift is direct evidence for the presence of static ͑on the experimental timescale͒ inhomogeneity in the system. 15 The experimental results are usually analyzed by a theory based on the linearly coupled harmonic bath model and the cumulant expansion method. 28 This model provides a good description of experiments on two-state systems over a wide range of temperature to give the magnitudes of static inhomogeneity and dynamic coupling strength and the timescale of dynamic fluctuation. 22, 23 3PEPS experiments have been carried out on some reactive systems such as the purple bacterial light harvesting complexes LH1 and LH2 24, 25 and on the bacterial reaction center. 27 The results showed that the energy transfer process within the biological complexes qualitatively influences the form of the echo signal and that the essential parameters controlling the evolution of the system can be extracted from measurements of the peak shift. In the absence of a formal theory for the nonlinear response function on the energy a͒ Electronic mail: grfleming@lbl.gov transfer systems, these experiments were analyzed by a theory based on the two-state system incorporating the energy transfer ͑hopping͒ process intuitively. 25, 29 In the experiments on LH1 and LH2, 25 the dynamic coupling strength and time scale were obtained by fitting the 3PEPS data with the intuitive theory. As a result, in these photosynthetic systems, it was concluded that the electronic states are weakly coupled to nuclear motions ͑small dynamic coupling strength͒ and this is likely to be one of the most important factors underlying the efficiency of the energy transfer processes in the antenna complexes. Subtracting the dynamic coupling strength obtained by the 3PEPS data from the line width of absorption spectrum, the static inhomogeneities of the antenna complexes were shown to be quite large. Jimenez et al. 25 justified the hopping mechanism based on the large static inhomogeneity.
Yu et al. performed the 3PEPS experiment on the isolated subunit of LH1. 26 They assumed that the energy transfer in LH1 should occur via the hopping mechanism between the subunits. Furthermore the chromophore-bath coupling of the subunit is expected to be very similar in the isolated subunit and in the complex. With the parameter sets for LH1 determined by Jimenez et al. 25 they simulated the 3PEPS data of the isolated subunit and compared those with their experimental data. The similarity between the experimental and simulated 3PEPS data of the isolated subunit was quite good although a different approach was used to obtain the numerical value of the inhomogeneous width than in Jimenez et al.'s work. Based on the success in reproducing the experimental data of the subunit, they suggested that the excitation is delocalized over approximately one subunit. Of course reaching this conclusion requires that the theoretical model describing the energy transfer which was used by Jimenez et al. is quantitatively correct.
However, as we will discuss in this paper, the intuitive model used by Jimenez et al. does not incorporate the loss of memory of dynamical fluctuation, which will result in error in the estimation of the dynamic coupling strength and the time scale of the nuclear dynamics for times longer than the energy transfer time. Noting that static inhomogeneity determined by the 3PEPS data is strongly correlated with the dynamic coupling strength, we believe the parameter values should be reobtained via a more formal theory. It is the purpose of this paper to provide an exact model for the thirdorder nonlinear response function of incoherent energy transfer systems which should make an accurate analysis of experiments possible. Prior to a quantitative reanalysis of the previous experiments, [24] [25] [26] in this paper, we develop the third-order response function in which the energy transfer processes are incorporated in a systematic way and discuss some fundamental features associated with the nonlinear response function of the energy transfer systems. This paper is organized as follows. In Sec. II, the basic theory for 3PEPS on a two-state system is reviewed. In Sec. III, we present an exact response function for incoherent energy transfer systems which is obtained by explicitly considering the eight third-order pathways occurring in the system. From the exact result, an intuitive picture for 3PEPS on energy transfer systems is given. In Sec. IV, the exciton-hole model which was used by Jimenez et al. is discussed and modified to incorporate the loss of dynamic memory. From this modification, we will get an interesting relation for the peak shift. The 3PEPS data predicted by the exact model is illustrated and compared with those given by the excitonhole models in Sec. V. The dependence of the 3PEPS signal on inhomogeneity in energy transfer time scales and on temperature is discussed in that section. Section VI summarizes this paper.
II. RESPONSE OF TWO-STATE SYSTEM
In order to clearly explain the models developed here, we begin with a brief review of the formalism for the threepulse photon echo peak shift in simple two-level systems interacting with a solvent bath. When chromophores immersed in a condensed phase interact with light, a macroscopic nonlinear polarization ͑on the scale of the wavelength of the light͒ is induced and this gives the nonlinear signal. If the chromophores are independent of each other, the time dependence of the polarization can be described by the density matrix of a single chromophore. In electronic photon echo experiments, the chromophore can often be described by a two-state system. The pulse sequence for a 3PEPS experiment is shown in Fig. 1͑a͒ . The time periods and T are experimentally controlled. The first time period is denoted , during which the system is in an electronic coherence state. This time delay is scanned. During the second time period T, the system is in a diagonal state of the density matrix, i.e., a population. The third pulse creates the second coherence state which leads to rephasing and echo formation. In a typical photon echo experiment, the final time period t is integrated over to record the echo intensity as a function of the first time period . The observable interest is the location of FIG. 1. ͑a͒ Pulse sequence for three pulse stimulated photon echo peak shift ͑3PEPS͒ and ͑b͒ Feynman diagrams for two kinds of the third order processes occurring in a two-state system with no energy transfer. Interactions with the field and the signal field are assigned solid and dashed arrows, respectively. the echo maximum with respect to zero delay of the first time interval for different fixed values of the second period T. The shift from zero delay, *(T), we refer to as the peak shift. A plot of *(T) vs T constitutes a 3PEPS data set. The key features of the 3PEPS experiment can be found elsewhere. 14, 15 Under the rotating wave approximation ͑RWA͒ and an impulsive pulse shape, the two kinds of third-order processes shown in Fig. 1͑b͒ contribute to the signal in the direction k 3 ϩk 2 Ϫk 1 . R gg 0 and R ee 0 are the response functions which describe the ground and excited population evolution, respectively, during the interval between the second and the third pulses. The superscript 0 denotes reaction-free response functions for an isolated two-state system. We can write these response functions in terms of the nuclear propagators in Liouville space as 28 ϪQ͑ϩTϩt͒.
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Here, P and Q are the real and imaginary parts of the line broadening function g(t), respectively. The line broadening function characterizes the spectral distribution of the fluctuations, in the presence of static inhomogeneity, ⌬ in ,
where ␤ is the Boltzmann factor and ͑͒ is a temperatureindependent spectral density representing the bath density of states. The reorganization energy is defined in terms of the spectral density as
For convenience, we set បϭ1. Once ͑͒ and ⌬ in are determined, the response functions for an isolated two-state system at any temperature can be calculated by Eqs. ͑2.3͒-͑2.7͒. Although the spectral density is a quite general quantity including the information of bath fluctuation dynamics, it is convenient to introduce a temperature-independent transition energy fluctuation correlation function M (t). The expression linking M (t) and ͑͒ is
In this paper, we will assume a simple form of M (t) to simulate the bath dynamics and from this we calculate the spectral density via the inverse Fourier transform of Eq. ͑2.8͒. The resultant spectral density will be inserted into Eq. ͑2.6͒ to model the line broadening function g(t) at an arbitrary temperature. The total response function is given by the sum of R gg 0 and R ee 0 . As discussed above, the key quantity required to describe photon echo experiments for a dilute chromophore system is the line broadening function which contains the electronic energy gap fluctuation dynamics of a chromophore induced by the electron-phonon coupling. Based on this kind of description, many photon echo experiments have been successfully analyzed. However, in a concentrated system where an interchromophore energy transfer is possible, the exciton population created by the laser does not reside on a single chromophore but migrates over the chromophores.
III. RESPONSE FUNCTION FOR ENERGY TRANSFER SYSTEM
In this section, we develop response functions for energy transfer systems by considering the various pathways associated with the energy transfer. As a first approximation, we assume that the energy transfer is decoupled from the nuclear motion and has a time-independent rate constant. Moreover, the nuclear motion associated with each chromophore is assumed independent and to satisfy the same fluctuation dynamics. In many systems of interest, the exciton initially created on a particular chromophore can transfer over many adjacent chromophores during the excited state lifetime. For a complete description, all of the chromophores associated with the energy transfer process should be considered. However, the essential features of the energy transfer system can be captured in a four-state system ͑dimer͒ that is constructed from two degenerate two-state systems ͑monomers͒. Extension of the present theory to more complex situation can be trivially done. Strictly speaking, the two monomers are degenerate only in mean energy and the existence of inhomogeneity will produce energy differences between any given pair.
The energy level diagram for such a system is shown in Fig. 2͑a͒ . k ET denotes the energy transfer rate constant between the degenerate two-state system. k D and k A are the decay constants of the donor and the acceptor chromophores, respectively. They represent decay rates to states out of the laser window via other pathways.
We start our discussion by considering the collective third-order process occurring on length scales of the dimension of the wavelength of the light. The third-order polarization associated with a single chromophore is created by three interactions of the chromophore with the sequence of incoming fields ͑we will call this self-polarization͒. Besides this, because the fields interact with each monomer coherently, the third-order polarization which is macroscopically identical to the self-polarization can also be induced by sequential interactions of light with different monomers ͑we will call this cross-polarization͒. The total signal arises from the sum of both kinds of polarizations. If the dimers are independent of each other, the time evolution of the macroscopic polarization can be described by the density matrix of a single dimer.
A. Self-third-order processes
Assuming the nuclear dynamics of the donor and the acceptor to be independent each other, we can write the response function of the dimer as a direct product of the density matrices of the donor and the acceptor. The Feynman diagrams describing the third-order processes are shown in Figs. 2͑b͒ and 2͑c͒. First we discuss the third-order processes, presented in Fig. 2͑b͒ , inducing the self-polarization. In this case, three fields sequentially interact only with the donor chromophore. Because the acceptor does not interact with the fields in this process, it does not contribute to the response of the system. In the presence of energy transfer, there are three kinds of third-order processes. The first one denoted by R g D g D self is for the process in which the system is in the ground state of the donor ͑denoted by g D ) for the entire population period and the coherent states are created on the donor chromophore. This process is not affected by the energy transfer. The expression for this is the same as in the normal two-state system, that is,
is just Eq. ͑2.3͒ with the line broadening function associated with the donor molecule. The second response function denoted by
is for the process in which the system is in the excited state of the donor ͑denoted by e D ) for the entire population period. g D is the ground state density matrix of the donor molecule. The coherent states are also created on the donor molecule. The nuclear dynamics for this process must be identical to that for the process described by R e D e D 0 where R e D e D 0 is given by Eq. ͑2.4͒ with the line broadening function associated with the donor molecule. However, due to the energy transfer, the diagonal density matrix of the excited state of the donor decreases with the decay constant k D ϩk ET to give
and consequently we obtain
The third response function is denoted by
and describes the process in which the system starts from the state e D at the initial time of the population period and ends in the state g D at the final time of the population period. Now, the electronic state where the population resides changes during the population period due to the decay to the state g D and so the nuclear wave packet of the donor experiences a different Hamiltonian after the electronic transition occurs. Because, in our model, the decay rate is assumed to be separable from the nuclear dynamics, the nuclear propagator in this case can be written by 
(TϪs) describes the nuclear propagation in the ground electronic state of the donor during the time TϪs since the decay from the excited state to the ground state occurred. The decay process can occur at any time of the population period and so we obtain the convolution integral Eq. ͑3.5͒. This relation is exact within the present model. Inserting Eq. ͑3.5͒ into Eq. ͑3.4͒, we get
By a straightforward application of the cumulant expansion method, we can easily analyze the four-time correlation function in Eq. ͑3.6͒ to obtain an expression for
͑3.7͒
In fact, these response functions contributing to the selfpolarization are equivalent to those for a two-state system with a finite life time.
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B. Cross-third-order processes
Now we turn to the third-order processes giving the cross-polarization. There are five kinds of processes in this category under the RWA as shown by the diagrams in Fig.  2͑c͒ . In these processes, the first and second pulses interact with the donor and the last does with the acceptor. Consequently, the signal comes out from the acceptor. Two other processes surviving the RWA in which the first and second pulses interact with different chromophores exactly cancel each other and give no contribution as can be seen in the diagrams We assume that the transition moments of the two molecules are the same. We note that all the pathways in Fig. 2͑c͒ give a free induction signal when the baths associated with the donor and the acceptor are independent of each other.
The response function R g D g D cross describes a situation in which the donor and acceptor are in their ground states during the entire population period and is written in terms of the nuclear propagators by 
The other four processes follow the creation of excited population on the donor by the second field. First, the initial excited population can still stay on the donor until the end of the population period. The response function for this process (R e D e D cross ) is given by
The exponential factor reflects the survival probability of the excited population under the resonant and nonresonant energy transfers during the population period T. Second, some of the initial excited population is transferred to a state out of the laser window with a rate constant k D . Employing a similar probabilistic argument to the previous section, we obtain the response function for this process as
The rate constant factor ͓1Ϫe
reflects the probability for the initial excited population to decay to the ground state via the nonresonant energy transfer. By nonresonant we mean that the acceptor absorption lies outside the laser spectrum. Of course both ''resonant'' and ''nonresonant'' transfers occur isoenergetically and are followed by rapid relaxation. In the three pathways described above, the population dynamics of the donor and acceptor have nothing to do with the third-order signal as we can see in the diagrams and only line broadening functions depending on the coherence time intervals and t contribute to the response functions.
The 
͑3.14͒
The terms with a minus sign have an odd number of interactions with the field on either the bra or the ket sides. 28 Equation ͑3.14͒ gives us an exact peak shift ͑or other thirdorder nonlinear signal͒ within the incoherent Markovian reaction kinetics and the cumulant expansion method. Some illustrative calculations of the peak shift based on Eq. ͑3.14͒ will be carried out in Sec. V. If there is no energy transfer between donor and acceptor (k ET ϭ0), we can see the crossterms exactly cancel each other and the cross-third-order polarization does not contribute to the total response function. The time integrals in Eqs. ͑3.7͒, ͑3.12͒, and ͑3.13͒ reflect the complicated effect of various histories of the nuclear trajectories associated with the energy transfer. In order to get a simplified picture from Eq. ͑3.14͒ on the photon echo measurement of the energy transfer systems, we ignore such kind of complication (Qϭ0 in the integral͒. In this case the time integrals can be done analytically to give the total response function
͑3.15͒
where
are the probabilities that an exciton initially prepared on a donor stays on the donor and on the acceptor, respectively, at time T. These expressions can be also obtained by solving simple reaction kinetic equations
with the initial conditions P D (0)ϭ1 and P A (0)ϭ0. The response function given by Eq. ͑3.15͒ can be written diagrammatically
This gives us an intuitive understanding about the photon echo experiment for an energy transfer system. The first term ͑describing the exciton-hole pair dynamics on the donor͒ comes from the self-third-order process when the three fields only interact with the donor while the exciton-hole pair stays on this. This has a rephasing capability and so gives an echo signal. The second term ͑describing the dynamics of the exciton-hole pair associated with the migration from the donor to the acceptor͒ comes from the cross-third-order process brought about when the third field interacts with the acceptor after the migration of the pair. This has no rephasing capability for independent baths thus giving a free induction decay signal. As the exciton-hole pair is transferred to the acceptor during the population period T, as schematically shown in Fig. 3 , the contribution of the rephasing and freeinduction terms become small and large, respectively, following the simple kinetics given by Eq. ͑3.16͒. At short population times, the rephasing term dominates the free induction term and the total response function gives an echo signal, i.e., a finite peak shift. As the population time increases, the relative contribution of the free induction terms increases and the peak shift goes to zero. This is the physical picture behind the greatly reduced long time peak shift in LH1, 25 as compared with its B820 subunit. 26 The physical picture is quite similar to that given by Jimenez, Yu, and co-workers. 23, 25, 26 However, the approach given in this section puts this picture on a much firmer basis. By adding new pathways describing the population transfer dynamics to the total response function a self-consistent result is derived.
Many, if not all, energy transfer systems have a distribution ͑inhomogeneity͒ in the rate constants. The disorder in the antenna systems of purple photosynthetic bacteria has been extensively debated. If the inhomogeneity is uncorrelated with the optical inhomogeneity, the effect of the former can be taken into account by introducing a distribution function W(⌫) over the set of rate constants via
R͑t,T, ͒ϭ ͵ d⌫W͑⌫ ͒R͑ t,T,;⌫ ͒,
͑3.17͒
where ⌫ represents a set of the rate constants, k ET , k D , and k A and R(t,T,;⌫) is a response function obtained in Eq. ͑3.14͒ for the set ⌫. The average over the distribution of the rate constants can be carried out by employing a model function for W(⌫) or by a Monte Carlo sampling procedure.
IV. AD-HOC EXCITON-HOLE MODEL
As we discuss in Sec. III C, if the Stokes shift is zero, the exciton transfer dynamics can be pictured by the migration of an exciton-hole pair of density matrices. Recently the 3PEPS method has been applied to a number of photosynthetic light harvesting complexes. 24, 25 In the absence of a formal theoretical model with which to treat such systems, Jimenez et al. 25 and subsequently Yu et al. 26 used a heuristic argument to incorporate the effect of energy transfer into the response function for a two-level system by simply modifying the line broadening function. In order to mathematically realize the picture of migration of exciton-hole pair, they just replaced the energy gap fluctuation of a chromophore in the line broadening function with that of the migrating excitonhole pair. To take into account the loss of memory of the energy gap fluctuation associated with the migration of the exciton-hole pair, Jimenez et al. 25 introduced a timedependent static inhomogeneity ⌬ in 2 exp͓Ϫk ET t͔ and obtained the modified line broadening function
The subscript EH on g(t) denotes the exciton-hole model. With this expression, the photon echo signal for an energy transfer system was simulated by use of the response function for an isolated chromophore. 25, 26 In this paper, this approach will be denoted by EH. We note that the spectral density ͑͒ used in Eq. ͑4.1͒ is still describing the dynamic fluctuation associated with a single chromophore instead of an exciton-hole pair. In other words, the loss of memory of the dynamic energy gap fluctuation as an exciton-hole pair migrates is not taken into account in Eq. ͑4.1͒.
We may incorporate the loss of dynamic memory as well in the same heuristic way as in the EH. To this end, we reconsider the definition of the line-broadening function
where the subscript MEH denotes the modified exciton-hole model and C MEH (t)ϵ͗␦ eg (t)␦͘ is an exact quantum mechanical quantity describing the time-evolution of the energy gap associated with an exciton-hole pair. If we assume that the pair entirely loses the initial memory in the energy transfer, we can write
where C 0 (t) is the energy gap fluctuation induced by the electron-phonon coupling and this describes the exact nuclear dynamics associated with a single chromophore. The exponential factor reflects a phenomenological memory loss due to the migration of the pair. Following the usual procedure to derive an expression for a line broadening function, 28 we can get
where M Ј, M Љ, and ͗⌬ 2 ͘ are defined as usual. 28 Comparing Eq. ͑4.4͒ with the analogous expression for the single chromophore, 28 we find that, when the last term of Eq. ͑4.4͒ is neglected, g MEH (t) could be approximately obtained from the line-broadening function g(t) associated with a single chromophore by the substitution
and M Љ͑t͒→M Љ͑t͒e
Noting an approximate expression for the peak shift for an isolated chromophore is proportional to a sum of M Ј(t)
and ⌬ in 2 , 15 we can see there is an approximate relation between the peak shift of an energy transfer system ͓*(T)͔ and that of a simple two-state system ͓ 0 *(T)͔ *͑T͒ϭ 0 *͑T͒e Ϫk ET T .
͑4.5͒
This relation implies the energy transfer kinetics reflected in the peak shift measurement can be separated from the solvation dynamics. In Sec. V, we will show how good Eq. ͑4.5͒ is within the exciton-hole model by comparing with the formally exact approach presented in the previous section.
Despite the simplicity of these ad-hoc methods, an attempt to devise a new line broadening function for the energy transfer system does not have any theoretical background. A line broadening function arises from consideration of the dynamics of a coherent state ͑off-diagonal density matrix associated with two electronic states͒. It is true that the line broadening function is strictly described in terms of the population dynamics associated with one of the two states comprising the off-diagonal density matrix. Even so, however, we have no justification for the assumption that population transfer dynamics ͑accompanying the change of electronic states͒ could be described via a line broadening function ͑associated with given two electronic states͒. Actually, as we showed in Sec. III, the population transfer process should be expressed in terms of time-dependent kinetic factors on the level of response function. Surprisingly, the simple expression in Eq. ͑4.5͒ turns out to be accurate even when the exact approach of Sec. III is used. However, the approach of Jimenez et al. clearly requires testing in order that the validity of the conclusions from earlier analyses can be assessed.
V. ILLUSTRATIVE CALCULATIONS AND DISCUSSION
In this section, we present some illustrative calculations of the peak shift behavior in the presence of energy transfer processes. We model the nuclear fluctuation dynamics in terms of the electronic energy gap fluctuation function M (t) defined by Eq. ͑2.8͒. We assume that M (t) is given by the sum of Gaussian and exponential functions
to simulate the bimodal character of the fast and slow solvation processes. The Gaussian process associated with the inertial solvent motions is responsible for the short time fast dynamics. The exponential part represents diffusive solvation dynamics. With this form, the temperature independent spectral density is given by the inverse cosine transform of Eq. ͑2.8͒ as 2 ͑ ͒ϭ
͑5.2͒
We set g ϭ60 fs, e ϭ1 ps, and ϭ100 cm
Ϫ1
. This small value of is typical of photosynthetic antenna complexes. For synthetic donor acceptor systems in solution larger values of will usually be appropriate. This spectral density is inserted into Eq. ͑2.6͒ to calculate the line broadening function at any temperature. The temperature is set to 300 K except when specified.
In Fig. 4͑a͒ , we illustrate the dependence of the peak shift, predicted by the exact model ͓Eq. ͑3.14͔͒, on the resonant energy transfer rate (k ET ) in the absence of transfer out of the detection window (k D ϭk A ϭ0). As can be expected and was shown in Refs. 24 and 25, the peak shift is substantially decreased compared to the nonreactive system as the population time increases. This reflects the diminishing rephasing capability of the system as a result of the increase of the contribution of the cross-polarization terms as the energy transfer occurs. The faster the energy transfer rate, the faster the decay of the peak shift. The peak shift for the energy transfer system clearly shows an exponential decay component which is proportional to the energy transfer rate. This demonstrates the validity of relation ͑4.5͒. In our model for the nuclear fluctuation, we introduced an exponential decay in M (t) for the diffusive contribution. Cho et al. demonstrated that the long time peak shift follows M (t), 15 and this gives the peak shift in the absence of energy transfer an exponential tail also ͓dashed line͔. When this solvation contribution is subtracted from the peak shift of energy transfer system, the exponential decay arising from the energy transfer remains. This behavior can be clearly seen by plotting ͓Fig. 4͑b͔͒ the ratio of the peak shift in the presence of the energy transfer to that in the absence of the energy transfer ͓Eq. ͑4.5͔͒. Surprisingly, although this relation was obtained as an approximation from the MEH in the long time limit, the exact model reproduces this relation for the entire population time perfectly. The slope in this figure directly gives the energy transfer rate constant.
In contrast to our recent study of reactive systems, 30 the difference in nuclear history brought about by population dynamics ͑reflected via the time integral of the imaginary part of the line broadening function͒ plays no essential role in the peak shift. This kind of effect is expected to be magnified when the displacement ͑proportional to the reorganization energy ͒ of the potential minimum positions between the excited and ground state of a chromophore is large. So we examine the history effect for a large reorganization energy (ϭ600 cm Fig. 5 . However, except at the low temperature, the difference in the peak shifts predicted by the exact model with history effect ͓Eq. ͑3.14͔͒ and with no history effect ͓Eq. ͑3.15͔͒ is very small. In a resonant energy transfer system, although the de-excitation of the donor population to the ground state generates a history difference for the nuclear wave packet associated with the donor, the signal arising from an acceptor which has received an exciton dominates the history difference in the donor nuclear wave packets. So hereafter, we neglect this kind of effect and simply make use of Eq. ͑3.15͒ for further calculations.
In Fig. 6 , the peak shift for a system with a nonresonant energy transfer from an acceptor to a state out of the laser window is shown. In this figure, the resonant energy transfer time k ET Ϫ1 is set to 200 fs. As a result of transfer to a nonresonant acceptor ͑with rate k A ), the contribution of the crosspolarization ͑which gives a free-induction decay͒ disappears and the echo character of the signal arising from the selfpolarization is retained to give a finite peak shift even at long population times. As k A increases, the role of the crosspolarization decreases and the peak shift behavior for the energy transfer system approaches that for a simple two-state system. The peak shift when k ET ϭ0 ͑normal two-state system͒ is shown for the comparison ͑upper dashed line͒.
A. Comparison with EH and MEH
In Fig. 7͑a͒ the peak shift behavior predicted by the exact model with no history effect ͓Eq. ͑3.15͔͒ is compared with those given by the EH and MEH when k ET Ϫ1 ϭ200 fs and k D ϭk A ϭ0. Reflecting the resonant energy transfer, all theories predict peak shifts that are globally lower than that in the absence of energy transfer. However the quantitative forms of the prediction are quite different from each other.
First, we discuss the difference in the peak shift between the MEH ͑in which both of the dynamic and static memory loss are taken into account heuristically by modifying the line broadening function͒ and the exact approach. The difference between the EH and MEH arises from a different physical reason, and we discuss it below separately. The initial peak shifts are not presented in Fig. 7͑a͒ , however, the exact model gives precisely the same value for the initial peak shift as that for the system without energy transfer ͓see Fig. 7͑b͔͒ . This is natural considering that at zero population time no energy transfer process has occurred. However, the MEH predicts a lower initial peak shift value. In addition, that model gives smaller values of peak shift than the exact one for all population times. The initial peak shift strongly depends on the coupling strength of fast fluctuations ͑homoge-neous coupling strength͒: a larger homogeneous coupling strength gives a smaller initial peak shift. Thus the lower initial peak shift predicted by the MEH implies that an experimental result interpreted with this model underestimates the homogeneous coupling strength compared with the exact model. Besides this underestimation of the homogeneous coupling strength, the time scale predicted by the MEH seems to be quite similar to that predicted by the exact model ͓see Figs. 7͑b͒ and 8͑b͔͒ .
If the energy transfer time scale is much longer than the dynamic nuclear fluctuation time scale, the energy transfer does not influence the dynamic memory and consequently the EH and MEH give the same result. In Fig. 7 , the Gaussian component ͑60 fs͒ in our M (t) is significantly shorter than the energy transfer time scale ͑200 fs͒ and the nuclear dynamics associated with that component should have little influence on the way energy transfer appears in the peak shift. Thus the difference in the peak shifts between the EH and MEH is associated with the slower component ͑1 ps͒ of the dynamic memory function M (t).
The two exciton-hole peak shifts in Fig. 7͑a͒ seem to differ only by a simple offset. Based on the fact that an offset in peak shift measurement is proportional to the magnitude of static inhomogeneity, we can infer that the EH and MEH see different pseudostatic inhomogeneities on the time scale presented in this figure ͑0-1 ps͒. The pseudostatic inhomogeneity is associated with the 1 ps component of our M (t) which appears to be partly static at short times. The EH does not take into account the memory loss arising from this component while the MEH does and so consequently sees a negligible pseudostatic inhomogeneity. Using the language of the simple two-state system, the EH sees the 1 ps component of M (t) as a static inhomogeneity but the MEH sees it as a dynamic fluctuation exponentially decaying with a time scale 200 fs as a result of the energy transfer. Effectively on going from the MEH to the EH the static inhomogeneity is increased while the total fluctuation magnitude is held constant. Thus the EH lies at higher peak shifts than the MEH ͓Figs. 7͑a͒ and 8͑a͔͒. The nonzero peak shift of the EH at long times ͑ϳ1 ps͒ is simply a reflection of the retained memory associated with the slower component ͑1 ps͒ of M (t) which would have been lost on the energy transfer time scale, if the theory were correct, resulting in the zero longtime peak shift obtained in the ''exact'' approach and the MEH. So the small peak shift predicted by the MEH on time scales longer than the energy transfer time does not imply that there is no static inhomogeneity or that a long time scale dynamic fluctuation is negligible. Thus the EH analysis as used by Jimenez 25 will erroneously remove possible long time components associated with the chromophore transferring the energy.
When the energy transfer time scale is comparable to the short time component of the nuclear dynamics ͓Fig. 8͑a͔͒, the difference between the EH and MEH arises from all time scales in M (t). This results in a large initial peak shift for the EH model.
The effect of the dynamic memory loss is magnified by plotting Eq. ͑4.5͒. Using the data presented in Figs. 7͑a͒ and 8͑a͒, we plot the relation ͑4.5͒ predicted by the theories. Although the MEH is not satisfactory at short population times, it gives a good description for times longer than k ET Ϫ1 and satisfies Eq. ͑4.5͒ well at longer times ͓Fig. 7͑b͒ and FIG. 7. ͑a͒ Comparison of peak shifts predicted by the present approach Eq. ͑3.15͒ ͑solid line͒ and the exciton-hole models when k ET Ϫ1 ϭ200 fs, k D ϭk A ϭ0. The peak shift data ͑dotted line͒ for the normal two-state system is shown for reference. ͑b͒ Plots of the relation Eq. ͑4.5͒ for the three approaches above.
8͑b͔͒. However, the EH does not satisfy Eq. ͑4.5͒ well even at long times. Clearly these considerations suggest that the detailed evaluations of coupling strengths and inhomogeneous widths should be reevaluated with the new exact model described here.
B. Inhomogeneity in energy transfer rate
In typical energy transfer systems, there will be a distribution of energy transfer rates arising, for example, from distribution of site energies ͑diagonal disorder͒. The 3PEPS data on the light harvesting complex ͑LH1͒ of Rhodobacter sphaeroides 25 show a small but finite peak shift value at times as long as 10 ps. If all of the excitons created on the complex can transfer to another site, the long time peak shift must be zero since, in the absence of correlation between sites, the initial memory is lost completely. Thus, the experimental result implies that some portion of the pigments do not undergo energy transfer even on the 10 ps time scale and they retain their initial memory. Such an inhomogeneity in the rate constant can be incorporated into our model by use of Eq. ͑3.17͒. In this section, we examine the effect of the inhomogeneity in a very simple case where
for a fixed value of k ET and w is the fraction (0рwр1) of the chromophores to transfer the energy with the rate constant k ET . Figure 9͑a͒ shows the 3PEPS predicted by Eq. ͑3.17͒ along with Eq. ͑3.15͒ for a system with this simple inhomogeneity in the resonant energy transfer rate. When all of chromophores can transfer the energy resonantly, the peak shift decays rapidly to zero. However, as the portion of the chromophores unable to transfer energy increases, the decay of the peak shift slows and the long time peak shift becomes finite due to the rephasable signal coming from the chromophores that do not transfer energy. This can bring about further complications in the quantitative analysis of experimental data because the peak shift behavior is clearly dependent on the inhomogeneity in the rate constant.
However, as we can see in Fig. 9͑b͒ , the effect of the inhomogeneity can be partially removed by a renormalization of the peak shift data. For each curve in Fig. 9͑a͒ , we subtract the asymptotic peak shift from the original peak shift data and then divide the result by the initial peak shift. This is an intuitive procedure for which we do not yet have a rationale. An identical procedure was used earlier to remove the temperature dependence of the peak shift. 21, 22 Remarkably a striking similarity between the curves, regardless of the width of the distribution, is obtained.
C. Temperature dependence of 3PEPS for energy transfer system
With a temperature independent spectral density and static inhomogeneity, the linearly coupled harmonic bath model can rationalize the temperature dependence of the peak shift for a nonreactive system in a polymer glass very well. 21, 22 In this system it was shown both experimentally and analytically that the asymptotic peak shift decreases monotonically with temperature. Increase of temperature produces a larger coupling strength with the bath modes and consequently increases the rate of loss of phase memory. This is the principal mechanism underlying the temperature dependence of the peak shift. Using this idea we can investigate the temperature dependence of the peak shift for the energy transfer systems. We will only discuss the case for the resonant energy transfer system (k D ϭk A ϭ0) where the rate constant is assumed to be independent of temperature.
First we consider a system in which the energy transfer time scale is identical for all chromophores ͑homogeneous rate constant͒. In the homogeneous case, because all chromophores in the system lose the rephasing capability after the energy transfer time scale, the asymptotic peak shift should go to zero regardless of temperature if the rate constant is temperature independent. Figure 10͑a͒ shows this behavior. The initial peak shift is independent of the energy transfer and shows the expected increase with decreasing temperature due to the decrease of the dynamic coupling strength. In the intermediate time region, the dynamic nuclear fluctuation depending on the temperature competes for the loss of initial memory with the energy transfer process independent of the temperature.
When energy transfer does not take place in some of chromophores ͑inhomogeneous rate constants͒, the temperature dependence of the asymptotic and intermediate time peak shift is quite different ͓Fig. 10͑b͔͒. As we discussed in Fig. 9 , the long-time ͑asymptotic͒ peak shift reflects the contribution of the rephasable signal arising from the chromophores not undergoing energy transfer. In this case, the memory loss of the chromophores giving a rephasable signal at long time is controlled by the dynamic nuclear fluctuation and consequently the asymptotic peak shift shows a temperature dependence via the latter. The peak shifts at early times are similar to the homogeneous case.
VI. SUMMARY
We have discussed the third-order nonlinear response of the energy transfer systems especially focusing on the 3PEPS experiment by applying a probabilistic argument to the propagator for the electronic population dynamics. Two chromophores ͑energy donor and acceptor͒ which have the same transition energy between their electronic ground and excited states have been considered. The third-order response of the system is brought about by three sequential interactions of the chromophores with the fields. The first two interactions create a population and simultaneously a hole in the electronic excited and ground states, respectively, on a chromophore. The chromophore acts as an energy donor. The energy can move to another chromophore ͑acceptor͒ before the third field is turned on. The third field can interact with the donor once again or another chromophore to induce a third-order nonlinear polarization. Under the RWA and in the impulsive pulse limit, the third-order response of system is constructed from eight pathways which describe the energy transfer dynamics. It is shown that when the reorganization energy of chromophores is zero the sum of these eight processes results in the third field tracking the migration of the population state created by the first two interactions. As a result, the energy transfer reduces the rephasing capability of the second coherent state due to the loss of memory created in the first coherent state.
The qualitative picture above had been already discussed intuitively in the exciton-hole model by Jimenez et al. 25 and Nagasawa et al. 23 and an approximate expression for the nonlinear response function was suggested. The present approach provides us with a mathematical foundation of that picture and moreover gives the exact response function. Therefore, we expect that the analysis of experiments with the response function suggested in this paper should give the quantitative information on energy transfer systems with more accuracy. Processes which transfer energy out of the detection window could be also incorporated into the theory in a unified way.
We compared the exact model with the existing excitonhole model. By doing so, we found that this model has a shortcoming in the description of the loss of dynamic memory. Even a new version modified to incorporate these processes within the framework of the exciton-hole model is inaccurate, which suggests that the previous data on peak shift from light harvesting complexes should be reanalyzed. FIG. 10 . Temperature dependent peak shift behavior for a resonant energy transfer system. The dotted lines are for a no energy transfer system. ͑a͒ The case of homogenous rate constant ͑200 fs͒. ͑b͒ Inhomogeneous distribution of energy transfer rates (wϭ0.6 for k ET Ϫ1 ϭ200 fs).
We found an interesting relation ͓Eq. ͑4.5͔͒ between the peak shifts in the presence of and in the absence of the resonant energy transfer. The picture of the exciton-hole migration is implicit in the relation implicating the time dependence of the relative contributions ͑intensities͒ of the rephasable signal radiated from the donors and the nonrephasable signal from the acceptors in the presence of the resonant energy transfer in the origin of Eq. ͑4.5͒. Although Eq. ͑4.5͒ is obtained approximately from the exciton-hole model, the relation fits the results from the exact model perfectly, in fact, better than the exciton-hole result.
By employing the simplest model for a distribution in energy transfer rate constants, we showed that a finite longtime peak shift can be obtained when some chromophores do not undergo energy transfer on the experimental time scale. The temperature dependence of the peak shift for a system with a distribution of energy transfer rates is clearly different from that with a homogeneous rate constant, except at early population time.
The combination of a refined physical picture and, within our model, exact formal expressions for the thirdorder nonlinear spectroscopy of an energy transfer system should allow refined analysis of data from both our own 4, 26, 27 or others 31 laboratories. Note added in proof. Recent reanalyses of earlier data from our laboratory 4 based on the theory described in this paper give parameter values similar to those obtained from the EH model, but require the introduction of inhomogeneous energy transfer rates as discussed in Sec. V B. Details of these calculations will be given elsewhere. 
