Most learning-based super-resolution (SR) methods aim to recover high-resolution (HR) image from a given lowresolution (LR) image via learning on LR-HR image pairs. The SR methods learned on synthetic data do not perform well in real-world, due to the domain gap between the artificially synthesized and real LR images. Some efforts are thus taken to capture real-world image pairs. The captured LR-HR image pairs usually suffer from unavoidable misalignment, which hampers the performance of end-to-end learning, however. Here, focusing on the real-world SR, we ask a different question: since misalignment is unavoidable, can we propose a method that does not need LR-HR image pairing and alignment at all and utilize real images as they are? Hence we propose a framework to learn SR from an arbitrary set of unpaired LR and HR images and see how far a step can go in such a realistic and "unsupervised" setting. To do so, we firstly train a degradation generation network to generate realistic LR images and, more importantly, to capture their distribution (i.e., learning to zoom out). Instead of assuming the domain gap has been eliminated, we minimize the discrepancy between the generated data and real data while learning a degradation adaptive SR network (i.e., learning to zoom in). The proposed unpaired method achieves state-of-the-art SR results on real-world images, even in the datasets that favor the paired-learning methods more.
Introduction
Single image super-resolution (SR) aims to recover a high-resolution (HR) image from the corresponding lowresolution (LR) image. It is crucial and fundamental for many applications, such as mobile-phone photography and long-distance measurement. SR is challenging partly be-* indicates equal contributions. This work was done when W. Sun was a visiting student at the University of Adelaide.
(a) Image captured by a DSLR camera [31] (b) ESRGAN-Bic [22] (c) RCAN-Bic [32] (d) RCAN-Real [32] (e) ZoomSR [31] (f) CinCGAN [27] (g) Ours Figure 1 : SR results on a real-world image captured by a digital single-lens reflex (DSLR) camera [31] . ESRGAN-Bic [22] and RCAN-Bic [32] are trained based on the synthetic data with bicubic degradation. RCAN-Real [32] and ZoomSR [31] are trained with nonaligned LR-HR pairs. The CinCGAN [27] and ours are trained under unpaired setting. Our result contains more natural details and textures suffering from less blur and artifacts.
cause recovering details from LR observations is highly illposed [25] . With the recent development on deep learning, convolutional neural network (CNN) based SR methods learning from LR and HR image pairs has drawn much attention and achieved impressive results [7, 17, 32, 22] . Due to the difficulties of capturing real LR-HR image pairs, SR CNNs [3, 13, 21, 34, 10, 33] are usually trained on unrealistic data synthesized by simple models, e.g., bicubic downsampling and additive Gaussian noise [29] . As expected, the models trained on the bicubic synthetic data cannot generalize to real-world image SR (as shown in Figure 1 (b), (c)), due to the large distribution gap/shift between real LR images and synthetic LR images. The degradation on the realistic images is much more complex than the simple synthetic models. [31] . (c) is from RealSR dataset [5] after pre-registration. Misalignment issues are complex and extremely difficult to be removed completely.
Although more complicated degradation models are used for data synthesis [20, 29] , there are still big gaps comparing to realistic data. For real-world SR, some recent works [6, 31, 5] attempted to capture realistic LR and HR images via adjusting focal length. Although the realistic LR images can minimize the data distribution gap, capturing perfectly aligned LR-HR pairs is extremely hard, however. The misalignment is also effected by depth-of-field, illumination, perspective, etc [31] (see Figure 2 ). It cannot be eliminated via pre-processing thus making the pixel-wise training loss not really suitable [31] . Some efforts have been taken to register the LR and HR images by only focusing on the spatial transformation [6, 5] or introduce a misalignment robust loss [31] . The practicability and flexibility of these methods are very limited, however.
In this paper, we propose a method towards real-world image SR based on the unpaired real LR and HR images. The proposed scheme requires only two unpaired image sets on LR and HR, respectively, free from image pairing supervision. Instead of trying to remove the LR-HR misalignment (or capture perfectly aligned LR-HR pairs), we seek ways to bypass it by handling the domain gap between the synthesized and realistic LR images, to achieve a more flexible and practical process. Despite some existing efforts in LR image generation [27, 4, 18] , we study the problem under a much more realistic setting, in terms of both methodology and data. Given a set of unpaired real-world LR-HR images, we generate LR images perfectly aligned to the HR images relying on the data distribution encoded in the unpaired LR images. Specifically, we firstly introduce a model in the architecture of cycle-GAN [35] to generate realistic LR images from HR images by mimicking the real LR degradation. The adversarial training and cycle-consistency loss are used to learn the unknown and complex characteristics of the LR images. Instead of assuming the generated LR images free from domain shift as [27, 4, 18] , we propose to minimize the domain gap while training the SR net-work, by aligning network response (i.e., output and intermediate features) of the real and generated LR images. We analyze the proposed method by designing experiments on three real-world datasets [6, 31, 5] , which is different from previous methods that perform evaluations relying on complex but synthetic degradation. We ignore the pair information in the datasets and exclude the supervision signals from training. Beyond the basic setting, we also study a stricter non-overlapping learning setting, in which the unpaired LR and HR images are enforced to have no overlapping contents. To summarize, the main contributions of this paper are:
• We propose an unpaired learning scheme for realworld image SR. Instead of trying to obtain wellaligned LR-HR image pairs for supervised training exhaustively, we propose to learn SR from an arbitrary set of unpaired images with LR and HR, which is a lot more general and flexible. Relying on the unpaired real LR and HR images, we try to generate the LR version of the real HR images (by matching the distribution of real LR images) to provide supervision for SR.
• We propose to reduce the domain gap between the generated and real LR images in two aspects. We firstly introduce a model to generate LR images from HR images by mimicking the real LR degradation, relying on adversarial training and cycle consistency restriction. Instead of assuming the generated LR images free from domain shift as previous works [27, 4, 18] , we propose to further align the model response on the generated and real LR images while training a degradation adaptive SR network.
• We analyze and validate the proposed method on realworld datasets, under a more realistic setting of previous synthetic degradation-based evaluation. Extensive experiments show that the unpaired learning methods can do comparably or even better than paired learning methods under a real-world setting, and the proposed unpaired method achieves state-of-the-art SR results on real-world images, even in the datasets that favor the paired-learning methods more.
Related Work
Learning-based Image Super-Resolution. Since the pioneer work SRCNN [7] , deep learning methods have brought significant improvements in image SR. Inspired by the architecture of ResNet [11] , EDSR [17] optimizes the structure of conventional residual blocks and improves the performance for SR tasks. RCAN [32] utilizes the channel attention mechanism to adaptively rescale channel-wise features and recovers more details. Furthermore, plenty of structures have been applied to the network for superior performance, such as dense connection [21] , contiguous mem- ory [34] , back-projection [10] and non-local [33] . All the above mentioned methods rely on the 1 or 2 -loss for training their networks, this generally leads to a blurry result [30] . To address this problem, an adversarial loss [9] and a perceptual loss [13] are integrated into the SRGAN [15] .
Recently, to further enhance the visual quality, Wang et al. [22] propose ESRGAN, which combines a relativistic GAN [14] for recovering more realistic details. Recent works [6, 31, 5] propose strategies to capture LR-HR image pairs via tuning focal length of DSLR cameras. In [6, 5], preregistration is applied to reduce the misalignment between the captured LR and HR images. In [31] , Zhang et. al. handle the misalignment via a robust contextural bilateral loss. Similar to most of the learning based image restoration works [28, 8, 24] , imaging model (e.g.bicubic downsampling model) is used to generate synthetic dataset for training [7] . The influence of the misalignment cannot be avoidable or removed, due to the complex imaging process in camera. Unpaired Super-Resolution. A few recent works provide a feasible solution for unpaired learning. DualGAN [26] and cycle-GAN [35] present an interesting network structure that contains cycle consistency on top of pix2pix [12] . Both use a pair of forward and inverse generator. The forward generator maps a source domain to a target domain, while the inverse generator enforces each generated image to map back to its source domain. Inspired by these methods, Yuan et al. [27] propose a CinCGAN network, which learns to map the noise and blurry input LR image to a clean LR image space with cycle consistency losses. Then the SR network is trained by only employing indirect supervision in the LR domain. In contrast, our SR network includes direct supervision in the HR domain, resulting in better performance. In addition, we propose to further minimize the domain gap by aligning the feature distribution while training SR network. Recently, [18] proposes an unpaired approach to learn a network that generates realistic LR images for training SR network. It assumes the generated LR im-ages are free from domain shift/gap and trains SR model directly on the generated images.
The Proposed Method

Problem Formulation
The goal of SR is to increase the resolution of a given LR image I L and obtain the corresponding HR image I H . SR is an inverse process of the degeneration from I H to I L . To solve the ill-posed inverse problem, learning-based methods [6, 31, 5] seek to learn a mapping function R(·) from a set of LR-HR image pairs, i.e., {(I L i , I H i )}, to perform SR via I H = R(I L ). Since taking real-world image pairs {(I L real,i , I H real,i )} is extremely difficult, many methods train and evaluate the models by synthesizing LR image I L syn from the HR image [3, 13, 21, 34, 10, 33] . The most common way to obtain I L syn is downsampling I H real via bicubic degradation and adding Gaussian noise. However, bicubic degradation is very different from the process of camera sensor sampling, as discussed in Section 1 and Figure  3 . SR model trained with the synthetic I L syn cannot generalize to real images well, due to the domain gap. Although some studies try to capture {(I L real,i , I H real,i )} via adjusting camera focal length [6, 31, 5] , the paired I L real and I H real suffer from severe misalignment, even after registrations (see Figure 2 ), making pixel level supervised learning unsuitable. Instead of trying to align I L real and I H real exhaustively, we seek to bypass it via performing unpaired learning on a set of unpaired real LR and HR images {{I L real }, {I H real }}. It is much easier to capture extensive unpaired LR-HR images in real world. Our goal is thus to learn realistic SR on the unpaired datasets. Although some real-world datasets provide fairly aligned LR-HR pairs under some restrictions, we would like to push the boundaries of the possibilities in such flexible "unsupervised" setting for real-world images.
Overview of the Proposed Method
Given a set of unpaired LR and HR images
we aim to learn a SR function R(·) that maps an observed I L real to its HR version following the distribution defined by {I H real,j } N j=1 in testing. Considering that the detail information is crucial for the HR image quality, instead of transferring between LR and HR domain blindly, we train SR network by generating supervision first.
Firstly, we generate the realistic LR version for {I H real,j } N j=1 , denoted as {I L gen,j } N j=1 . Since the degradation in I L real is unknown and complex, we learn to degrade I H real by mimicking the degradation encoded in {I L real }. Specifically, we train a network G(·) to generate I L gen . The gap between the data distribution of {I L real } and {I L gen }, i.e., p(I L real ) and p(I L gen ), is minimized. Since the downsampling process is , which is different from previous related SR methods [27, 4, 18] . During training, we apply an adaptive loss to confuse the network response (i.e., features) of I L gen and I L real . As a result, the SR model trained with the generated LR images can adapt to the real LR degradation insensitively.
As shown in Figure 4 , the proposed scheme consists of two major parts -a degradation generation network for generating LR images from real HR images and a degradation adaptive SR network for super-resolving real-world LR images.
Degradation Generation Network
The task of degradation generation network G(·) is to obtain the LR version of I H real , i.e., I H gen , with realistic degradation. Given an I H real , we firstly downsample it as I L syn using bicubic operator B(·), which is aligned with I H real . The task of learning G(·) can thus be achieved by learning to transfer from domain of {I L syn } to {I L real }. Although it is also an unpaired learning problem, it is much easier than transferring from {I L syn } to {I H real }, since it focuses only on the degradation.
We design G(·) with the architecture of cycle-GAN [35] . A reverse mapping network F(·) is used to assistant the training of G(·) by mapping the generated {I L gen } back to {I L syn }. Two adversarial discriminators [12, 16] D syn (·) and D real (·) are involved to capture the distribution of input synthetic LR images {I L syn } and real LR images {I L real }. D syn (·) is used to distinguish the samples of {F(I L real )} from {I L syn }; D real (·) learns to distinguish the generated samples {I L gen } from the realistic samples {I L real }. Relying on the two discriminators, we can apply adversarial losses for matching the distribution of the generated LR images and the real LR images. By letting p(I L syn ) and p(I L real ) denote the distribution of {I L syn } and {I L real }, respectively, we define the adversarial training objective for G as:
G is optimized by minimizing the objective in Eq.(1) against an adversarial D real that tries to maximize the loss. Similarly, the adversarial loss is also applied for F via D syn .
To maintain the consistency of image contents before and after processing, we use the cycle consistency loss [35] to provide additional supervision signals, which is defined as:
The fully objective for training G(·) is a weighted sum of the above three loss functions: [17] , respectively. Global residual skip connection is applied between input and output, which helps to stabilize training and maintain color consistency between input and output. For the discriminators D syn and D real , we use the four-layer architecture in PatchGan [12, 16] . 
Degradation Adaptive SR Network
After obtaining the aligned image pair set {(I L gen , I H real )}, we train the real-world SR network R(·) under paired supervision. We adopt RCAN [32] as our baseline network. As shown in Figure 4 , we use the pixel-wise content loss 1 -loss and the relative adversarial average GAN (RaGAN) loss [22] on the SR results R(I L gen ):
where p(I H real ) and p(I L gen ) denote the data distributions of I H real and I L gen , D Ra is the relativistic average discriminator [22, 14] . Degradation adaptive loss functions. If we assume the domain gap between {I L gen } and {I L real } has been removed as previous methods [27, 4, 18] , we can stop here and apply the trained R(·) to handle real LR images. However, although the domain gap has been reduced, it is hard to achieve the ideal case. To enable the SR network trained with {I L gen } can adapt to real-world LR degradation seen in testing better, we further alleviate the influence of domain while training SR network. As shown in Figure 4 , we let R(·) take both I L gen and I L real as inputs (only) during training. Since the paired ground truth for I L real is unavailable, we thus use an adversarial loss between R(I L real ) and I H real :
where D HR denotes adversarial discriminator attempting to match the distribution of output image R(I L real ) and I H real . We propose an adaptive loss to align the network responses of I L gen and I L real , which is designed as a adversarial loss between the features of I L gen and I L real :
where R(·) represents the network intermediate feature extraction and D ada denotes the domain discriminator of each low-level feature region produced by R(·). The effectiveness of similar loss function has also been proven in domain adaptation learning tasks [19] . The two discriminators are implemented with the structure of PatchGAN as above [12, 16] . The full objective for degradation adaptive SR network is: , we ignore the pair information in our experiments. In the stricter "non-overlapping" setting, we randomly drop part of LR and HR training images to ensure no overlapping contents between LR and HR set. Evaluation Metrics. To quantitatively evaluate different methods, we use PSNR and Structural Similarity index (SSIM) [23] . PSNR and SSIM are based solely on distortion measurement and fail to account for many nuances of human perception [30, 2, 1] . Therefore, the widely used LPIPS [30] and perception index (PI) [1] are also chose for quantitative perceptual evaluation. LPIPS is a learned metric for the perceptual similarity between recovered and ground-truth (GT) images. PI is a no-reference perceptual quality measurement, and it is highly correlated with the subjective evaluation of human observers [1] .
Training Details
The degradation generation network G(·) and the SR Network R(·) are trained separately. For training G(·), the parameters in Eq.(3) are set to be w 1 = 2, w 2 = 2 and w 3 = 0.5, respectively. For training the SR network, we 
Comparison with the State-of-the-art Methods
To validate the proposed method, we compare with the state-of-the-art SR methods based on both paired data and unpaired data, respectively. Specifically, we compare with the state-of-the-art deep learning SR methods ESRGAN [22] and our baseline model RCAN [32] , which are proposed to train and test on the bicubic degradation (paired) data; real-world SR methods RealSR [5], CamSR-SRGAN [6], CamSR-VDSR [6] and ZoomSR [31] , which are proposed to handle the paired real-world SR data; and unpaired SR methods CinCGAN [27] . Although the code of [18] is unavailable, it is similar to one of our ablation variant as discussed in Section 4.4.
Based on ESRGAN and RCAN, we test how the models trained on synthetic (unrealistic) degradation work on real ESRGAN-Bic [22] RCAN-Bic [32] RCAN-Real [32] ZoomSR [31] CinCGAN [27] Ours Real HR Image Figure 7 : Visual comparisons for 4x SR on the testing data from SR-RGB dataset [31] . Misalignment exists in LR-HR pairs as no pre-registration is applied. The non-aligned real HR image is shown for reference. Our approach recovers more informative information and finer details. Table 3 : Quantitative comparisons for 4x SR on SR-RGB [31] . No pre-registration is applied. Misalignment exists in LR-HR pairs.
We show visual comparisons in Figure 10 , in which local areas full of details and textures are zoom in. The proposed method produces results containing clean and natural textures, which are more similar to the real HR image. The results of the paired learning methods RealSR and RCAN-Real contain blurred patterns and fack textures, maybe because the misalignment influences training. Stricter "non-overlapping" setting. In the used datasets [5], paired LR-HR images are provided {(I L real,i , I H real,i )} N i=1 . We conduct unpaired training by directly separate the LR and HR image sets as
, which is the basic setting in our experiments. Considering that L and H contains shared contents in LR and HR images, to further validate the generalization of the proposed method, we build a stricter setting with non-overlapping contents between training sets for LR and HR. Specifically, we drop part of images (with different indexes) in L and H to get
Based on RealSR dataset with N = 400, we obtain nonoverlapping training sets by letting N = 300 and train our model on it. We show the results in Table 1 (denoted as Ours-NoOver). We can see our model still can obtain good results using only half samples of the basic setting used by other methods. Our results under the basic setting and nonoverlapping setting are similar, which shows the generaliza-tion of our method but does not down weigh the value of the basic setting. Experiments on City100 [6] . City100 is captured and pre-processed in the ways similar to RealSR. We show the results in Table 2 . The methods proposed in the paper, i.e., CamSR-SRGAN and CamSR-VDSR, are trained under the image pair supervision. Supervised RCAN-Real and CamSR-VDSR obtain higher PSNR and SSIM values but lower scores on perceptual evaluation. CamSR-SRGAN improves the perceptual quality but obtains lower scores on PSNR and SSIM than others. The unpaired method CinC-GAN have a large gap with ours on the quantitative comparison. In Figure 6 , over-enhanced effects appear on the estimated results of CamSR-SRGAN. Ours approach gets rid of blurry and artifacts, it produces sharper edges and clear textures. Experiments on SR-RGB [31] . SR-RGB dataset is the sRGB version of the SR-RAW dataset in [31] , in which the LR-HR image pairs are not specifically pre-registered. The results are shown in Table 3 . Local distortion metrics vs. perceptual quality. Before analyzing the results, we would like to discuss the observed contradictions between the local distortion metrics (e.g., PSNR and SSIM) and the perceptual quality measurements (e.g., LPIPS, PI and visual quality). In this experiment, we directly train the pixel-wise-loss-based method RCAN-Real on the nonaligned SR-RGB dataset. It surprisingly obtains very high PSNR and SSIM values. But we observe that the output HR images are extremely blurry, due to the nonaligned training pairs. This reflects the mismatch between the PSNR and the real visual quality [30, 1] . Similar results have also been observed in the experiments on RealSR and City100 as discussed above. These observations imply that the perceptual measurements i.e., LPIPS and PI, can reflect the real image qualities, which are consistent with the visualizations.
The ZoomSR method proposed in [31] applies a specifically designed loss to handle the misalignment, which obtains good quantitative and visual results. As shown in both Table 3 and Figure 7 , the proposed method achieves the best perceptual quality, which recovers more informative information and finer details. Generalization cross camera. We apply our model trained on RealSR to test on the real LR images in SR-RGB. It produces results on-par with the model trained on SR-RGB (denoted as Ours-CroCam), which shows the proposed method has the ability to generalize across cameras.
More experimental results are left in Appendix 6.2.
Ablation Studies
We conduct ablation studies on RealSR dataset. Study on the degradation network. We study the importance of each part in the degradation generation network by testing different model variants and show the results in Table 4 . We first show the importance of our whole degradation network by training our SR network only using the LR images generated by bicubic degradation, referred to as Ours-Bic. It also shows that the proposed SR network is more powerful than the based RCAN. The ablation studies show that the proposed degradation network can mimic the real LR images well and produce high-quality HR results under the unpaired learning setting. We also study the model variants of only using GAN loss (i.e., Ours-GAN) and using single cycle structure (i.e., Ours-OneCycle) and show the quality of the generated LR images and the SR results in Table 4 . Study on loss functions of SR network. We study the behaviours of the loss function used in our SR network. The results of the SR networks trained with only 1 -loss, without RaGAN, and without the proposed adaptive degradation loss are shown in Table 5 , respectively. Note that "w/o ada. loss" is similar to the method in [18] . Compared with RCAN-Bic, when adding our degradation generation network, it successfully improves the performance. The results show that the adversarial loss functions (including L RaGAN , L GAN-real (R, D HR ) and L ada ( R, D ada )) are important for high perceptual quality. Specifically, the proposed degradation adaptive loss is more important than RaGAN for handling domain shift and recovering high-quality visual details.
Conclusion
In this paper, we propose a method to learn real-world SR from a set of unpaired LR and HR images. Given a set of unpaired LR-HR images, we firstly train a degradation generation network to generate realistic LR images by capturing their distribution. We then further minimize the discrepancy between the generated data and real data while learning a degradation adaptive SR network. We show that unpaired learning methods can do comparably or better than paired learning methods in a realistic setting. The proposed unpaired method achieves state-of-the-art SR results on real-world images, even in the datasets that favor the paired-learning methods more.
Appendix
Visualization of Different Diagrams
In this section, we summarize the main idea of different methods by visualizing the main diagrams and show the differences among them. Figure 8 illustrates the core ideas of the proposed method and four other main approaches for real-world SR, including paired learning [22, 32, 5, 6, 31] and unpaired learning methods [27, 18] . In Figure 8 (a) , we show the bicubic LR degradation based baseline model [22, 32] trained with synthetic bicubic LR images cannot well generalize to the realistic data due to the domain gap. [27] tends to handle real-world LR image by learning to map the real LR images to synthetic bicubic LR images, which can be seen as a pre-processing operation for SR. It is learned by training to transfer the real LR images to bicubic images. The unpaired bicubic degradation LR images are used to guide the process of generation. Then SR network R(·) directly uses the artificially synthetic LR-HR image pairs for training as in Figure 8 (a). Figure 8 (d) shows another way to obtain paired supervision signals for SR network [18] . The approach learns to generate realistic images I L gen by mimicking the real LR degradation with the guidance of unpaired realistic LR images. The method for obtaining real LR images (for maintaining paired LR and HR images for training) is similar to the proposed method. By assuming that the generated LR images are free from domain shift with realistic LR images, it then utilizes the perfectly aligned LR-HR training dataset {(I L gen , I H real )} to supervised train the SR network R(·). Figure 8 (e) shows the main idea of the proposed method. As shown in Figure  8 (e), instead of assuming the generated LR images I L gen free from domain shift as in (d), we propose to further align the model response on the generated and realistic LR images with degradation adaptive losses while training our SR network. We let R(·) take both I L gen and unpaired I L real as inputs (only) during training. The details have been described in Section 3.4.
More Experimental Results
Visual Results of the Degradation Generation Network. As described in Section 3.3 of the main paper, we learn a degradation generation network (i.e., G(·)) that generates LR images from HR images by mimicking the real LR degradation. We show one example of the generated LR image in Figure 3 in the main paper. In this section, we show more results of the degradation generation network G(·) in Figure 9 . In the realistic SR datasets [5, 6, 31], (preregistered or non-aligned) real LR-HR pairs are provided. We thus can use the corresponding real LR images as references to evaluate our generated LR images. Note that the pair information is used only in evaluation. Since there is still misalignment between the pairs, the differences to the real LR images are just for reference. As shown in Figure 9 , the real-world LR images contain more complicated degradation than the LR images synthesized via bicubic degradation. Since bicubic LR images usually retain more details, the model trained on them cannot generalize well to real-world LR images in testing. Since the proposed degradation generation network is trained to fit the distribution of the real LR images, the LR images generated by our method reflect more characteristics of the realistic LR images. More Visual Comparisons with the State-of-the-art Methods. We show more visual results and the comparisons with previous state-of-the-art methods in Figure 10 and 11 in the following. More examples from datasets Re-alSR [5] and SR-RGB [31] are shown, which illustrate that the proposed method is general and stable to handle different cases.
(a) Learning SR based on synthetic bicubic LR degradation [22, 32] (b) Learning SR based on paired images taken by adjusting focal length of the cameras [5, 6, 31] (c) Unpaired Learning by generating synthetic LR images from realistic LR images [27] (d) Unpaired learning by generating realistic LR images from HR images [18] (e) The proposed method: unpaired learning by generating realistic LR images (from HR images) and adapting degradation in SR. and (e) show the unpaired learning-based methods. Before learning to do SR, they first learn to obtain paired supervision signals for SR in different ways. Different methods are used to alleviate the influence of the domain gap. In the figures, we illustrate how the SR network R(·) is trained (left) and applied during inference. The aligned supervisions are indicated by "=". "≈" is used to indicate the misaligned LR-HR pairs. B(·) and G(·) denote the bicubic degradation and the trainable generation network, respectively. Figure 9 : Visual results of our degradation generation network G(·) on datasets [5, 6, 31]. The bicubic degradation LR images, LR images generated by our method and the real LR images are illustrated. The LR images generated by our method can reflect characteristics of the realistic LR images. image degradation first. In In European conference on computer vision (ECCV), pages 187-202, 2018.
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