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Abstract 
A modified LS nonlinear conjugate gradient method to solve unconstrained optimization problems is proposed. By 
the use of the Grippo-Lucidi line search, the global convergence of the proposed method is established for non-
convex minimization. Numerical results show that the proposed method is effective and promising by comparing 
with the DY and LS methods. 
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1. Introduction 
Consider the following unconstrained optimization problem:  
min ( )f x , 
nx R∈ where nf R: R→ g
1k k k k
 is continuously differentiable and its gradient is denoted by . The iterates of the 
famous LS conjugate gradient method to solve unconstrained optimization problems are given by 
x x dα+ = +    ,                                                     (1.1) 
 
• This research was supported by The Nature Science Foundation of Chongqing Education Committee (KJ111106).
* Corresponding author. E-mail address:liujinkui2006@126.com (J. Liu). 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
4358  Jinkui Liu and Yuming Feng / Procedia Engineering 15 (2011) 4357 – 43612 Jinkui Liu et al/ Procedia Engineering 00 (2011) 000–000 
where kx is the current iterate, steplength is a positive scalar which is computed by some line search,  
the search direction  is defined by  
kα
⎧
kd
                                                                                       (1.2) 
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where  is the gradient of kg f at kx , and kβ is computed by  
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( )TLS k k k
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k k
g g g
d g
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− −
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= −  , (Liu-Storey (LS) [1]), 
Li, Chen and Deng [2] proved the global convergence of the LS method with Grippo-Lucidi line search. 
And the Grippo-Lucidi line search is to compute  as follows: kα
                                  2max{ , 0,1,2, }
T
k kj
k
k
g d
j
d
τ
α ρ= =                                      (1.3) 
satisfying : 
22( ) ( )k k k k k kf x d f x dα δ+ − ≤ − α   ,                                    (1.4) 
                                                            
2
2 1 1 1 1 1
T
k k k kc g g d c g+ + +− ≤ ≤ −
2
+  ,                                     (1.5) 
where , ,0δ > 0τ > (0,1)ρ ∈  and 1 . In addition, there are many researches on 
convergence properties of the LS method (see [3-6]). 
2c0 1c< < <
2. The modified method and the assumption 
In this paper, we propose a modified LS method is proposed in which the parameter kβ  is defined on the basic 
of LSkβ  as follows: 
                                                  1
1 1
( )
| |
T
MLS k k k k
k T T
k k k k
g g t g
u d g d g
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− −
−
=
− 1−
,                                                   (2.1) 
where 
1
|| ||
|| ||
k
k
k
gt
g
−
= , .   || || is the Euclidean norm. 0u > ⋅
Modified LS (MLS) method: 
Step 1: Data: 1
nx R∈
α
, . Set ,  if || || , then stop. 0ε ≥
k
1 1 1
Step 2: Compute  by the Grippo-Lucidi line search. 
d = −g g ≤ ε
Step 3: Let 1k k k kx x dα+ = + , , if || || , then stop. 1 1
Step 4: Compute 
(k kg g x+ += ) 1kg + ≤ ε
1kβ +
1k k= +
 by (2.1), and generate  by (1.2). 1k+d
Step 5: Set , go to step 2. 
In order to prove the global convergence of the modified LS method, we assume that the objective 
function ( )f x  satisfies the following assumption: 
Assumption (H): 
(ⅰ) The level set Ω = ( ) ( ){ }1|nx R f x f x∈ ≤  is bounded, i.e., there exists a positive constant 
0ξ >  such that for all , ||x∈Ω ||x ξ≤
Ω
. 
f(ⅱ) In a neighborhood V of ,  is continuously differentiable and its gradient is Lipchitz 
continuous, namely, there exists a constant such that 
g
0L >
                 for all ( ) ( )|| || || ||,g x g y L x y− ≤ − ,x y V∈ .                                      (2.2) 
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3. Global convergence 
The conclusion of the following lemma, often called the Zoutendijk condition, is used to prove the 
global convergence properties of nonlinear conjugate gradient methods. It was originally given by 
Zoutendijk [7].   
Lemma 3.1 Suppose Assumption (H) holds. Consider any iteration in the form (1.1)- (1.2), where 
satisfies  for k  and  satisfies Grippo-Lucidi line search. Then   kd 0
T
k kg d < N
+∈ kα
cos                                                             2 2
1
|| ||k k
k
gθ
≥
< +∞∑  .                                                        
(3.1) 
where cos (|| || || ||)Tk k k k kg d g dθ = − ⋅  and is the angle between  and . kθ kg− kd
The following Lemma shows that the Grippo-lucidi line search is suitable for the new formula. 
Lemma 3.2 Suppose that Assumption (H) holds. Consider the method of form (1.1) and (1.2), where 
kβ = VLSkβ , and where  satisfies Grippo-Lucidi line search. Then , there exists a constant 
such that     
kα k∀
0c >
2
| |
|| ||
T
k k
k
k
g dc
d
α ≥ .                                                             (3.2) 
Proof. Since , (1.5) holds for =1. Suppose that  (1.5) holds for . 1d = − 1g k k 1≥
Denote                                                 1 23
min(1 , 1) 0
2
c cc
L
− −
= > .                                                 (3.3) 
By (1.2), (2.2) and (1.5), for any   kα 3 2
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∈ , we have 
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So (1.5) holds, for any  kα 3 2
| |(0, )
|| ||
T
k k
k
g dc
d
∈ . 
 On the other hand, by the mean value theorem and (2.2), we have  
1
0
( ) ( ) ( ) (Tk k k k k k k k k )f x d f x g x t d dα α+ − = +∫ dtα   
1
0
[ ( ) ] ( )T Tk k k k k k k k kg d g x d g d dtα α= + + −∫ α  2 21 || ||2Tk k k k kg d L dα α≤ + . 
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We can test  (1.4)  holds, for kα 2
| |2(0, )
2 || ||
T
k k
k
g d
L dδ∈ + . The existence of satisfying (1.4) and 
(1.5) has bean proved. Furthermore, the conclusion holds for   . 
kα
(= +3min{ , , 2 / 2 )}c c Lτ δ
Theorem 2.1 Suppose that Assumption (H) holds. Consider the method of form (1.1)-(1.2), where 
kβ = VLSkβ , and where  satisfies Grippo-Lucidi line search. Then kα
 . 
+
liminf
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|| || 0kg =
Proof. By (2.2), (1.2), (1.3) and (1.5), we can obtain 
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(1 2 ) || ||kL gτ= + ⋅ .                                                                                                                  (3.4)
By the Assumption (H), we know that Lemma 3.1 holds. From (3.1), (1.5) and (3.4), we have  
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This result implies , which completes the proof. 
+
liminf
k→ ∞
|| || 0kg =
4. Numerical results 
In this section, we compare the modified LS conjugate gradient method, denoted the MLS method, 
to DY and LS methods under Grippo-Lucidi line search about problems[8] The parameters are chosen as 
follows: 1 2 . If  is satisfied, we will stop the program. The program 
will be also stopped, if the number of iteration is more than ten thousand. All codes were written in Mat 
lab 7.0 and run on a PC with 2.0GHz CPU processor and 512 MB memory and Windows XP operation 
system. 
0.5, 1.5, 0.5c c u= = = 610k||g || 
−≤
The numerical results of our tests with respect to the MLS method, DY method and LS method are 
reported in Table1. And in the table, the column “Problem” represents the problem’s name, “Dim” 
denotes the dimension of the tested problem. The detailed numerical results are listed in the form 
NI/NF/NG, where NI, NF, NG denote the number of iterations, function evaluations, and gradient 
evaluations, respectively.  
In the following, we give the tested functions: 
1、Beale Test Function： 
2 2 2
1 2 1 2 1 2( ) [1.5 (1 )] [2.25 (1 )] [2.625 (1 )] ,f x x x x x x x= − − + − − + − −  the initial point . (1,1)
T
2 、Box Three-Dimensional Test Function: 
1 2
3
0.1 0.1 0.1 2
3
1
( ) [ ( )] ,ix ix i i
i
f x e e x e e− − − −
=
= − − −∑  the initial point  (0,10,20) .T
3、Penalty Test Function I: 
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25 2 2
1 1
( ) 10 ( 1) ( 0.25) ,
n n
i i
i i
f x x x−
= =
= − + −∑ ∑  the initial point  (1,2, , ) .Tm 
 Table 1, the performance of DY method, LS method and VLS method 
 
Problem Dim DY LS VLS 
 
Beale 2 85/164/163 26/85/84 30/98/82 
Box Three-Dimensional 3 1/1/1            1/1/1     1/1/1 
Penalty1 50 1632/2573/2216 102/542/436 73/132/113 
 100 28/116/101 25/96/64 18/76/54 
 200 24/120/114 20/108/95 22/118/105 
 
         From the numerical results, we know that the modified method is efficient for the given problems 
under the Grippo-Lucidi line searches. 
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