Functions not satisfying implicit, polynomial ODE  by Flanders, Harley
J. Differential Equations 240 (2007) 164–171
www.elsevier.com/locate/jde
Functions not satisfying implicit, polynomial ODE
Harley Flanders
University of Michigan, Ann Arbor, MI, USA
Received 1 August 2006; revised 2 March 2007
Available online 5 June 2007
Dedicated to the memory of C. Ambrose Rogers, FRS
Abstract
We study a certain class of functions regular near 0, such that any implicit, polynomial ODE such func-
tions satisfy must be singular at 0.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
We study a class of regular functions of t defined by formulas, but with removable singularities
at t = 0. We require that their Taylor expansions have a certain form, to be specified shortly.
Included in the class, for instance, are
et − 1
t
,
sin t
t
,
1 − cos t
1
2 t
2
,
and other similar functions. We shall prove that any implicit, polynomial ODE of any order
satisfied by such a function must be singular at t = 0.
2. Definitions
We define the class of functions we shall study.
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derivatives at t = 0:
x(j)(0) = rj ,
are rational numbers with the following property. Given any N, there is k > N so that the de-
nominator of rk (in lowest terms) is divisible by a prime integer not dividing the denominator of
any rj with j < k.
2.1. C examples
(1) x(t) = 1
t
(
et − 1)= ∞∑
0
tj
(j + 1)! , x
(k)(0) = 1
k + 1 .
(2) x(t) = sin t
t
=
∞∑
0
(−1)j t
2j
(2j + 1)! , x
(2k)(0) = (−1)
k
2k + 1 , x
(2k+1)(0) = 0.
(3) x(t) = 1 − cos t1
2 t
2
=
∞∑
0
(−1)j 2t
2j
(2j + 2)! , x
(2k)(0) = (−1)
k
(2k + 1)(k + 1) , x
(2k+1)(0) = 0.
2.2. Polynomials
We use certain polynomial rings over the complex number field C and over the rational num-
ber field Q in variables T ,X0,X1, . . . . The rings are
C[T ,X] and Q[T ,X], where X denotes X0,X1,X2, . . . .
While there are infinitely many variables, in any particular instance we are working with
C[T ,X0, . . . ,Xn] or Q[T ,X0, . . . ,Xn].
Definition 2. The order of a polynomial F ∈ C[T ,X] is the least n such that
F ∈ C[T ,X0, . . . ,Xn].
Equivalently,
F ∈ C[T ,X0, . . . ,Xn] and ∂F
∂Xn
= 0.
3. First order ODEs
We review some of the results in [1] dealing with specific functions; these results will be
extended in this paper. First a theorem in [1, Section 3.1]:
Theorem 1. Let x(t) be the function of Example (1) above: x(0) = 1, x(t) = (et − 1)/t. Denote
by J the ideal in C[T ,X0,X1] of all polynomials
F(T ,X0,X1) = 0
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F
(
t, x(t), x˙(t)
)= 0.
Then J = (P ), the principal ideal generated by
P(T ,X0,X1) = TX1 + X0 − TX0 − 1.
Also P is the only irreducible polynomial in J .
The only explicit, first order, rational ODE satisfied by x(t) is
x˙ = tx − x + 1
t
.
In particular, there does not exist a polynomial F(T ,X0) such that x(t) satisfies the explicit, first
order, polynomial ODE
x˙ = F(t, x).
Proof. Differentiate tx = et − 1:
t x˙ + x = et = tx + 1, t x˙ + x − tx − 1 = 0.
Hence P(t, x, x˙) = 0. Clearly P is irreducible.
Obviously (P ) ⊆ J . Suppose F ∈ J . Write
F =
k∑
j=0
Fj (T ,X0)X
j
1 .
Divide T kF by P , thought of as polynomials in TX1 with coefficients in C[T ,X0]:
T kF (T ,X0,X1) = P(T ,X0,X1)Q(T ,X0,X1) + R(T ,X0).
(This device, due to C. Chevalley, is used in [2, p. 31].) Substitute (t, x, x˙), with result
R(t, x) = 0. If R(T ,X0) = 0, then x(t) is an algebraic, rather than transcendental, function;
false. Consequently R(T ,X0) = 0, so P divides T kF . By unique factorization, P divides F .
Now suppose G(T ,X0) and H(T ,X0) are polynomials such that
x˙ = G(t, x)
H(t, x)
.
Set
F(T ,X0,X1) = X1H(T ,X0) − G(T ,X0).
Then F(t, x, x˙) = 0, so F ∈ J = (P ):
X1H(T ,X0) − G(T ,X0) = PQ = (T X1 + X0 − TX0 − 1)Q(T ,X0,X1).
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X1H(T ,X0) − G(T ,X0) = (T X1 + X0 − TX0 − 1)Q(T ,X0).
Equate coefficients of the constant and linear terms in X1:
−G(T ,X0) = (X0 − TX0 − 1)Q(T ,X0), H(T ,X0) = TQ(T ,X0).
Finally,
G(T ,X0)
H(T ,X0)
= TX0 − X0 + 1
T
,
as asserted. 
[1, Section 3.2] has theorems for the other examples above. We state the results without proofs.
Theorem 2. Let x(t) = (sin t)/t , x(0) = 1. The only irreducible polynomial P(T ,X0,X1) such
that
P
(
t, x(t), x˙(t)
)= 0
is
P(T ,X0,X1) = (X0 + TX1)2 + T 2X20 − 1.
There does not exist a rational function R(T ,X0) such that the ODE
x˙ = R(t, x)
is satisfied by x(t).
For the function x(t) = (1 − cos t)/( 12 t2), x(0) = 1, the corresponding implicit ODE is
(T X1 + 2X0)2 + X0
(
T 2X0 − 4
)
.
The proofs [1, Section 5] are incorrect; we set matters right in this paper.
Remark 1. Prof. G.M. Bergman suggested another interesting example. The formula is valid
only for t  0, but the series expansion is valid for all t :
x(t) = 1 − cos(
√
t)
1
2 t
=
∞∑
0
(−1)n 2t
n
(2n + 2)! .
The derivatives at t = 0 are rational:
x(n)(0) = (−1)n 2n!
(2n + 2)! .
Since 2n + 1 can be an arbitrarily large prime, x(t) ∈ C.
168 H. Flanders / J. Differential Equations 240 (2007) 164–1714. Main results
Lemma 1. Suppose x(t) ∈ C and F ∈ Q[T ,X0,X1, . . . ,Xn]. Assume
F
(
t, x, x˙, . . . , x(n)
)= 0
is an nth order, implicit, polynomial ODE for x(t) with rational coefficients. Then
∂F
∂Xn
(
0, x(0), x˙(0), . . . , x(n)(0)
)= 0.
In other words, the implicit equation must be singular at the initial point.
Proof. Multiply by the common denominator of the coefficients of F so, without loss of gen-
erality, we may assume the coefficients of F are integers. Differentiate the assumed relation k
times by the chain rule, always transposing to the right side all but the highest derivative term:
x(n+1) ∂F
∂Xn
(
t, x, x˙, . . . , x(n)
)= G1(t, x, x˙, . . . , x(n)),
x(n+2) ∂F
∂Xn
(
t, x, x˙, . . . , x(n)
)= G2(t, x, x˙, . . . , x(n+1)),
...
x(n+k) ∂F
∂Xn
(
t, x, x˙, . . . , x(n)
)= Gk(t, x, x˙, . . . , x(n+k−1)).
The polynomials Gj have integer coefficients.
Denote rk = x(k)(0) so the rk are rational numbers such that there are arbitrarily large k with
the denominator of rk (in lowest terms) divisible by a prime integer not dividing the denominator
of any rj with j < k.
Substitute t = 0:
rn+k
∂F
∂Xn
(0, r0, r1, . . . , rn) = Gk(0, r0, r1, . . . , rn+k−1).
Note that the expression by which rn+k is multiplied is the same for all k. If not 0, then it is
an integer h = 0. Choose k so large that a prime p dividing the denominator of rn+k does not
divide the denominator of any of
r0, r1, . . . , rn+k−1.
If necessary, take k larger still, so p also does not divide h. Then we have a contradiction:
p divides the denominator on the left side, but not on the right. 
We pass from integer to complex coefficients.
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x(t) =
∞∑
0
a0j t
j ,
with a0j ∈ Q. Define the ideal
J n =
{
F ∈ C[T ,X0, . . . ,Xn]
∣∣ F (t, x, x˙, . . . , x(n))= 0}.
Then J n is generated over C by J n ∩ Q[T ,X0, . . . ,Xn], that is, each member of J n is a
C-linear combination of members of J n with rational coefficients.
Proof. Let F ∈ J n. Then F is a sum of monomials; say their coefficients are the complex
numbers α1, α2, . . . , αs . These numbers generate a finite dimensional Q-subspace of C. Let
β1, β2, . . . , βd be a Q-basis of this subspace. Thus the βj are Q-linearly independent, and
αi =
d∑
j=1
rijβj , where rij ∈ Q, 1 i  s.
Accordingly,
F(T ,X0,X1, . . . ,Xn) =
d∑
j=1
βjFj (T ,X0,X1, . . . ,Xn),
Fj (T ,X0,X1, . . . ,Xn) ∈ Q[T ,X0,X1, . . . ,Xn].
Differentiate x(t) term-by-term:
x(j)(t) =
∞∑
0
ajkt
k, 0 j  n,
with rational coefficients ajk. Hence each Fj has Taylor expansion
Fj
(
t, x, x˙, . . . , x(n)
)= ∞∑
0
bjkt
k
with rational coefficients bjk . We have
d∑
j=1
βjFj
(
t, x, x˙, . . . , x(n)
)= 0,
d∑
βj
( ∞∑
bjkt
k
)
= 0.j=1 k=0
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∞∑
k=0
(
d∑
j=1
bjkβj
)
tk = 0.
The coefficients in this Taylor expansion of the function 0 must all vanish:
d∑
j=1
bjkβj = 0, 0 k ∞.
Because the βj are Q-linearly independent, we have bjk = 0 for all j and k. Hence
Fj
(
t, x, x˙, . . . , x(n)
)= 0,
that is, Fj ∈ J n ∩ Q[T ,X0, . . . ,Xn], as asserted. 
Theorem 3. Suppose x(t) ∈ C and F ∈ C[T ,X0,X1, . . . ,Xn]. Assume
F
(
t, x, x˙, . . . , x(n)
)= 0
is an nth order, implicit, polynomial ODE for x(t) with complex coefficients. Then
∂F
∂Xn
[
0, x(0), x˙(0), . . . , x(n)(0)
]= 0.
In other words, the implicit equation must be singular at the initial point.
Proof. By Lemma 2, F =∑dj=1 αjFj , where αj are complex, Fj has rational coefficients, and
Fj
(
t, x, x˙, . . . , x(n)
)= 0.
Each Fj satisfies
∂Fj
∂Xn
[
0, x(0), x˙(0), . . . , x(n)(0)
]= 0.
This is true trivially if Fj does not involve Xn; otherwise it is true by Lemma 1. The theorem
follows. 
4.1. Corollaries
Corollary 1. Let x(t) ∈ C and let G,H ∈ C[T ,X0,X1, . . . ,Xn−1]. Suppose x(t) satisfies an
explicit, rational ODE
x(n) = G(t, x, x˙, . . . , x
(n−1))
H(t, x, x˙, . . . , x(n−1))
.
Then H [0, x(0), x˙(0), . . . , x(n−1)(0)] = 0.
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F(T ,X0,X1, . . . ,Xn)
= XnH(T ,X0,X1, . . . ,Xn−1) − G(T ,X0,X1, . . . ,Xn−1). 
Corollary 2. Let x(t) ∈ C. Then there does not exist an explicit, polynomial ODE
x(n) = F (t, x, x˙, . . . , x(n−1)),
with F ∈ C[T ,X0,X1, . . . ,Xn−1].
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