The feedback-or error-related negativity (FN) has been extensively documented in frontal EEG recordings in human participants. In this issue of Neuron, Hyman et al. (2017) have documented a single-cell correlate of the FN in the ACC of rodents.
Is it better to pursue a career in science or take a job in the tech industry? These decisions trade off many factors including delayed versus immediate reward and job satisfaction versus career flexibility. Fundamentally, they rely on predictions about the stability of career paths. Making beneficial decisions relies on making accurate predictions of the outcomes of our choices. When the world is predictable, we can plan for the future and make choices that lead to rewarding outcomes. When the world is not predictable our choices will have little effect on their outcomes. Learning is the process of building predictions about the world, and fundamental to building good predictions is paying attention to violations of predictions or beliefs. When a predicted outcome does not happen, the difference between what was predicted and what happened should be used to update predictions.
Reward prediction errors (RPEs) in dopamine neurons are one well-studied prediction error signal. Dopamine neurons increase firing to unexpected rewards and decrease firing to unexpected reward omissions. These RPEs have been closely linked to learning simple stimulus-outcome or action-outcome associations (Schultz, 2015) . However, another signal, often called the feedback-related negativity (FN) or errorrelated negativity (ERN), also signals violations of expected outcomes. This signal was originally found in frontalmidline EEG activity when errors were committed in tasks that required rapid responses to conflicting cues (Falkenstein et al., 1991) . Subsequent work showed that feedback stimuli, which indicated whether preceding choices were correct, also elicited the FN (Miltner et al., 1997) . In addition, like dopamine neurons, the FN responded differently to unpredicted rewards than to unpredicted non-rewards (Holroyd and Coles, 2002) . Source localization work has suggested an anterior cingulate cortex (ACC) focus for the FN (Dehaene et al., 1994) .
In the current issue of Neuron, Hyman et al. (2017) make substantial progress toward identifying the single-cell correlates of the FN. They adapted a task to rats that elicited a robust FN in human participants (Holroyd et al., 2009) . They then showed that the FN could be identified in local-field potentials, which are similar to EEGs, in the rat ACC during execution of the task (Warren et al., 2015) . By maintaining a close correspondence between the human and rodent tasks and their population-level neural correlates, they increased the likelihood that findings in the rat will inform understanding of the signals recorded in human participants. They then went on to record single-cell activity in the ACC of rats while they performed the task.
To examine neural correlates of expectation violations, Hyman et al. (2017) implemented a task in which expectations could be learned and then violated. The task used a behavioral box with three ports. In each trial, a light above one of the ports was illuminated. When the rats performed a nose poke in the port that had been illuminated, one of two odors was delivered that told the rat whether it was about to be given a reward (R) or not (NR). Each port had a different reward probability. One port was rewarded 75% of the time, one 50%, and one 25%. In addition, the reward probabilities associated with the 75% and 25% ports were reversed about one-third of the way through the recording session. Following the reversal, the port that had led to reward 75% of the time led to reward 25% of the time, and the port that had led to reward 25% of the time led to reward 75% of the time. They found several behavioral correlates that showed that the rats tracked the reward probabilities associated with each port, including increased unsolicited nose pokes (checking) at the high reward port, and faster withdrawal times to the NR odor at the low payout port than at the high payout port. These port withdrawal times were used as a proxy for learning in subsequent analyses. During the recording sessions, the rats acquired the portreward associations and then reversed them following the reversal in the reward mappings.
The key neural finding was that cells in the ACC coded both a prediction of reward or non-reward during the nose poke, depending on the port, and the actual outcome when it was signaled by the odor. In addition, the predicted reward signal tracked learning, such that immediately following the reversal, the neural activity continued to predict the outcome that had been obtained consistently in the trials before reversal. However, as the rats experienced subsequent violations of those predictions, the neural activity began to reflect the new port-reward mapping. Specifically, ACC neuron firing states during the nose poke became more tightly correlated with the firing states associated with the most likely outcome. A population-level decoding analysis showed that the outcomes predicted by the neural population, during the nose poke but before feedback delivery, provided an outcome prediction. When the odor was then delivered, the neural activity switched to reflect the actual outcome. Therefore, when expectations were violated, there was a large shift in the neural response across the population from the predicted to the actual outcome. When the outcome was consistent with the predicted outcome, there was a minimal change in the population activity. This establishes a single-neuron correlate of expectation violations and shows that it scales with learning. There were large changes in population activity when expectations were violated but minimal change when they were not violated. During learning, before expectations were well-established, the changes in population activity from predicted to actual outcomes were smaller.
Given that the dopamine neurons code reward prediction errors, and project broadly across the brain, one wonders why the ACC should also code this information. The prediction error signal that Hyman et al. (2017) describe is different from that generated by dopamine neurons in three key respects: (1) it is signaled consistently only at the population level not at the single-cell level; (2) it is the result of the difference between separate expectation and outcome signals; and (3) it is unsigned in the sense that the direction of change does not have a consistent relationship with whether the outcome is unexpectedly ''good'' or ''bad.''
Future Directions
The ACC is just one node of a distributed network of areas that code prediction error information and underlie learning (Averbeck and Costa, 2017) . The prediction errors in the ACC may, however, subserve a unique function. One recent proposal is that the ACC is important for hierarchical reinforcement learning (Botvinick et al., 2009; Holroyd and McClure, 2015) . Under this model, the ACC would be important for task selection as opposed to action selection. Once a task had been selected, a task-specific policy implemented by dorsal-lateral prefrontal cortex (dlPFC)/dorsal striatal circuits (dSTR), would unfold the specific sequence of actions required to execute the task (Seo et al., 2012) . Thus, if the task was to ''drive to the grocery store,'' the ACC would select this instead of ''drive to work,'' and the dlPFC/dSTR circuits would execute the detailed actions required to get to the store. Within this framework, richer tasks with hierarchical structure would be required to get at the specific function of the ACC, and the expectation violations seen there would reflect task-level expectation violations as opposed to action-level expectation violations.
