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1. Введение
Рассмотрим задачу статистического оценивания известной параметрической
функции 𝑔(𝜃), зависящей от неизвестного параметра 𝜃, и обозначим через 𝑚(𝑛)
необходимое число наблюдений, которое требуется оценке 𝛿𝑚(𝑛)(𝑋1, . . . , 𝑋𝑚(𝑛)) для
достижения такого же качества (например, среднеквадратичного отклонения или
дисперсии), что и оценке 𝛿*𝑛(𝑋1, . . . , 𝑋𝑛), основанной на 𝑛 наблюдениях𝑋1, . . . , 𝑋𝑛.
Мы рассматриваем асимптотический подход, означающий, что 𝑛→∞. Под асимп-
тотической относительной эффективностью (АОЭ) оценки 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) по от-
ношению к оценке 𝛿*𝑛(𝑋1, . . . , 𝑋𝑛) понимается предел (в случае его существования






Например, предположим, что 𝑒 = 1/3, тогда при больших значениях числа на-
блюдений 𝑛 величина 𝑚(𝑛) приближенно равна 3𝑛, поэтому оценка 𝛿𝑛(𝑋1, . . . , 𝑋𝑛)
для достижения такого же качества, что и оценка 𝛿*𝑛(𝑋1, . . . , 𝑋𝑛), требует пример-
но в три раза больше наблюдений.
Вместо отношения необходимого числа наблюдений, естественно, можно бы-
ло бы рассматривать разность вида 𝑚(𝑛) − 𝑛, которая тоже имеет наглядный
смысл необходимого дополнительного числа наблюдений, требующихся оценке
𝛿𝑛(𝑋1, . . . , 𝑋𝑛). Однако, исторически сложилось так, что многие авторы снача-
ла исследовали асимптотические свойства отношения 𝑛/𝑚(𝑛) (возможно, в силу
относительной простоты его поведения).
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Впервые общее асимптотическое исследование поведения разности 𝑚(𝑛) − 𝑛
было предпринято в 1970 году Ходжесом и Леманом (см. работу [1]). Они назвали
разность 𝑚(𝑛) − 𝑛 дефектом (deficiency) конкурирующей оценки 𝛿𝑛 относительно
оценки 𝛿*𝑛 и предложили обозначение
𝑑𝑛 = 𝑚(𝑛) − 𝑛. (1.1)
Если предел lim𝑛→∞ 𝑑𝑛 существует, то он называется асимптотическим дефек-
том оценки 𝛿𝑛 относительно оценки 𝛿
*
𝑛 и обозначается символом 𝑑. Часто 𝑑 назы-
вают просто дефектом 𝛿𝑛 относительно 𝛿
*
𝑛. Заметим, что если АОЭ 𝑒 ̸= 1, то 𝑑 = ∞
и этот случай малоинтересен. В работе [1] также было отмечено, что существуют
статистические задачи, в которых типичным образом возникает случай 𝑒 = 1 (см.,
например, книгу [4]), то есть в этом случае понятие АОЭ не дает ответа на вопрос
какая оценка лучше и понятие дефекта проясняет эту ситуацию, поскольку в этом
случае асимптотический дефект может, в принципе, быть любым.
Предположим, например, что 𝑑 = 5. Тогда для больших значений 𝑛 величина
𝑚(𝑛) равна приближенно 𝑛 + 5. Чтобы получить ту же величину критерия каче-
ства оценке 𝛿𝑛 требуется примерно на пять наблюдений больше, чем оценке 𝛿
*
𝑛.
Таким образом, дефект оценки 𝛿𝑛 относительно оценки 𝛿
*
𝑛 показывает, сколько
добавочных наблюдений требуется, если мы настаиваем на использовании оцен-
ки 𝛿𝑛 вместо оценки 𝛿
*
𝑛, и поэтому создает естественный базис для их асимпто-
тического сравнения в случае 𝑒 = 1. Исследование асимптотического поведения
дефекта 𝑑𝑛 технически более сложно, чем нахождение предела 𝑒. Часто оно требу-
ет построения асимптотических разложений (а.р.) для соответсвующих функций,
характеризующих качество оценок.





𝛿𝑛(𝑋1, . . . , 𝑋𝑛) − 𝑔(𝜃)
)︀2
, 𝑅*𝑛(𝜃) = E𝜃
(︀
𝛿*𝑛(𝑋1, . . . , 𝑋𝑛) − 𝑔(𝜃)
)︀2
,
где 𝑔(𝜃) – оцениваемая функция, а 𝜃 – неизвестный параметр (произвольной при-
роды), тогда по определению величины 𝑑𝑛(𝜃) ≡ 𝑑𝑛 = 𝑚(𝑛) − 𝑛, для каждого
𝑛 должно выполняться равенство
𝑅*𝑛(𝜃) = 𝑅𝑚(𝑛)(𝜃). (1.2)
При решении уравнения (1.2) целочисленную величину 𝑚(𝑛) следует рассматри-
вать как переменную, принимающую поизвольные действительные значения. Для




1 − 𝑚(𝑛) + [𝑚(𝑛)])︀ 𝑅[𝑚(𝑛)](𝜃) + (︀𝑚(𝑛) − [𝑚(𝑛)])︀ 𝑅[𝑚(𝑛)]+1(𝜃)
(см. работу [1]).
Типичным образом функции риска 𝑅*𝑛(𝜃) и 𝑅𝑛(𝜃) неизвестны точно и исполь-
зуются их аппроксимации. Предположим, что для функций риска 𝑅*𝑛(𝜃) и 𝑅𝑛(𝜃)
























где 𝑎(𝜃), 𝑏(𝜃) и 𝑐(𝜃) – некоторые постоянные, не зависящие от 𝑛, а 𝑟 > 0, 𝑠 > 0 –
некоторые константы, определяющие порядок убывания по 𝑛 этих функций риска.
Первый член в этих асимптотических разложениях одинаков и это отражает тот
факт, что АОЭ этих оценок равна единице. Из соотношений (1.1) – (1.4) легко
получить, что (см. работу [1] или книгу [3], стр. 310)







Таким образом, асимптотический дефект имеет вид
𝑑(𝜃) ≡ 𝑑 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
±∞, 0 < 𝑠 < 1,
𝑐(𝜃) − 𝑏(𝜃)
𝑟 𝑎(𝜃)
, 𝑠 = 1,
0, 𝑠 > 1.
(1.6)
Аимптотичекий дефект обладает следующим очевидным свойством транзитивно-
сти: если дана третья оценка 𝛿𝑛, имеющая функцию риска ?¯?𝑛(𝜃), которая имеет




𝑑 = 𝑑1 + 𝑑2,
где 𝑑1 – дефект оценки 𝛿𝑛 относительно оценки 𝛿𝑛 и 𝑑2 – дефект оценки 𝛿𝑛 отно-
сительно оценки 𝛿*𝑛.
Случай, когда выполняется равенство 𝑠 = 1, представляется наиболее интерес-
ным, поскольку в этом случае асимптотический дефект конечен. Ходжес и Леман
в работе [1] привели ряд простых примеров, показывающих естественность воз-
никновения этого случая в математической статистике.
В настоящей работе приведены примеры вычисления асимптотического дефек-
та в задачах оценивания с помощью оценок, основанных на выборках случайного
объема. Проведено асимптотическое сравнение качества оценок, основанных на
выборках случайного и неслучайного объемов.
2. Оценки, основанные на выборках случайного объема
Рассмотрим случайные величины (с.в.) 𝑁1, 𝑁2, . . . и 𝑋1, 𝑋2, . . ., заданные на
одном и том же вероятностном пространстве (Ω, 𝒜, P). При этом случайные ве-
личины 𝑋1, 𝑋2, . . . 𝑋𝑛 имеют смысл статистических наблюдений, а случайная ве-
личина 𝑁𝑛 трактуется как случайный объем выборки, зависящий от натурально-
го параметра 𝑛 ∈ N. Предположим, что для каждого 𝑛 > 1 с.в. 𝑁𝑛 принимает
только натуральные значения (т.е., 𝑁𝑛 ∈ N) и не зависит от последовательности
с.в. 𝑋1, 𝑋2, . . .. Всюду далее предполагается, что случайные величины 𝑋1, 𝑋2, . . .
независимы, одинаково распределены и имеют распределение, зависящее от неиз-
вестного параметра 𝜃 ∈ Θ, при этом множество Θ может иметь произвольную
природу.
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Для каждого 𝑛 > 1 обозначим через 𝑇𝑛 = 𝑇𝑛(𝑋1, . . . , 𝑋𝑛) некоторую стати-
стику, то есть действительную измеримую функцию, зависящую от наблюдений
𝑋1, . . . , 𝑋𝑛. Для каждого 𝑛 > 1 определим статистику 𝑇𝑁𝑛 , зависящую от выборки
случайного объема как
𝑇𝑁𝑛(𝜔) ≡ 𝑇𝑁𝑛(𝜔)(𝑋1(𝜔), . . . , 𝑋𝑁𝑛(𝜔)(𝜔)), 𝜔 ∈ Ω.
Далее под статистикой, указанной выше, будем понимать оценку действительной
известной функции 𝑔(𝜃), зависящей от неизвестного параметра 𝜃 ∈ Θ, и будем
обозначать ее символами типа 𝛿𝑛(𝑋1, . . . , 𝑋𝑛). Справедлива следующая теорема.
Теорема 1. 1. Если 𝛿𝑛 = 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) – любая несмещенная оценка функции
𝑔(𝜃), то есть справедливо тождество
E𝜃 𝛿𝑛 ≡ 𝑔(𝜃), 𝜃 ∈ Θ
и 𝛿𝑁𝑛 ≡ 𝛿𝑁𝑛(𝑋1, . . . , 𝑋𝑁𝑛) – оценка, построенная по выборке случайного объема,
то она также является несмещенной оценкой функции 𝑔(𝜃), то есть
E𝜃 𝛿𝑁𝑛 ≡ 𝑔(𝜃), 𝜃 ∈ Θ.
2. Предпопложим, что существуют числа 𝑎(𝜃), 𝑏(𝜃) и 𝐶(𝜃) > 0, 𝛼 > 0, 𝑟 >














𝛿𝑛(𝑋1, . . . , 𝑋𝑛) − 𝑔(𝜃)
)︀2
,
тогда для функции риска оценки, построенной по выборке случайного объема,
выполнено неравенство⃒⃒⃒
𝑅𝑛(𝜃) − 𝑎(𝜃) E 𝑁−𝑟𝑛 − 𝑏(𝜃) E 𝑁−𝑟−𝑠𝑛
⃒⃒⃒




𝛿𝑁𝑛(𝑋1, . . . , 𝑋𝑁𝑛) − 𝑔(𝜃)
)︀2
.










𝑅𝑛(𝜃) = 𝑎(𝜃) E 𝑁
−𝑟
𝑛 + 𝑏(𝜃) E 𝑁
−𝑟−𝑠
𝑛 .
Доказательство. Доказательство теоремы непосредственно следует из формулы
полной вероятности:























= 𝑔(𝜃), 𝜃 ∈ Θ.
2.
⃒⃒⃒











































































= 𝐶(𝜃) E 𝑁−𝑟−𝑠−𝛼𝑛 .
Приведем пример применения этой теоремы. Предположим, что исходные на-
блюдения 𝑋1, . . . , 𝑋𝑛 имеют математическое ожидание
E𝜃 𝑋1 = 𝑔(𝜃)
и дисперсию
D𝜃 𝑋1 = 𝜎
2(𝜃).
Обычная оценка для неизвестного математического ожидания 𝑔(𝜃), основанная на







Это несмещенная состоятельная оценка и ее дисперсия равна




Если рассмотреть эту оценку, но уже использовать выборку случайного объема,
то согласно Следствию 1 имеем
𝑅𝑛(𝜃) = D𝜃 𝛿𝑁𝑛(𝑋1, . . . , 𝑋𝑁𝑛) = 𝜎
2(𝜃) E 𝑁−1𝑛 . (2.3)
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Если математическое ожидание 𝑔(𝜃) известно, то рассмотрим оценку для неиз-






(𝑋𝑖 − 𝑔(𝜃))2. (2.4)
Это также несмещенная состоятельная оценка, имеющая дисперсию, равную
?¯?*𝑛(𝜃) = D𝜃 𝛿𝑛 =
𝜇4(𝜃) − 𝜎4(𝜃)
𝑛
, 𝜇4(𝜃) = E𝜃 (𝑋1 − 𝑔(𝜃))4. (2.5)
Для этой оценки, основанной на выборке случайного объема, имеем




E 𝑁−1𝑛 . (2.6)
Предположим теперь, что математическое ожидание 𝑔(𝜃) неизвестно и для оценки
неизвестной дисперсии вместо оценки (2.4) используется оценка (см. (2.1))








, 𝛾 ∈ R. (2.7)
Если 𝛾 ̸= −1, то эта оценка не является несмещенной, но может иметь меньшее
среднеквадратичное отклонение, чем несмещенная оценка с 𝛾 = −1.
Нетрудно получить (см. [1], (3.6) и [2]), что справедливо равенство
?˜?*𝑛(𝜃) = E𝜃
(︀
























Используя Теорему 1, теперь имеем
?˜?𝑛(𝜃) = E𝜃
(︀






4(𝜃) − 1) E 𝑁−1𝑛 +
+
(︀










3. Дефекты некоторых оценок, основанных на выборках случайного
объема
В этом разделе мы применим результаты раздела 2 к вычислению дефектов
оценок, рассмотренных выше, основанных на выборках, объем которых имеет рас-
пределение Пуассона. Пусть 𝑀𝑛 – случайная величина, имеющая распределение
О ДЕФЕКТЕ НЕКОТОРЫХ ОЦЕНОК, ОСНОВАННЫХ НА ВЫБОРКАХ... 11








, 𝑘 = 0, 1, . . .
Определим случайный объем выборки по формуле
𝑁𝑛 = 𝑀𝑛 + 1,
тогда в среднем объем случайной выборки равен 𝑛 (объем неслучайной выборки),
то есть
E 𝑁𝑛 = 𝑛
и





















Дефект оценки 𝛿𝑁𝑛 относительно оценки 𝛿𝑛 (см. (2.1)), с учетом формул (2.2),
(2.3), (3.1) и (1.6) с 𝑟 = 𝑠 = 1, 𝑎(𝜃) = 𝜎2(𝜃), 𝑏(𝜃) = 0, 𝑐(𝜃) = 𝜎4(𝜃), равен
𝑑 = 1. (3.2)
Аналогично, асимптотический дефект оценки 𝛿𝑁𝑛 относительно оценки 𝛿𝑛 (см.
формулу (2.4)), после применения формул (2.5), (2.6), (3.1) и (1.6) с 𝑟 = 𝑠 = 1,
𝑎(𝜃) = 𝑐(𝜃) = 𝜇4(𝜃) − 𝜎4(𝜃), 𝑏(𝜃) = 0, также равняется единице
𝑑 = 1. (3.3)
Рассмотрим теперь третий пример из раздела 2 (см. (2.7)). Нетрудно видеть, что
справедливы равенства


























𝑑 𝑥 ∼ 𝑒
𝑛−1
𝑛 − 1 , 𝑛 → ∞




, 𝑛 → ∞. (3.4)
Теперь дефект оценки 𝛿𝑁𝑛 относительно оценки 𝛿𝑛 (см. формулу (2.7) и см. фор-
мулы (2.9), (2.10), (3.4) и (1.6) с 𝑟 = 𝑠 = 1) равен
𝑑 = 1 (3.5)
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(см. (2.7), (3.1), (3.4) и (1.6) с
𝑟 = 𝑠 = 1) равен
𝑑𝛾1,𝛾2 = (𝛾1 − 𝛾2)
(︁ 𝛾1 + 𝛾2 + 2
𝜇4(𝜃)/𝜎4(𝜃) − 1 − 2
)︁
. (3.6)










− 1 > 1
2
,









(𝛾1 − 𝛾2) (𝛾1 + 𝛾2 − 2). (3.7)




Наилучшее (в этом смысле) значение 𝛾 в нормальном случае есть 𝛾 = 1, 𝑑0,1 = 2,
которое обеспечивает экономию примерно в 1/2 наблюдения.
Эти примеры иллюстрируют следующую теорему.










































тогда для асимптотического дефекта оценки 𝛿𝑁𝑛(𝑋1, . . . , 𝑋𝑁𝑛) относительно
оценки 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) справедливо равенство
𝑑(𝜃) =
𝑘1 𝑎(𝜃) + 𝑏(𝜃) 𝑘2 − 𝑏(𝜃)
𝑎(𝜃)
.
Доказательство близко к доказательству Теоремы 1 (с учетом формулы (1.6)).
Заключение
Таким образом, в работе рассмотрен случай статистического оценивания неиз-
вестного параметра, основанный на оценках, построенных по выборкам случай-
ного объема. С помощью понятия дефекта проведено асимптотическое сравнение
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качества таких оценок. Получены явные формулы для асимптотического дефекта,
имеющего смысл необходимого добавочного числа наблюдений. Подробно рассмот-
рен случай, когда случайный объем выборки имеет распределение Пуассона.
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