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ON BURKHOLDER FUNCTION FOR ORTHOGONAL
MARTINGALES AND ZEROS OF LEGENDRE
POLYNOMIALS
ALEXANDER BORICHEV, PRABHU JANAKIRAMAN, ALEXANDER VOLBERG
Abstract. Burkholder obtained a sharp estimate of E |W |p via E |Z|p,
for martingales W differentially subordinated to martingales Z. His re-
sult is that E |W |p ≤ (p∗ − 1)pE |Z|p, where p∗ = max(p, p
p−1
). What
happens if the martingales have an extra property of being orthogonal
martingales? This property is an analog (for martingales) of the Cauchy-
Riemann equation for functions, and it naturally appears in a problem
on singular integrals (see the references at the end of Section 1). We es-
tablish here that in this case the constant is quite different. Actually,
E |W |p ≤ (1+zp
1−zp
)pE |Z|p, p ≥ 2, where zp is a specific zero of a certain
solution of the Legendre ODE. We also prove the sharpness of this esti-
mate. Asymptotically, (1 + zp)/(1− zp) = (4j−20 + o(1))p, p→ ∞, where
j0 is the first positive zero of the Bessel function of zero order. This con-
nection with zeros of special functions (and orthogonal polynomials for
p = n(n+ 1)) is rather unexpected.
1. Introduction
Let Z = (X, Y ),W = (U, V ) be two R2–valued martingales on the filtration
of the 2–dimensional Brownian motion Bs = (B1s, B2s)
T . Let
A =
[
−1, i
i, 1
]
.
The research of the first author was partially supported by the ANR grants DYNOP
and FRAB; the research of the second and the third authors was partially supported by
the NSF grants DMS-0501067 and DMS-0605166.
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We want W to be a martingale transform of Z defined by A. Let
X(t) =
∫ t
0
−→x (s) · dBs ,
Y (t) =
∫ t
0
−→y (s) · dBs ,
where X, Y are real-valued processes, and −→x (s),−→y (s) are R2–valued “mar-
tingale differences” written as row vectors.
Put
Z(t) = X(t) + iY (t), Z(t) =
∫ t
0
(−→x (s) + i−→y (s)) · dBs ,
and
W (t) = U(t) + iV (t), W (t) =
∫ t
0
(A(−→x (s)T + i−→y (s)T ))T · dBs .
We denote
W = A ⋆ Z .
As above,
U(t) =
∫ t
0
−→u (s) · dBs ,
V (t) =
∫ t
0
−→v (s) · dBs ,
W (t) =
∫ t
0
(−→u (s) + i−→v (s)) · dBs .
We can easily write the components of −→u (s),−→v (s):
u1(s) = −x1(s)− y2(s), v1(s) = x2(s)− y1(s) ,
u2(s) = x2(s)− y1(s), v2(s) = x1(s) + y2(s) .
Note that
−→u · −→v = u1v1 + u2v2 = −(x1 + y2)(x2 − y1) + (x2 − y1)(x1 + y2) = 0 .
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1.1. Local orthogonality. The processes
〈X,U〉(t) :=
∫ t
0
−→x · −→u ds, 〈X, V 〉(t) :=
∫ t
0
−→x · −→v ds,
〈Y, U〉(t) :=
∫ t
0
−→y · −→u ds, 〈Y, V 〉(t) :=
∫ t
0
−→y · −→v ds,
〈X,X〉(t) :=
∫ t
0
−→x · −→x ds, 〈Y, Y 〉(t) :=
∫ t
0
−→y · −→y ds,
〈X, Y 〉(t) :=
∫ t
0
−→x · −→y ds, 〈U, U〉(t) :=
∫ t
0
−→u · −→u ds,
〈V, V 〉(t) :=
∫ t
0
−→v · −→v ds, 〈U, V 〉(t) :=
∫ t
0
−→u · −→v ds.
are called the covariance processes. We can denote
d〈X,U〉(t) := −→x (t) · −→u (t), d〈X, V 〉(t) := −→x (t) · −→v (t),
d〈Y, U〉(t) := −→y (t) · −→u (t), d〈Y, V 〉(t) := −→y (t) · −→v (t),
d〈X,X〉(t) := −→x (t) · −→x (t), d〈Y, Y 〉(t) := −→y (t) · −→y (t),
d〈X, Y 〉(t) := −→x (t) · −→y (t), d〈U, U〉(t) := −→u (t) · −→u (t),
d〈V, V 〉(t) := −→v (t) · −→v (t), d〈U, V 〉(t) := −→u (t) · −→v (t),
d〈Z,Z〉(t) := −→x (t) · −→x (t) +−→y (t) · −→y (t) ,
d〈W,W 〉(t) := −→u (t) · −→u (t) +−→v (t) · −→v (t) .
The following observations are important.
Lemma 1. Let W = U + iV be the martingale transform of Z = X + iY by
means of the matrix A above. Then
d〈U, V 〉(t) = 0 , d〈U, U〉(t) = d〈V, V 〉(t) . (1.1)
Equivalently,
−→u (t) · −→v (t) = 0, |−→u (t)| = |−→v (t)| .
Lemma 2. We have
d〈U, U〉(t) ≤ 2 d〈Z,Z〉(t) , d〈V, V 〉(t) ≤ 2 d〈Z,Z〉(t) .
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Equivalently,
−→u (t) · −→u (t) ≤ 2 (−→x (t) · −→x (t) +−→y (t) · −→y (t)) ,
−→v (t) · −→v (t) ≤ 2 (−→x (t) · −→x (t) +−→y (t) · −→y (t)) .
or, equivalently,
d〈W,W 〉(t) ≤ 4 d〈Z,Z〉(t) .
Proof. We have
−→u (t) · −→u (t) = (x1 + y2)2 + (x2 − y1)2 ≤ 2 (x21 + y22 + x22 + y21) = 2 d〈Z,Z〉 .
Similar calculations can be made for v. 
Definition 3. The complex martingaleW = A⋆Z will be called the Ahlfors–
Beurling transform of the martingale Z.
Now let us quote a theorem of Banuelos–Janakiraman [2]:
Theorem 4. Let Z,W be two martingales on the filtration of the 2–dimen-
sional Brownian motion, and let W be an orthogonal martingale in the sense
of (1.1): d〈U, V 〉(t) = 0, d〈U, U〉(t) = d〈V, V 〉(t). Suppose that Z and W
satisfy the subordination property
d〈W,W 〉 ≤ d〈Z,Z〉.
Let p ≥ 2. Then for every t,
(E |W (t)|p)1/p ≤
√
p2 − p
2
(E |Z(t)|p)1/p
(| · | denotes the euclidean norm in R2).
One can easily obtain a “dual” version for 1 < p ≤ 2:
Theorem 5. Let Z,W be two martingales on the filtration of the 2–dimen-
sional Brownian motion, and let Z be an orthogonal martingale in the sense
of (1.1): d〈X, Y 〉(t) = 0, d〈X,X〉(t) = d〈Y, Y 〉(t). Suppose that Z and W
satisfy the subordination property
d〈W,W 〉 ≤ d〈Z,Z〉.
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Let 1 < p ≤ 2. Then for every t,
(E |W (t)|p)1/p ≤
√
2
p2 − p(E |Z(t)|
p)1/p .
We use the notations
‖Z(t)‖p := (E |Z(t)|p)1/p .
Sometimes we omit t and just write ‖Z‖p.
Theorem 4 together with Lemmas 1, 2 gives the following statement.
Theorem 6. ‖W‖p = ‖A ⋆ Z‖p ≤
√
2(p2 − p)‖Z‖p, p ≥ 2.
What happens in Theorems 4 for 1 < p < 2 and in Theorem 5 for p >
2 is quite interesting, especially because these problems have such a close
connection to estimates of the Ahlfors–Beurling operator, and because these
problems exercise a lot of resistance. See also [5] and [37, Section 5] where it is
shown how a big class of singular operators can be obtained from martingale
transforms.
Acknowledgments. We are very grateful to Vasily Vasyunin who read the
preliminary text and made many useful remarks. We are also very grateful
to Fedja Nazarov for useful discussion and valuable remarks.
2. Left-Right orthogonality. Main theorem
As above, let us consider two R2–valued martingales Z = (X, Y ) and W =
(U, V ), both on the filtration of the 2–dimensional Brownian motion. Using
the previous notations, we write
−→x (t) = ∇X(t), −→y (t) = ∇Y (t), −→u (t) = ∇U(t), −→v (t) = ∇V (t) .
Here the symbol ∇ stands for “stochastic gradient” of our martingales, some-
what abusing the notations. We assume the pointwise orthogonality
−→x (t) · −→y (t) = 0 , |−→x (t)| = |−→y (t)| , −→u (t) · −→v (t) = 0 , |−→u (t)| = |−→v (t)| . (2.1)
We also assume the pointwise subordination
|−→u (t)|2 + |−→v (t)|2 ≤ |−→x (t)|2 + |−→y (t)|2 . (2.2)
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To formulate our main result, let us recall that the Legendre function Lα(s)
of order α is the unique (up to a multiplicative constant) bounded near 1
solution of the Sturm–Liouville equation
((1− s2)y′(s))′ + α(α + 1)y(s) = 0 .
It is the hypergeometric function 2F1(−α, α + 1, 1; 1−s2 ).
For any p ∈ (2,∞) consider the positive number αp such that αp(αp+1) = p
that is
αp =
√
1 + 4p− 1
2
.
Consider the largest zero of Lαp(s) on (0, 1). Denote it by zp.
Theorem 7. Let p ≥ 2, let Z,W satisfy (2.1) and (2.2). Then
‖W‖p ≤ 1 + zp
1− zp ‖Z‖p .
Moreover, this constant is sharp.
Remark. In a recent preprint of Ban˜uelos and Osekowski [4] this theorem
is extended to 0 < p < 2. Moreover, it is extended to conformal martingales
in Rd. The extension is in the language of Bessel processes, which allows for
non-integer d as well!
Let J0 be the Bessel function of the zero order,
J0(x) =
∑
n≥0
(−1)n x
2n
22n(n!)2
.
Denote its first positive zero by j0. It is known (see, for example, [39, Section
15.51]) that
j0 ≈ 2.4048.
Furthermore (see Section 10),
lim
p→∞
1
p
· 1 + zp
1− zp =
4
j20
.
Since j0 > 2
4
√
2, our theorem gives better linear asymptotics for the constant
as p→∞ than that in Theorem 4.
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To prove Theorem 7 we are going to introduce the following Bellman func-
tion, a variant of Burkholder’s function from [7]–[10], which will work for
orthogonal martingales.
3. The Bellman function
We consider the martingales given by the stochastic integrals
X(t) = X(0) +
∫ t
0
−→x (s) · dBs , Y (t) = Y (0) +
∫ t
0
−→y (s) · dBs ,
U(t) = U(0) +
∫ t
0
−→u (s) · dBs , V (t) = V (0) +
∫ t
0
−→v (s) · dBs ,
M(t) =M(0) +
∫ t
0
−→m(s) · dBs .
We assume that the martingale Z(t) = (X(t), Y (t)) satisfies the condition
lim
t→∞
E |Z(t)|p <∞ .
(Since E |Z(t)|p is monotone, we have limt→∞E |Z(t)|p = supt≥0E |Z(t)|p.)
The martingaleM(t) is any martingale majorazing the sub-martingale |Z(t)|p.
Here we assume that the 5× 2-matrix of random processes
e(s) := (−→x (s),−→y (s),−→u (s),−→v (s),−→m(s))T
satisfies pointwise the condition e(s) ∈ A, where
A = {e ∈ M5×2 : e11e21 + e12e22 = 0, e211 + e212 = e221 + e222, e31e41 + e32e42 = 0,
e231 + e
2
32 = e
2
41 + e
2
42, e
2
31 + e
2
32 + e
2
41 + e
2
42 ≤ e211 + e212 + e221 + e222} .
The random process e(s) is also assumed to be a non-anticipatory process,
that is, e(s) is measurable with respect to the σ-algebra generated by the
2–dimensional Brownian motion {Bτ , τ ≤ s}.
Introduce now W = (U, V ). For T = (T1, T2, T3, T4, T5) ∈ R5 we define
B(T ) := sup
all non-anticipatory processes eij such that e(s) ∈ A,
X(0) = T1, Y (0) = T2, U(0) = T3, V (0) = T4, M(0) = T5, M(t) ≥ |Z(t)|
p
{ lim
t→∞
E |W (t)|p} .
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It is convenient to change the notations and write everything in the follow-
ing more compact form of a motion in R5:
R(t) = R(0) +
∫ t
0
e(s)dBs .
Then
B(T ) := sup
all non-anticipatory processes eij such that e(s) ∈ A,
R(0) = T , R5(t) ≥ (R1(t)
2 +R2(t)
2)p/2
{ lim
t→∞
E (R3(t)
2+R4(t)
2)p/2} .
The function B(T ) is defined on the following convex domain inside R5:
Ω := {T ∈ R5 : T5 ≥ (T 21 + T 22 )p/2} .
3.1. Properties of the Bellman function. Let us fix a positive time t.
Choose any non-anticipatory process e(τ), 0 ≤ τ < t , satisfying the above
restrictions. If we start from a point R(0) ∈ Ω, we obtain the points Pt =
R(t, ω). These are our starting data now.
Choose a matrix process e(s) , s ≥ t, for a given R(t, ω), that attains the
supremum in the definition of B(R(T )) up to a small ε > 0. Then the process
e, equal to e(τ), 0 ≤ τ < t, e(s), s > t, should be compared to the processes
for the starting data T = R(0) giving the supremum in the definition of
B(R(0)). Let us do this comparison. Introduce
F (T ) = (T 23 + T
2
4 )
p/2 .
Let R(t) be the martingale driven by e constructed above. Using the for-
mula of full probability and stationarity of Brownian motion Bs we can write
“Bellman’s principle”:
B(R(0)) ≥ EF (R(∞)) = EE (F (R(∞))|R(t, ω) = Pt) ≥ EB(R(t))− ε .
In other words,
E (B(R(t))− B(R(0))) ≤ 0 .
Since F is convex, and R(t) satisfies the martingale property for any initial
point T = R(0) in Ω, we have obviously
B(T ) ≥ B(R(t)) ≥ EF (R(∞)) ≥ F (ER(∞)) = F (R(0)) = (T 23 + T 24 )
p
2 .
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Now we apply the Itoˆ formula for the difference:
E (B(R(t))− B(R(0))) = 1
2
∫ t
0
E
5∑
k,l=1
∂2B
∂Tk∂Tl
(dRk(s) · dRl(s)) ds ;
we use here that E |Bs+∆s − Bs|2 = ∆s. Note that by the formulas at the
beginning of the section, dRj(s) is exactly ej(s), that is the j-th row of the
matrix e. Therefore,
E (B(R(t))− B(R(0))) = 1
2
∫ t
0
E
5∑
k,l=1
∂2B
∂Tk∂Tl
(−→ek(s) · −→el (s)) ds
=
1
2
∫ t
0
E trace (e(s)Td2B e(s)) ds ≤ 0 ,
where d2B denotes the Hessian (matrix) of B.
This formula holds for all non-anticipatory matrix processes e(s), 0 ≤ s ≤ t.
We have already tacitly assumed the smoothness of B. Using this assumption
again, we divide the latter inequality by t and pass to the limit t→ 0. Then
we get:
− trace (e(s)Td2B e(s)) = −
5∑
k,l=1
∂2B
∂Tk∂Tl
(−→ek · −→el ) ≥ 0 e ∈ A . (3.1)
Actually we might hope to have more (and these hopes will be, although
only partially, fulfilled):
max
e∈A,e 6=0
5∑
k,l=1
∂2B
∂Tk∂Tl
(−→ek · −→el ) = 0, . (3.2)
We will not use (3.2) in the future. As we told, it was just a hope.
A more rigorous analysis of how to obtain (3.2) can be found in [21]. Still,
it is not totally clear what conditions guarantee that “each state has the best
control”.
Note that each vector ej , j = 1, . . . , 5 has two coordinates. Let us unite all
first coordinates and call the corresponding 5-vector e1, similarly we get e2.
Then (3.1) can be rewritten as
trace (eTd2B e) = (d2B e1) · e1 + (d2B e2) · e2 ≤ 0 , e ∈ A .
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Similarly, we might hope to have
max
e∈A,e 6=0
trace (eTd2B e) = sup
e=(e1,e2)∈A
((d2B e1) · e1 + (d2B e2) · e2) = 0 .
Theorem 8. Let Ψ be any function such that
trace (e(s)Td2Ψ e(s)) ≤ 0 , e ∈ A (3.3)
(in the sense of distributions),
Ψ(T ) ≥ F (T ) , (3.4)
and let for some c > 0 we have
Ψ(T ) ≤ cpT5 , (3.5)
for all T satisfying T1 = T2 = T3 = T4 = 0.
Then ‖W (t)‖p ≤ c‖Z(t)‖p, for any time t and any two orthogonal mar-
tingales W,Z such that W is differentially subordinated to Z in the sense of
(2.2).
Proof. Fix t ≥ 0 and denote R1 := X , R2 := Y , R3 := U , R4 := V , M :=
|(R1(t), R2(t))|p. Consider the martingale R5(s) = E (M |Fs), where Fs is the
σ-algebra generated by B1(τ), B2(τ) for τ ≤ s. Let us consider EΨ(R(s)). If
we apply Itoˆ’s formula to Ψ(R(s)) on [0, t] and take the expectation, we get
EΨ(R(t)) =
1
2
E
∫ t
0
5∑
k,l=1
∂2Ψ
∂Tk∂Tl
(dRk(s) · dRl(s)) ds+Ψ(R(0)) .
Next we use (3.3)–(3.5) and the convention R3 = U , R4 = V to get
E |(U(t), V (t))|p ≤ Ψ(R(0)) ≤ cpR5(0) .
Since R5(s) is a martingale, we have
R5(0) = ER5(0) = ER5(t) = EM = E |(R1(t), R2(t))|p .
It remains to note that we have the convention: R1 = X , R2 = Y . 
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Corollary 9. The best constant c such that B(T ) ≤ cpT5 for all T satisfying
T1 = T2 = T3 = T4 = 0 coincides with the best constant c such that ‖W (t)‖p ≤
c‖Z(t)‖p, for any time t and any two orthogonal martingales W,Z such that
W is differentially subordinated to Z.
It is easy to see several other properties of B. For example, by multiplying
our martingales T1, T2, T3, T4 by a positive constant τ one obtains:
B(τT1, τT2, τT3, τT4, τ pT5) = τ pB(T ) .
Let S be a unitary operator on R2. Note that if we multiply its matrix by
a matrix [
x1 x2
y1 y2
]
such that its rows are orthogonal and the norms of rows are equal, then we
have again a matrix with orthogonal rows having the same norm.
For us this means that given (X, Y )T , (U, V )T (or (R1, R2)
T , (R3, R4)
T in
other notations), we can apply S to these vectors, and we can multiply the
corresponding martingales for any t by the constant unitary matrix of S.
Note that the process e will be transformed. Namely, the fifth row stays the
same, but the rows 1, 2 and the rows 3, 4 form matrices which are multiplied
on the left by the matrix of S. As we have found out, the new matrix e′
has the same properties of rows as e! So again e′ ∈ A pointwise. Of course,
|S · (U, V )T (t)| = |(U, V )T (t)| pointwise. This reasoning gives us the following
property of B:
B(T ) =: b((T 21 + T 22 )1/2, (T 23 + T 24 )1/2, T5) .
The next property becomes obvious when we take R1(t) = R3(t), R2(t) =
R4(t):
(T 21 + T
2
2 )
p/2 ≤ B(T ) .
3.2. Reduction of the number of variables. Fix some c > 0 and T ′ =
(T1, T2, T3, T4). Recall that (T
′, T5) ∈ Ω if and only if T5 ≥ (T 21 + T 22 )p/2, and
consider
Φ(T ′) = Φc(T
′) = sup
T=(T ′,T5):T∈Ω
(B(T )− cpT5) .
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If c is larger than the best constant in Corollary 9, then Φ is well defined
at 0, and hence, everywhere.
Obviously, we have
Φ(tT ′) = tpΦ(T ′) , (3.6)
Φ(T ′) =: φ((T 21 + T
2
2 )
1/2, (T 23 + T
2
4 )
1/2) . (3.7)
By the submartingale property of |W (t)|p we obtain:
(T 23 + T
2
4 )
p/2 ≤ B(T ) .
What is much less easy (but still true) is that the concavity in the sense of
(3.1) is also preserved. It is much less easy because the supremum of concave
functions is not obliged to be concave. But if we have a concave function
of several variables and form a new function which is the supremum of the
original function over one of the variables, then the result is concave again.
The same reasoning gives
− trace (e′Td2Φ e′) = −
4∑
k,l=1
∂2Φ
∂Tk∂Tl
(−→ek · −→el ) ≥ 0 , e ∈ A . (3.8)
Here e′ denotes the matrix e with deleted fifth row.
Inequality (3.8) can be rewritten (again, in the sense of distributions) as
trace (e′Td2Φ e′) = (d2Φ e1) · e1 + (d2Φ e2) · e2 ≤ 0 , e ∈ A˜ . (3.9)
Here e1, e2 are 4-vectors, namely e1 is the (column) vector of the first coor-
dinates of all vectors −→ek , k = 1, 2, 3, 4, and e2 is the (column) vector of the
second coordinates of all vectors −→ek , k = 1, 2, 3, 4. We write e1 = (h, k)T , e2 =
(h′, k′)T , where h, k, h′, k′ are (row) 2-vectors. Furthermore, the conditions
on e′ are the same as those on e but now with the fifth row deleted. We call
these conditions A˜, and here they are:
|h| = |h′|, |k| = |k′|, h · h′ = 0, k · k′ = 0, |k| ≤ |h| . (3.10)
The next property is obvious:
(T 23 + T
2
4 )
p/2 − cp (T 21 + T 22 )p/2 ≤ Φ(T ) . (3.11)
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In the opposite direction, starting with a function Φ and c > 0 satisfying
(3.6), (3.7), (3.9), (3.11), we can define
Ψ(T ) = Φ(T ′) + c5T5,
and apply Theorem 8.
Corollary 10. The best constant c such that there exists a function Φ sat-
isfying (3.6), (3.7), (3.9), (3.11) coincides with the best constant c such that
‖W (t)‖p ≤ c‖Z(t)‖p, for any time t and any two orthogonal martingales W,Z
such that W is differentially subordinated to Z.
3.3. Another reduction of the number of variables. The function Φ has
4 variables, but the radial symmetry allows us to reduce it to a function of
only 2 variables. Namely, using (3.6) and (3.7) we obtain a function φ(x, y),
x ≥ 0, y ≥ 0 such that
φ(tx, ty) = tpφ(x, y) . (3.12)
By (3.11), we have
yp − cpxp ≤ φ(x, y) .
Now we want to rewrite (3.9) in terms of φ using (3.10). Set
z =
(T1, T2)
|(T1, T2)| , w =
(T3, T4)
|(T3, T4)| .
Given a vector h, we denote by h⊥ the projection of h on the direction or-
thogonal to z; given a vector k we denote by k⊥ the projection of k on the
direction orthogonal to w, the same with h′, k′.
Set x = (T 21 +T
2
2 )
1/2, y = (T 23 +T
2
4 )
1/2, u1 = u2 = x, u3 = u4 = y. We have
∂uj
∂Tj
=
Tj
uj
,
∂Φ
∂Tj
=
∂φ
∂uj
· Tj
uj
, 1 ≤ j ≤ 4,
∂2Φ
∂T 2j
=
∂2φ
∂u2j
· T
2
j
u2j
+
∂φ
∂uj
· u
2
j − T 2j
u3j
, 1 ≤ j ≤ 4,
∂2Φ
∂Tj∂Tk
=
∂2φ
∂u2j
· TjTk
u2j
− ∂φ
∂uj
· TjTk
u3j
, 1 ≤ j, k ≤ 4, uj = uk, j 6= k,
∂2Φ
∂Tj∂Tk
=
∂2φ
∂x∂y
· TjTk
xy
, 1 ≤ j, k ≤ 4, uj 6= uk.
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Then
(d2Φ (h, k)T ) · (h, k)T + (d2Φ (h′, k′)T ) · (h′, k′)T =
1
x
∂φ
∂x
|h⊥|2 + ∂
2φ
∂x2
(h · z)2 + 2 ∂
2φ
∂x∂y
(h · z)(k · w) + ∂
2φ
∂y2
(k · w)2 + 1
y
∂φ
∂y
|k⊥|2+
1
x
∂φ
∂x
|h′⊥|2 + ∂
2φ
∂x2
(h′ · z)2 + 2 ∂
2φ
∂x∂y
(h′ · z)(k′ · w) + ∂
2φ
∂y2
(k′ · w)2 + 1
y
∂φ
∂y
|k′⊥|2
=
1
x
∂φ
∂x
|h|2 + ∂
2φ
∂x2
|h|2 + 2 ∂
2φ
∂x∂y
(h · Sk) + ∂
2φ
∂y2
|k|2 + 1
y
∂φ
∂y
|k|2 .
Here S stands for a unitary operator sending w to z. Note that the last
expression must be non-positive for any h, k such that
|k| ≤ |h| .
Thus, (3.9) becomes (in the sense of distributions)
1
x
∂φ
∂x
|h|2+∂
2φ
∂x2
|h|2+2 ∂
2φ
∂x∂y
(h·k)+∂
2φ
∂y2
|k|2+1
y
∂φ
∂y
|k|2 ≤ 0 , |k| ≤ |h| . (3.13)
4. Reduction to differential inequalities in one dimension
We can reduce our problem to the following one. We are looking for the
smallest c such that the function
hc(x, y) := y
p − cpxp
can be majorized by a solution of the differential inequality (3.13) satisfying
(3.12). Both φ and hc are p-homogeneous. Therefore, we can further reduce
our problem to that on functions of one real variable. First note that (3.13)
is equivalent to the fact that a certain quadratic polynomial is negative when
its argument is bigger than 1 in absolute value. This is equivalent to three
inequalities, the first and the second of which are
1
x
∂φ
∂x
+
∂2φ
∂x2
− 2 ∂
2φ
∂x∂y
+
∂2φ
∂y2
+
1
y
∂φ
∂y
≤ 0 , (4.1)
1
x
∂φ
∂x
+
∂2φ
∂x2
+ 2
∂2φ
∂x∂y
+
∂2φ
∂y2
+
1
y
∂φ
∂y
≤ 0 . (4.2)
These relations claim just that our quadratic expression is negative when its
argument is equal to ±1.
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Let D denote the discriminant of our quadratic expression,
D =
( ∂2φ
∂x∂y
)2
−
(1
x
∂φ
∂x
+
∂2φ
∂x2
)(1
y
∂φ
∂y
+
∂2φ
∂y2
)
.
Clearly, if D < 0, and if the quadratic polynomial is negative at ±1 by (4.1),
(4.2), then it is negative for all the arguments exceeding 1 in absolute value
and (3.13) holds. If D ≥ 0, then (3.13) follows from (4.1), (4.2), and the fact
that the smaller root of the quadratic expression belongs to (−1, 1), which is
our third inequality: ∣∣∣∣∣∣∣ ∂2φ∂x∂y
∣∣∣−D1/2
∣∣∣∣ ≤
∣∣∣∣∂2φ∂x2 + 1x ∂φ∂x
∣∣∣∣ . (4.3)
Now using homogeneity we write
s :=
y − x
x+ y
,
y
x+ y
=
1 + s
2
,
x
x+ y
=
1− s
2
, (4.4)
φ(x, y) = (x+ y)pφ
( x
x+ y
,
y
x+ y
)
= (x+ y)pφ
(1− s
2
,
1 + s
2
)
,
g(s) := φ
(1− s
2
,
1 + s
2
)
.
On {(x, y) : x+ y = 1} we have:
φxx = p(p− 1)g(s)− 2(p− 1)(1 + s)g′(s) + (1 + s)2g′′(s) ,
φyy = p(p− 1)g(s) + 2(p− 1)(1− s)g′(s) + (1− s)2g′′(s) ,
φxy = p(p− 1)g(s)− 2(p− 1)sg′(s)− (1− s2)g′′(s) , (4.5)
φx
x
=
2p
1− sg(s)−
2(1 + s)
1− s g
′(s) , (4.6)
φy
y
=
2p
1 + s
g(s) +
2(1− s)
1 + s
g′(s) , (4.7)
φxx − 2φxy + φyy = 4g′′(s) . (4.8)
Denote
Kg(s) := p(p− 1)g(s)− 2(p− 1)sg′(s)− (1− s2)g′′(s) ,
Dg(s) := ((1− s2)g′(s))′ + pg(s) ,
D˜g(s) :=
Dg(s)
1− s2 +Kg(s) .
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Then (4.1), (4.2) can be rewritten correspondingly as
Dg(s) = (1− s2)g′′(s)− 2sg′(s) + pg(s) ≤ 0 , s ∈ [−1, 1] , (4.9)
D˜g(s) =
Dg(s)
1− s2 +Kg(s) ≤ 0 , s ∈ [−1, 1] . (4.10)
Next we pass to (4.3). Suppose that Dg = 0 on an interval I. Then we
can calculate on {(x, y) : x+ y = 1, y−x
x+y
∈ I}:
φxy = p(−2sg′ + pg) ,
1
x
φx + φxx = p
(−2(1 + s)g′ + pg) , 1
y
φy + φyy = p
(
2(1− s)g′ + pg) .
Therefore,
D = 4p2g′2 ≥ 0 ,
and condition (4.3) becomes
∣∣| − 2sg′ + pg| − 2|g′|∣∣ ≤ | − 2(1 + s)g′ + pg| , (4.11)
which is just the triangle inequality.
Thus, for any interval I where g is a solution of the Legendre equation
Dg = 0, (4.3) is automatically satisfied on {(x, y) : y−x
x+y
∈ I}.
5. Case p = n(n+ 1)
From now on, we assume that p = α(α+1), α > 1, and we use the notation
Dα for the operator D defined in (4.9).
If α = n ∈ N, then p = n(n + 1) and the Legendre functions Ln (i.e.
the solutions of the equation DnLn = 0 bounded near the point 1) become
Legendre polynomials (see, for instance, [14, Section 3.8]):
Ln(s) =
1
2nn!
dn
dsn
(s2 − 1)n, Ln,a = aLn . (5.1)
Note that Ln(1) = 1.
Let us consider an obstacle function
hc(s) :=
(1 + s
2
)p
− cp
(1− s
2
)p
.
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Our first remark is that
Dαhc(s) = Dα
((1 + s
2
)p
− cp
(1− s
2
)p)
=
p
p− 1(1− s
2)h′′c (s) .
In particular, the inflection point ip of hc coincides with the point where
the function Dαhc changes the sign from positive to negative (when we move
from s = 1 to s = −1).
Suppose that α = n > 1 is an integer. If p = n(n + 1), then the Legendre
equation Dng = 0 has two linearly independent solutions: one is the Legendre
polynomial Ln of degree n, and another, Qn, has logarithmic singularities at
x = ±1.
The following statement is a partial case of Lemma 19 we prove later on:
Lemma 11. Consider the set Yp of all linear combinations of these solutions
Ln and Qn. For any y ∈ Yp, let f(y, p) be the largest zero of y on [−1, 1].
Then
min
y∈Yp
f(y, p) = f(Ln, p) =: zp .
Consider all the pairs (f, hc), where f is a solution of the Legendre equation
such that f(1) > 1 and hc is as above (recall that hc(1) = 1), f > hc on some
interval (x, 1], and f and hc have the same values and the same derivatives
at x. Here is a question which will occupy our attention almost till the end
of this section:
Question: What is the smallest c possible for such pairs?
Theorem 12. The smallest c is 1+zp
1−zp
.
Consider the following situation: Ln,a and hc touch at a certain point x =
x(p, a), the first function being above the second one on (x(p, a), 1]. It is
easy to obtain such a situation. Fix a > 1 to have Ln,a(1) > 1. Note that
hc(1) = 1 for every c. Take sufficiently large c. Since zp is the first zero of
Ln (counting from 1 to the left, p = n(n + 1)), we have Ln,a > hc on [zp, 1].
Start to decrease c. At a touching point x = x(p, a), c = c(p, a) we have the
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equations 
(
1+x
2
)p − cp(1−x
2
)p = aLn(x) ,
p
2
((1+x
2
)p−1 + cp(1−x
2
)p−1) = aL′n(x) .
Then (1 + x
2
)p−1
= a
(1
p
(1− x)L′n(x) + Ln(x)
)
,
cp
(1− x
2
)p−1
= a
(1
p
(1 + x)L′n(x)− Ln(x)
)
,
and we get
cp =
(1 + x
1− x
)p−1 1
p
(1 + x)L′n(x)− Ln(x)
1
p
(1− x)L′n(x) + Ln(x)
.
Let us consider the function
β(x) :=
(1 + x)pL′n(x)− p(1 + x)p−1Ln(x)
(1− x)pL′n(x) + p(1− x)p−1Ln(x)
.
Lemma 13. The function β is strictly increasing on the interval [zp, 1).
Proof. Let us differentiate β and use the fact that Ln satisfies the equation
(1− x2)L′′n(x)− 2xL′n(x) + pLn(x) = 0. Then we get
β ′(x)((1− x)pL′n(x) + p(1− x)p−1Ln(x))2
2p(1− x2)p−2
= Ln(x)((1− x2)L′′n(x) + (p− 1) · 2xL′n(x)− p(p− 1)Ln(x))
= p(1− x2)Ln(x)L′′n(x) . (5.2)
The only zero of Ln on [zp, 1) is zp. The polynomial Ln is positive on (zp, 1).
Let us show that
L′′n(s) > 0 , s ∈ [zp, 1) . (5.3)
The orthogonal polynomial Ln has exactly n zeros on [−1, 1] (it is a general
property, but it also follows easily from formula (5.1)). Then L′n has exactly
n − 1 zeros on [−1, 1], and its largest zero is to the left of zp. Furthermore,
L′′n has exactly n − 2 zeros on [−1, 1], and its largest zero is also to the left
of zp. Since Ln is zero at zp and one at 1, we conclude that the sign of L
′′
n on
[zp, 1) is positive, which proves (5.3).
Thus, the function β is strictly increasing on [zp, 1). 
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We continue by defining
a(x) :=
p
2
((1 + x
2
)p−1
+ β(x)
(1− x
2
)p−1)
L′n(x)
−1 , x ∈ [zp, 1).
Then (x, a(x), β(x)1/p), x ∈ (zp, 1), is a touching triple, in the sense that
a(x)Ln touches hβ(x)1/p at the point x. We have already checked that β
increases strictly on [zp, 1) from
(1+zp
1−zp
)p
to +∞. Let us check now that a(x)
decreases strictly on [zp, 1) from
a(zp) = h
′
1+zp
1−zp
(zp)/L
′
n(zp) (5.4)
to 1.
Lemma 14. The function a(x) is strictly decreasing on [zp, 1).
Proof. At the touching point, we have
a(x)Ln(x) = hβ(x)1/p(x) .
Differentiating both sides gives us
a′(x)Ln(x) + a(x)L
′
n(x) = h
′
β(x)1/p(x)− β ′(x)
(1− x
2
)p
.
Since h′
β(x)1/p
(x) = a(x)L′n(x), we obtain
a′(x)Ln(x) = −β ′(x)
(1− x
2
)p
= −A(x)Ln(x)L′′n(x),
where A(x) > 0. Since Ln > 0 in (zp, 1) and L
′′
n > 0 in [zp, 1), the assertion
of the lemma follows. 
Summing up, we have unique touching triples (x, a(x), β(x)1/p) for x ∈
[zp, 1) with a(x) → 1 and β(x) → ∞ as x → 1. Let (zp, a(zp), β(zp)1/p) be
the triple at zp. Choose c large enough so that hc < a(zp)Ln on the whole
interval [zp, 1]. Now decrease c continuously till hc (hc increases) first meets
a(zp)Ln at some point x ∈ [zp, 1).
If the meeting point x is on (zp, 1), it must be also a touching point. Then
a(x) = a(zp). On the other hand, x > zp, and so by Lemma 14 one has
a(x) < a(zp). We came to a contradiction. Thus, the meeting point is zp.
Next we verify that it is also a touching point. Indeed, c is equal to 1+zp
1−zp
,
therefore h′c(zp) = a(zp)L
′
n(zp) by (5.4). This means exactly that hc (with
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this c) not only meets a(zp)Ln at zp but also touches it at zp. Finally, hc
stays below a(zp)Ln on the whole (zp, 1): that is how we constructed that c.
This completes the proof of Theorem 12.
Here is a different proof of Theorem 12. Let us start with several remarks.
First of all, let us fix 1 < a < a(zp) and starting with c =∞ let us decrease c
until the first time hc(x) meets Ln,a(x) on [zp, 1) being below Ln,a(x) on the
whole interval [zp, 1). Since a < a(zp), the meeting points are on (zp, 1), and
hence are touching points.
The touching point on the interval [zp, 1) (we call it x(a) = x(n, a)) is
unique. Otherwise, suppose that for some a > 1 and for some c = c(a) we
have two touching points on [zp, 1). Then by the previous considerations we
have
β(x1) = β(x2) = c
p ,
which contradicts to Lemma 13. We increase a and get decreasing c(a) and
touching points x(a) ∈ [zp, 1). How can this process end up? The first
possibility is that for a certain ap > 1 we have hc lying below Ln,ap and
touching it at zp. Then automatically c = cp :=
1+zp
1−zp
, and ap = a(zp);
otherwise, the process may stop when ap = a(zp). Then again c = cp =
1+zp
1−zp
.
One more proof of Theorem 12 can be obtained from the following fact
which we establish for all p > 2:
Lemma 15. The common tangent line ℓp separates the graphs of Lα,ap and
hcp on (zp, 1) if p = α(α + 1) > 2.
Proof. It is easy to calculate the slope of ℓp:
h′cp(zp) =
p
2
(1 + zp
2
)p−1(
1 +
1 + zp
1− zp
)
= p
(1 + zp
2
)p−1 1
1− zp .
Then
ℓp(1) = p
(1 + zp
2
)p−1
.
Later on we prove that
p
(1 + zp
2
)p−1
≥ 1 , p ≥ 2 . (5.5)
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In Lemma 20 below we prove that Lα is convex on [zp, 1]; hence, Lα,ap
lies above ℓp. The function hcp is concave on (zp, ip) (recall that ip denote
the unique inflection point of hcp). So hcp < ℓp on (zp, ip]. In particular,
hcp(ip) < ℓp(ip). On [ip, 1] the function hcp is convex. We have seen that at
the left end of this interval it is lower than the line ℓp. Inequality (5.5) shows
that the same happens at the right end point 1, because hcp(1) = 1. This
completes the proof of our lemma modulo (5.5).
To verify (5.5) we first establish
Lemma 16.
1 + zp
2
≥ p
p + 2
, p ≥ 2.
Proof. We have
pLα(x) = −((1− x2)L′α(x))′ .
We integrate this equality from zp to 1:
(1− z2p)L′α(zp) = p
∫ 1
zp
Lα(x) dx .
Since Lα is convex on [zp, 1], the integrand is bigger than L
′
α(zp)(x − zp).
Therefore,
(1− z2p)L′α(zp) ≥
p
2
L′α(zp)(1− zp)2 .
This is equivalent to
1 + zp
1− zp ≥
p
2
.
which proves our assertion. 
To prove (5.5) and to finish the proof of Lemma 15 it remains to mention
that ( p
p+ 2
)p−1
≥ 1
p
, p ≥ 2,
or pp ≥ (p+2)p−1. This elementary inequality is true for p ≥ 2 with equality
only for p = 2. 
Thus, our best meeting point is zp, and our best cp is
1 + zp
1− zp .
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As x(p, a) = zp and cp are already defined, we determine a = ap from equalities
above:
ap =
p
2
((1 + zp
2
)p−1
+
(1 + zp
1− zp
)p(1− zp
2
)p−1)
· L′n(zp)−1 .
5.1. A candidate for the solution of (4.9), (4.10), (4.3). We consider the
function (recall that p = n(n+ 1))
gp(s) :=

Ln,ap(s), s ∈ [zp, 1]hcp(s), s ∈ [−1, zp] .
It is C1-smooth, and it satisfies (4.9): Dgp ≤ 0. In fact, it actually satisfies
the equality Dgp = 0 on the interval (zp, 1]. On the interval [−1, zp], gp = hcp
(recall that hcp has an inflection point ip such that c
p
p =
(1+ip
1−ip
)p−2
located
to the right of zp satisfying the property c
p
p =
(1+zp
1−zp
)p
). Recall also that
at the beginning of this section we checked that the inflection point of hc
coincides with the point where Dhc changes the sign from negative to positive.
Therefore, to the left of ip we have Dhcp ≤ 0, which implies that to the left
of zp we have Dgp = Dhcp ≤ 0.
Now let us check (4.10), (4.3). Recall that D˜g = Dg
1−s2
+Kg. Therefore, to
check (4.10) (i.e. D˜gp(s) ≤ 0), it is sufficient to prove that
−Kgp(s) = (1− s2)g′′p(s) + (2p− 2)sg′p(s)− (p2 − p)gp(s) ≥ 0 .
The function gp coincides with hcp on [−1, zp]. Note that
Khc(s) = 0
identically on [−1, 1] for any c. So we need only to check the inequality
−KLn(s) ≥ 0 on [zp, 1]. We are to verify that
(1− s2)L′′n(s) + (2p− 2)sL′n(s)− (p2 − p)Ln(s) ≥ 0 ,
and we have
DLn(s) = (1− s2)L′′n(s)− 2sL′n(s) + pLn(s) = 0 . (5.6)
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Therefore, it suffices to check that
p
(
2sL′n(s)− pLn(s)
) ≥ 0 , s ∈ [zp, 1] .
Using (5.6) once more, we see that this follows from (5.3).
Lemma 17. For p = n(n + 1), inequality (4.3) is satisfied for the function
φ(x, y) = (x+ y)pgp(
y−x
x+y
) such that gp = Ln,ap to the right of zp and gp = hcp
to the left of zp, where cp =
1+zp
1−zp
.
Proof. If s = y−x
x+y
belongs to (zp, 1], then gp = Ln,ap , and (4.3) follows, see
(4.11). To check (4.3) for others s is easy. Indeed, here gp = hcp. For
ψ(x, y) := (x+y)p((y/(x+y))p−cpp(x/(x+y))p) = yp−cppxp we have ψxy = 0,
ψx/x+ ψxx = −cppp2xp−2, ψy/y + ψyy = p2yp−2. Inequality (4.3) for ψ can be
written as ∣∣(ψx/x+ ψxx)(ψy/y + ψyy)∣∣1/2 ≤ |ψx/x+ ψxx| ,
or, equivalently,
yp−2 ≤ cppxp−2 . (5.7)
If s < zp, then
(1 + s)p−2 ≤ cpp(1− s)p−2,
and (5.7) follows by (4.4). 
Remark 18. We have proved (4.3) for p = n(n + 1). However, our argument
extends to all p > 2.
All the inequalities (4.1), (4.2), (4.3) are now proved for p = n(n + 1).
This shows that the constant in the orthogonal martingale estimate for such
p satisfies the inequality
cp ≤ 1 + zp
1− zp .
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6. Legendre equation. General facts
Here we list some useful facts from [14].
Consider the equation
P (x)y′′ +Q(x)y′ +R(x)y = 0
near the point x = x0, where P,Q,R are analytic functions and
(x− x0)Q(x)
P (x)
, (x− x0)2R(x)
P (x)
are analytic functions in a neighborhood of x0 (the regular singular point
case). Suppose that the indicial polynomial
r(r − 1) + a0r + b0 ,
where
a0 = lim
x→x0
(x− x0)Q(x)
P (x)
, b0 = lim
x→x0
(x− x0)2R(x)
P (x)
has a double root r = r1. Then our equation has two linearly independent
solutions represented in a small half-neighborhood (x0, x0+ε) by the formulas
f1(x) = (x− x0)r1
∞∑
n=0
an(x− x0)n ,
f2(x) = f1(x) log
1
x− x0 + (x− x0)
r1
∞∑
n=1
bn(x− x0)n ;
the series converge absolutely for x ∈ (x0 − ε, x0 + ε), a0 6= 0.
In the case of the Legendre equation,
(1− x2)y′′ − 2xy′ + py = 0, (6.1)
we will use these notations for a bounded and an unbounded solutions near
x0 = 1:
f1(x) = 1 +
p
2 · 12 (x− 1)−
p(1 · 2− p)
(2 · 12)(2 · 22)(x− 1)
2 + . . .
+ (−1)n+1p(1 · 2− p) . . . (n(n− 1)− p)
2n(n!)2
(x− 1)n + . . . .
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For integer α this is a Legendre polynomial. Furthermore, in a half-neighbor-
hood (1− ε, 1) we have
f2(x) = f1(x) log
1
1− x +H(x) ,
where H is real analytic in a neighborhood of 1; f1 and f2 are real analytic
on (−1, 1).
7. The case p > 2
To extend our solution of the main problem from the case p = n(n+ 1) to
the general case p > 2, we need to prove a couple of lemmas. Denote by zp
the rightmost zero of f1 on the interval [−1, 1]. We are going to prove two
things: (1) for every solution of Legendre equation (6.1), its rightmost zero
on the interval [−1, 1] is at least zp; (2) the solution f1 is strictly convex on
[zp, 1].
We need also Remark 18 to complete the reasoning for all p > 2.
Lemma 19. For every solution of Legendre equation (6.1), its rightmost zero
on the interval [−1, 1] is at least zp.
Proof. Note that f2(1) = +∞. Consider the Wronskian W (x) = f ′2(x)f1(x)−
f ′1(x)f2(x). Section 6 gives us that W (x) ≍ 11−x , x < 1. So W is positive near
x = 1. We know that
W ′(x) =
2x
1− x2W (x) ,
and, hence, W preserves the sign. Consider
W (zp) = f
′
2(zp)f1(zp)− f ′1(zp)f2(zp) = −f ′1(zp)f2(zp) .
The function f1 is positive on [zp, 1], and it changes sign at zp, so f
′
1(zp) ≥ 0.
If f ′1(zp) = 0, then by the Legendre equation, f
′′
1 (zp) = 0, and differentiating
the Legendre equation, we get f
(n)
1 (zp) = 0 for all n. This is impossible as
the analytic function f1 would then vanish identically. Hence, f
′
1(zp) > 0. We
conclude that
f2(zp) < 0 .
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Consider a linear combination f3 = c1f1 + c2f2 with a positive c2. Then
f3(zp) < 0 by what we have just proved. Since f3(1) = +∞, f3 must have a
zero on (zp, 1). For negative c2 we have the same conclusion. 
Lemma 20. The function f1 is strictly convex on [zp, 1) for p > 2.
Proof. We have
(1− x2)f ′′1 − 2xf ′1 + pf1 = 0 ,
(1− x2)f ′′′1 − 4xf ′′1 + (p− 2)f ′1 = 0 .
Then
f ′1(1) =
p
2
, f ′′1 (1) =
p(p− 2)
8
.
We have already observed that f ′1(zp) > 0. By the first equation above we
get f ′′1 (zp) > 0 .
Let x1 ∈ (zp, 1) be the first point where f ′′1 (x1) = 0. Then obviously
f ′1(x1) > 0, and by the second equation above f
′′′
1 (x1) < 0. So f1 does
change convexity to concavity passing through x1. Furthermore, we have
just seen that f ′′1 (1) =
p(p−2)
8
> 0. So f1 should change from concavity to
convexity again, say at x3 ∈ (x1, 1). Let x3 be the closest to x1 point with
this property, so that f ′′1 < 0 in between. Then there exists x2 ∈ (x1, x3)
such that f ′′′1 (x2) = 0, f
′′
1 (x2) < 0. Plug this to the second equation at the
beginning of the proof and note that then
f ′1(x2) < 0 .
Therefore, using again the Legendre equation we see that f ′1, f
′′
1 will stay
negative till the point 1. This is impossible because they are strictly positive
at 1. 
Let us observe that Remark 18 and Lemmas 19, 20 are the only ingredients
we need to carry through the reasoning for general p > 2. We just repeat the
reasoning we used for the case p = n(n+1) replacing the Legendre polynomials
Ln by f1. We finally get the proof that for p > 2 the best constant for the
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martingale transform of orthogonal martingales satisfies the inequality
cp ≤ 1 + zp
1− zp ,
where zp is the largest zero of the solution f1 of Legendre equation (6.1):
(1 − x2)y′′ − 2xy′ + py = 0 on the interval [−1, 1]. We also proved that
zp = miny max{z(y)}, where z(y) denotes any zero z of any nontrivial solution
y of (6.1) on the interval [−1, 1].
8. Sharpness
We use the spherical coordinates
x = r sin(θ) cos(φ), y = r sin(θ) sin(φ), z = r cos(θ).
The R3 Laplacian in spherical coordinates is
∆ψ =
∂r(r
2∂rψ)
r2
+
∂θ(sin(θ)∂θψ)
r2 sin θ
+
∂2φψ
r2 sin2 θ
.
Changing the variable s = cos θ, we define the obstacle function
v(θ) =
(1 + cos θ
2
)α(α+1)
− cα(α+1)
(1− cos θ
2
)α(α+1)
.
We associate to v an auxiliary obstacle function in R3,
V (r, θ, φ) = rαv(θ) .
Observe that the function V has separated variables and azimuthal symmetry
(i.e. no dependence on φ).
Consider now the minimal superharmonic function ψ, ψ ≥ V . Then ψ has
the same symmetries as V does. This is a consequence of taking infimum
over the superharmonic majorants of the form ψ(ax + by,−bx + ay, z) and
1
λα
ψ(λx, λy, λz); this infimum which has both homogeneity and rotational in-
variance is again superharmonic. Thus the minimal superharmonic majorant
ψ(r, θ, φ) ≥ V has the form
ψ(r, θ, φ) = R(r)Θ(θ)Φ(φ) = rαΘ(θ).
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Applying the spherical Laplacian and using the azimuthal symmetry, we ob-
tain (at least in the sense of distributions) that
r2 sin(θ)∆ψ = α(α+ 1)rαΘ(θ) sin θ + rα(Θ′(θ) sin θ)′.
Dividing by rα sin θ, we get
∆ψ
rα−2
=
(Θ′(θ) sin θ)′
sin θ
+ α(α+ 1)Θ(θ).
Here θ ∈ (0, π). The right hand side is the trigonometric form of the Legendre
operator. The usual form ((1 − s2)y′)′ + α(α + 1)y is obtained from this by
the substitution s = cos θ and y(cos θ) = Θ(θ). In particular, we obtain that
seeking for the minimal y(s) ≥ v(s) = hc(s) such that
((1− s2)y′)′ + α(α + 1)y ≤ 0
is equivalent to seeking for the minimal superharmonic ψ ≥ V . It is well-
known that ψ is harmonic wherever ψ > V . We know that the only harmonic
function satisfying these homogeneity and symmetry conditions corresponds
to a solution of the Legendre equation.
We recall that the Bellman function B from the beginning of the paper
generates a function g on [−1, 1] satisfying (4.9), (4.10). We use only (4.9),
which shows that this particular g is a supersolution of the Legendre equation:
(1− x2)g′′ − 2xg′ + pg ≤ 0. Thus, the function g generates a superharmonic
majorant of V given by the formula
Ψ(r, θ, φ) = rαg(cos(θ)) .
Since ψ ≤ Ψ, there exists another solution of (4.9) which actually satisfies
the Legendre equation everywhere, where it is strictly bigger than hc. Denote
this solution of the Legendre equation by L. When L and hc meet at a
certain point s0, it should be a point where they are tangent to each other.
Otherwise, if L > hc on (s0, s0+ ǫ), and L(s0) = hc(s0), then L
′(s0) > h
′
c(s0).
Define a new function: f = L to the right of s0 and f = hc to the left of s0. It
cannot be a solution of (4.9). In fact, the inequality L′(s0) > h
′
c(s0) implies
that f ′′(s0) is a positive delta function, and so satisfies at s0 the inequality
exactly opposite to (4.9).
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Thus, L is inevitably tangent to hc at a meeting point. Furthermore,
such pairs (L, hc), where L is a solution of the Legendre equation and hc is
an obstacle function, were already considered when we were looking for the
smallest constant c. Thus, the minimal possible c is 1+zp
1−zp
.
9. Another way to prove sharpness
The use of the Laplacian in R3 is of course very specific for the Legendre
equation. The Legendre equation and spherical harmonics are close relatives.
We want to show an approach that uses much less specifics of the ODE (still,
it uses some of it).
Let
P (x)y′′ +Q(x)y′ +R(x)y = 0
be an equation such that the functions P,Q,R are real analytic, and let x0
be a regular singular point (we choose x0 = 1 as in the Legendre case, but
this is of no importance). One has two solutions: a bounded one, f1, and an
unbounded one, f2. In particular, this happens when the indicial equation
has a double root r1 = 0 as in the Legendre case. The reader may take a
look at Section 6. We assume here that f1(1) > 0 and (unlike in Section 6)
f2(1) = −∞.
Let b be the closest to 1 zero of f1, b < 1. We deal only with the interval
[b, 1], and assume that P,Q,R keep sign on [b, 1).
Lemma 21. Let g be a supersolution on [b, 1], that is P (x)g′′ + Q(x)g′ +
R(x)g ≤ 0, and let g(b) > 0. Then g(1) = −∞.
Let us first explain why this lemma implies the sharpness of the constant
cp. Recall that the Bellman function B from the beginning of the paper
generates a function g on [−1, 1] satisfying (4.9), (4.10). We use only (4.9),
which shows that this particular g is a supersolution of the Legendre equation:
(1− x2)g′′ − 2xg′ + pg ≤ 0. We constructed a special solution Lp,ap with the
“best” zero zp, positive on (zp, 1]. The obstacle function hcp lies below Lp,ap
and touches it at zp. If our g were such that g ≥ hc on [−1, 1], and c < cp, then
g ≥ hc(zp) > 0. Lemma 21 shows that the inequality g ≥ hc is impossible on
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[zp, 1] because hc(1) = 1, g(1) = −∞. Therefore, we must have c ≥ cp. And
this is exactly the sharpness of our constant.
It remains to prove our lemma.
Proof of Lemma 21. Consider two Wronskians:
W (x) = f ′2(x)f1(x)− f ′1(x)f2(x),
W˜ (x) = g′(x)f1(x)− f ′1(x)g(x) .
Using that g is a supersolution, and f1 is a solution we can write on (b, 1):
W˜ ′ ≤ −Q
P
W˜ .
On the other hand, we have everywhere
W ′ = −Q
P
W .
Combining these two relations we get
W˜ ′ ≤ W
′
W
W˜ . (9.1)
Furthermore, it is easy to see that limx→1W (x) = −∞ (because of the be-
havior of f2). The Wronskian W preserves the sign, so W (x) < 0 on [b, 1).
Therefore, (9.1) (after division by W < 0) can be rewritten as
(W˜/W )′ ≥ 0 on [b, 1) . (9.2)
Note that W˜ (b) = −g(b)f ′1(b) < 0, W (b) = −f2(b)f ′1(b) < 0. Set κ =
g(b)
f2(b)
> 0. Inequality (9.2) shows that
W˜ (x)/W (x) ≥ κ
on [b, 1]. Using the negativity of W , we get
W˜ (x) ≤ κW (x) , x ∈ [b, 1) . (9.3)
Note that (g/f1)
′ = W˜/f 21 , (f2/f1)
′ = W/f 21 . Then (9.3) becomes( g
f1
)′
≤ κ
(f2
f1
)′
on [b, 1) .
Hence,
g
f1
≤ κ f2
f1
+ const on [b, 1) .
ORTHOGONAL MARTINGALES 31
Now we see that limx→1 g(x) = −∞. The lemma is proved. 
10. Asymptotics of zp
The Mehler-Heine formula (1868),
lim
n→∞, n∈N
Ln
(
cos
x
n
)
= J0(x)
establishes a relation between the Legendre polynomials Ln and the Bessel
function of zero order J0. As a consequence ([34, Theorem 8.1.2]),
lim
n→∞, n∈N
n(n + 1)(1− zn(n+1)) = j
2
0
2
, (10.1)
where j0 is the first positive zero of the Bessel function of zero order J0.
Let β > α > 1, Dαfα = 0, Dβfβ = 0, fα(1) = fβ(1) = 1, and let fα(x) > 0,
xα < x ≤ 1, fα(xα) = 0. If fβ(x) > 0 on [xα, 1], then Dαfβ ≤ 0 on [xα, 1],
and, hence, fβ is a positive supersolution for Dα on [xα, 1] which is impossible
by Lemma 21. Thus, zp increases for p ∈ (2,+∞), and (10.1) gives us
lim
p→∞
p(1− zp) = j
2
0
2
.
11. On Burkholder functions
We did not find the formula for the function B from Section 3.1. However,
we have found the formula for the function Φ = Φcp from Section 3.2. Indeed,
the function φ of two variables associated to Φcp gives rise to a function gp
of one variable on [−1, 1] such that the corresponding function rαgp(cos θ)
(recall that p = α(α+ 1)) expressed in the spherical coordinates in R3 is the
least superharmonic majorant of
V (r, θ, φ) := rα
((1 + cos θ
2
)p
− cpp
(1− cos θ
2
)p)
.
How to recognize the least superharmonic majorant of a given function V ?
This is the function which is harmonic everywhere where it is strictly bigger
than V . We constructed (using our gp) exactly such a function. So we can
completely restore Φ from gp.
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12. One-sided orthogonality. Answers and questions.
Suppose that Z is orthogonal, and W is not. We always assume that W is
subordinate to Z. For 1 < p ≤ 2 we have cited an estimate
‖W‖p ≤
√
2
p(p− 1)‖Z‖p .
Is this sharp? We do not know.
What if p ≥ 2? Here is a result which we prove in [6]:
‖W‖p ≤
√
2
1− s∗p
s∗p
‖Z‖p , p ≥ 2 ,
where s∗p is the closest to 0 zero of a bounded near 0 solution of the Laguerre
equation
s2L′′ + (1− s)L′ + pL = 0 . (12.1)
This estimate is sharp, see [6].
Suppose that W is orthogonal, and Z is not. For p ≥ 2 we have cited an
estimate
‖W‖p ≤
√
p(p− 1)
2
‖Z‖p .
Is this sharp? We do not know.
What if 1 < p ≤ 2? Here is a result which we prove in [6]:
‖W‖p ≤ 1√
2
sp
1− sp‖Z‖p , 1 < p ≤ 2 ,
where sp is the closest to 1 zero of a bounded near 0 solution of Laguerre
equation (12.1). This estimate is sharp, see [6].
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