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Sur la non-line´arite´ des fonctions boole´ennes
Franc¸ois Rodier
Institut de Mathe´matiques de Luminy – C.N.R.S.
Marseille – France
1 Introduction
Les fonctions boole´ennes sur l’espace Fm2 interviennent aussi bien dans
la the´orie des codes correcteurs d’erreurs (par exemple dans les codes de
Reed-Muller) qu’en cryptographie pour re´aliser des syste`mes de chiffrement
a` clef secre`te.
Dans ces deux cas, les proprie´te´s des syste`mes ainsi construits de´pendent
en particulier de la non-line´arite´ d’une fonction boole´enne, concept que je
de´finirai pre´cise´ment plus loin (§ 2.3). La non-line´arite´ est lie´e au rayon
de recouvrement des codes de Reed-Muller. C’est aussi un parame`tre cryp-
tographique important : dans leur article [10], F. Chabaud et S. Vaude-
nay montrent que la non-line´arite´ est un crite`re important de re´sistance
aux attaques diffe´rentielles et line´aires ; dans sa the`se, C. Fontaine [15] met
en valeur l’importance de la non-line´arite´ en cryptographie pour plusieurs
syste`mes de chiffrement.
Il est utile de pouvoir disposer de fonctions boole´ennes ayant la plus
grande non-line´arite´ possible, comme l’ont montre´ W. Meier et O. Staffel-
bach dans [21], ainsi que K. Nyberg dans [23]. Ces fonctions ont e´te´ e´tudie´es
dans le cas ou` m est pair, sous le nom de fonctions “courbes” (cf. J. Dillon
[12]). Leur degre´ de non-line´arite´ est alors bien connu, on sait construire
plusieurs se´ries de fonctions courbes, mais on ne connaˆıt pas encore ni leur
nombre, ni leur classification (cf. les travaux de C. Carlet, en particulier
l’article de C. Carlet et P. Guillot [8], ou de C. Carlet et A. Klapper [9]).
Dans le cas ou` m est impair, la situation est bien diffe´rente : on ne connaˆıt
alors la valeur de la non-line´arite´ maximale que pour quelques valeurs de
m, et on n’a qu’une conjecture pour les autres valeurs (voir le me´moire
d’habilitation de P. Langevin [18]).
Dans cet article, je veux montrer que pour traiter les fonctions boole´en-
nes, on peut s’inspirer de la the´orie des polynoˆmes ale´atoires qui a e´te´ un
sujet d’e´tude depuis les travaux de Paley et Zygmund. En effet, le proble`me
de la recherche du maximum du degre´ de non-line´arite´ revient a` minimiser
la transforme´e de Fourier de fonctions boole´ennes. C’est un proble`me ana-
logue aux se´ries de Fourier sur un tore, ou` l’on cherche a` minimiser la
transforme´e de Fourier des fonctions sur Z prenant les valeurs ±1 pour
1
un ensemble fini (et 0 ailleurs) , ce qui revient a` chercher a` minimiser les
valeurs des polynoˆmes a` coefficient ±1 (polynoˆmes ale´atoires) sur l’ensemble
des nombres complexes de module 1.
Dans cet article, on s’inspire des travaux de R. Salem et A. Zygmund [26]
et de J-P. Kahane [16] sur les polynoˆmes ale´atoires, en les transposant sur
les fonctions boole´ennes. On trouve ainsi une e´valuation de la moyenne des
normes dans L∞ des transforme´es de Fourier des fonctions boole´ennes, qui
n’est pas trop e´loigne´e de sa valeur minimale the´orique, 2m/2. Cela donne une
e´valuation de la moyenne des degre´s de non-line´arite´ de ces fonctions. On
retrouve en particulier le fait que la plupart des fonctions boole´ennes ont une
grande non-line´arite´, un re´sultat mis en e´vidence re´cemment par D. Oleja´r
et M. Stanek [24] et C. Carlet [6, 7] (cf. the´ore`me 4.1). Le re´sultat que j’ai
de´montre´ implique en outre que presque toutes les fonctions boole´ennes ont
un non-line´arite´ voisine d’une meˆme valeur. Cette proprie´te´ est illustre´e par
exemple par les diagrammes de [1], qui exhibent la non-line´arite´ de fonctions
boole´ennes en vue de la construction de boˆıtes de substitutions (s-boxes)
utilise´es dans les chiffrements par blocs, ou de l’e´tude statistique de [15]
chapitre 6.
De plus, en transposant une e´tude de D. Newman et J. Byrnes [22] sur
les normes dans L4 des polynoˆmes, nous avons e´te´ amene´s a` e´tudier une
conjecture sur la norme dans L4 des transforme´e de Fourier de fonctions
boole´ennes. On retrouve ainsi le crite`re de la “somme des carre´s”, relie´
au crite`re de propagation, pour les fonctions boole´ennes. Ce crite`re a e´te´
e´tudie´ par Xian-Mo Zhang et Yuliang Zheng [28], ou par P. Sta˘nica˘ [27].
Son rapport avec la non-line´arite´ a e´te´ e´tudie´ par A. Canteaut et al. [4].
2 Pre´liminaires
2.1 Fonctions boole´ennes
Soit m un entier positif et q = 2m.
De´finition 2.1 Une fonction boole´enne a` m variables est une application
de l’espace Vm = (F2)
m dans F2.
Une fonction boole´enne est line´aire si c’est une forme line´aire sur l’espace
vectoriel (F2)
m. Elle est dite affine si elle est e´gale a` une fonction line´aire a`
une constante pre`s.
2.2 Rayon de recouvrement du code du Reed-Muller
du premier ordre et amplitude spectrale
De´finition 2.2 L’amplitude spectrale de la fonction boole´enne g est e´gale
a`
S(g) = sup
v∈Vm
∣∣∣ ∑
x∈Vm
(−1)(g(x)+v·x)
∣∣∣
2
ou` v · x note le produit scalaire usuel dans Vm. C’est le maximum de la
transforme´e de Fourier de (−1)g.
Cette amplitude spectrale est relie´e au rayon de recouvrement du code
du Reed-Muller.
En effet, un code de Reed et Muller Rm d’ordre 1 sur Vm est l’espace
vectoriel des fonctions boole´ennes affines sur Vm. Le rayon de recouvrement
rm du code est le plus petit entier tel que chaque vecteur de longueur 2
m
(c’est a` dire chaque fonction Vm → F2) est a` une distance (de Hamming)
d’un mot de code de Rm au plus e´gale a` rm. On ve´rifie que
rm = 2
m−1 − 1
2
µm ou` µm = inf
g
S(g)
ou` g est une fonction Vm → F2 et ou` S(g) est l’amplitude spectrale de la
fonction g.
2.3 Non-line´arite´
De´finition 2.3 On appelle degre´ de non-line´arite´ d’une fonction boole´enne
g a` m variables et on le note nl(g) la distance qui la se´pare de l’ensemble
des fonctions affines a` m variables :
nl(g) = min
h affine
d(g, h)
ou` d est la distance de Hamming.
Proposition 2.1 Soit g une fonction boole´enne a` m variables. Son degre´
de non-line´arite´ est e´gal a`
nl(g) = 2m−1 − 1
2
S(g).
De´monstration –
C’est la meˆme de´monstration que pour le rayon de recouvrement d’un
code de Reed et Muller.
2.4 Re´sultats connus, conjecture
Le rayon de recouvrement du code du Reed-Muller du premier ordre est
bien connu pour une dimension m paire : µm vaut 2
m/2. Pour m impair, on
n’a connu longtemps qu’un encadrement de µm : 2
m/2 ≤ µm ≤ 2(m+1)/2. En
1983, Patterson et Wiedemann [25] ont montre´ que l’on peut faire mieux
pour R15 en exhibant une fonction boole´enne telle que µm ≤ 2732
√
2 215/2. Ils
ont conjecture´ que µm ∼ 2m/2. Remplac¸ons la fonction boole´enne g par son
exponentielle
f(x) =
{
1 si g(x) = 0
−1 si g(x) = 1.
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On de´finit la transforme´e de Fourier de f par f̂(χ) =
∑
Vm f(x)χ(x) ou` χ
est un caracte`re de Vm, c’est-a`-dire ici un homomorphisme de Vm dans ±1,
de telle sorte que S(g) = ‖f̂‖∞.
La conjecture de Patterson et Wiedemann se re´e´crit alors
Conjecture 2.1 Si f de´crit l’espace des fonctions de Vm dans {±1}, on a
lim
m
inf
f
‖f̂‖∞
2m/2
= 1.
2.4.1 Cas des tores sur R
Ce proble`me a un analogue avec les se´ries de Fourier sur le tore (c’est-a`-
dire sur le groupe des nombres complexes de module e´gal a` 1). Remplac¸ons
en effet les fonctions x 7−→ (−1)v·x pour v ∈ Vm, qui sont des caracte`res de
Vm par des caracte`res du tore de la forme x 7−→ eisx pour s ∈ Z.
La conjecture peut se re´e´crire
lim
n
inf
‖∑n0 as,neisx‖∞√
n
= 1
ou` as,n = ±1. Autrement dit, il existerait une suite de polynoˆmes Pn(z) et
une suite de nombres positifs ²n tendant vers ze´ro tel que pour tout |z| = 1,
|Pn(z)| ≤ (1 + ²n)
√
n, ou` Pn(z) =
∑n
s=0 as,nz
s et as,n = ±1.
Ce proble`me a e´te´ pose´ par divers auteurs comme J. E. Littlewood [20], et
P. Erdo¨s [14] qui a conjecture´ qu’au contraire il existe δ > 1 tel que quel que
soient l’entier n et le nombre complexe z de module 1, on ait |Pn(z)| ≥ δ
√
n.
Kahane ([16]) a re´solu le proble`me pour des coefficients complexes as,n de
module 1, mais rien n’a e´te´ fait pour le proble`me initial. De plus, Kahane
utilise pour re´soudre ce proble`me des exponentielles de la forme epiin
2/a, donc
des exponentielles de formes quadratiques en n, mais dans notre cas elles ne
donnent pas de re´sultat complet pour les dimensions m impaires. Il fabrique
avec cela un polynoˆme qui re´sout presque le proble`me. Il ajuste ensuite ce
polynoˆme en utilisant un argument de probabilite´.
3 L’espace des fonctions boole´ennes a` une
infinite´ de variables
Pour e´tudier asymptotiquement les fonctions boole´ennes, on aura besoin
de la notion de fonction boole´enne a` une infinite´ de variable.
On rappelle que Vm = F
m
2 . On de´finit une application de transition entre
Vm et Vm+1 par
φm : Vm −→ Vm+1
(x1, . . . , xm) 7−→ (x1, . . . , xm, 0).
On de´finit V∞ comme e´tant la limite inductive des Vm suivant ces applica-
tions.
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Donc V∞ est isomorphe a` F
(N)
2 , l’espace des suites infinies d’e´le´ments de
F2 presque tous nuls.
3.1 L’espace Ω
On de´finit Ωm comme e´tant l’ensemble des fonctions de Vm dans {±1}.
Un e´le´ment de Ωm est (l’exponentielle d’) une fonction boole´enne sur F
m
2 :
si f et g sont dans Ωm, fg ∈ Ωm.
On de´finit de manie`re duale aux φm des applications de transition
Ωm+1 −→ Ωm
f 7−→ f |Vm
ou` f |Vm est la restriction de f a` Vm,
f |Vm : (x1, . . . , xm) 7−→ f((x1, . . . , xm, 0).
Cette application permet de de´finir la limite projective
Ω = Ω∞ = lim proj Ωn ' {±1}F
(N)
2
et les applications pin : Ω∞ −→ Ωn : f 7−→ f |Vm .
On munit cet espace d’une topologie telle que les pi−1n (1) forment un
syste`me fondamental de voisinages de l’origine ou` 1 est la fonction donnant
a` tous les points de Vm l’image 1. Il est alors compact.
3.2 L’espace des probabilite´ Ω
On peut munir l’espace Ω d’une structure de probabilite´.
On de´finit une tribu Am sur Ωm en prenant pour Am l’ensemble des
parties P(Ωm) de Ωm. L’espace Ωm est muni de la probabilite´ uniforme.
On de´finit la tribu A sur Ω en prenant pour A la σ-alge`bre engendre´e
par
⋃Am. On peut de´finir une probabilite´ sur cet espace Ω. Pour chaque
f ∈ Ωm, la probabilite´ de l’e´ve´nement pi−1m f est donne´e par P(pi−1m f) = 12q
ou` q = |Vm| = 2m.
On notera E(X) l’espe´rance d’une variable ale´atoire X sur Ω ou sur Ωm :
E(X) =
∫
Ω
XdP.
3.3 Transformation de Fourier
Notons V̂m (resp. V̂∞) l’ensemble des caracte`re de Vm (resp. V∞). Le
groupe V∞, muni de la topologie discre`te, est en dualite´ avec le groupe V̂∞
qui est compact et totalement discontinu.
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La transformation de Fourier est de´finie sur les fonctions sur Vm a` valeurs
complexes : a` une fonction f de Vm dans C, elle fait correspondre une
fonction f̂ de V̂m dans C par
f̂(χ) =
∑
x∈Vm
f(x)χ(x)
si χ est dans V̂m.
Elle se prolonge aux fonctions sur le groupe V∞ a` valeurs complexes et
transforme ces fonctions en distributions a` valeurs complexes sur le groupe
dual V̂∞. Une distribution sur l’espace V̂∞ est une forme line´aire sur l’espace
des fonctions complexes localement constantes sur V̂∞ (cf. Bruhat, [2]). Si
ρ est une fonction test c’est-a`-dire une fonction sur V∞ qui ne prend qu’un
nombre fini de valeurs non nulles, on a
∑
x∈V∞
f(x)ρ(x) =
∫
V̂∞
f̂(χ)ρ̂(χ)dχ
ou` dχ est la mesure de Haar de V̂∞, de masse 1. L’expression pre´ce´dente a
un sens si l’on remplace, comme on peut le faire, V∞ (et V̂∞) par Vm (et
V̂m) pour m assez grand.
4 Etude de ‖f̂‖∞
La relation de Parseval donne
q =
∑
x∈Vm
f(x)2 =
∫
f̂(χ)2dχ ≤ ‖f̂‖2∞
donc ‖f̂‖∞ est supe´rieur a` √q. Il est au plus e´gal a` q car
|f̂(χ)| =
∣∣∣ ∑
x∈Vm
f(x)χ(x)
∣∣∣ ≤ q.
On va montrer qu’en fait ‖f̂‖∞ est souvent voisin de√q. On montre d’abord
le lemme suivant.
Lemme 4.1 Si f de´signe une fonction de Vm a` valeurs dans {±1}, χ un
caracte`re de Vm, et λ un re´el on a
e
λ2q
2
−λ4q ≤ E(eλf̂(χ)) ≤ eqλ2/2.
De´monstration –
En effet, l’exponentielle s’e´crit comme un produit :
E(eλf̂(χ)) = E(eλ
∑
x∈Vm
f(x)χ(x)) = E( ∏
x∈Vm
eλf(x)χ(x)).
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Ecrivons que les variables ale´atoires eλf(x)χ(x) sont inde´pendantes :
E( ∏
x∈Vm
eλf(x)χ(x)) =
∏
x∈Vm
E(eλf(x)χ(x)).
On ve´rifie que, pour x fixe´, on a
E(eλf(x)χ(x)) = cosh(λ).
Comme 1 + u > eu−
1
2
u2 si u > 0 on a
e
λ2
2
−λ4
8 ≤ 1 + λ
2
2
≤ coshλ ≤ eλ2/2. (1)
d’ou`
e
λ2q
2
−λ4q ≤ eλ
2q
2
−λ4q
8 = (e
λ2
2
−λ4
8 )q ≤ E(eλf̂(χ)) ≤ eqλ2/2.
4.1 Majoration de ‖f̂‖∞
Une variante du the´ore`me 1 p. 68 du livre de Kahane [16] donne le
re´sultat suivant.
The´ore`me 4.1 Si f est une fonction de Vm dans {±1}, et κ un re´el positif,
on a
P
(
‖f̂‖∞ ≥ (2q(κ+ log q))1/2
)
≤ 2e−κ.
De´monstration –
Remarquons que ‖f̂‖∞ = f̂(χ) ou − f̂(χ) pour au moins un valeur de
χ. Donc
eλ‖f̂‖∞ ≤ eλf̂(χ) + e−λf̂(χ)
pour au moins un valeur de χ et par conse´quent
eλ‖f̂‖∞ ≤ q
∫
V̂m
(eλf̂(χ) + e−λf̂(χ))dχ
d’ou`,
E
(
eλ‖f̂‖∞
)
≤ qE
(∫
V̂m
(eλf̂(χ) + e−λf̂(χ))dχ
)
≤ q
(∫
V̂m
(E(eλf̂(χ)) + E(e−λf̂(χ)))dχ
)
par inversion des sommations. D’apre`s le lemme 4.1
E
(
eλ‖f̂‖∞
)
≤ 2q
(∫
V̂m
eqλ
2/2dχ
)
≤ 2qeqλ2/2.
On a donc
E
 eλ‖f̂‖∞
2qeqλ2/2
 ≤ 1
7
ou
E
(
exp
(
λ‖f̂‖∞ − qλ2/2− log(2q)
))
≤ 1.
Multiplions chaque membre par 2e−κ ou` κ est un re´el positif :
E
(
exp
(
λ‖f̂‖∞ − qλ2/2− log q−κ
))
≤ 2e−κ.
Par conse´quent
P
(
exp
(
λ‖f̂‖∞ − qλ2/2− log q−κ
)
≥ 1
)
≤ 2e−κ
c’est-a`-dire
P
(
‖f̂‖∞ ≥ qλ/2 + log q + κ
λ
)
≤ 2e−κ.
Choisissons λ =
(
2κ+2 log q
q
)1/2
. Cela donne le re´sultat du the´ore`me.
Corollaire 4.1 On a presque-suˆrement
lim sup
q
‖ ̂pim(f)‖∞
2m/2
√
m
≤
√
2 log 2
ou` f de´crit l’espace Ω.
De´monstration –
On prend κ = η log(q) avec η > 0 dans le the´ore`me pre´ce´dent. On obtient
P
(
‖pimf‖∞ ≥
(
2q(η + 1) log q
)1/2) ≤ 2
qη
.
La somme pour m ∈ N s’e´crit donc :∑
m∈N
P
(
‖pimf‖∞ ≥
(
2q(η + 1) log q
)1/2)
<∞.
D’apre`s le lemme de Borel-Cantelli (cf. Kahane, [16], § 1.6, par exemple),
on en de´duit que, presque-suˆrement, pour q assez grand on a
‖pimf‖∞ <
(
2q(η + 1) log q
)1/2
.
Cette assertion e´tant valable pour tout η plus grand que 0, on peut faire
tendre η vers 0 et on a presque-suˆrement pour q assez grand
‖pimf‖∞ ≤ (2q log q)1/2
donc presque-suˆrement
lim sup
m
‖pimf‖∞√
q log(q)
≤
√
2.
Remarque 4.1 En particulier, pour m donne´ les fonctions boole´ennes sont
en majorite´ d’amplitude spectrale infe´rieure a`
√
2q log(q) = 2
m+1
2
√
m log(2)
a` o(1) pre`s. Carlet, et d’autre part Oleja´r et Stanek obtiennent le re´sultat du
the´ore`me 4.1 a` l’aide d’approximations de sommes de coefficients binomiaux
[6, 24].
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4.2 Minoration de ‖f̂‖∞
On aura besoin des lemmes suivants.
Lemme 4.2 Si f de´signe une fonction de Vm a` valeurs dans {±1}, χ et ξ
deux caracte`res de Vm, et λ un re´el, les majorations suivantes sont re´alise´es :
E(eλ(f̂(χ)+f̂(ξ))) ≤
{
eλ
2q si χ 6= ξ
e2λ
2q si χ = ξ .
De´monstration –
La de´finition de la transformation de Fourier, permet d’e´crire :
E(eλ(f̂(χ)+f̂(ξ))) = E(eλ
∑
x∈Fm
2
f(x)(χ(x)+ξ(x))
)
= E( ∏
x∈Fm2
eλf(x)(χ(x)+ξ(x))) =
∏
x∈Fm2
E(eλf(x)(χ(x)+ξ(x)))
puisque les variables ale´atoire f(x)(χ(x) + ξ(x)) sont inde´pendantes pour
x ∈ Vm. D’apre`s le lemme 4.1, le dernier produit est e´gal a`∏
x∈Fm2
cosh(λf(x)(χ(x) + ξ(x))) =
∏
x∈Fm2
cosh(λ(χ(x) + ξ(x)))
≤ ∏
x∈Fm2
eλ
2(χ(x)+ξ(x))2/2
d’apre`s la relation (1). Ce dernier terme est e´gal a`∏
x∈Fm2
eλ
2(1+χξ(x)) =
∏
x∈Fm2
eλ
2
eλ
2χξ(x) = eλ
2q
∏
x∈Fm2
eλ
2χξ(x)
= eλ
2qe
λ2
∑
x∈Fm
2
χξ(x)
=
{
eλ
2q si χ 6= ξ
e2λ
2q si χ = ξ
en utilisant l’annulation de la somme des valeurs des caracte`res non triviaux.
On aura e´galement besoin d’une ine´galite´ e´le´mentaire :
Lemme 4.3 Si X est une variable ale´atoire de carre´ inte´grable et si 0 <
λ < 1, on a
P
(
X ≥ λE(X)
)
≥ (1− λ)2E
2(X)
E(X2) .
De´monstration –
Voir par exemple Kahane [16], § 1.6.
Le the´ore`me suivant donne une minoration de la probabilite´ que ‖f̂‖∞
soit assez grand. Il est inspire´ de Salem et Zygmund [26] qui traitent le cas
du tore. Voir aussi l’article de B. Kashin et L. Tsafriri [17].
The´ore`me 4.2 Si f de´signe une fonction de Vm a` valeurs dans {±1}, et
si 0 < α < 1 et 0 < η < 1 − α2, alors il existe une constante B positive et
ne de´pendant que de α et η telle que
P
(
‖f̂‖∞ >
(α
2
− η
α
− α3 log q
q
)√
q log q
)
> 1− B
qη
.
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De´monstration –
De´finissons la variable ale´atoire Iq =
∫
V̂m
exp(λf̂(χ)). Le lemme 4.1 per-
met de minorer E(Iq) :
E(Iq) =
∫
V̂m
E(exp(λf̂(χ))) ≥
∫
V̂m
e
λ2q
2
−λ4q = e
λ2q
2
−λ4q.
De plus
Iq(χ)
2 =
∫
V̂m
exp(λf̂(χ))
∫
ξ
exp(λf̂(ξ)) =
∫
χ,ξ
exp(λ(f̂(χ) + f̂(ξ)))
d’ou`, d’apre`s le lemme 4.2 pre´ce´dent
E(Iq(χ)2) =
∫
χ,ξ
E(exp(λ(f̂(χ) + f̂(ξ))))
≤
∫
χ,ξ
exp(qλ2) +
1
q
∫
χ
exp(2qλ2) =
(
1 +
exp(qλ2)
q
)
exp(qλ2).
Donc, d’apre`s l’ine´galite´ du lemme 4.3, si η est un re´el positif
P
(
Iq > q
−ηe
λ2q
2
−λ4q) ≥ (1− q−η)2 eλ2q−2λ4q(
1 + exp(qλ
2)
q
)
exp(qλ2)
≥ (1− 2q−η)e−2λ4q
(
1− exp(qλ
2)
q
)
si exp(qλ
2)
q
< 1. Cette condition est satisfaite si on choisit
λ = α
(
log q
q
)1/2
avec 0 < α < 1. Ce choix de λ permet de calculer e−2λ
4q :
2λ4q = 2α4
(
log q
q
)2
q = 2α4
(log q)2
q
< 2
(log q)2
q
d’ou`
P
(
Iq > q
−ηe
λ2q
2
−λ4q) ≥ (1− 2
qη
)(
1− 2(log q)
2
q
)(
1− qα2−1
)
>
(
1− B
qη
)
pour une certaine constante B si η < 1− α2.
Il est e´vident que
exp(λ‖f̂‖∞) ≥
∫
V̂m
exp(λf̂(χ)).
D’ou`
P
(
exp(λ‖f̂‖∞) > q−ηe
λ2q
2
−λ4q) ≥ P(Iq > q−ηeλ2q2 −λ4q).
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L’e´ve´nement du membre de gauche peut encore s’e´crire
‖f̂‖∞ > λq
2
− λ3q − η log q/λ.
Ou encore
‖f̂‖∞ > α
2
√
q log q − λ3q − η log q/λ.
Majorons le deuxie`me terme de cette somme :
λ3q = α3
(
log q
q
)3/2
q = α3
(log q)3/2
q1/2
= α3
log q
q
√
q log q.
Enfin le troisie`me terme vaut
η log q/λ =
η log q
α
(
q
log q
)1/2
=
η
α
√
q log q.
L’e´ve´nement en question s’e´crit donc
‖f̂‖∞ >
(α
2
− η
α
− α3 log q
q
)√
q log q
ce qui termine la de´monstration.
Corollaire 4.2 On a presque-suˆrement
lim inf
m
‖ ̂pim(f)‖∞
2m/2
√
m
≥ log 2
2
ou` f de´crit les e´le´ments de l’espace Ω.
En effet, en faisant la somme pour m ∈ N des ine´galite´s donne´es par le
the´ore`me pre´ce´dent, on obtient
∑
m
P
(
‖ ̂pim(f)‖∞ < (α
2
− η
α
− α3 log q
q
)√
q log q
)
<
∑
m
B
qη
<∞.
Donc, le lemme de Borel-Cantelli nous dit que p.s.
‖ ̂pim(f)‖∞ > (α
2
− η
α
− α3 log q
q
)√
q log q
sauf pour un nombre fini de q, c’est-a`-dire p.s.
lim inf
m
‖ ̂pim(f)‖∞√
q log q
>
α
2
− η
α
.
On peut faire tendre α vers 1 et η vers 0. On obtient
p.s. lim inf
m
‖ ̂pim(f)‖∞√
q log q
≥ 1
2
.
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5 Etude de ‖f̂‖4
Reprenons l’ide´e de D. Newman et J. Byrnes [22]. Ils ont remarque´ que,
dans le cas des se´ries de Fourier sur Z, la norme dans L4 de
∑
n±eint avait
une expression agre´able. Il en va de meˆme de ‖f̂‖4 pour f : Vm → {±1}.
On remarque que
‖f̂‖2 ≤ ‖f̂‖4 ≤ ‖f̂‖∞. (2)
En effet, la premie`re ine´galite´ vient de ce que les fonction f̂ sont de´finies sur
un espace de mesure e´gale a` 1. Par conse´quent, la conjecture 2.1 implique
une conjecture plus faible :
Conjecture 5.1 Si f de´crit l’espace des fonctions de Vm dans {±1}, on a
lim
m
inf
f∈Vm
‖f̂‖4
2m/2
= 1.
L’ide´e d’e´tudier ‖f̂‖4 n’est pas nouvelle puisque C. Carlet a propose´
d’e´tudier la non-line´arite´ des fonctions boole´ennes par les moments d’ordre
supe´rieur de leur transforme´es de Fourier [5]. Cela a e´galement e´te´ e´tudie´
par Xian-Mo Zhang et Yuliang Zheng [28], ou par P. Sta˘nica˘ [27] sous le
nom de “somme des carre´s”. On peut voir e´galement l’article de P. Langevin
et P. Sole´ [19] qui appliquent cette notion a` une cubique.
5.1 L’expression de ‖f̂‖4
On obtient l’expression simple suivante pour ‖f̂‖4.
Lemme 5.1 Si f est une fonction de Vm a` valeurs dans ±1,
‖f̂‖44 =
∑
x1+x2+x3+x4=0
f(x1)f(x2)f(x3)f(x4).
De´monstration. –
De´composons f̂ 4 et inversons l’ordre de la somme et de l’inte´grale :
‖f̂‖44 =
∫
V̂m
f̂ 4dχ
=
∫
V̂m
∑
Vm
f(x1)χ(x1)
∑
Vm
f(x2)χ(x2)

∑
Vm
f(x3)χ(x3)
∑
Vm
f(x4)χ(x4)
 dχ
=
∑
x1,x2,x3,x4
f(x1)f(x2)f(x3)f(x4)
∫
V̂m
χ(x1 + x2 + x3 + x4)dχ
=
∑
x1+x2+x3+x4=0
f(x1)f(x2)f(x3)f(x4).
12
5.1.1 Re´e´criture de la conjecture 2.1
De´composons la somme donne´e dans le lemme 5.1 :∑
x1+x2+x3+x4=0
f(x1)f(x2)f(x3)f(x4)
= q2 +
∑
a 6=0
∑
x1+x2=x3+x4=a
f(x1)f(x2)f(x3)f(x4)
par suite∑
x1+x2=x3+x4=a
f(x1)f(x2)f(x3)f(x4)
=
∑
x1+x2=a
f(x1)f(x2)
∑
x3+x4=a
f(x3)f(x4) =
( ∑
x1+x2=a
f(x1)f(x2)
)2
≥ 0.
De´finissons les variables ale´atoires a` valeurs dans C et de´pendant de a dans
Vm :
Xa =
( ∑
x1+x2=a
f(x1)f(x2)
)2
. (3)
D’ou`
‖f̂‖44 − q2 =
∑
a 6=0
a∈Vm
Xa.
La conjecture 2.1 se re´e´crit de la manie`re suivante.
Conjecture 5.2 Pour tout ² > 0, il existe q non carre´ et f dans Vm tels
que
∑
a 6=0
Xa < ²q
2 ou` Xa est donne´ par la formule (3).
On comparera avec le proble`me 14.3 dans l’article de Tamas Erde´lyi [13].
5.2 Calculs d’espe´rances
Remarquons que ‖f̂‖44 est compris entre q2 et q3. En effet, la premie`re
ine´galite´ ‖f̂‖44 ≥ q2 vient de l’ine´quation 2. Le lemme 5.1 implique d’autre
part que ‖f̂‖44 ≤ q3. Cf. [28], the´ore`me 6 ou [4], the´ore`me 1.
On peut e´galement de´duire du lemme 5.1 le calcul de E(‖f̂‖44) et de
E(‖f̂‖84). On utilise pour cela les lemmes suivants. Remarquons d’abord que
E(‖f̂‖44) =
∑
x1+x2+x3+x4=0
E(f(x1)f(x2)f(x3)f(x4)).
Lemme 5.2 On a
E(f(x1)f(x2) . . . f(xr)) = E(f(x3)f(x4) . . . f(xr))
si x1 = x2.
De´monstration –
Si x1 = x2, on a f(x1)f(x2) . . . f(xr) = f(x3)f(x4) . . . f(xr).
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Lemme 5.3 On a
E(f(x1)f(x2)f(x3) . . . f(xr)) = 0 ou 1.
L’espe´rance E(f(x1)f(x2)f(x3) . . . f(xr)) est e´gale a` 1 si et seulement si
pour chaque y ∈ Fn2 l’ensemble des xi e´gaux a` y a un cardinal pair, c’est-
a`-dire si et seulement si il existe une partition de {x1, x2, x3, . . . , xr} en
couples forme´s d’e´le´ments e´gaux.
De´monstration —
L’application successive du lemme pre´ce´dent permet de se ramener au
cas ou` tous les xi sont distincts. Les variables ale´atoire f(xi) sont alors
inde´pendantes, donc
E(f(x1)f(x2)f(x3) . . . f(xr)) = E(f(x1))E(f(x2))E(f(x3)) . . . E(f(xr)).
De plus f(x1) = 1 ou − 1 avec la probabilite´ 1/2. D’ou` E(f(x1)) = 0. Donc
si tous les xi sont distincts, E(f(x1)f(x2)f(x3) . . . f(xr)) = 0 sauf si la suite
des xi est vide auquel cas elle vaut E(1) = 1.
Posons
E(a1, . . . , ar) =
∑
x1,...,xr
E
(
f(x1)f(x1 + a1) . . . f(xr)f(xr + ar)
)
.
Lemme 5.4 Si a et les ai sont dans Vm, on a, pour a 6= 0
E(a, a1, . . . , ar) ≤ 2
∑
1≤i≤r
E(a1, . . . , ai + a, . . . , ar).
De´monstration –
Appliquons le lemme 5.3 :
E(a, a1, . . . , ar)
=
∑
x,x1,...,xr
E
(
f(x)f(x+ a)f(x1)f(x1 + a1) . . . f(xr)f(xr + ar)
)
=
∑
x1,x2,...,xr
∑ E(f(x)f(x+ a)f(x1)f(x1 + a1) . . . f(xr)f(xr + ar))
ou` la dernie`re somme est sur les x dans {x1, x1 + a1, . . . , xr, xr + ar}. Si
x = x1, le lemme 5.2 permet d’e´crire
E(f(x)f(x+ a)f(x1)f(x1 + a1) . . . f(xr)f(xr + ar))
= E(f(x1)f(x1 + a)f(x1)f(x1 + a1) . . . f(xr)f(xr + ar))
= E(f(x1 + a)f(x1 + a1) . . . f(xr)f(xr + ar))
= E(f(t)f(t+ a1 + a) . . . f(xr)f(xr + ar))
en posant t = x1 + a1. Si x = x1 + a1, on a de meˆme
E(f(x)f(x+ a)f(x1)f(x1 + a1) . . . f(xr)f(xr + ar))
= E(f(x1)f(x1 + a+ a1)f(x2)f(x2 + a2) . . . f(xr)f(xr + ar))
d’ou` le lemme.
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5.2.1 Les espe´rances de Xa, X
2
a , XaXb
Proposition 5.1 Si a est un e´le´ment non nul de Vm, on a E(Xa) = 2q.
De´monstration —
De´composons E(Xa) :
E
( ∑
x1+x2=a
f(x1)f(x2)
)2
= E
 ∑
x1∈Vm
f(x1)f(x1 + a)
2
=
∑
x1,x2
E (f(x1)f(x1 + a)f(x2)f(x2 + a)) .
Les valeurs de (x1, x2) qui rendent E (f(x1)f(x1 + a)f(x2)f(x2 + a)) e´gale
a` 1 sont x1 = x2, et x1 = x2 + a. Il y en a q dans les deux cas. D’ou` la
proposition.
Proposition 5.2 Si a est un e´le´ment non nul de Vm, on a E(X2a) ≤ 12q2.
De´monstration —
De´composons XaXa :
XaXa =
(∑
x
f(x)f(x+ a)
)2 (∑
x
f(x)f(x+ a)
)2
=
(∑
x
f(x)f(x+ a)
)(∑
y
f(y)f(y + a)
)
(∑
z
f(z)f(z + a)
)(∑
t
f(t)f(t+ a)
)
=
∑
x,y,z,t
f(x)f(x+ a)f(y)f(y + a)f(z)f(z + a)f(t)f(t+ a).
D’ou`, d’apre`s le lemme 5.4
E(X2a) =
∑
x,y,z,t
E (f(x)f(x+ a)f(y)f(y + a)f(z)f(z + a)f(t)f(t+ a))
= E(a, a, a, a)
≤ 2E(0, a, a) + 2E(a, 0, a) + 2E(a, a, 0)
= 6qE(a, a).
d’apre`s le lemme 5.2. Ce dernier terme vaut 12q2 d’apre`s la proposition 5.1.
Proposition 5.3 Si a et b sont des e´le´ments non nuls et distincts de Vm,
on a E(XaXb) ≤ 4q2 + 32q.
De´monstration —
De´composons XaXb :
XaXb =
(∑
x
f(x)f(x+ a)
)2 (∑
x
f(x)f(x+ b)
)2
15
=(∑
x
f(x)f(x+ a)
)(∑
y
f(y)f(y + a)
)
(∑
z
f(z)f(z + b)
)(∑
t
f(t)f(t+ b)
)
=
∑
x,y,z,t
f(x)f(x+ a)f(y)f(y + a)f(z)f(z + b)f(t)f(t+ b).
On a donc d’apre`s de lemme 5.3
E(XaXb) =
∑
x,y,z,t
E (f(x)f(x+ a)f(y)f(y + a)f(z)f(z + b)f(t)f(t+ b))
= E(a, a, b, b)
≤ 2E(0, b, b) + 2E(a, b+ a, b) + 2E(a, b, b+ a)
= 2E(0, b, b) + 4E(a, b+ a, b).
en utilisant l’e´galite´ E(a, b+a, b) = E(a, b, b+a). En utilisant le lemme 5.2,
on obtient
E(XaXb) ≤ 2qE(b, b) + 4E(a, b+ a, b).
La premie`re somme est calcule´e dans da proposition 5.1. Calculons la deuxie`-
me somme, en utilisant le lemme 5.4.
E(a, b+ a, b) ≤ 2E(b, b) + 2E(b+ a, b+ a) = 8q
d’apre`s la proposition 5.1.
5.2.2 Espe´rances de ‖f̂‖44 et ‖f̂‖84
Proposition 5.4 Si f est une fonction de Vm dans {±1}, alors E(‖f̂‖44) =
3q2 − 2q.
De´monstration –
En effet
‖f̂‖44 = q2 +
∑
a 6=0
Xa
Donc
E(‖f̂‖44) = q2 +
∑
a 6=0
E(Xa) = q2 + 2q(q − 1).
Proposition 5.5 Si f est une fonction de Vm dans {±1}, E(‖f̂‖84) ≤ 64q−
100q2 + 28q3 + 9q4.
De´monstration –
On a
‖f̂‖84 = (q2 +
∑
a 6=0
Xa)
2
= q4 + 2q2
∑
a 6=0
Xa +
∑
a 6=0
X2a +
∑
06=a 6=b 6=0
XaXb.
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Donc
E(‖f̂‖84) = q4 + 2q2
∑
a 6=0
E(Xa) +
∑
a 6=0
E(X2a) +
∑
06=a 6=b 6=0
E(XaXb)
≤ q4 + 2q2(q − 1)2q + 12q2(q − 1) + (q − 1)(q − 2)(4q2 + 32q).
= 64q − 100q2 + 28q3 + 9q4
5.3 Ine´galite´s sur ‖f̂‖4
4
Proposition 5.6 Si f est une fonction de Vm dans {±1}, et t un re´el
positif,
P
(∣∣∣∣‖f̂‖44q2 − 3 + 2q
∣∣∣∣ ≥ t
)
≤ 40
t2q
.
De´monstration –
La variance de ‖f̂‖44 ve´rifie, d’apre`s le paragraphe 5.2.2 pre´ce´dent
var(‖f̂‖44) = E(‖f̂‖84)− E(‖f̂‖44)2 ≤ 64q − 104q2 + 40q3.
Donc en appliquant l’ine´galite´ de Bienayme´-Tchebicheff (Voir par exem-
ple Kahane [16], § 1.6.)
P
(∣∣∣‖f̂‖44 − E(‖f‖44)∣∣∣ ≥ u) ≤ var(‖f‖44)u2 ≤ 64q − 104q
2 + 40q3
u2
pour u > 0. En remplac¸ant u par q2t, on obtient :
P
(∣∣∣‖f̂‖44 − 3q2 + 2q∣∣∣ ≥ q2t) ≤ 64q − 104q2 + 40q3q4t2 ≤ 40t2q
d’ou` le re´sultat.
5.4 Etude asymptotique de ‖f̂‖4
Pour presque tout f appartenant a` Ω, ‖pimf‖4√
q
a une limite donne´e par le
corollaire suivant.
Corollaire 5.1 Si f ∈ Ω, on a presque suˆrement
lim
m
‖pimf‖4
2m/2
= 31/4.
De´monstration –
Faisons la somme pour m ∈ N des ine´galite´s donne´es par la proposition
pre´ce´dente :
∑
m
P
(∣∣∣∣‖pimf‖44q2 − 3 + 2q
∣∣∣∣ ≥ t) ≤∑
m
40
t2q
<∞
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par conse´quent, le lemme de Borel-Cantelli dit que, pout t donne´, on a
presque suˆrement ∣∣∣∣‖pimf‖44q2 − 3 + 2q
∣∣∣∣ < t
sauf peut-eˆtre pour un nombre fini de q. Par conse´quent, on a presque
suˆrement
lim
m
‖pimf‖44
q2
= 3.
5.5 Re´sultats asymptotiques
5.5.1 Convergence de la loi de la variable ale´atoire 1
q
Xa
On notera
ΦX(u) = E (exp(iuX))
la fonction caracte´ristique d’une variable ale´atoire X.
Proposition 5.7 La distribution de 1√
q
(∑
x∈Fm2 f(x)f(x+ a)
)
converge en
loi vers la distribution gaussienne d’espe´rance nulle et de variance 2 quand
q tend vers l’infini.
De´monstration —
Soit H l’hyperplan de l’espace vectoriel Fm2 orthogonal a` a. Les variables
ale´atoires f(x)f(x+ a) sont inde´pendantes pour x ∈ H et on a
1√
q
 ∑
x∈Fm2
f(x)f(x+ a)
 = 2√
q
(∑
x∈H
f(x)f(x+ a)
)
.
Le de´veloppement de Taylor de Φf(x)f(x+a) a` l’origine est donne´ par
Φf(x)f(x+a)(u) = 1 + iuE(f(x)f(x+ a))
−u2E(f(x)f(x+ a)f(x)f(x+ a))/2 + o(u2)
= 1− u2/2 + o(u2)
dans un voisinage de l’origine. Donc
log Φf(x)f(x+a)(u) = −u2/2 + o(u2)
dans un voisinage V de l’origine.
Posons
Sq =
∑
x∈H
f(x)f(x+ a)
et soit ΦSq/
√
q(u) = E
(
exp(iuSq/
√
q
)
la fonction caracte´ristique de Sq/
√
q.
On a
ΦSq/
√
q(u) = E (exp(iuSq/√q) = E (exp(iSqu/√q) = ΦSq(u/
√
q).
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Ecrivons que les variables ale´atoires f(x)f(x+ a) sont inde´pendantes pour
x ∈ H :
ΦSq(u/
√
q) =
∏
x∈H
Φf(x)f(x+a)(u/
√
q)
d’ou`
log ΦSq(u/
√
q) =
∑
x∈H
log Φf(x)f(x+a)(u/
√
q)
=
∑
x∈H
(−u2/2q + o(u2/q))
= −u2/4 + qo(u2/q)
de`s que q est assez grand pour que u/
√
q soit dans le voisinage V de 0.
Par conse´quent, quand q tend vers l’infini, la fonction caracte´ristique ΦSq/
√
q
tend vers exp(−u2/4), donc vers la fonction caracte´ristique d’une loi normale
centre´e, de variance 1/2.
La distribution de 1√
q
(∑
x∈Fm2 f(x)f(x+ a)
)
e´gale a` 2Sq/
√
q converge
donc en loi vers une loi normale centre´e, de variance 2.
Posons Ya =
1
q
Xa.
Proposition 5.8 La distribution de Ya =
1
q
Xa converge en loi vers la dis-
tribution de densite´
1
2
√
pix
e−x/41(x>0).
De´monstration —
En effet, la variable Ya est e´gale a`
(
1√
q
(∑
x∈(Fm2 ) f(x)f(x+ a)
))2
, et le
carre´ d’une distribution gaussienne d’espe´rance nulle et de variance 2 est
une variable ale´atoire de densite´
1
2
√
pix
e−x/41(x>0).
5.5.2 Le the´ore`me de Ga¨rtner-Ellis
Il s’agit, comme le le the´ore`me de Cramer, d’un the´ore`me concernant
une e´valuation des grandes de´viations d’une variable ale´atoire. On pourra
se re´fe´rer a` J. Bucklew [3] ou a` A. Dembo et O. Zeitouni [11].
On a
1
q2
‖f̂‖44 − 1 =
1
q
∑
a 6=0
Ya.
On a vu que les variables ale´atoires Ya avaient presque la meˆme distribu-
tion. Si elles e´taient inde´pendantes, on pourrait re´soudre la conjecture 2.1
en utilisant le the´ore`me de Cramer, qui donne une e´valuation des grandes
de´viations pour des variables ale´atoire inde´pendantes et e´quidistribue´es.
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Mais cela n’est pas le cas ici. Le the´ore`me de Ga¨rtner-Ellis peut peut-eˆtre
s’appliquer, mais il faut ve´rifier un certain nombre d’hypothe`ses. De´finissons
φq(u) =
1
q
log E
exp (u∑
a 6=0
Ya
) .
Supposons que φ(u) = limq→∞ φq(u) existe pour tout u ∈ R (prenant
e´ventuellement des valeurs infinies) et soit diffe´rentiable sur l’ensembleDφ =
{u | φ(u) <∞}.
Soit aussi
I(x) = sup
u
(ux− φ(u))
et
φ′(Dφ) = {φ′(u) | u ∈ Dφ}.
Le the´ore`me de Ga¨rtner-Ellis implique
lim sup
q→∞
1
q
log P
1
q
∑
a 6=0
Ya < ²
 ≤ − inf
x<²
I(x).
Comme pour q carre´, il existe des fonctions courbes, la probabilite´ que
‖f̂‖44 = q2 est supe´rieure a` 2q, donc
log 2 ≤ − inf
x<²
I(x).
Mais si ]0, ²[⊂ φ′(Dφ), le the´ore`me de Ga¨rtner-Ellis implique
lim inf
q→∞
1
q
log P
1
q
∑
a 6=0
Ya < ²
 ≥ − inf
x<²
I(x).
On en de´duirait que pour ² donne´, pour tout q assez grand, il existe f tel
que
1
q2
‖f̂‖44 − 1 < ².
donc tel que
1√
q
‖f̂‖4 − 1 < ².
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