Dynamical quantum groups at roots of 1 by Etingof, Pavel & Nikshych, Dmitri
ar
X
iv
:m
at
h/
00
03
22
1v
1 
 [m
ath
.Q
A]
  3
0 M
ar 
20
00
DYNAMICAL QUANTUM GROUPS AT ROOTS OF 1
PAVEL ETINGOF AND DMITRI NIKSHYCH
1. Introduction
1. The notion of a dynamical quantum group was first suggested by Felder
[Fe] in 1994. Namely, Felder considered the quantum dynamical Yang-Baxter
equation (also known as the Gervais-Neveu equation), which is a generalization
of the usual quantum Yang-Baxter equation, and used the Faddeev-Reshetikhin-
Takhtajan method to associate to a solution R of this equation a certain algebra
– the dynamical quantum group FR. Felder also considered representations of FR,
and showed that although FR is not a Hopf algebra, its representations form a
tensor category.
In 1991, Babelon [Ba] generalized Drinfeld’s twisting method to the dynamical
case, introducing the notion of a dynamical twist (see also [BBB]). Given a dy-
namical twist in a quasitriangular Hopf algebra U , one can define a solution of the
dynamical Yang-Baxter equation acting on the tensor square of any representation
of U .
In 1997, it was shown independently in [ABRR], [JKOS], [EV1] that one can
naturally construct a dynamical twist in the universal enveloping algebra of any
simple Lie algebra or its q-deformation. Using the method of [BBB], one can obtain
from these twists the solutions of the quantum dynamical Yang-Baxter equation
from [Fe].
At the same time, it was shown in [EV1] that to any dynamical twist J , one can
associate a Hopf algebroid F (J). In the cases of [Fe], this Hopf algebroid coincides
with FR as an algebra. In particular (as was shown already in [EV2]), FR has a
structure of a Hopf algebroid. This explains the existence of a tensor product on
the category of representations of FR.
In 1999, P. Xu [Xu1] associated to a dynamical twist J on a Hopf algebra U ,
another Hopf algebroid U(J), obtained by twisting U by means of J . This Hopf
algebroid U(J) is closely related to the quasi-Hopf algebra associated to (U, J)
in [BBB], [JKOS] (see [Xu2]). P.Xu suggested that U(J) should be dual, in an
appropriate sense, to F (J) (this is motivated by the duality of their classical limits).
However, it is not very convenient to formulate such a statement precisely, because
of difficulties with the notion of a dual Hopf algebroid.
Moreover, it was shown in [EV1] that for dynamical twists J constructed in
[ABRR], [JKOS], [EV1], the category of representations of F (J) is essentially the
same (as a tensor category) as that of U(g) or Uq(g). Thus, it is essentially the same
as that of U(J), which suggests that U(J) and F (J) should be not only dual to
each other but also isomorphic. In other words, U(J) and F (J) should be selfdual.
Note that this would be a fundamentally new property, not satisfied by the usual
Drinfeld-Jimbo quantum groups.
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2. This paper has two main goals: to make the above picture precise, and to
generalize the theory of dynamical quantum groups to the case when the quantum
parameter q is a root of unity.
Our first step is that we replace the notion of a Hopf algebroid with the recently
introduced notion of a weak Hopf algebra [BNSz], [BSz]. Roughly speaking, a
weak Hopf algebra is an algebra and a coalgebra such that ∆ is a homomorphism
of algebras but is allowed to map 1 to some idempotent not equal to 1 ⊗ 1 (see
Section 2 for a precise definition). Every weak Hopf algebra has a natural structure
of a Hopf algebroid, but not vice versa. However, it turns out that dynamical
quantum groups (at roots of unity) are a nice class of Hopf algebroids which do
come from weak Hopf algebras. Moreover, regarding dynamical quantum groups as
weak Hopf algebras rather than Hopf algebroids is convenient for two reasons: first,
the definition of a weak Hopf algebra is much simpler, and second, it is naturally
self-dual.
Our main results can be summarized as follows.
1. We generalize Drinfeld’s twisting theory to weak Hopf algebras (Section 3). In
particular, we show that twisting of a quasitriangular weak Hopf algebra (defined
in [NVT]) gives another quasitriangular weak Hopf algebra.
2. For every dynamical twist J : T → U⊗2 of a Hopf algebra U , we define
two weak Hopf algebras H and D, the first by analogy with the construction of
[Xu1], and the second by analogy with the construction of [EV1] (they correspond
to the Hopf algebroids of [Xu1], [EV1]; see Section 4). We show that H is isomor-
phic to D∗ with opposite multiplication. We consider the special case when U is
quasitriangular, and analyze the homomorphism H∗op = D → H defined by the
quasitriangular structure on H . We give a criterion on when this homomorphism
is an isomorphism.
3. We take U to be quantum group Uq(g) (for a finite dimensional simply laced
Lie algebra g), when q is a root of unity (more precisely, the finite dimensional
version considered by Lusztig [L]; see Section 5). We show that the known methods
of producing dynamical twists for generic q ([ABRR], [ESS]) can also be used
to produce dynamical twists when q is a root of unity. In particular, for every
generalized Belavin-Drinfeld triple (Γ1,Γ2, T ) for g, we construct (following [ESS])
a family of dynamical twists for Uq(g) which depends on |Γ1| parameters. With
appropriate modifications this construction can be carried out in the non-simply
laced case as well.
4. We show that if T is an automorphism of the Dynkin diagram of g (in
particular, if T = 1) then the weak Hopf algebras H and D associated to the
corresponding twists are isomorphic (via the R-matrix of H). In particular, D is
self-dual (isomorphic to D∗,op), as was expected (for T = 1) in the case of generic
q. In particular, this implies that in this case the category of representations of the
algebra D = DT corresponding to T is equivalent (as a tensor category) to Rep(U),
and thus to Rep(DT ′) for any other automorphism T
′. In particular, Rep(DT ) is
equivalent to Rep(D1).
Note that an analog of the latter result (when q is generic, g is the affine Lie
algebra ŝln, and T is the rotation of the Dynkin diagram of g by the angle 2πk/n,
(k, n) = 1) is proved in [ES2].
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2. Weak Hopf algebras and Hopf algebroids
Throughout this paper we work over an algebraically closed field k and use
Sweedler’s notation for comultiplication, writing ∆(h) = h(1) ⊗ h(2).
2.1. Weak Hopf algebras.
Definition 2.1.1 ([BNSz], [BSz]). A weak bialgebra is a k-vector space H that has
structures of an algebra (H, m, 1) and a coalgebra (H, ∆, ε) such that the following
axioms hold :
1. ∆ is a (not necessarily unit-preserving) homomorphism :
∆(hg) = ∆(h)∆(g);(1)
2. The unit and counit satisfy the identities :
ε(hgf) = ε(hg(1))ε(g(2)f) = ε(hg(2))ε(g(1)f),(2)
(∆⊗ id)∆(1) = (∆(1)⊗ 1)(1⊗∆(1)) = (1⊗∆(1))(∆(1) ⊗ 1),(3)
for all h, g, f ∈ H .
Definition 2.1.2 ([BNSz], [BSz]). A weak Hopf algebra H is a weak bialgebra
equipped with a linear map S : H → H , called an antipode, satisfying the fol-
lowing axioms :
m(id⊗ S)∆(h) = (ε⊗ id)(∆(1)(h⊗ 1)),(4)
m(S ⊗ id)∆(h) = (id⊗ ε)((1⊗ h)∆(1)),(5)
S(h(1))h(2)S(h(3)) = S(h),(6)
for all h ∈ H .
Here axioms (2) and (3) of Definition 2.1.1 are analogous to the bialgebra axioms
of ε being an algebra homomorphism and ∆ a unit preserving map, axioms (4) and
(5) of Definition 2.1.2 generalize the properties of the antipode with respect to the
counit. Also, it is possible to show that given (1) - (5), axiom (6) is equivalent to
S being both anti-algebra and anti-coalgebra map.
A morphism of weak Hopf algebras is a map between them which is both an
algebra and a coalgebra morphism commuting with the antipode.
The image of a morphism is clearly a weak Hopf algebra. The tensor product of
two weak Hopf algebras is defined in an obvious way.
Below we summarize the basic properties of weak Hopf algebras, see [BNSz] for
the proofs.
The antipode S of a weak Hopf algebra H is unique; if H is finite-dimensional
then it is bijective [BNSz].
The right-hand sides of the formulas (4) and (5) are called the target and source
counital maps and denoted εt, εs respectively :
εt(h) = (ε⊗ id)(∆(1)(h ⊗ 1)),(7)
εs(h) = (id⊗ ε)((1 ⊗ h)∆(1)).(8)
The counital maps εt and εs are idempotents in Endk(H), and satisfy relations
S ◦ εt = εs ◦ S and S ◦ εs = εt ◦ S.
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The main difference between weak and usual Hopf algebras is that the images of
the counital maps are not necessarily equal to k. They turn out to be subalgebras
of H called target and source counital subalgebras or bases as they generalize the
notion of a base of a groupoid (cf. examples below) :
Ht = {h ∈ H | εt(h) = h} = {(φ⊗ id)∆(1) | φ ∈ H
∗},(9)
Hs = {h ∈ H | εs(h) = h} = {(id⊗ φ)∆(1) | φ ∈ H
∗}.(10)
The counital subalgebras commute and the restriction of the antipode gives an
anti-isomorphism between Ht and Hs.
Any morphism between weak Hopf algebras preserves counital subalgebras, i.e.,
if Φ : H → H ′ is a morphism then its restrictions on the counital subalgebras are
isomorphisms : Φ|Ht : Ht
∼= H ′t and Φ|Hs : Hs
∼= H ′s.
The algebra Ht (resp. Hs) is separable (and, therefore, semisimple [P]) with the
separability idempotent et = (S ⊗ id)∆(1) (resp. es = (id ⊗ S)∆(1)), i.e., we have
m(et) = m(es) = 1 and
(z1 ⊗ 1)et(z2 ⊗ 1) = (1⊗ z2)et(1⊗ z1), z1, z2 ∈ Ht,
(y1 ⊗ 1)es(y2 ⊗ 1) = (1⊗ y2)es(1⊗ y1), y1, y2 ∈ Hs.
As a consequence of this fact and ∆ being a homomorphism, we have the following
useful identities :
(1⊗ z1)∆(h)(1 ⊗ z2) = (S(z1)⊗ 1)∆(h)(S(z2)⊗ 1), z1, z2 ∈ Ht,(11)
(y1 ⊗ 1)∆(h)(y2 ⊗ 1) = (1⊗ S(y1))∆(h)(1 ⊗ S(y2)), y1, y2 ∈ Hs.(12)
Note that H is an ordinary Hopf algebra if and only if ∆(1) = 1⊗ 1 if and only
if ε is a homomorphism if and only if Ht = Hs = k.
The dual vector space H∗ has a natural structure of a weak Hopf algebra with
the structure operations dual to those of H :
<φψ, h> = <φ⊗ ψ, ∆(h)>,(13)
<∆(φ), h⊗ g> = <φ, hg>,(14)
<S(φ), h> = <φ, S(h)>,(15)
for all φ, ψ ∈ H∗, h, g ∈ H . The unit of H∗ is ε and counit is φ 7→ <φ, 1>.
One can check that if S is invertible, then the opposite algebraHop is a weak Hopf
algebra with the same coalgebra structure and the antipode S−1. Similarly, the
coopposite coalgebra Hcop is a weak Hopf algebra with the same algebra structure
and the antipode S−1.
It was shown in [NVT] that modules over any weak Hopf algebra H form a
monoidal category, called the representation category and denoted Rep(H) with
the product of the modules V and W being equal to ∆(1)(V ⊗W ) and the unit
object given by Ht which is an H-module via h · z = εt(hz), h ∈ H, z ∈ Ht.
Example 2.1.3. Let G be a groupoid over a finite base (i.e., a category with finitely
many objects, such that each morphism is invertible) then the groupoid algebra kG
is generated by morphisms g ∈ G with the unit 1 =
∑
X idX , where the sum is
taken over all objects X of G, and the product of two morphisms is equal to their
composition if the latter is defined and 0 otherwise. It becomes a weak Hopf algebra
via :
∆(g) = g ⊗ g, ε(g) = 1, S(g) = g−1, g ∈ G.(16)
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The counital maps are given by εt(g) = gg
−1 = idtarget(g) and εs(g) = g
−1g =
idsource(g).
If G is finite then the dual weak Hopf algebra (kG)∗ is generated by idempotents
pg, g ∈ G such that pgph = δg,hpg and
∆(pg) =
∑
uv=g
pu ⊗ pv, ε(pg) = δg,gg−1 = δg,g−1g, S(pg) = pg−1 .(17)
It is known that any group action on a set gives rise to a finite groupoid. Sim-
ilarly, in the non-commutative situation, one can associate a weak Hopf algebra
with every action of a usual Hopf algebra on a separable algebra, see [NVT] for
details.
2.2. Hopf algebroids. The following notions were introduced in [Lu] (see also
[Xu1]).
Definition 2.2.1. An algebra H is called a total algebra with a base algebra R if
there exist a target map α : R → H which is an algebra homomorphism and a
source map β : R → H which is an algebra anti-homomorphism, such that the
images α(R) and β(R) commute in H , i.e.,
α(a)β(b) = β(b)α(a), ∀a, b ∈ R.(18)
IfH is a total algebra then above maps define a natural R−R bimodule structure
on H via
a · h · b = α(a)β(b)h, h ∈ H, a, b ∈ R.
Note that the bimodule tensor products H ⊗R H, H ⊗R H ⊗R H, . . . are R − R
bimodules in an obvious way.
Definition 2.2.2. A comultiplication on a total algebra H is an R − R bimodule
map ∆ : H → H ⊗R H satisfying ∆(1) = 1⊗R 1,
(∆⊗R id)∆ = (id⊗R ∆)∆ : H → H ⊗R H ⊗R H,(19)
and compatible with the maps α, β and comultiplication in the sense that
∆(h)(β(a) ⊗ 1− 1⊗ α(a)) = 0,(20)
∆(hg) = ∆(h)∆(g), h, g ∈ H, a ∈ R.(21)
Note that the right-hand side of equation (21) is well defined in H⊗RH because
of condition (20).
Definition 2.2.3. A counit for H is an R−R bimodule map ǫ : H → R (where R
is an R −R bimodule via multiplication) such that ǫ(1H) = 1R and
(ǫ ⊗ id)∆ = (id⊗ ǫ)∆ = id,(22)
where we identify R⊗R H ∼= H ⊗R R ∼= H .
Definition 2.2.4. A bialgebroid is a total algebra H that possesses a comultipli-
cation and counit.
Definition 2.2.5. An antipode for a bialgebroid H with a base R is a map τ :
H → H which is an algebra anti-homomorphism such that τ ◦ β = α and satisfies
the following properties :
1. m(τ ⊗ id)∆ = β ◦ ε ◦ τ ;
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2. There exists a linear map γ : H ⊗R H → H ⊗H which is a right inverse for
the natural projection H ⊗H → H ⊗R H such that m(id⊗ τ)γ∆ = α ◦ ε.
Note that m(τ ⊗ id) is well defined on H ⊗RH but m(id⊗ τ) is not, this is why
it is necessary to assume the existence of γ in Definition 2.2.5.
Definition 2.2.6. A Hopf algebroid H is a bialgebroid with an antipode.
A (base preserving) morphism between Hopf algebroids H = (H,R, . . . ) and
H = (H ′, R′, . . . ) is a pair (ψ,Ψ), where ψ : R→ R′ is an algebra isomorphism and
Ψ : H → H ′ is an algebra homomorphism which is also an R − R bimodule map
such that (Ψ⊗Ψ)∆ = ∆′ ◦Ψ and
α′ ◦ ψ = Ψ ◦ α, β′ ◦ ψ = Ψ ◦ β,
ε′ ◦Ψ = ψ ◦ ε, τ ′ ◦Ψ = Ψ ◦ τ.
2.3. The Hopf algebroid corresponding to a weak Hopf algebra. It turns
out that weak Hopf algebras form a proper subclass of Hopf algebroids.
Proposition 2.3.1. Any weak Hopf algebra H (not necessarily finite-dimensional)
has a natural structure of a Hopf algebroid (i.e., this assignment defines a functor).
Proof. Define the base algebra to be the target subalgebra of H , i.e., R = Ht, and
let α = idHt , β = S
−1|Ht . Then, clearly, α(R) = Ht, β(R) = Hs, so that images of
α and β commute.
The comultiplication ∆ regarded as a map to H ⊗R H is coassociative and
compatible with the multiplication. It is a bimodule map since
∆(α(a)h) = (α(a) ⊗ 1)∆(h), ∆(β(a)h) = (1⊗ β(a))∆(h),(23)
for all h ∈ H and a ∈ R. We also have the compatibility condition:
∆(h)(β(a) ⊗ 1− 1⊗ α(a)) = h(1)S
−1(a)⊗ h(2) − h(1) ⊗ h(2)a = 0.
Next, let ǫ = εt, then we have ǫ(1) = 1 and
ǫ(a · h · b) = εt(aS
−1(b)h) = aǫ(h)b,
for all h ∈ H, a, b ∈ R, i.e., ǫ is an R −R module map, also
ǫ(h(1)) · h(2) = εt(h(1))h(2) = ε(1(1)h(1))1(2)h(2) = h,
h(1) · ǫ(h(2)) = S
−1(ǫ(h(2)))h(1) = 1(1)h(1)ε(S(1(2))h(2)) = h,
where we used the antipode axioms of a weak Hopf algebra. Thus, ǫ satisfies the
counit axiom.
The antipode τ = S is an algebra anti-homomorphism satisfying τ◦β = idHt = α.
The section γ : H ⊗R H → H ⊗H is given by
γ(h⊗R g) = (h · S(1(1)))⊗ (1(2) · g) = ∆(1)(h⊗ g).
Finally, we verify the antipode properties :
m(τ ⊗R id)∆ = εs = S
−1 ◦ εt ◦ S = β ◦ ǫ ◦ τ,
m(id⊗R τ)γ∆ = εt = α ◦ ǫ.
Thus, (H,Ht, idHt , S
−1
Ht
,∆, εt, S) is a Hopf algebroid.
If Ψ : H → H ′ is a morphism between weak Hopf algebras, then it is clear from
our definitions that the pair (Ψ|Ht , Ψ) gives a morphism between the corresponding
Hopf algebroids.
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Remark 2.3.2. The converse of Proposition 2.3.1 is false even when H is finite
dimensional. Indeed, the base algebra R = Ht of H is necessarily separable, on the
other hand, for any algebra A the space A⊗Aop has a structure of a Hopf algebroid
with the base A ([Lu], Examples 3.1 and 4.4). In the case when A is not separable,
this Hopf algebroid is not a weak Hopf algebra.
3. Weak Hopf algebras coming from twisting
3.1. Twisting. We describe the procedure of constructing new weak Hopf algebras
by twisting a comultiplication. Twisting of Hopf algebroids without an antipode
was developed in [Xu1] and a special case of twisting of weak Hopf ∗-algebras was
considered in [NV].
Definition 3.1.1. A twist for a weak Hopf algebra H is a pair (Θ, Θ¯), with
Θ ∈ ∆(1)(H ⊗H), Θ¯ ∈ (H ⊗H)∆(1), and ΘΘ¯ = ∆(1)(24)
satisfying the following axioms :
(ε⊗ id)Θ = (id⊗ ε)Θ = (ε⊗ id)Θ¯ = (id⊗ ε)Θ¯ = 1,(25)
(∆⊗ id)(Θ)(Θ ⊗ 1) = (id⊗∆)(Θ)(1 ⊗Θ),(26)
(Θ¯⊗ 1)(∆⊗ id)(Θ¯) = (1 ⊗ Θ¯)(id ⊗∆)(Θ¯),(27)
(∆⊗ id)(Θ¯)(id⊗∆)(Θ) = (Θ ⊗ 1)(1⊗ Θ¯),(28)
(id⊗∆)(Θ¯)(∆⊗ id)(Θ) = (1 ⊗Θ)(Θ¯⊗ 1).(29)
For ordinary Hopf algebras this notion coincides with the usual notion of twist
and each of the four conditions (26) – (29) implies the other three. But since Θ
and Θ¯ are, in general, not invertible we need to impose all of them.
The next Proposition extends Drinfeld’s twisting construction to the weak case.
Proposition 3.1.2. Let (Θ, Θ¯) be a twist for a weak Hopf algebra H. Then there
is a weak Hopf algebra HΘ having the same algebra structure and counit as H with
a comultiplication and antipode given by
∆Θ(h) = Θ¯∆(h)Θ, SΘ(h) = v
−1S(h)v,(30)
for all h ∈ HΘ, where v = m(S ⊗ id)Θ is invertible in HΘ.
Proof. Clearly, ∆Θ is an algebra homomorphism. Its coassociativity follows from
axioms (26) and (27).
Observe that the relations between Θ and ε yield the following identities (recall
that S is invertible when restricted on the counital subalgebras, since the latter are
finite-dimensional) :
εt(Θ
(1))Θ(2) = 1, S−1εt(Θ
(2))Θ(1) = 1,(31)
Θ¯(1)εs(Θ¯
(2)) = 1, Θ¯(2)S−1εs(Θ¯
(1)) = 1.(32)
Here and in what follows we write Θ = Θ(1) ⊗Θ(2) and Θ¯ = Θ¯(1) ⊗ Θ¯(2).
Using these properties and the equation (11) we check that ε is still a counit for
(H,∆Θ):
(ε⊗ id)∆Θ(h) = ε(Θ¯
(1)h(1)Θ
(1))Θ¯(2)h(2)Θ
(2)
= Θ¯(2)S−1εs(Θ¯
(1))hεt(Θ
(1))Θ(2) = h,
(id⊗ ε)∆Θ(h) = Θ¯
(1)h(1)Θ
(1)ε(Θ¯(2)h(2)Θ
(2))
= Θ¯(1)εs(Θ¯
(2))hS−1εt(Θ
(2))Θ(1) =
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We proceed to verify the rest of the axioms of a weak Hopf algebra, writing ∆Θ(h) =
hΘ(1) ⊗ hΘ(2) :
ε(ghΘ(1))ε(hΘ(2)f) = ε(gΘ¯
(1)h(1)Θ
(1))ε(Θ¯(2)h(2)Θ
(2)f)
= ε(gΘ¯(1)εs(Θ¯
(2))h(1))ε(h(2)εt(Θ
(1))Θ(2)f)
= ε(gh(1))ε(h(2)f) = ε(ghf),
ε(ghΘ(2))ε(hΘ(1)f) = ε(gΘ¯
(2)h(2)Θ
(2))ε(Θ¯(1)h(1)Θ
(1)f)
= ε(gΘ¯(2)S−1εs(Θ¯
(1))h(2))ε(h(1)S
−1εt(Θ
(2))Θ(1)f)
= ε(gh(2))ε(h(1)f) = ε(ghf),
for all g, h, f ∈ H .
The axioms involving ∆Θ(1) are checked using identities (28) and (29) of Defi-
nition 3.1.1 :
(1 ⊗∆Θ(1))(∆Θ(1))⊗ 1) = (1 ⊗ Θ¯Θ)(Θ¯Θ⊗ 1)
= (1 ⊗ Θ¯)(id⊗∆)Θ¯(∆⊗ id)Θ(Θ⊗ 1)
= (∆Θ ⊗ id)∆Θ(1)
= (Θ¯ ⊗ 1)(∆⊗ id)Θ¯(id⊗∆)Θ(1 ⊗Θ)
= (Θ¯Θ)⊗ 1)(1 ⊗ Θ¯Θ)
= (∆Θ(1))⊗ 1)(1⊗∆Θ(1)).
We define a new antipode by
SΘ(h) = Θ¯
(1)S(Θ¯(2))S(h)S(Θ(1))Θ(2)(33)
and compute (writing Θ′, Θ¯′ for additional copies of Θ and Θ¯) :
m(id⊗ SΘ)∆Θ(h) = Θ¯
(1)h(1)Θ
(1)Θ¯
′(1)S(Θ¯
′(2))S(Θ(2))
S(h(2))S(Θ¯
(2))S(Θ
′(1))Θ
′(2)
= Θ¯(1)h(1)S(h(2))S(Θ¯
(2))S(Θ
′(1))Θ
′(2)
= Θ¯(1)εt(h)S(Θ
(1)Θ¯2)Θ(2)
= Θ¯(1)Θ(1)(1)εt(h)S(Θ
(1)
(2))εs(Θ¯
2)Θ(2)
= Θ¯(1)εs(Θ¯
2)εt(Θ
(1)h)Θ(2)
= εt(Θ
(1)h)Θ(2)
= ε(1(1)Θ
(1)h)1(2)Θ
(2)
= ε(Θ¯(1)1(1)Θ
(1)h)Θ¯(2)1(2)Θ
(2)
= (ε⊗ id)(∆Θ(1)(h⊗ 1)),
where we used axioms of (Θ, Θ¯) and properties of the counital maps. Note that for
h = 1 we get the identity
Θ¯(1)S(Θ¯(2)) · S(Θ(1))Θ(2) = 1,
i.e., Θ¯(1)S(Θ¯(2)) is the inverse of v = S(Θ(1))Θ(2). It can be proven similarly that
m(SΘ ⊗ id)∆Θ(h) = (id⊗ ε)((1⊗ h)∆Θ(1)), h ∈ H.
Finally, let us write
(∆Θ ⊗ id)∆Θ(h) = Θ¯
(1)h(1)Θ
(1) ⊗ Θ¯(2)h(2)Θ
(2) ⊗ Θ¯(3)h(3)Θ
(3)
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and compute
m(m⊗ id)(SΘ ⊗ id⊗ SΘ)∆Θ(h) =
= v−1S(Θ(1))S(h(1))S(Θ¯
(1))S(Θ
′(1))Θ
′(2)Θ¯(2)
h(2)Θ
(2)Θ¯
′(1)S(Θ¯
′(2))S(Θ(3))S(h(3))S(Θ¯
(3))v
= v−1S(Θ(1))S(h(1))εs(Θ¯
(1))h(2)εt(Θ
(2))S(h(2))S(Θ¯
(2))v
= v−1S(Θ(1))εs(Θ¯
(1)h(1))εt(Θ
(2))S(h(2))S(Θ¯
(2))v
= v−1εs(Θ¯
(1)h(1))S(h(2))S(Θ¯
(2))v
= v−1S(h(1))εs(Θ¯
(1))εt(h(2))S(Θ¯
(2))v = v−1S(h)v = SΘ(h),
whence HΘ is a weak Hopf algebra.
Remark 3.1.3. Note that it follows from the proof of Proposition 3.1.2 that the
counital maps of the twisted weak Hopf algebra HΘ are given by
(εt)Θ(h) = ε(Θ
(1)h)Θ(2),(34)
(εs)Θ(h) = Θ¯
(1)ε(hΘ¯(2)),(35)
so the counital subalgebras are also getting deformed in general.
Remark 3.1.4. If (Θ, Θ¯) is a twist for H and x ∈ H is an invertible element such
that εt(x) = εs(x) = 1 then (Θ
x, Θ¯x), where
Θx = ∆(x)−1Θ(x⊗ x) and Θ¯x = (x−1 ⊗ x−1)Θ¯∆(x),
is also a twist for H . The twists (Θ, Θ¯) and (Θx, Θ¯x) are called gauge equivalent
and x is called a gauge transformation. Given such an x, the map h 7→ x−1hx is
an isomorphism between weak Hopf algebras HΘ and HΘx .
Remark 3.1.5. If Θ is a twist for a weak Hopf algebraH , then it also defines a twist
of the corresponding Hopf algebroid constructed as in Proposition 3.1.2, cf. [Xu1].
3.2. Quasitriangular weak Hopf algebras. The notion of a quasitriangular
weak Hopf algebra was introduced and studied in [NVT]. It is defined as a triple
(H, R, R¯) where H is a weak Hopf algebra with
R ∈ ∆op(1)(H ⊗H)∆(1), R¯ ∈ ∆(1)(H ⊗H)∆op(1),(36)
RR¯ = ∆op(1), R¯R = ∆(1), and ∆op(h)R = R∆(h),(37)
for all h ∈ H , where ∆op denotes the comultiplication opposite to ∆, and such that
R obeys the following conditions :
(id⊗∆)R = R13R12, (∆⊗ id)R = R13R23,(38)
where R12 = R⊗ 1 etc. as usual.
The existence of a quasitriangular structure R on H is equivalent to Rep(H)
being a braided category, and any quasitriangular structure R is a solution of the
quantum Yang-Baxter equation :
R12R13R23 = R23R13R12.(39)
An example of a quasitriangular weak Hopf algebra is given by the Drinfeld double
of finite dimensional weak Hopf algebra [NVT].
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As in the case of ordinary Hopf algebras, a quasitriangular structure R on H
defines two homomorphisms of weak Hopf algebras :
ρ1 : H
∗ ∋ φ 7→ (id⊗ φ)(R) ∈ Hop,(40)
ρ2 : H
∗ ∋ φ 7→ (φ⊗ id)(R) ∈ Hcop,(41)
in particular, when R has a maximal (= dimH) rank, then it defines isomorphisms
H∗ ∼= Hop ∼= Hcop.
A twisting of a quasitriangular weak Hopf algebra is again quasitriangular.
Namely, if (Θ, Θ¯) is a twist and (R, R¯) is a quasitriangular structure for H then
the quasitriangular structure for HΘ is given by (Θ¯21RΘ, Θ¯R¯Θ21). The proof of
this fact is exactly the same as for ordinary Hopf algebras.
4. Weak Hopf algebras arising from dynamical twists
We describe two methods of constructing weak Hopf algebras, which are finite-
dimensional modifications of constructions proposed in [Xu1] and [EV1]. It turns
out that resulting weak Hopf algebras are dual to each other.
4.1. Dynamical twists on Hopf algebras. Dynamical twists first appeared in
the work of Babelon [Ba], see also [BBB].
Let U be a Hopf algebra and A = Map(T, k) be a commutative and cocom-
mutative Hopf algebra of functions on a finite Abelian group T which is a Hopf
subalgebra of U . Let Pµ, µ ∈ T be the minimal idempotents in A. We fix this
notation for the rest of the paper.
Remark 4.1.1. In [EV1] the role of the group T is played by the dual space of a
Cartan subalgebra of a simple Lie algebra.
Definition 4.1.2. We say that an elment x in U⊗n, n ≥ 1 has zero weight if
x commutes with ∆n(a) for all a ∈ A, where ∆n : A → A⊗n is the iterated
comultiplication.
Definition 4.1.3. An invertible, zero-weight U⊗2-valued function J(λ) on T is
called a dynamical twist for U if it satisfies the following functional equations :
(∆⊗ id)J(λ)(J(λ + h(3))⊗ 1) = (id⊗∆)J(λ)(1 ⊗ J(λ)),(42)
(ε⊗ id)J(λ) = (id⊗ ε)J(λ) = 1.(43)
Here an in what follows the notation λ+h(i) means that the argument λ is shifted by
the weight of the i-th component, e.g., J(λ+h(3)) =
∑
µ J(λ+µ)⊗Pµ ∈ U
⊗2⊗A.
Remark 4.1.4. If J(λ) is a dynamical twist for U and x(λ) is an invertible, zero-
weight U -valued function on T such that ε(x(λ)) ≡ 1, then
Jx(λ) = ∆(x(λ)−1)J(λ) (x(λ + h(2))⊗ x(λ))
is also a dynamical twist for U , gauge equivalent to J(λ).
Note that for every fixed λ ∈ T the element J(λ) ∈ U ⊗ U does not have to be
a twist for U in the sense of Drinfeld. It turns out that an appropriate object for
which J defines a twisting is a certain weak Hopf algebra that we describe next.
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4.2. Twisted weak Hopf algebra (Endk(A) ⊗U)J (cf. [Xu1]). Observe that
the simple algebra Endk(A) has a natural structure of a weak Hopf algebra given
as follows.
Let {Eλµ}λ,µ∈T be a basis of Endk(A) such that
(Eλµf)(ν) = δµνf(λ), f ∈ A, λ, µ, ν ∈ T,(44)
then the comultiplication, counit, and antipode of Endk(A) are given by
∆(Eλµ) = Eλµ ⊗ Eλµ, ε(Eλµ) = 1, S(Eλµ) = Eµλ.(45)
Remark 4.2.1. With the above operations Endk(A) is a cocommutative weak Hopf
algebra associated to a groupoid with |T| objects such that there is a unique mor-
phism Eλµ between any two of them, cf. Example 2.1.3.
Define the tensor product weak Hopf algebra H = Endk(A)⊗ U .
Proposition 4.2.2. The elements
Θ =
∑
λµ
Eλλ+µ ⊗ EλλPµ and Θ¯ =
∑
λµ
Eλ+µλ ⊗ EλλPµ(46)
define a twist for H.
Proof. Clearly, we have Θ = ∆(1)Θ, Θ¯ = Θ¯∆(1), and ΘΘ¯ = ∆(1). The relations
between Θ, Θ¯ and counit are straightforward. We also compute
(∆⊗ id)(Θ)(Θ ⊗ 1) = (id⊗∆)(Θ)(1 ⊗Θ)
=
∑
λµν
Eλλ+µ+ν ⊗ Eλλ+µPν ⊗ EλλPµ,
(Θ¯ ⊗ 1)(∆⊗ id)(Θ¯) = (1⊗ Θ¯)(id ⊗∆)(Θ¯)
=
∑
λµν
Eλ+µ+νλ ⊗ Eλ+µλPν ⊗ EλλPν .
One verifies the identities (28) and (29) of Definition 3.1.1 in a similar way.
Thus, according to Proposition 3.1.2, HΘ = (Endk(A) ⊗ U)Θ becomes a weak
Hopf algebra. It is non-commutative, non-cocommutative, and not a Hopf algebra
if |T| > 1. Following [Xu1] we show that it can be further twisted by means of a
dynamical twist J(λ) on U .
Lemma 4.2.3. Let J(λ) ∈ A⊗U⊗2 be an invertible, zero weight U⊗2-valued func-
tion on T. Then the following identities hold in H⊗3 :
(∆⊗ id)(Θ)(J(λ) ⊗ 1) = (J(λ+ h(3))⊗ 1)(∆⊗ id)(Θ),(47)
(id ⊗∆)(Θ)(1 ⊗ J(λ)) = (1⊗ J(λ))(id ⊗∆)(Θ),(48)
(J−1(λ) ⊗ 1)(∆⊗ id)(Θ¯) = (∆⊗ id)(Θ¯)(J−1(λ + h(3))⊗ 1),(49)
(1⊗ J−1(λ))(id ⊗∆)(Θ¯) = (id⊗∆)(Θ¯)(1⊗ J−1(λ)),(50)
where J(λ) = J (1)(λ)⊗ J (2)(λ) is embedded in H ⊗H as
J(λ) =
∑
λ
EλλJ
(1)(λ) ⊗ EλλJ
(2)(λ).(51)
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Proof. We check first two identities, leaving the rest as an exercise to the reader.
Using the formulas for Θ and Θ¯ we compute :
(∆⊗ id)(Θ)(J(λ) ⊗ 1) =
∑
λµν
Eλλ+µEννJ
(1)(ν)⊗ Eλλ+µEννJ
(2)(ν)⊗ EλλPµ
=
∑
λµ
J (1)(λ+ µ)Eλλ+µ ⊗ J
(2)(λ + µ)Eλλ+µ ⊗ EλλPµ
= (J(λ+ h(3))⊗ 1)(∆⊗ id)(Θ),
(id⊗∆)(Θ)(1 ⊗ J(λ)) =
∑
λµ
Eλλ+µ ⊗ EλλPµ(1)J
(1)(λ)⊗ EλλPµ(2)J
(2)(λ)
=
∑
λµ
Eλλ+µ ⊗ J
(1)(λ)EλλPµ(1) ⊗ J
(2)(λ)EλλPµ(2)
= (1⊗ J(λ))(id ⊗∆)(Θ),
where we used the zero weight property of J(λ).
Proposition 4.2.4. If J(λ) is a dynamical twist for U then the pair (F (λ), F¯ (λ)),
where
F (λ) = J(λ)Θ and F¯ (λ) = Θ¯J−1(λ)
defines a twist for H = Endk(A) ⊗ U .
Proof. The twist relations involving counit are obvious, for the rest we have, using
identities from Lemma 4.2.3 :
(∆⊗ id)(F (λ))(F (λ) ⊗ 1) = (∆⊗ id)(J(λ)Θ)(J(λ)Θ ⊗ 1)
= (∆⊗ id)(J(λ))J(λ + h(3))(∆ ⊗ id)(Θ)(Θ ⊗ 1)
= (id⊗∆)(J(λ))(1 ⊗ J(λ))(id ⊗∆)(Θ)(1 ⊗Θ)
= (id⊗∆)(J(λ)Θ)(1 ⊗ J(λ)Θ),
(F¯ (λ) ⊗ 1)(∆⊗ id)(F¯ (λ)) = (Θ¯J−1(λ) ⊗ 1)(∆⊗ id)(Θ¯J−1(λ))
= (Θ¯ ⊗ 1)(∆⊗ id)(Θ¯)
(J−1(λ+ h(3))⊗ 1)(∆⊗ id)(J−1(λ))
= (1⊗ Θ¯)(id⊗∆)(Θ¯)(1⊗ J−1(λ))(id ⊗∆)(J−1(λ))
= (1⊗ F¯ (λ))(id ⊗∆)(F¯ (λ)),
and one checks other identities similarly.
Thus, every dynamical twist J(λ) for a Hopf algebra U gives rise to a weak Hopf
algebra HJ = HJ(λ)Θ.
Remark 4.2.5. According to Proposition 3.1.2, the antipode SJ of HJ is given by
SJ(h) = v
−1S(h)v for all h ∈ HJ , where S is the antipode of H and
v =
∑
λµ
Eλ+µλ(S(J
(1))J (2))(λ)Pµ.
Remark 4.2.6. If Jx(λ) is a dynamical twist for U gauge equivalent to J(λ) by
means of some x(λ) as in Remark 4.1.4, then x =
∑
x(λ)Eλλ is a gauge transfor-
mation of H establishing a gauge equivalence between the twists (J(λ)Θ, Θ¯J−1(λ))
and (Jx(λ)Θ, Θ¯(Jx)−1(λ)).
DYNAMICAL QUANTUM GROUPS AT ROOTS OF 1 13
4.3. Dynamical quantum groups of [EV1]. Suppose that dimU <∞. We will
introduce a weak Hopf algebra DJ on a vector space D = Map(T × T, k)⊗ U
∗ by
adapting the construction of [EV1] to the finite-dimensional case and show that
this weak Hopf algebra is in fact dual to the twisted weak Hopf algebra HJ .
Let {Ui} and {Li} be dual bases in U and U
∗, then the element L =
∑
i Ui⊗Li
does not depend on the choice of the bases.
Define the coalgebra structure on DJ as dual to the algebra structure of H :
(id⊗∆)L = L12L13,(52)
(∆(f))((λ1, λ2), (µ1, µ2)) = f(λ1 + µ1, λ2 + µ2),(53)
(id⊗ ε)(L) = 1,(54)
ε(f) =
∑
λ
f(λ, λ),(55)
for all f ∈Map(T× T, k) and λ1, λ2, µ1, µ2 ∈ T.
The algebra structure of DJ is given as follows. Observe that the vector space
U∗ is bigraded :
U∗ = ⊕U∗[α1, α2], where U∗[α1, α2] = Homk(Pα1UPα2 , k).
Let us set
f(λ1, λ2)g(λ1, λ2) = g(λ1, λ2)f(λ1, λ2),(56)
f(λ1, λ2)Lα1α2 = Lα1α2f(λ
1 + α1, λ2 + α2),(57)
L23L13 = : J−112 (λ
1)(∆⊗ id)(L)J12(λ
2) :,(58)
where f(λ1, λ2), g(λ1, λ2) ∈ Map(T × T, k), and Lα1α2 ∈ U
∗[α1, α2]. The equa-
tion (58) is in U ⊗DJ and the sign :: (“normal ordering”) means that the matrix
elements of L should be put on the right of the elements of J−1(λ1), J(λ2).
The unit of DJ is defined in an obvious way:
1 = (ε⊗ id)L.(59)
Let us consider two U -valued functions on T :
K¯(λ) = m(id⊗ S)J−1(λ), K(λ) = (m(S ⊗ id)J)(λ− h).(60)
Note that K(λ) and K¯(λ) are inverses of each other and commute with A since
J(λ) is of zero weight. Define the antipode of DJ by setting
(Sf)(λ1, λ2) = f(λ2, λ1),(61)
(id⊗ S)(L) = : K¯(λ2) (S−1 ⊗ id)(L)K(λ1) :,(62)
for all f ∈ Map(T × T, k) and λ1, λ2 ∈ T and extending S to an algebra anti-
homomorphism.
Next, we introduce a basis {Iλ1λ2} of delta-functions on T× T, i.e.,
Iλ1λ2(α
1, α2) = δλ1α1δλ2α2 .(63)
Define a duality form between DJ = Map(T × T, k) ⊗ U
∗ = A ⊗ A ⊗ U∗ and
H = Endk(A)⊗ U by
<Iλ1λ2x, Eα1α2u> = δλ1α1δλ2α2<x, u>(64)
for all x ∈ U∗ and u ∈ U .
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Then in terms of the homogeneous elements Lα1α2 ∈ U
∗[α1, α2] the relations
(58) and (62) defining the multiplication and antipode of DJ can be rewritten as
<Lα1α2Lβ1β2 , Eν1ν2u> = <Lβ1β2 ⊗ Lα1α2 , J
−1(ν1)∆(u)J(ν2)>(65)
<S(Lα1α2), Eν1ν2u> = <Lα1α2 , K¯(ν
2)S−1(u)K(ν1)>,(66)
for all α1, α2, β1, β2, ν1, ν2 ∈ T and u ∈ U .
Theorem 4.3.1. With the above operations DJ becomes a weak Hopf algebra op-
posite to H∗J .
Proof. We need to show that the structure operations of DJ are obtained by trans-
posing the corresponding operations of HJ . For the unit and counit this is ob-
vious. The product of the elements Iλ1λ2Lα1α2 and Iµ1µ2Lβ1β2 of DJ , where
Lα1α2 ∈ U
∗[α1, α2], can be found by the evaluation against the elements of HJ
using formula (65) :
<(Iλ1λ2Lα1α2)(Iµ1µ2Lβ1β2), Eν1ν2u> =
= δλ1µ1−α1δλ2µ2−α2<Iλ1λ2Lα1α2Lβ1β2 , Eν1ν2u>
= δλ1µ1−α1δλ1ν1δλ2µ2−α2δλ2ν2<Lβ1β2 ⊗ Lα1α2 , J
−1(ν1)∆(u)J(ν2)>.
On the other hand, we have
<Iµ1µ2Lβ1β2 ⊗ Iλ1λ2Lα1α2 , ∆J(Eν1ν2u)> =
=
∑
η1,η2
<Iµ1µ2Lβ1β2 , Eν1+η1ν2+η2 J¯
(1)(ν1)u(1)J
(1)(ν2)>
<Iλ1λ2Lα1α2 , Eν1ν2Pη1 J¯
(2)(ν1)u(2)J
(2)(ν2)Pη2>
= δλ1ν1δλ2ν2<Lβ1β2 , J¯
(1)(ν1)u(1)J
(1)(ν2)>
<Lα1α2 , Pµ1−ν1 J¯
(2)(ν1)u(2)J
(2)(ν2)Pµ2−ν2>
= δλ1ν1δλ2ν2δα1µ1−ν1δα2µ2−ν2
<Lβ1β2 ⊗ Lα1α2 , J
−1(ν1)∆(u)J(ν2)>,
where J−1 = J¯ (1) ⊗ J¯ (2). Comparing the last two relations we conclude that the
multiplication in DJ is opposite to the one induced by the comultiplication in HJ .
Finally, the antipode defined by the formula (66) satisfies
<S(Iλ1λ2Lα1α2), Eν1ν2u> =
= <Iλ2+α2λ1+α1S(Lα1α2), Eν1ν2u>
= <Iλ2+α2λ1+α1 , Eν1ν2><Lα1α2 , K¯(ν
2)S−1(u)K(ν1)>
= δλ2+α2ν1δλ1+α1ν2<Lα1α2 , K¯(ν
2)S−1(u)K(ν1)>
for all u ∈ U and λ1, λ2, α1, α2, ν1, ν2 ∈ T, while the transpose of S−1J gives
<Iλ1λ2Lα1α2 , S
−1(Eν1ν2u)> =
=
∑
µ1µ2
<Iλ1λ2 , Eν2+µ2ν1−µ1><Lα1α2 , K¯(ν
2)P−µ2S
−1(u)K(ν1)Pµ1>
= <Lα1α2 , Pν2−λ1K¯(ν
2)S−1(u)K(ν1)Pν1−λ2>
= δα1ν2−λ1δα2ν1−λ2<Lα1α2 , K¯(ν
2)S−1(u)K(ν1)>,
which completes the proof.
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4.4. The case of quasitriangular U. When U is quasitriangular with the uni-
versal R-matrix R, the twisted weak Hopf algebra HJ is also quasitriangular by
means of the matrices
R(λ) = Θ¯J−121 (λ)RJ(λ)Θ and R¯(λ) = Θ¯J
−1(λ)R¯J21(λ)Θ.(67)
More explicitly,
R(λ) =
∑
λµν
Eλλ+νPµR
J(1)(λ)⊗ Eλ+µλR
J(2)(λ)Pν ,(68)
where RJ(λ) = J−121 (λ)RJ(λ). By (40), R(λ) establishes a weak Hopf algebra
homomorphism H∗J → H
op
J , i.e., a homomorphism ρ : DJ → HJ .
Remark 4.4.1. Note that dim(PµU) = dim(UPν) = dimU/|T| for all µ, ν ∈ T,
since any finite dimensional Hopf algebra is free over its Hopf subalgebra [M]. In
particular, dimU/|T| is an integer.
Proposition 4.4.2. ρ is an isomorphism if and only if the element
RJµν(λ) = PµR
J(1)(λ)⊗RJ(2)(λ)Pν ∈ U ⊗ U(69)
has the maximal possible rank (= dimU/|T|) for all fixed λ, µ, ν ∈ T.
Proof. Since H and D are finite dimensional, ρ is an isomorphism if and only if its
image coincides with H , i.e.,
Image(ρ) = span{
∑
ν
Eλλ+νPµR
J(1)(λ)φ(RJ(2)(λ)Pν ) | λ, µ ∈ T, φ ∈ U
∗}
=
⊕
λµν
Eλλ+νspan{PµR
J(1)(λ)φ(RJ(2)(λ)Pν) | φ ∈ U
∗} = U,
which happens precisely when
span{PµR
J(1)(λ)φ(RJ(2)(λ)Pν ) | φ ∈ U
∗} = PµU,(70)
for all λ, µ, ν ∈ T. Since a Hopf algebra U is a free Map(T, k)-module, we see that
the rank of RJµν(λ) has to be equal to dim(PµU) and, therefore, to dimU/|T|, by
Remark 4.4.1.
5. Dynamical twists for Uq(g) at roots of 1
5.1. Construction of J(λ). Suppose that g is a simple Lie algebra of type A, D
or E and q is a primitive ℓth root of unity in k, where ℓ ≥ 3 is odd and coprime
with the determinant of the Cartan matrix (aij)ij=1,...,m of g.
Let U = Uq(g) be the corresponding quantum group which is a finite dimensional
Hopf algebra with generators Ei, Fi,Ki, where i = 1, . . . ,m and the following rela-
tions [L] :
Kℓi = 1, E
ℓ
i = 0, F
ℓ
i = 0,
KiKj = KjKi, KiEj = q
aijEjKi, KiFj = q
−aijFjKi,
EiFj − FjEi = δij
Ki −K
−1
i
q − q−1
,
EiEj = EjEi, FiFj = FjFi if aij = 0,
E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0 if aij = −1,
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0 if aij = −1,
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with the comultiplication, counit, and antipode given by
∆(Ki) = Ki ⊗Ki, ∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi,
S(Ki) = K
−1
i , S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi,
ε(Ki) = 1, and ε(Ei) = ε(Fi) = 0.
Denote by (·, ·) the bilinear form on Zm defined by the Cartan matrix (aij).
Let T ∼= (Z/ℓZ)m be the Abelian group generated by Ki, i = 1, . . . ,m. For any
m-tuple of integers γ = (γ1, . . . , γm) we will write Kγ = K
γ1
1 . . .K
γm
m ∈ T. Denote
by I the set of all integer m-tuples γ = (γ1, . . . , γm) with 0 ≤ γi < ℓ, i = 1, . . . ,m.
Let ∆+ be the set of positive roots of g. For each α ∈ ∆+ define Eα, Fα ∈ Uq(g)
inductively by setting Eαi = Ei, Fαi = Fi for all simple roots αi, i = 1, . . . ,m and
Eα+α′ = q
−1Eα′Eα − EαEα′ and Fα+α′ = qFαFα′ − Fα′Fα, α, α
′ ∈ ∆+.
Let β1, . . . , βN be the normal ordering of ∆
+ and for every N -tuple of non-negative
integers a = (a1, . . . , aN) introduce the monomials
Ea = E
a1
β1
. . . EaNβN and Fa = F
a1
β1
. . . F aNβN .
Then the universal R-matrix of Uq(g) is given by [R], [T] :
R =
1
ℓm
N∏
s=1
(
ℓ−1∑
n=0
q−
n(n+1)
2
(1− q2)n
[n]q!
Enβs ⊗ F
n
βs
)∑
β,γ∈I
q(β,γ)Kβ ⊗Kγ
 ,(71)
where [n]q! = [1]q[2]q · · · [n]q, [n]q =
qn−q−n
q−q−1 , and
Ω =
1
ℓm
∑
β,γ∈I
q(β,γ)Kβ ⊗Kγ ,(72)
is the “Cartan part” of R.
Note that the idempotents
Pβ =
1
|T|
∑
λ∈I
q(β,λ)Kλ
generate a commutative and cocommutative Hopf subalgebra A = Map(T, k) of U .
Observe that U is Zm-graded in such a way that a monomial X in Ei, Fi,Ki
belongs to U [β − β′] where β = (β1, . . . , βm) and β
′ = (β′1, . . . , β
′
m) are such that
Ei appears exactly βi times and Fi appears exactly β
′
i times in X for each i.
This induces a Z-grading of the algebra U with
deg(Ei) = 1, deg(Fi) = −1, deg(Ki) = 0, i = 1, . . . ,m,(73)
and deg(XY ) = deg(X)+deg(Y ) for all X and Y . Of course, there are only finitely
many non-zero components of U since it is finite dimensional.
Let U+ be the subalgebra of U generated by the elements Ei, Ki, i = 1, . . . ,m,
U− be the subalgebra generated by Fi, Ki, i = 1, . . . ,m, and I± be the kernels of
the projections from U± to the elements of zero degree.
For arbitrary non-zero constants Λ1, . . . ,Λm define a Hopf algebra automorphism
Λ of U by setting
Λ(Ei) = ΛiEi, Λ(Fi) = Λ
−1
i Fi, and Λ(Ki) = Ki for all i = 1, . . . ,m.
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If for β = (β1, . . . , βm) ∈ Z
m we write Λβ = Λ
β1
1 . . .Λ
βm
m then
Λ|U [β] = Λβ idU [β].(74)
Definition 5.1.1. We will say that Λ = (Λ1, . . . ,Λm) is generic if the spectrum of
Λ does not contain ℓth roots of unity.
For every Kλ ∈ T we introduce the following linear operator on U ⊗ U :
AL2 (λ)X = (AdKλ ◦ Λ ⊗ id)(RXΩ
−1).(75)
Proposition 5.1.2. For every generic Λ there exists a unique element J(λ) ∈
1 + I+ ⊗ I− that satisfies the following ABRR relation [ABRR], [ES1], [ESS] :
AL2 (λ)J(λ) = J(λ).(76)
Proof. Let us write X =
∑
j≥1 X
j, where Xj is the sum of all terms having the
Z-degree j in the first component. Using the structure of the R-matrix of U , we
can write (76) as a finite system of linear equations labeled by degree j ≥ 1:
Xj = (AdKλ ◦ Λ⊗ id)(ΩX
jΩ−1) + · · · ,(77)
where · · · stands for the terms involving X i for i < j. Thus, the equation (76) can
be solved recursively, starting with X0 = 1, and the solution is unique provided
that the operator
id− (AdKλ ◦ Λ⊗ id) ◦AdΩ(78)
is invertible in Endk(U ⊗ U). Let us show that this operator is diagonalizable and
compute its eigenvalues.
For all Xα ∈ U [α], Xα′ ∈ U [α
′], and Kβ ∈ T we have
(AdKβ)Xα = q
(α,β)Xα, (AdKβ)Xα′ = q
(α′,β)Xα′ ,
and therefore
AdΩ(Xα ⊗Xα′) = q
(α,α′)(K−α′ ⊗K−α)(Xα ⊗Xα′),
whence the eigenvalues of AdΩ in U [α]⊗ U [α′] are the numbers
dχχ′ = q
(α,α′)χ(K−α)χ
′(K−α′),
where χ and χ′ are characters of T. In particular, each dχχ′ is an ℓth root of unity.
Clearly, the eigenvalue of the operator (AdKλ◦Λ⊗id) in U [α]⊗U [α
′] is Λαq
(α,λ).
Putting these numbers together, we conclude that (78) is invertible in U ⊗U if and
only if
1− Λαq
(α,λ+α′)dχχ′ 6= 0,
for all λ, α, α′, χ, χ′ which is the case for generic Λ.
Remark 5.1.3. If J(λ) ∈ 1+I+⊗I− is a solution of (76), then it has zero weight, by
the uniqueness result of Proposition 5.1.2, since (Ad∆(Kβ))J(λ) is also a solution
of (76) for all Kβ ∈ T.
Our goal is to show that the above element J(λ) gives rise to a dynamical twist
for Uq(g).
Similarly to (75) define the operator
A2R(λ)X = (id⊗AdK−λ ◦ Λ
−1)(RXΩ−1)(79)
for all X ∈ U ⊗ U .
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Lemma 5.1.4. A2L(λ) and A
2
R(λ) commute.
Proof. For all X ∈ U ⊗ U we have
(AdKλ ◦ Λ⊗ id)R (AdKλ ◦ Λ ⊗AdK−λ ◦ Λ
−1)(RXΩ−1)Ω−1 =
= (id⊗AdK−λ ◦ Λ
−1)R (AdKλ ◦ Λ⊗AdK−λ ◦ Λ
−1)(RXΩ−1)Ω−1,
since (Λ⊗ id)R = (id⊗ Λ−1)R, whence A2L(λ) ◦A
2
R(λ) = A
2
R(λ) ◦A
2
L(λ).
Corollary 5.1.5. J(λ) is the unique solution of the system
A2L(λ)X = X and A
2
R(λ)X = X.(80)
with X ∈ 1 + I+ ⊗ I−.
Proof. We have
A2L(λ) ◦A
2
R(λ)J(λ) = A
2
R(λ) ◦A
2
L(λ)J(λ) = A
2
R(λ)J(λ),
hence A2R(λ)J(λ) = J(λ) by the uniqueness of the solution of (76).
Following [ESS], consider the 3-component operators :
A3L(λ)X = (AdKλ ◦ Λ ⊗ id⊗ id)(R13R12XΩ
−1
12 Ω
−1
13 )(81)
A3R(λ)X = (id⊗ id⊗AdK−λ ◦ Λ
−1)(R13R23XΩ
−1
13 Ω
−1
23 )(82)
Lemma 5.1.6. The operators A3L(λ) and A
3
R(λ) commute.
Proof. This statement amounts to showing that
(AdKλ ◦ Λ⊗ id⊗ id)R13R12 (AdKλ ◦ Λ ⊗ id⊗AdK−λ ◦ Λ
−1)R13R23 =
= (id⊗ id⊗AdK−λ ◦ Λ
−1)R13R23 (AdKλ ◦ Λ⊗ id⊗AdK−λ ◦ Λ
−1)R13R12.
If we denote Rˆ = (AdKλ ◦ Λ⊗ id)R = (id⊗AdK−λ ◦ Λ
−1)R and
R˜ = (AdKλ ◦ Λ⊗AdK−λ ◦ Λ
−1)R,
then the above equality translates to
Rˆ13Rˆ12R˜13Rˆ23 = Rˆ13Rˆ23R˜13Rˆ12,
which follows from the quantum Yang-Baxter equation after cancelling the first
factor.
Lemma 5.1.7. If there exists a solution X of the system
A3L(λ)X = A
3
R(λ)X = X(83)
with X ∈ I+ ⊗ U ⊗ U + U ⊗ U ⊗ I−, then it is unique.
Proof. It is enough to show that such a solution X is unique for the equation
A3LA
3
RX = X . Let us write
X = 1 +
∑
k,l≥0;k+l>0
Xk,l
where Xk,l is the sum of all elements having Z-degree k in the first component
and −l in the third one. Then the equation A3L(λ)A
3
R(λ)X = X transforms to the
system
Xk,l = (AdKλ ◦ Λ⊗ id⊗AdK−λ ◦ Λ
−1)(WXk,lW−1)
+ terms depending on Xk
′,l′ with k′ + l′ < k + l,
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for all k ≥ 0 and l ≥ 0 such that k + l > 0, where W = Ω12Ω23(Ω13)
2.
As in Proposition 5.1.2 one can check that the operator
id− (AdKλ ◦ Λ⊗ id⊗AdK−λ ◦ Λ
−1) ◦AdW(84)
is invertible for generic Λ, therefore the above system can be solved recursively and
the solution is unique.
Theorem 5.1.8. J(λ) satisfies the equations
(∆⊗ id)J(λ)(J(λ + h(3))⊗ 1) = (id⊗∆)J(λ)(1 ⊗ J(λ− h(1))),(85)
(ε⊗ id)J(λ) = (id⊗ ε)J(λ) = 1.(86)
Proof. Let us denote the left-hand side of (85) by YL and the right-hand side by YR.
We show that both YL and YR are solutions of the system A
3
L(λ)X = A
3
R(λ)X = X ,
then the result will follow from Lemma 5.1.7. We have :
A3RYL = (id⊗ id⊗AdK−λ ◦ Λ
−1)(R13R23YLΩ
−1
13 Ω
−1
23 )
= (id⊗ id⊗AdK−λ ◦ Λ
−1)(∆⊗ id)(RJ(λ))J(λ + h(3))(∆⊗ id)Ω−1
= (∆⊗ id)(id⊗AdK−λ ◦ Λ
−1)(RJ(λ)Ω−1)(J(λ + h(3))⊗ 1)
= (∆⊗ id)J(λ)(J(λ + h(3))⊗ 1) = YL,
A3LYR = (AdKλ ◦ Λ⊗ id⊗ id)(R13R12YRΩ
−1
12 Ω
−1
13 )
= (AdKλ ◦ Λ⊗ id⊗ id)(id⊗∆)(RJ(λ))(1 ⊗ J(λ− h
(1)))(id ⊗∆)Ω−1
= (id⊗∆)(AdKλ ◦ Λ ⊗ id)(RJ(λ)Ω
−1)(1⊗ J(λ − h(1)))
= (id⊗∆)J(λ)(1 ⊗ J(λ− h(1))) = YR,
where we used that A2LJ = A
2
RJ = J , properties of the R-matrix, and that J
commutes with AdKλ.
To establish that A3LYL = YL note that both A
3
LYL and YL are solutions of the
equation A3RX = X and therefore are determined uniquely by their parts of zero
degree in the third component. Thus it suffices to compare these parts :
(A3LYL)
0 = (AdKλ ◦ Λ⊗ id⊗ id) ◦AdΩ13(R12J12(λ + h
(3))Ω−112 )
=
∑
β
(AdKλ+β ◦ Λ ⊗ id)(RJ(λ + h
(3))Ω−1)⊗ Pβ
= (AdKλ+h(3) ◦ Λ⊗ id)(RJ(λ + h
(3))Ω−1) = J(λ+ h(3)) = Y 0L ,
(A3RYR)
0 = (id⊗ id⊗AdK−λ ◦ Λ
−1) ◦AdΩ13(R23J23(λ − h
(1))Ω−123 )
=
∑
β
Pβ ⊗ (id⊗AdK−λ+β ◦ Λ
−1)(RJ(λ − h(1))Ω−1)
= (id⊗AdK−(λ−h(1)) ◦ Λ
−1)(RJ(λ − h(1))Ω−1) = J(λ− h(1)) = Y 0R.
The relations between J(λ) and ε are obvious.
Proposition 5.1.9. The element
J (λ) = J(2λ+ h(1) + h(2))(87)
is a dynamical twist for Uq(g) in the sense of Definition 4.1.3.
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Proof. We directly compute :
(∆⊗ id)J (λ)(J (λ+ h(3))⊗ 1) =
= (∆⊗ id)J(2λ+ h(1) + h(2) + h(3))(J(2λ+ h(1) + h(2) + 2h(3))⊗ 1)
= (id⊗∆)J(2λ+ h(1) + h(2) + h(3))(1⊗ J(2λ+ h(2) + h(3)))
= (id⊗∆)J (λ)(1 ⊗ J (λ)).
The identities (ε⊗ id)J (λ) = 1 and (id⊗ ε)J (λ) = 1 are clear.
Example 5.1.10. Let us give an explicit expression for the twists J(λ) and J (λ)
in the case g = sl(2). In this case, Uq(g) is generated by E,F,K with the standard
relations. The element analogous to J(λ) for generic q was computed already in
[Ba] (see also [BBB]). If we switch to our conventions, this element will take the
form
J(λ) =
∞∑
n=0
q−n(n+1)/2
(1− q2)n
[n]q!
(En ⊗ Fn)
n∏
ν=1
Λq2λ
1− Λq2λ+2ν(K ⊗K−1)
.
It is obvious that the formula for q being a primitive ℓ-th root of unity is simply
obtained by truncating this formula:
J(λ) =
ℓ−1∑
n=0
q−n(n+1)/2
(1− q2)n
[n]q!
(En ⊗ Fn)
n∏
ν=1
Λq2λ
1− Λq2λ+2ν(K ⊗K−1)
.
Therefore,
J (λ) =
ℓ−1∑
n=0
q−n(n+1)/2
(1− q2)n
[n]q!
(En ⊗ Fn)
n∏
ν=1
Λq4λK ⊗K
1− Λq4λ+2ν(K2 ⊗ 1)
.
Note that the term of this sum corresponding to n = 1 coincides with the one
computed in Section 5.3.
5.2. Dynamical twists arising from generalized Belavin-Drinfeld triples
(cf. [ESS]).
Definition 5.2.1. A generalized Belavin-Drinfeld triple for a simple Lie algebra g
consists of subsets Γ1,Γ2 of the set Γ = (α1, . . . , αm) of simple roots of g together
with an inner product preserving bijection T : Γ1 → Γ2.
We say that T is nilpotent if for any i = 1, . . . ,m there exists a positive integer
di such that T
di(αi) 6∈ Γ1. For non-nilpotent T we define an order of T (denoted
by n(T )) to be the least common multiple of the lengths of orbits of T .
Let Q1, Q2, and Q be the free Abelian groups generated by the root sets Γ1, Γ2,
and Γ respectively and
L = {λ ∈ Q | (λ, α) = (λ, Tα) ∀α ∈ Γ1}.(88)
Then T extends to the isomorphism between Q1 and Q2 and one can check as in
Lemma 3.1 in [ESS] that Q1 ∩L = {λ ∈ Q1 | Tλ = λ} and Q1 +L and L
⊥ +L are
finite index subgroups of Q. Let
n1 = [Q : (Q1 + L)] and n2 = [Q : (L
⊥ + L)](89)
We assume that ℓ is coprime with both n1 and n2 and introduce a homomorphism
Q1 + L→ Q also denoted by T , letting
T |Q1 = T, T |L = id.(90)
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Since T = id on Q1 ∩ L it follows that T is well-defined.
Factorization by ℓQ yields an automorphism of T = Q/ℓQ :
T : (Q1 + L)/ℓQ = Q/ℓQ→ Q/ℓQ.(91)
which preserves the inner product (·, ·) : T×T→ Z/ℓZ and extends to the algebra
homomorphisms T± : U± → U± defined by
T+(Kλ) = KTλ, T−(Kλ) = KT−1λ,(92)
T+(Ei) = ET (i) if αi ∈ Γ1 and T+(Ei) = 0 otherwise ,(93)
T−(Fi) = FT−1(i) if αi ∈ Γ2 and T−(Fi) = 0 otherwise ,(94)
for all λ ∈ T and i = 1, . . . ,m, where T (i) denotes the number such that T (αi) =
αT (i) and T
−1(i) the number such that T−1(αi) = αT−1(i).
Let TL and T
⊥
L be the images of L and L
⊥ in T and
ΩL =
∑
Kβ ,Kγ∈TL
q(β,γ)Kβ ⊗Kγ , ΩL⊥ =
∑
Kβ ,Kγ∈T⊥L
q(β,γ)Kβ ⊗Kγ .(95)
Then T = TL ⊕ T
⊥
L and Ω = ΩLΩL⊥ . We define a modification of the operator
A2L(λ) introduced in (75):
A2L(λ)X = (T+ ◦AdKλ ◦ Λ⊗ id)(RXΩ
−1
L ), λ ∈ TL.(96)
One can show, using the same argument as in Proposition 5.1.3, that if Λi = ΛT (i)
for all αi ∈ Γ1 and the spectrum of Λ (in the case T is not nilpotent) does not contain
roots of unity of order n(T )ℓ, then there exists a unique element JT (λ) ∈ Z+I+⊗I−,
where Z = ((id−T )−1T⊗id)ΩL⊥ , satisfying the modified ABRR relation (cf. [ESS]):
A2L(λ)JT (λ) = JT (λ)(97)
and commuting with Ad∆(Kλ) for all λ ∈ TL. Next, if we define
A2R(λ)X = (id⊗ T− ◦AdKλ ◦ Λ)(RXΩ
−1
L ), λ ∈ TL,(98)
then Lemma 5.1.4 and Corollary 5.1.5 are still valid because of the identity
(T+ ⊗ id)ΩL = (id⊗ T−)ΩL
that follows from the inner product preserving property of T .
Modifying definitions of A3L(λ) and A
3
R(λ) as in [ESS], it is possible to repeat
the proofs of Lemmas 5.1.6, 5.1.7 and Theorem 5.1.8, showing that JT (λ) satisfies
(85), and hence that JT (λ) constructed as in Proposition 5.1.9 is a dynamical twist
for U .
5.3. Non-degeneracy of the twisted R-matrix and self-duality. We will
show that for the dynamical twist J (λ) for a quantum group Uq(g) the corre-
sponding weak Hopf algebras described in sections 4.2 and 4.3 are isomorphic, i.e.,
that the twisted R-matrix
R(λ) =
∑
λµν
Eλλ+νPµR
J (1)(λ)⊗ Eλ+µλR
J (2)(λ)Pν ,(99)
where RJ (λ) = J −121 (λ)RJ (λ), establishes an isomorphism between weak Hopf
algebras DJ = Map(T×T, k)⊗Uq(g)
∗ and HJ = (End(A)⊗Uq(g))J (λ)Θ = D
∗op
J .
Proposition 5.3.1. Let ρ : H∗J → H
op
J defined by φ 7→ (id ⊗ φ)R(λ) be the ho-
momorphism of weak Hopf algebras given by the R-matrix R(λ) of HJ . Then the
elements Eλµ, Ki, Ei, Fi, λ, µ ∈ T, i = 1, · · · ,m belong to Image(ρ).
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Proof. It follows from the explicit formula (71) for the universal R-matrix R of
Uq(g), defining equation (76) of J(λ), and expression (68) for R(λ) that
R(λ) =
∑
a,b
Ra,b(λ), where
Ra,b(λ) =
∑
λ,µ,ν
(Eλλ+ν ⊗ Eλ+µλ)(FaEb ⊗ EaFb)(Pµ ⊗ 1)Ca,b(λ)(1 ⊗ Pν),
the “coefficients” Ca,b(λ) are (kT)
⊗2-valued functions on T, and a, b run over N -
tuples of non-negative integers.
Note that the terms of R(λ) occurring in R0,0(λ) are linearly independent from
the rest and so are those occurring in Rδi,0(λ) and R0,δi(λ), where δi is the N -
tuple with 1 in the position corresponding to the single root αi, i = 1, . . . ,m and
0’s elsewhere.
Hence, the subspaces
Va,b = {(id⊗ φ)Rab(λ) | φ ∈ H
∗
J }, where (a, b) = (0, 0), (0, δi), or (δi, 0)
belong to the image of ρ.
In all of the three above cases we will show that Ca,b(λ) is invertible in (kT)
⊗2
(and, therefore, (Pµ ⊗ 1)Ca,b(λ)(1 ⊗ Pν) are non-zero scalars for all µ, ν) and that
the generators of HJ lie in the algebra generated by the above subspaces Va,b.
Clearly, C0,0(λ) = Ω is invertible, whence V0,0 is spanned by the elements
Eλλ+νPµ, i.e., Eλµ ∈ Image(ρ) for all λ, µ and Ki ∈ Image(ρ) for i = 1, . . . ,m.
Next, C0,δi(λ) is the coefficient with Ei ⊗ Fi in RJ (λ). To determine it, note
that by (71) and (76) we have
J(λ) = 1 +
∑
i
(Ei ⊗ Fi)bi(λ) + · · · , bi(λ) ∈ (kT)
⊗2,
R = (1 + (q−1 − q)
∑
i
(Ei ⊗ Fi) + · · · )Ω,
where · · · stand for the terms of degree > 1 in the first component. We use the
recursive relation (77) to find bi(λ), i = 1, . . . ,m :
(Ei ⊗ Fi)bi(λ) = (AdKλ ◦ Λ⊗ id) ◦AdΩ(Ei ⊗ Fi)bi(λ) + (q
−1 − q)(Ei ⊗ Fi)
= Λiq
(λ,αi)(Ei ⊗ Fi)(bi(λ)q
2(Ki ⊗K
−1
i ) + (q
−1 − q)),
from where we obtain
bi(λ) =
Λiq
(λ,αi)(q−1 − q)
1− Λiq(λ,αi)+2(Ki ⊗K
−1
i )
,
and consequently
C0,δi(λ) = q
2(Ki ⊗K
−1
i )bi(2λ+ h
(1) + h(2))Ω + (q−1 − q)Ω
= (q−1 − q)
(
Λiq
2(λ,αi)+2(K2i ⊗ 1)
1− Λiq2(λ,αi)+2(K2i ⊗ 1)
+ 1
)
Ω
=
(q−1 − q)Ω
1− Λiq2(λ,αi)+2(K2i ⊗ 1)
which is invertible for all generic Λ.
It follows that V0,δi is spanned by the elements Eλλ+νPµEi, whence Ei ∈
Image(ρ).
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Finally,
J−121 (λ) = 1− (Fi ⊗ Ei)bi(λ)21 + · · · ,
therefore, Cδi,0(λ) = −bi(2λ+ h
(1) + h(2))21Ω is invertible and Fi ∈ Image(ρ).
As a corollary, we obtain the following
Theorem 5.3.2. The R-matrix R(λ) defines an isomorphism between weak Hopf
algebras HJ and DJ ∼= H
∗op
J .
Proof. We saw in Proposition 5.3.1 that the image of ρ : H∗J → H
op
J contains all the
generators of the algebraH , therefore Image(ρ) = H . Since H is finite dimensional,
ρ is an isomorphism.
5.4. Non-degeneracy of the twisted R-matrix in the case when T is an au-
tomorphism of the Dynkin diagram of g. We extend the result of Section 5.3
to the case when Γ1 = Γ2 = Γ and T 6= id.
The dynamical twist JT (λ) constructed in Section 5.2 then has a form
JT (λ) = Z +
∑
ij
(Ei ⊗ Fj)bij(λ) + · · · , bij(λ) ∈ (kT)
⊗2,(100)
where bij(λ) ≡ 0 if αi and αj belong to different orbits of T and · · · stands for the
terms having the Z-degree > 1 in the first component. Similarly, one has
(JT )
−1
21 (λ) = Z
−1
21 +
∑
ij
(Fi ⊗ Ej)b˜ij(λ) + · · · , b˜ij(λ) ∈ (kT)
⊗2.(101)
As in Proposition 5.3.1, it is possible to find the coefficients bij(λ) explicitly :
bij(λ) =
Λn−ki (q
−1 − q)q(λ,αi)+(λ+αj ,sij)(Ksij ⊗K
−1
sij )Z
1− Λni q
(λ+αj ,s)(Ks ⊗K
−1
s )
,
where n is the length of the corresponding orbit, k is the unique number such that
T k(αi) = αj (0 ≤ k < n), sij = T (αj) + · · · + T
n−k−1(αj), and s = αi + · · · +
T n−1(αi) is the orbit sum. Note that since Λi is independent from i within an orbit
and λ ∈ TL, the denominator in the right-hand side of the above formula does not
depend on i and j.
The dynamical R-matrix RJT (λ) of Uq(g) has a form
RJT (λ) = ΩZZ−121 +
∑
ij
(Fi ⊗ Ej)b˜ij(λ)ΩZ +
+
∑
ij
Z−121 (Ei ⊗ Fj)(q
aij (Kj ⊗K
−1
i )bij(λ) + δij(q
−1 − q)Z)Ω + · · · ,
where the listed terms are linearly independent from · · · in each component.
Formula (68) gives an expression for the R-matrixR(λ) of the weak Hopf algebra
HJT in terms of R
JT (λ) and it is easy to see that the image of R(λ) contains the
matrix units Eµµ′ , µ, µ
′ ∈ L and elements Ki, i = 1, . . . ,m generating T. Showing
that it also contains generators Ei (resp. Fi) amounts to proving that the matrices
Aνη(λ) (resp. Bνη(λ)), where
Aνη(λ)ij = (Pη ⊗ Pν)(q
aij (Kj ⊗K
−1
i )bij(λ) + δij(q
−1 − q)Z),(102)
Bνη(λ)ij = (Pη ⊗ Pν)b˜ij(λ),(103)
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and Pη, Pν are minimal idempotents in kT, are invertible for all η, ν, λ. Using the
formula for bij(λ) one can show that these matrices are equivalent (up to permuting
and multiplying the rows and columns by non-zero constants) to the matrix
1 1 . . . 1
Λ˜ 1 . . . 1
...
...
. . .
...
Λ˜ Λ˜ . . . 1
 ,(104)
where Λ˜ = Λ−ni q
(λ+αj ,s)(Pη ⊗Pν)(Ks⊗Ks)Z is a multiple of Pη ⊗Pν independent
from i and j. The determinant of this matrix is equal to (Λ˜−1)n−1, so it is invertible
when Λ
n(T )ℓ
i 6= 1.
Thus, Theorem 5.3.2 extends to the case when T is an automorphism of the
Dynkin diagram of g :
Theorem 5.4.1. For every generalized Belavin-Drinfeld triple (Γ, Γ, T ) the R-
matrix R(λ) defines an isomorphism between weak Hopf algebras HJT and DJT
∼=
H∗opJT .
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