In this work, we analyze in detail the occurrence of divergences in the irreducible vertex functions for one of the fundamental models of many-body physics: the Anderson impurity model (AIM). These divergences, a surprising hallmark of the breakdown of many-electron perturbation theory -have been recently observed in several contexts, including the dynamical mean-field solution of the Hubbard model. The numerical calculations for the AIM presented in this work, as well as their comparison with the corresponding results for the Hubbard model, allow us to clarify several open questions about the properties of vertex divergences in a particularly interesting context, the correlated metallic regime at low-temperatures. Specifically, our analysis (i) rules out explicitly the transition to a Mott insulating phase, but not the more general suppression of charge fluctuations (proposed in [O. Gunnarsson et al., Phys. Rev. B 93, 245102 (2016)]), as a necessary condition for the occurrence of vertex divergences, (ii) clarifies their relation with the underlying Kondo physics, and, eventually, (iii) individuates which divergences might also appear on the real frequency axis in the limit of zero temperature, through the discovered scaling properties of the singular eigenvectors.
I. INTRODUCTION
The foundation of the Feynman diagrammatic technique relies on the many-body perturbation expansion. Nonetheless, its high flexibility and the transparency of the physical interpretation have often motivated the application of diagrammatic schemes also well beyond the perturbative regime. This is particularly true for the many-electron problem in condensed matter theory. In fact, for the latter, the identification of a small parameter controlling the perturbation expansion can become a very hard task, especially if the Coulomb interaction is not sufficiently screened, a common situation in transition metal oxides and heavy fermion compounds.
In general, exploiting diagrammatic techniques beyond the regime of validity of the underlying perturbation expansion is a viable option, and -in some cases -also a rewarding one, as witnessed, e.g., by the success of the Dynamical Mean-Field Theory (DMFT) 1 and its extensions 2, 3 . However, in doing so, one must expect to face particular problems, which might limit the applicability of well known diagrammatic relations and challenge the corresponding algorithmic implementations in the strong-coupling regime. Not surprisingly, considering the fast developments of the diagrammatic extensions [3] [4] [5] [6] [7] [8] [9] [10] [11] of DMFT, some of these issues have been recently put in the focus of the forefront literature on quantum manybody theory.
In particular, two main kind of problems have been brought to light 12, 13 and analyzed. The first one is the occurrence of divergences of the two-particle irreducible (2PI) vertex functions in several many-electron models. In fact, their occurrence has been reported, even for moderate values of the electronic interaction, in DMFT studies of the disordered binary mixture (BM) 14 , the Falicov Kimball (FK) 12, [14] [15] [16] and the Hubbard model 12, 14, 17, 18 . Analytical calculations 12, 14, 17, 19 for the atomic limit (AL) of the Hubbard model 20 or the one point model 21, 22 have provided further evidence of the robustness and the generality of the occurrence of these divergences of the 2PI vertex. Finally, calculations with the dynamical cluster approximation (DCA) have also demonstrated 18, 23 that the observed divergences are not an artifact of the purely local treatment of DMFT. The irreducible vertex divergences appear as a consequence of the non-invertibility of the BetheSalpeter equation in the fermionic Matsubara frequency space (see Sec. II), associated with a simultaneous 14 noninvertibility of the parquet equations. In specific cases (FK [14] [15] [16] , BM 14 ) , their presence has been also reported on the real frequency axis.
The second problem reported 13, 14, 18, 19, [24] [25] [26] is an intrinsic multivaluedness of the Luttinger Ward functional (LWF). This unexpected characteristic of the LWF has been demonstrated 13 by considering the self-consistent (bold) perturbation expansion for the self-energy Σ [G] in the AL of the Hubbard model, for which the exact Green's function is known analytically. The corresponding resummation is found always to converge but, for interaction values U larger than a specific U , it converges to unphysical results, indicating the existence of at least two branches of the LWF for the self-energy.
Eventually, recent studies 26 have rigorously demonstrated that these two aspects are exactly related, providing an analytic proof that any crossing of different branches in the LWF functional is associated to a divergence of the 2PI vertex, occurring for the same parameters (see Sec. A in the Supplemental Material of Ref. [26] ).
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From a purely theoretical viewpoint, these problems can be regarded as complementary manifestations of the breakdown of the perturbation expansion. At the same time, from a more practical perspective, their potential impact on several cutting edge algorithmic developments can also be significant. In particular, we recall that the 2PI vertex functions constitute the fundamental building block of all diagrammatic theories based on the Bethe-Salpeter or parquet equations [27] [28] [29] [30] , such as, e.g., the dynamical vertex approximation (DΓA) 4, 31, 32 , the multiscale 33 , and the quadruply-irreducible local expansion (QUADRILEX) 11 approach, or the parquet decomposition of the self-energy 23 . Similarly, the presence of multiple branches in the LWF might pose difficulties to bold diagrammatic Monte Carlo schemes 13, 18, 34 . The discussion on how (and to what extent) it is possible to circumvent these difficulties within the different algorithms is a subject of current scientific debate 35 .
One should mention, moreover, that the interpretation of the physics underlying this twofold manifestation of the breakdown of the perturbation expansion is still debated. Certainly, these crossings and divergences are not associated with any thermodynamic phase transition, due to the mutual compensation of (divergent) irreducible and fully irreducible diagrams in the parquet equations, which ensures, that the full vertex stays finite (see Sec. II B). It has been proposed 12, 14, 15 , however, that they might be interpreted, for example, as precursors of the Mott metal-insulator transition 43 (MIT), as features of the separation of spectral weight (such as the Hubbard subbands), as an implication of the emergence of kinks in the spectral function 44, 45 and specific heat 46, 47 , and even in terms of qualitative changes in the non-equilibrium asymptotic behaviors 12 . Subsequently, it has been argued 23, 26 , that their occurrence in the Hubbard model is associated with the progressive suppression of the charge susceptibility for increasing values of the electrostatic repulsion U .
The aim of this paper is to improve our current understanding of the properties of the 2PI-vertex divergences, especially in the arguably most interesting parameter regime of low-temperatures and moderate interaction values, where they appear to coexist with a metallic, Fermi-Liquid ground state.
This will provide, in turn, hitherto missing pieces of information about the vertex divergences. In fact, recent studies [14] [15] [16] have reported progress in understanding the (relatively) simpler region of high temperatures and large interactions: Here, the properties of the DMFT vertex functions of the Hubbard model are efficiently approximated by easier calculations performed on the one hand, in the BM and FK [14] [15] [16] case, whose DMFT solutions correspond 48, 49 essentially to the coherent potential approximation (CPA) 50 , and on the other hand in the AL 14 case. In these models, it has been shown 14 that the proliferation of the divergence lines in the corresponding phase-diagrams is merely a consequence of the Matsubara representation of a unique underlying energy scale ν * , which, in the case of the BM, completely controls all the vertex divergences. As a result, all the divergence lines in the phase diagrams of the BM collapse onto a single one, if multiplied with the appropriate Matsubara index (2n − 1). For the FK and the AL case this precise characterization applies, however, only to half of the divergence lines 14, 51 . Further, at T → 0 all the lines accumulate at the same value of U , where the vertex is found to be diverging even on the real frequency axis. Eventually, the scale ν * could be directly related to specific properties which characterize the single particle Green's function of the model evolving towards the opening of a Mott spectral gap. More precisely in the BM and FK model ν * corresponds to the frequency where the minimum of Im G(iν n ) is found 14 , in the AL, interestingly, this is the case for the inflection point 51 .
None of these semi-analytical results, however, turned out to be applicable for the interpretation of the low-T vertex divergences in the Hubbard model. In fact, in the low-T region of the corresponding DMFT phase diagram, the divergence lines display a clear re-entrance, somehow similarly shaped as the Mott-Hubbard MIT, with a significant spread for T → 0. Consequently, no unique energy scale ν * could be identified, no collapse of the lines is observed, as well as any accumulation at a specific U value for T = 0. Also, classifying the different types of divergences according to their locality in frequency space 14 (see also Sec. II B), appears to work no longer. The plausible origin of these complications w.r.t. FK or AL must lie in the differences of the underlying physics. The major one is, arguably, the presence of low-energy coherent quasiparticle excitations in the correlated metallic region of the Hubbard model: These are missing -per construction -in the simpler cases of FK and AL.
The path towards a better understanding of the nature of the vertex divergences in the correlated metallic regime is hampered by the intrinsic feedback effects of the selfconsistency procedure in DMFT: The embedding bath of the auxiliary Anderson impurity model 52 , for which the vertex functions are computed, is continuously readjusted, including in itself an important part of the correlation features of the DMFT solution. For example, it has been pointed out 45 , that these self-consistent effects are responsible for the appearance of two different lowenergy scales (ω F L and ω CP following the notation 53 of Ref. [44] ) and, thus, for the related low-energy kinks in the self-energy 44 and the specific heat 46 .
To avoid this additional complication, in this we will disentangle the different effects by considering a more basic system than the Hubbard model, still capable, however, of capturing the physics of low-energy quasiparticle excitations: the Anderson impurity model (AIM). In fact, the AIM, defined by a fixed electronic bath embedding one correlated impurity site, describes highly non-perturbative processes (such as the many-body effect related to the Kondo screening), but, at the same time, yields important simplifications of the underlying physics w.r.t. the self-consistent solution of DMFT: For example, no Mott-Hubbard MIT is present at T=0, so that the ground state properties remain Fermi liquid-like for all values of the local electrostatic repulsion U . In particular, the comparison of our results for the vertex divergences of the AIM to the ones found in the Hubbard model will allow us to rigorously address a set of important questions, left unanswered in the most recent literature:
(i): Is the Mott-Hubbard MIT a necessary condition for the occurrence of the vertex divergences and their related manifestations?
(ii): Given that for the Hubbard model at low-T it was not possible to identify a unique scale ν * , can there be a scenario, comprising two-energy scales on the real-axis (ω F L and ω CP ) compatible with the vertex divergences? In the case of a positive answer, can one find a relation with the low-energy kink(s) 44, 45 in the self-energy and C V (T ) 46 , found in previous DMFT studies. However, for the AIM with large conduction electron bandwidth studied in this paper, only one energy scale, the Kondo scale 54 T K , exists. The paper is structured as follows: In Sec. II we define the specific AIM used in our calculations as well as the quantum field theory formalism necessary to analyze the irreducible vertex divergences, and describe concisely the numerical method applied as impurity solver. Thereafter, in Sec. III, our numerical results, together with a comparison to previous DMFT findings for the Hubbard model, are presented. In Sec. IV, a detailed analysis of the data shown in Sec. III is made, providing clear-cut answers to the specific questions (i)-(v) posed above. Finally, in Sec. V, a conclusion and an outlook of our work are presented.
II. FORMALISM AND METHODS

A. Anderson impurity model
In this work we consider an AIM with a fixed hybridization to a bath of non-interacting electrons with a constant (box-shaped) density of states (DOS). The corresponding Hamiltonian reads as
where d represents the energy of the impurity level, U is the value of the local interaction and d † σ /d σ creates/annihilates an electron on the impurity site,
The first term in the second line of Eq. (1) is the kinetic energy of the non-interacting bath of electrons with k as the dispersion relation and c † k,σ /c k,σ , the creation/annihilation operators of the bath electrons. Finally, the last terms represent the hopping onto/off the impurity site. In the specific AIM chosen for this work the DOS of the bath electrons is ρ( ) = (1/2D)Θ(D−| |), with the half-bandwidth D = 10 being the largest energy scale of the system. The hybridization is assumed to be k-independent and set to 2 (V k = V = 2) and the chemical potential is set to µ = U/2 (half-filled/particle-hole symmetric case). The choice of a box-shaped DOS and a k-independent hybridization ensures that no particular features of ρ( ) or V will affect the study of irreducible vertex divergences, and the selected parameter set should guarantee, that the Kondo temperature of our AIM remains sizable with respect to the other energy scales, for the half-filled case considered. B. Two-particle formalism
The two-particle irreducible vertex function Γ , whose divergences will be studied in this work, is -per definition -the fundamental building block of the Bethe-Salpeter equation for the generalized susceptibility. While for more detailed information and definitions we refer the reader to Ref. [55] as well as Refs. [3, 14, 17, 56 , and 57], we want to summarize here solely the crucial objects necessary for our analysis. We start, then, from the generalized susceptibility χ νnν n Ωn ph,σσ at the impurity site, which is defined (in the particle-hole channel) as
Here, ph refers to the particle-hole notation 58 , σ and σ denote the spin directions of the impurity electrons, T τ is the time ordering operator and ν n , ν n and Ω n represent two fermionic and one bosonic Matsubara frequency, respectively. χ νnν n Ωn ph,σσ can be calculated using an impurity solver, as described in the following section. We recall, that, in the case of SU(2) symmetry, the Bethe-Salpeter Note that Ω n will be set to zero throughout this work, and is therefore omitted hereinafter. This is done to perform comparisons of the results presented here to results of the recent literature 12, 14 , but also because the irreducible vertex divergences appear, systematically, at lower interaction values for Ω n = 0, compared to cases for Ω n = 0.
The Bethe-Salpeter equation in the charge channel reads as:
is the irreducible vertex function in the charge channel, the bare susceptibility is given by χ Fig. 1 a schematic representation of the Bethe-Salpeter equation is given, from which it can be seen, that it represents a two-particle analogue to the Dyson equation.
Inverting Eq. (3) and considering Γ c , χ ph,0 and χ c as matrices of the fermionic Matsubara frequencies (ν n , ν n ) leads to
It is obvious, hence, that all divergences of Γ c must correspond to a singular χ c -matrix 14 (typically no divergence is expected in [χ ph,0 ] −1 ). In fact, analyzing the matrix in its spectral representation, i.e., the basis of its eigenvectors,
leads to the one-to-one correspondence of an irreducible vertex divergence to a vanishing eigenvalue (λ i=α → 0) of the matrix χ c in the fermionic frequencies ν n , ν n . In particular, for a parameter set (U, T ) close to a divergence, the corresponding eigenvalue will be vanishingly small (λ i=α ≈ 0), leading to a simplified expression for Γ c : One sees immediately how in the proximity of a divergence the full frequency structure of Γ c , i.e., its dependence on the fermionic Matsubara frequencies ν n and ν n , is determined 14 by the non-zero components of the eigenvector V c α (iν n ) associated to the vanishing eigenvalue λ α . This leads to a distinction of two classes of irreducible vertex divergences, a global one with an eigenvector V c α (iν n ) = 0 ∀ ν n and a local one, where only for a finite subset of frequencies V c α (iν n ) = 0 holds. The interplay of eigenvectors, eigenvalues and Γ c is further discussed in Sec. III B. Already at this stage, however, we illustrate how the direct relation of Eq. (6) is actually realized in the proximity of a divergence: In Fig. 2 we show a pertinent example of the vertex function computed for a parameter set very close to a divergence, where the lowest eigenvalue λ α of χ c is O(10 −4 ). In this figure, the full (fermionic) Matsubara frequency dependence (ν n , ν n ) of Γ c is plotted (main panel) together with the eigenvector V c α (iν n ) (both on the left and on top of the main panel) associated to the smallest, almost vanishing, eigenvalue λ α . It can be easily noticed how in the proximity of a vertex divergence, the frequency structure of Γ c , including the location of the maxima/minima and its signs, is completely controlled by the corresponding frequency dependence of the sin-gular eigenvector V c α (iν n ). The latter encodes, thus, all the essential information about the divergence itself, and will be used in the following for analyzing the evolution of the frequency structure of the vertex function in the proximity of different divergences.
Note that in Sec. III also results for the divergences in the particle-particle up-down channel are shown [χ νnν n pp,↑↓ ]. For this channel the same general consideration made here holds, the corresponding Bethe-Salpeter equation can be found in Appendix B of Ref. [55] and reads in particle-particle notation
Let us also briefly comment, at the end of this section, on the degree of two-particle irreducibility of the vertex considered. While the vertex we obtain by the inversion of the Bethe-Salpeter equation in a given channel (e.g. the charge channel) is, per construction, 2PI only in that specific channel, its divergences correspond 12, 14 precisely to the divergences of the fully 2PI vertex function. In this respect, we recall that the vertex divergences found here are not associated to any thermodynamic phase transition, and never appear in the full two-particle scattering amplitude (F ). Hence, due to the algebraic structure of the parquet equation 27, 55 , if one of such a divergence occurs, e.g. in Γ c , it has to be compensated by an analogous divergence of the fully 2PI vertex function, in order to preserve the finiteness of F (for more details see [3 and 14] ). This has been explicitly verified also for the vertex divergences discussed in the following sections.
We note that the choice of studying the divergences in Γ c , instead of considering the equivalent ones in the fully 2PI vertex, is also suggested by the more direct connection of Γ c to the LW functional (of which Γ c represents the second functional derivative) and, hence, to the previously mentioned multivaluedness issues 13, 18, 26 .
C. Calculations in CT-QMC
We solve the AIM using a continuous-time quantum Monte Carlo (CT-QMC) impurity solver in the hybridization expansion 59, 60 . The algorithm is based on a stochastic Monte Carlo sampling of the infinite series expansion of the partition function in terms of the hybridization.
From the stochastic series expansion of the partition function one can construct estimators for the one-particle and two-particle Green's function and, thus, the generalized susceptibility defined in Eq. (2) . Extracting the irreducible vertex function from the one-and two-particle Green's functions, by inverting the corresponding BetheSalpeter equation, is a post-processing step to the Monte Carlo measurement, as is the calculation of eigenvalues and eigenvectors of the generalized susceptibility.
Further, we recall 14 that for an easier numerical identification of the singular eigenvalues and eigenvectors it is convenient to diagonalize (χ c /χ ph,0 ) νnν n instead of χ νnν n c . This way it is straightforward to distinguish the vanishing eigenvalues of χ νnν n c from the trivial highfrequency eigenvalues (∝ 1/ν 2 n ) and the corresponding eigenvectors. The results are not influenced by this procedure, because the vanishing of an eigenvalue of χ νnν n c corresponds to the one of (χ c /χ ph,0 ) νnν n (χ νnν n ph,0 is not singular). Hence, the specific interaction value for a given temperature where a vertex divergence occurs, i.e. U , is identical. Further, for all cases considered in this work, the numerical difference between the corresponding eigenvectors was found to be negligible. Hence, in the rest of the paper we will consider identical -for all practical purposes -the singular eigenvectors of (χ c /χ ph,0 ) νnν n and χ νnν n c . The details of the procedure for determining U for a given temperature, is described in the Appendix C.
For the specific CT-QMC calculations, of the one-and two-particle Green's function needed in this work, we have employed the w2dynamics software 61 . The vertex functions generated by w2dynamics were previously tested against other established codes 62 . Additionally, we have benchmarked the reliability of the impurity solver in computing the vertex divergences of the AIM, against exact diagonalization (ED) results in an intermediate T -region, where the discretization of the electronic bath affects the ED procedure only moderately.
For the low temperature calculations, we have quantified the reliability of our results using a Jackknife error analysis 63 , which is described in the Appendix C.
III. NUMERICAL RESULTS
A. The T-U diagram
We start to illustrate our numerical results by reporting in the T -U diagram of the AIM (Fig. 3 left panel) the first (five) lines along which the two-particle irreducible vertex diverges. These correspond to the interaction values U at given temperatures T , where an eigenvalue of the generalized susceptibility (charge or particle-particle up-down channel) vanishes, see Eq. (4) and Eq. (5). Specifically, the red lines mark irreducible vertex divergences taking place in the charge channel only, while orange lines represent divergences taking place in the charge and the particle-particle up-down channel simultaneously.
Even from the first look at the data, the overall behavior of the divergence lines of the AIM appears qualitatively very similar to the one of the Hubbard model case 12, 14 , reproduced in the right panel of Fig. 3 In particular, the similarity in the hightemperature/large interaction area of both T -U diagrams is not fully unexpected. In fact, here the divergence lines of both models display a rather linear behavior, which is consistent with the insights obtained , along the orange lines simultaneous divergences in the charge and the particle-particle up-down channel, Γ 64 . Re-adapted from Ref. [14] .
from the results of the Hubbard atom case 14 . The residual deviations can be ascribed to the fact that the atomic limit condition, i.e., U and T larger than all other energy scales, is not fully complied. In the case of the AIM, only for larger interactions than those shown in the left panel of Fig. 3 (U ≥ D = 10), we recover a purely linear behavior as well as the connection between the position of the divergence line and the inflection point of Im G(iν n ), as expected for the atomic limit (for a more detailed analysis, see Appendix A).
At intermediate temperatures, the divergence lines show a progressively stronger non-linear behavior, starting to bend rightwards. Lowering the temperature further, one reaches the correlated metallic regime. Remarkably, in spite of the differences in the ground states of the two models (there is no MIT in the AIM), even there the results of the AIM and the Hubbard model remain qualitatively very similar. For both models the lines show a "re-entrance", i.e. a bending towards higher interaction values, as if the low-temperature intermediate interaction regime were "protected" against the non-perturbative mechanism originating the irreducible vertex divergences. Particularly remarkable, however, is that finite U values at T = 0 are observed in both cases, for the AIM the low-temperature behavior of the first line is investigated in detail in Sec. III C.
In the framework of the overall similarity discussed above, a specific difference can be seen, however. This is highlighted by the dashed blue box in the left panel of Fig. 3 (see Fig. 4 for a zoom): At intermediate temperatures, the second and third divergence line in the T -U diagram of the AIM cross, breaking the typical line-order found in all cases analyzed so far in the literature 12, 14, 16, 23, 26 (i.e., always an orange line after a red one, before the next red line). The two divergence lines, however, cross again at lower temperatures, restoring the typical line-order. We also observe, that even the fourth and fifth line show such a peculiar crossing, though, to a much smaller extent. To verify the reliability of this observation several tests were performed using exact diagonalization (ED) calculations of the generalized susceptibility 65 . As it turns out, our ED analysis (not shown) has confirmed, within the numerical accuracy, the occurrence of such a line crossing.
Although somewhat unexpected and unobserved in preceding studies, the crossing of divergence lines is, however, not in conflict with the most recent theoretical progress made in the analysis of vertex divergences (see Ref. [26] ). In that work, it has been demonstrated that vertex divergences of both kinds are originated by the crossings between different branches of the LuttingerWard functional (LWF) of the self-energy. While in the cases considered hitherto 18,26 crossings of at most two branches have been reported, it can be logically inferred, that due to the existence of infinite unphysical branches, for other choices of models/parameters (such as in our AIM) crossings among three (or more) branches of the LWF (of which, of course, only one is physical) occurs 66 . The intersections of two divergence lines observed in our calculations then suggest that this indeed happens for the AIM considered here. It remains to understand, however, why such a situation is, apparently, not realized in the correlated metallic regime of the Hubbard model solved by DMFT.
Finally, as for the theoretical understanding of the low-T regime of the AIM, it is important to estimate the 
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69 is marked with a gray-dotted line, and is roughly five times larger than TK . The light-gray shaded area can be regarded, thus, as the parameter region where the effects of the Kondo screening become visible.
Kondo scale T K and its possible connection to the properties of the irreducible vertex divergences. In Fig. 4 a zoom of the T -U diagram of the AIM shown in Fig. 3 is presented together with several estimates for the Kondo temperature T K . In particular, the black dotted line represents an analytic estimate valid in the D U, T parameter regime
, where in our AIM: ∆ = πρ 0 V 2 = π/5), while the blue line is determined through the universal scaling of the numerical susceptibility data 68 (see Appendix B). We note that the two procedures yield extremely close estimates of T K . The Kondo temperature marks however not a phase transition but a smooth crossover. Indeed, the screening processes associated with it become active already at temperatures larger than T K . For instance, we see that the temperature below which the effects of the Kondo resonance become visible in the spectrum is T < ∼ Z∆ π 2 , the half-bandwidth of the central peak 69 . We choose this scale to define the upper border of the corresponding crossover regime (shaded gray area in the T -U diagram of Fig. 4) . It is quite visible, how the bending of the divergence lines is essentially occurring in this parameter region.
B. Classification of the singular eigenvectors
In order to make our study of the vertex divergences in the AIM more quantitative, we proceed with the analysis of the singular eigenvectors in the charge channel, associated to a vanishing eigenvalue of χ νnν n c (see Eq. (5)). In fact, as mentioned in Sec. II B, their frequency structure controls the frequency dependence of Γ c in the proximity of -and especially at -a vertex divergence. We note, that for the orange divergence lines, where Γ c and Γ pp,↑↓ diverge simultaneously, the frequency structure of the singular eigenvectors V c α (iν n ) and V pp,↑↓ α (iν n ) is found to be identical, which is why V pp,↑↓ α (iν n ) will not be shown in the following.
Before showing our numerical results, we discuss some general properties, applicable to a particle-hole and timereversal symmetric case, like our AIM. In particular, the particle-hole symmetry implies that χ νnν n c , considered as a matrix of the two fermionic Matsubara frequencies, is a centrosymmetric matrix, i.e., it is invariant under a ν n → −ν n , ν n → −ν n transformation 17, 55 . A centrosymmetric matrix in Matsubara frequency space has the property that its (non-degenerate) eigenvectors are either symmetric or antisymmetric 70 . Indeed, our results show that eigenvectors associated to red divergence lines are antisymmetric under the transformation ν n → −ν n , whereas orange eigenvectors are symmetric, as it can be seen in the right insets of Fig. 5 and in Fig. 6 . The symmetry of the singular eigenvectors is -as expected -well reflected in the frequency structure of the irreducible vertex. As an illustrative example, a cut of the irreducible vertex function in the charge channel, Γ νn=πT,ν n ,Ωn=0 c
for two values of the interaction U at the same temperature (T = 0.05) is shown in Fig. 5 . In fact, in spite of the proximity between the second red and the first orange divergence line for these parameters, it can be clearly seen how the frequency structure of the vertex function is almost perfectly antisymmetric/symmetric in the case where the lowest eigenvalue corresponds to a red/orange divergence line (left/right panel).
After discussing this general feature of the singular eigenvectors, applicable to all particle-hole symmetric models hitherto analyzed 14 , we turn to their intriguing evolution with decreasing temperature, and start by going back to Fig. 6 . There, eigenvectors corresponding to the five divergence lines (three red, two orange) shown in the left panel of Fig. 3 are compared for the same temperature (T = 0.025). We further plot properly rescaled eigenvectors corresponding to the red lines at the highest temperature employed in the calculations (T = 0.5) in gray. The latter show an almost perfect agreement with the atomic limit: Eigenvectors, localized in Matsubara frequency space, which have finite weight almost only at one frequency [ν n = (2n+1)πT ] equal to the energy scale ν * . For example for the first divergence line (top panel) the gray eigenvector displays its by far largest contribution at the first Matsubara frequency (n = 1).
This specific property of frequency localization char- ), corresponding to the five divergence lines (left panel Fig. 3 ), shown as a function of Matsubara index n for the temperature T = 0.025. In gray the eigenvectors of the red divergence lines for a higher temperature, T = 0.5, properly rescaled, are plotted, indicating the broadening of V acterizing the singular eigenvectors of the red divergence lines (see Sec. II B) gets lost, however, when reducing the temperature. At T = 0.025 (red and orange eigenvectors) we note that their frequency decay is even slower than for the singular eigenvectors of the orange lines, which are always associated to "global" divergences, even in the AL 14 . This means, in turn, that also the divergence of Γ c is no longer restricted to a finite set of frequencies. Such a "frequency-broadening" of the red singular eigenvectors at low temperatures was so far only observed in the DMFT solution of the Hubbard model 14 , and seems to be associated with the presence of coherent quasiparticle excitations.
This general trend is analyzed in detail in Fig. 7 : In the left panels the eigenvectors are plotted in terms of the Matsubara index n, while in the right panels several V c α for low temperatures are reported as a function of Matsubara frequency iν n . It can be easily seen, then, that for the eigenvectors corresponding to the first red (upper) and the first orange (lower) divergence line two regimes are distinguishable: (i) for T T K , the V c α are strongly peaked at a given Matsubara index n max , in perfect agreement with the results of the AL. (ii) for T < ∼ T K the maximum contribution of the eigenvector moves to a higher index with decreasing temperature, i.e. to the right (Fig. 7 left panels) . Remarkably, one notices instead that, as a function of Matsubara frequency, the maximum contribution of V c α (iν n ) remains localized at a given frequency iν nmax in this regime (Fig. 7 right panels) .
Finally, it is interesting to analyze in more detail the low-frequency structures of V c α (iν n ), which can be highlighted by comparing the red singular eigenvectors of different lines at the same low temperature, see Fig. 6 . In particular, for the eigenvector of the second red divergence line (middle panel of Fig. 6 ) an additional local maximum and minimum appear at the lowest frequencies, leading to three "nodes" in their frequency compo- nents. In the case of the third red line (bottom panel) V c α (iν n ) has five "nodes". Extrapolating the behavior observed for the first three red divergence lines, one expects that the eigenvector of the n-th red divergence line will have 2n − 1 "nodes". It is also interesting to note, that for the eigenvectors of the first and second red divergence line the respective one or three nodes are also observed in the high-T regime (see the gray eigenvectors). This, however, no longer holds for the eigenvector of the third line.
C. Calculations in the low-T regime
Before proceeding with the interpretation of our results and their implications, we conclude this section with a detailed analysis of our data in the regime of the lowest temperatures accessible to our algorithm. This is particularly important, because a correct determination of the vertex divergences for T → 0 is crucial for answering the questions posed in Sec. I.
We start, thus, assessing the numerical accuracy of our results for the first red divergence line in the low-T range (0.0033 < T < 0.05 < T K ∼ 0.07). Our results are shown in Fig. 8 , together with the corresponding error bars. The latter were obtained from a Jackknife error analysis 63 , which is described in detail in the Appendix C. From the error bars in the main plot and the inset of Fig. 8 it can be inferred, that the combined scaling (β 3 of the CT-QMC sampling and β 2 of the Matsubara frequency box of the vertex function for Ω n = 0) prohibits us to access temperatures lower than T = 0.0033, therefore not yielding any further informative results about the vertex divergences. However, the numerical precision for T > 0.0033 was sufficient to accurately define the low-T behavior. In fact, we can compare our data with the dotted gray line, showing a linear extrapolation of the divergence line to T → 0 using the (higher) temperatures T = 0.05 and T = 0.025. Even considering the growing error bars, the first divergence line shows a progressive leftwards deviation from the linear extrapolation when reducing the temperature. This is evidently completely inconsistent with an infinite value of U of the divergence line endpoint for T → 0. That the temperatures considered are low enough to allow for a T → 0 extrapolation is also supported by the behavior of the singular eigenvectors. We discuss here the case for the first red and orange divergence, which is representative for all calculated divergence lines. In fact, for T T K (e.g. for T ≤ 0.025 for the first divergence) the eigenvectors do not only display a maximum at a T -independent value iν nmax , but as functions of iν n , they even show a perfect scaling in the whole low-T regime (see Fig. 9 ). This demonstrates that the low-T frequency structure of the singular eigenvectors, and hence, of the vertex divergences, is completely controlled by an underlying, T -independent, function: V 
In the case of V c α (iν), iν represents continuous imaginary frequencies.
IV. DISCUSSION AND ANALYSIS
Our numerical study of the vertex divergences in the AIM presented in the previous sections, and the comparison of the results to the ones of the Hubbard model in DMFT, yield clear-cut answers to several open questions on this subject, which were mentioned at the end of Sec. I.
In particular, the results definitely demonstrate that (i) the MIT does not represent the essential ingredient to induce vertex divergences (as well as the associated non-perturbative manifestations). This is proven by the similarity of the low-T behavior of the vertex divergence lines in the Hubbard model and the AIM, ending in both cases at finite U values in the limit T → 0, although no MIT occurs in the ground state of the latter. We must conclude, hence, that the occurrence of a MIT can represent a sufficient, but not a necessary, condition to observe vertex divergences. In this respect we recall that in the phase diagrams of the Hubbard/FK models the MIT cannot be reached (from the non-interacting or the high-T perturbative region) without crossing (at least) one divergence line: Only in this somewhat more limited context, the vertex divergences can be regarded as "precursors" of the MIT, as originally proposed 12 . The picture emerging from our AIM data does not contradict, however, the physical considerations made in Ref. [23 and 26] , where one could relate the suppression of the charge susceptibility 26 , driven by the formation of a local magnetic moment 71 , to the onset of the divergences. The same physical mechanism can also induce, depending on the model, the appearance of a MIT. This scenario would be, thus, coherent with our numerical finding of divergence lines without a MIT.
At the same time, the origin of the rather striking similarity between the low-T curvature of the divergence lines and the MIT in the DMFT phase diagram of the Hubbard model can be further rationalized, as we will discuss below, in terms of the relation to T K .
Further, (ii) the observation of an overall qualitatively similar T -U diagram (down to very low T ) rules out the proposed explanation of the line re-entrance shape in terms of the so called "ring-scenario"
14 . This proposed scenario represents a simple generalization of the theoretical framework applicable at high T and large U . We recall 14 that, in the latter regime, the existence of infinitely many divergence lines could be interpreted as a direct manifestation of an underlying energy scale ν * in the Matsubara frequency space: A divergence occurs whenever a Matsubara frequency (ν n = π β (2n+1)) equals ν * . While it was already made clear in previous studies 14 , that this high-T explanation does not work at low-T , a simple generalization was proposed: At low-T two underlying energy scales might control the vertex divergences. This idea would have matched well previous results showing that in the DMFT solution of the Hubbard model (for roughly the same interaction values where the divergences occur) two energy scales ω F L and ω CP appear in the low-energy sector 44 , where the renormalized quasiparticle excitations of the systems are defined. From a merely theoretical viewpoint, the separation of low-energy scales can be ascribed 45 to the self-consistent renormalization of the electronic bath of the auxiliary for the "ring-scenario" which was proposed in Ref. [14] , for the Hubbard model in the correlated metallic regime (see text). Note that for the AIM with a large bandwidth, as studied here, only one energy scale exists.
AIM of DMFT in the correlated metallic regime. This has also important observable consequences, like the emergence of kinks in the spectral functions 44 and the specific heat 46 of the Hubbard model. In the perspective of the vertex divergences, the emergence of two energy scales on the real axis would correspond to a situation (referred to as "ring-scenario") where the perturbative physics is preserved not only -as usual -at high energy (for ω > ω CP ), but also in the lowest frequency Fermi-Liquid (F L) regime (for ω < ω F L ), for a schematic representation see Fig. 10 . The non-perturbative effects, instead, would appear first at intermediate energies, i.e., for ω F L < ω < ω CP , and reach the Fermi level, only at the MIT.
The existence of two scales could be indeed reflected in the observed more complex non-local structure of the singular eigenvectors in Matsubara space. Moreover, this interpretation would also have the appealing advantages of providing a one-to-one correspondence of the vertex divergences to physical observables (the kinks), and, at the same time, of avoiding the necessity to deal with a Fermi-Liquid ground state, of intrinsic non-perturbative nature.
Our finding of qualitatively similar divergence lines, also in the low-T area of the T -U diagram of the AIM, however, makes a general validity of the proposed "ringscenario" very unlikely: In our AIM with a fixed and large conduction electron bandwidth, the intrinsic origin of the separation of energy scales (i.e., the self-consistent renormalization of the electronic bath) is missing, see the discussion in Ref. [45, 72] .
As a consequence, from a theoretical point of view, one will indeed face the challenge of reconciling the observation of well defined Fermi-Liquid properties at lowenergies with the evident breakdown of perturbation theory marked by the multiple divergence lines. In other words, it will be necessary to describe and fully understand the emergence of an intrinsically non-perturbative Fermi-Liquid phase.
From a more physical point of view, the similarity of the divergence lines in the Hubbard model and the AIM also excludes a direct connection of the divergences to the kinks in the self-energy, which are present 44, 47 and absent 45, 72 in the two respective models. Note however, that the kinks in the DMFT solution of the Hubbard model are also related to the Kondo temperature 45 , so there might be an indirect connection as for the bending of the divergence lines around T K , see (iv).
(iii) The presence of several distinct intersections of the divergence lines with the T = 0 axis poses the question as to whether irreducible vertex divergences occur also on the real frequency axis. In fact, this behavior is radically different from the one found in the FK model [14] [15] [16] . In the latter case, all divergences lines accumulate at T = 0 for a non-zero interaction value 14, 16 (U = D/ √ 2), which corresponds to the unique vertex divergence on the real frequency axis 14, 15 . The low-T spread displayed by the divergence lines of the AIM is, thus, fully incompatible with the simpler FK scenario of a single divergence point of the vertex in real-frequency. In this respect, important insight is provided by the analysis of the temperature evolution of the singular eigenvectors V c α (iν n ) for the different lines, especially in the low-T regime where their behavior can be fully described by a rigid scaling (see Sec. III C and Fig. 9 ). In fact, close to the divergence, Γ c can be approximated as in Eq. (6) . The scaling properties of the eigenvectors, combined with the different (odd/even) symmetries (under ν n → −ν n ) of the eigenvectors corresponding to the red/orange divergences, provide a strong indication that real-frequency divergences in the limit of zero frequencies, i.e. iΩ n = 0, iν n , iν n → 0, will appear at the endpoints of all orange lines. This is due to the fact that for the rescaled eigenvectors of orange divergence lines the value of the lowest frequency component of the singular eigenvector is finite and non-zero in the T → 0 limit ( V c α (iν = 0) = 0, see Sec. III C and Fig. 9 ). On the contrary, the vanishing of V c α (iν = 0) for red divergences, which is enforced by the odd symmetry of the eigenvector, suggests the absence of similar real-frequency divergences as for the orange endpoints. This would represent a further, major differentiation between the two kinds of divergences, as only the orange ones would be mirrored by corresponding divergences at the origin of the realfrequency axis at the T = 0 endpoints. Of course, our analysis can not exclude, that the real frequency vertex functions might display additional divergences at finite non-zero frequencies.
(iv) The precise determination of the Kondo temperature in the T -U diagram of the AIM we considered (Fig. 4) provides novel insights into the problem of the vertex divergences in the correlated metallic regime. First, as we briefly mentioned in Sec. III, the relatively featureless and smooth behavior of all divergence lines for T < T K indicates that unexpected bending below the lowest temperature where the QMC calculations of the impurity vertex functions are feasible, is highly improbable and also incompatible with the perfect scaling of the singular eigenvectors discussed in Sec. III C. This represents an important, physics-based argument supporting all low-T results and considerations discussed before. Second, we must recall that the Kondo screening in the AIM is not taking place as a sharp transition. On the contrary, it is known that the impurity magnetic moment screening starts to become progressively effective at temperature larger than T K . In fact, considering the low-energy spectral properties of the impurity site, a natural estimate of the crossover temperature, leads to values more than five times larger than the "standard" T K (see Sec. III A). This is relevant for the interpretation of our results, as the bending of the divergence lines, and in particular their re-entrance behavior, is taking place in this crossover regime. Consistently, in the same parameter region, the qualitative change in the structure of the eigenvectors for the red lines (and of the corresponding divergence of Γ c from localized to non-localized in frequency space) takes place. The emerging scenario for the breakdown of perturbation expansion in the AIM is, thus, the following: Vertex divergences with a relatively simple structure (straight linear behavior of all divergence lines, fully localized eigenvectors, etc.) are associated to the formation of a local moment, and to the related net separation of energy scales, marked by a spectral gap between the Hubbard bands. This agrees with our understanding in the AL 12, 14, 17, 51 .
The progressive Kondo screening occurring by lowering T towards T K is responsible for the gradual, but important deviations from this "simpler" divergent behavior. In particular, it is interesting to note that the screening of the local moment appears, to some extent, to "counter" the breakdown of the perturbation expansion (low-T reentrance) of the lines. This effect, however, is only partial, as the divergence lines for T < T K are not bending up to U = ∞, but rather display multiple (presumably infinite) endpoints on the T = 0 axis.
(v) From the numerical results obtained for the AIM and from the considerations made hitherto, it is possible to formulate specific, though somewhat heuristic, predictions for the structure of the divergence lines in the DMFT solution of the Hubbard model. In particular, we will focus on the most interesting regime of the coexistence region surrounding the Mott-Hubbard MIT. In fact, due to the considerable accumulations of vertex divergences close to the MIT, no detailed study of the irreducible vertex functions in this parameter region has been performed so far.
The starting point for our prediction is the connection discussed above (iv), between the Kondo screening, controlled by T K , and the bending of the divergence lines. Further, it is also important that for T < T K each of the (infinitely) many lines smoothly continues down to their respective finite endpoint on the T = 0 axis (iii). In fact, a converged DMFT solution is defined through the self-consistently determined electronic bath of the auxiliary AIM. This means that the AIM of a given DMFT solution would be characterized by a T K depending not only on U but also on T , n, etc. Such an "effective" T DMFT K (U, T ) becomes zero at the Mott-Hubbard MIT at T = 0, U → U c2 . This suggests that, the divergence lines appearing in the T < T K part of the whole T -U parameter space of the AIM will be squeezed in the region U < U c2 of the DMFT solution of the Hubbard model. This will evidently result in an accumulation of divergence lines close to U c2 . For T = 0, instead, one will cross, by increasing U , a first order MIT where a discontinuity of the physical properties occurs. Such a discontinuity affects, among other observables like the double occupancy or the kinetic energy, also the selfconsistently determined electronic bath of the auxiliary AIM. Hence, one must expect that the number of negative eigenvalues of χ c (and thus, of divergences lines already crossed) will be different on the two sides of the transition, except for T = 0 and at the critical endpoint where the MIT is continuous. More specifically, we recall that the Mott insulating phase is characterized by an essentially unscreened local moment. As a consequence, on the insulating side of the MIT we will observe only very minor corrections w.r.t. the divergence lines computed in the AL (straight lines with frequency localized red divergences, etc.). On the metallic side of the MIT, instead, the electronic bath is associated with a finite T DMFT K (T, U ), and, thus, the screening effect, partially mitigating the vertex divergences, will be at work. As a result, for a fixed T = 0 one would find here a fewer number of negative eigenvalues (and, hence, of divergences lines) than on the insulating side. Eventually, for lowenough T ∼ T DMFT K (U, T ), the divergence lines on the metallic side will show the typical bending behavior, and display very frequency delocalized eigenvectors.
V. CONCLUSION AND OUTLOOK
In this work we have studied the divergences of the irreducible vertex functions occurring in an Anderson impurity model with a fixed electronic bath, aiming at gaining novel insights about the breakdown of many-body perturbation theory in correlated metallic systems. In fact, the numerical solution of the AIM, computed at high accuracy in CT-QMC, fully captures the physics of lowtemperature quasi-particle excitations, as those observed in correlated metals. It avoids, however, the additional complication of a self-consistent adjustment of the electronic bath required by DMFT calculations. Hence, the AIM represents a fundamental test bed to address several open issues posed in the literature, about the different non-perturbative manifestations in quantum many-body theory.
Indeed, our study could clarify a set of relevant questions about the interpretation and the consequences of the divergences of the two-particle irreducible vertex functions. In particular, our results rule out that the Mott-Hubbard transition plays a crucial role as the origin of the multiple divergence lines. This limits the previously proposed interpretation 12 of the vertex divergences as "precursors" of the MIT in the sense of a necessary condition for vertex divergences to occur, consistently with the physical interpretation presented in Refs. [23 and 26] . By a thorough analysis of the lowtemperature sector, we could ascribe, at the same time, important characteristics of the vertex divergences, such as their structure in Matsubara frequency space and the re-entrance of the divergences line, to the screening processes of the local magnetic moment occurring when approaching T K . Moreover, our data for T T K has unveiled a perfect scaling of the singular eigenvectors, allowing us to extrapolate the T = 0 behavior of the vertex divergences on the real-frequency axis. Finally, exploiting the insights gained from the low-T analysis, we could propose a heuristic prediction about the vertex divergences in the particularly relevant case of the coexistence region in the DMFT phase diagram of the Hubbard model.
Having clarified important properties of the vertex divergences in the correlated metallic phase (partly with an unexpected outcome which corrected previously made assumptions) our work also demonstrates how valuable studies are, where the many-body correlation effects are realized in the most fundamental fashion. This suggests future extensions of this work, by considering systems with embedded clusters of impurities, to investigate the role played by short-range correlations in the breakdown of the quantum many-body perturbation expansion.
As mentioned in Sec. I, in the case of the atomic limit, the inflection point of Im G(iν n ) is found 51 at the frequency ν n = ν * , i.e. the energy scale which is also governing the position of the divergence lines and the frequency structure of the localized singular eigenvectors corresponding to red divergence lines. As we briefly discuss in Sec. III A, this connection is also found for the Anderson impurity model, in the regime of high-T and large interaction. The results are shown explicitly in Fig. 11 of this Appendix, where the rescaled Im G(iν n ) is compared to ∂ 2 Im G(iν n ) = ∂ 2 Im G(iνn) ∂ν 2 n for the third red divergence line. Note that in the simple method used to compute the second derivative of Im G(iν n ), namely finite differences, there is no data for the first frequency. For T = 0.5 (see Fig. 11a ), it is evident that the inflection point is located at the third Matsubara frequency, which agrees with the atomic limit description. With decreasing temperatures, the inflection point moves from the third frequency towards lower frequencies, which is visible in Fig. 11b , where it is found between the second and third frequency for T = 0.33. Although the divergence line shows still a rather linear behavior (see main part, Fig. 3 ), the inflection point completely disappears for T = 0.2 (see Fig. 11c ). allows us to adopt an interpolation or extrapolation procedure for an estimation of U , depending on whether we find two eigenvalues with different signs or not. In the following a bisection procedure is used until U is known to the desired accuracy for the given temperature. In the calculations shown throughout this work, we have performed calculations until we reached an interval in U of the order of O(10 −1 ) to O(10 −3 ). For the first line and high-T the coarser interval was used, for the subsequent lines a more refined interval was employed, as well as for the low-T results of all lines. Each calculation was performed on the Vienna Scientific Cluster (VSC3) using about 10.000 to 15.000 CPU hours, in the case of the low-T calculations 25.000 (β = 160) or 50.000 (β = 300) CPU hours were used.
Finally, to estimate the error bars of the interaction values U it is necessary to extract, first, the error of the eigenvalues of (χ c /χ ph,0 ) νnν n Ωn=0 . To this end a (n − 1) Jackknife method 63 was used. Specifically, with the same CPU hours used for the calculations discussed above, 25 bins were produced. From these 25 different results for (χ c /χ ph,0 ) νnν n Ωn=0 26 eigenvalues were produced, according to the (n − 1) Jackknife method 63 , which also provides an expression for the standard deviation. As a last step, the intersection points of the interpolation of the maximum and minimum error of the eigenvalues and zero, were used as an estimate for the error bar of U for a given T . This procedure is also shown explicitly in Fig. 13 .
