Literature Review
Since Clement Juglar (1862) in the nineteenth century economists have been familiar with a cyclic description of economic activity over time, whereby periods of expansion in economic activity are followed by periods of contraction in what has become known as the business cycle. Burns and Mitchell (1946) formalized this nomenclature and derived a dating method whereby peaks and troughs would separate the phases of the business cycle; and the latter could be analyzed statistically in terms of duration, amplitude and so on. The dating committee of the National Bureau of Economic Research in the USA still follows their lead in defining the turning points of business cycles for that country.
Fifteen years ago Blanchard and Fischer (1989) observed that "most macroeconomists (…) have abandoned the Burns-Mitchell methodology." Blanchard and Fischer (1989) explained this shift in the method by arguing that the Burns-Mitchell approach did not generate statistics with "well-defined statistical properties." Don Harding and Adrian Pagan (2001) have recently stimulated renewed interest in the Burns Mitchell method with a series of articles in which they demonstrated that the statistical foundations of a dating algorithm can be described formally, and that such algorithms may be attractively robust and practically easy tools for identifying the phases of the cycle. Zhang and Zhuang (2002) in their paper construct leading indicator systems for the Malaysian and Philippine economies using economic and financial data, with an attempt to predict the turning points of growth cycles in the two countries. The study conducted by Lahiri et al. (2003) , underscores the importance of transportation indicators in monitoring cyclical movements in the aggregate economy. The paper by Avouyi-Dovi et al. (2006) provides an analysis of comovements between real and financial variables in three new EU member countries (the Czech Republic, Hungary and Poland) and the Eurozone. Biscarri and Pérez de Gracia (2002) find that cycles in European countries have become substantially more concordant in recent years, a result that was to be expected given the increased integration of European financial markets, but that the degree of concordance is not high.
We did not study the concordance between business and financial cycles in a broader sense and the interactions between their different phases for Croatia, but we should mention some interesting works, because after the financial crises in 2008 this research program has become promising. To provide a broad perspective about financial cycles Stijn Claessens, M. Ayhan Kose and Marco E. Terrones (2011) employ three measures: credit, house and equity prices in their paper. Their paper analyzes the interactions between business and financial cycles using an extensive database of over 200 business and 700 financial cycles in 44 countries for the period 1960-2007. They suggest that there are strong linkages between different phases of business and financial cycles. Bordo and Haubrich (2010) analyze cycles in money, credit and output between 1875 and 2007 in the U.S. They argue that credit disruptions tend to exacerbate cyclical downturns. Claessens, Kose and Terrones (2009) April 2012 .
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Business Cycle Synchronization in Croatia analyze the implications of credit crunches and asset price busts for recessions. Gilchrist and Zakrajsek (2009) provide a short review of literature for models presenting channels of transmission between the financial sector and real economy. The seminal work of Reinhart and Rogoff (2009) analyzes the evolution of macroeconomic aggregates around episodes of financial crisis.
We followed Harding and Pagan (2001) in this paper and applied their dating algorithm, improved by Bry and Bosch (1971) , to identify the turning points of a heterogeneous set of macro-economic variables and to try in a broader way to determinate business cycles in the Croatian economy.
Conceptual Background
Our benchmark theoretical consideration about business cycle issues in Croatia's economy emphasizes the interrelatedness of the various sectors of the economy. Hence, disturbances in one part of the economy -for example, labor productivity in the industrial sector can result in symptoms in other parts that seem far removed, such as job vacancy rate or imports.
Where disturbances originate in the system (are they real or nominal shock?) and where the forces that prevent the system from quick and smooth readjustment are when it is disturbed, are not questions within the focus of our research.
The central idea of business-cycle literature that dominated economic schools and that holds that the economy has regular and periodic waves -i.e. cycles, has few adherents today. Both the conservative real-business cycle theory, which emerged from new classical ideas, and the liberal new Keynesians business cycle theory, agree on this issue (for more see: Lutz, 2002). Although they look for the cause of cycles in different sources and directions, these issues are outside the focus of our research.
We do, however, conjecture that there exist seemingly random irregular fluctuations around the growth trends of particular parts of the economy proxied by the cyclical component of time series. Thus, given two snapshots in time, predicting the latter with the earlier is nearly impossible and we do not try to do this. Behind the synchronization of the duration of a discrete event (recession/expansion), and within two particular parts of the economic system there stands mere chance, which we call event congruency, and from which the synchronization of two cycles emanates. For more about the concept of statistic congruency and event synchronization, see Aczel (2004) .
A crucial part of the tracing system of business cycles is the computation of the cycles. We select one of the most frequently used cycle extraction methods, or filters: the Hodrick -Prescott filter.
Cycle Extraction Method
We should smooth our time series. We use the Hodrick-Prescott (1981) filter again for trend cycle decompositions. The filter contains only one parameter, which controls the smoothness of the filtered series. Hodrick and Prescott (1981) use the following model:
According to this model the series contains only a trend and a cycle. The ratio of the variances of ct and μt is assumed to be equal to the chosen parameter λ. For a larger λ, a smoother trend will be obtained. As a measure of the smoothness of the trend, Hodrick and Prescott (1981) take the sum of squares of the second order differences. Furthermore, they pose that the cycle is the deviation from the trend, and its long-term average should be zero. This results in the following minimization problem:
According to the literature, the optimal values are λ =1600 and λ =14400 for quarterly and monthly data, respectively. In our computations, we employ λ =1600, although we are dealing with monthly data frequencies as we have stressed before. There are two reasons for this: first, λ=14400 implies too smooth a trend line, where it is more difficult to identify the turning points, and second, the time series which are analyzed are, in fact, annual growth rates at a monthly level.
We present the non-linear trends obtained from the application of the HP filter, with λ = 1600, to the monthly growth rate of the included time series in Croatia.
All the time series are given as year-on-year growth rates (YoY). This rate is calculated by dividing the figure Y(i,t) for a given period t (a month in relation to the frequency of the data i) by the value of the corresponding period in the previous year Y(i,t-12).
For monthly data:
The same result is obtained by the difference of the logged original series.
The non-linear trends highlight the cyclical nature of the series, enabling the identification of peaks and troughs for each case.
Dating Method
The dating algorithm used here is by Bry and Boschan (1971) as suggested by Harding and Pagan (2002) in various recent papers. This algorithm identifies local minima (troughs) and local maxima (peaks) in a single time series, or {Δyt} after a log transformation. Peaks are found where Δys is larger than k values of {Δyt} in both directions [t-k, t+k] and troughs where Δys is smaller than k values of {Δyt} in both directions. The k value stands for the minimal duration of a phase given in the number of months.
The size of k is set by the censoring rule of the algorithm. There is no optimal size for k, but Bry and Boschan (1971) suggest a value of 5 at a monthly frequency. A censoring rule is also required to ensure that the cycle (and each of its phases) is of a minimum duration. Again we followed Harding and Pagan (2001) and set the minimum duration for a single phase at 9 months and the minimum duration for a complete cycle (from peak-to-peak or trough-to-trough) at 24 months. The Bry-Boschan algorithm therefore identifies turning points according to the requirements in equation 3 and 4, subject to the abovementioned censoring rules.
Once the turning points of the cycle have been identified it is possible to describe the characteristics of the cycle in terms of duration, amplitude, steepness, nonlinearity, and synchronization among the two assumed cycles.
In practice, the Bry-Boschan algorithm is supplemented by censoring procedures to distinguish the real peaks and troughs from spurious ones, e.g., a movement from a peak to a trough (phase) cannot be shorter than 9 months and a complete cycle must be at least 24 months long. The resulting turning points define the "specific cycle" of each component series.
Turning Point Determination in Relevant Cycles
The classical approach defines the business cycle directly by analyzing the change in the level of a variable, characterizing the cycle as a succession of expansions and recessions. Formally, an expansion is defined as the period of time separating a trough from a peak; conversely, a recession is the period between a peak and a trough. What is crucial in this approach, then, is to precisely define and identify the turning points, i.e. the peaks and troughs. Using these turning points, a recession (expansion) is defined as the time separating a peak (trough) from a trough (peak).
Synchronization and concordance index in growth cycles
Though it fell out of fashion after the 1970s, this view of the cycle has recently been the subject of several papers, which proposed a simple method for analyzing the concordance between two series, i.e. the simultaneous presence of the two series in the same recessionary or expansionary phase of the cycle. Before compiling the concordance index, we first have to define a function to indicate the phases of increase (or decline), Sy, t=1 of a variable, y for example, which we will use to calculate the index: Sy,t=1 if y increases at t , and 0 otherwise. We use a statistic developed by Harding and Pagan as the concordance index (see Canova:2007) .
The concordance index for x, written cxy, is defined as the average number of periods in which two variables x and y coincide at the same phase of the cycle, i.e.:
[ ]
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The index has a value of 1 if x and y are always in the same phase, i.e. the two series are in perfect concordance, with expansions and contractions perfectly juxtaposed. If the index reads 0, x and y are always in opposite phases, i.e. the two series are in perfect discordance, with either a pronounced lag or a total contrast in phase.
Synchronization of Cycles Test
In general, the distributional properties of Cx,y is unknown. To calculate the significance levels for these indices, we use the method suggested by Harding and Pagan (2004) 
According to this equation, Cxy and ρs are linked in such a way that either of these two statistics can be studied to the same effect. To estimate ρs, Harding and Pagan suggest estimating the linear relationship:
where const is a constant and εt a residual. The estimation procedure for equation (9) must be robust to serial correlation in the residuals, because εt inherits the serial correlation properties of Sy,t , under the null hypothesis ρs 0.
We should test if the synchronization of cycles is significant between the indicators and the reference cycle. A simple way to do so is the t-test for H0: ρs= 0.
Standard t-statistics is based on OLS regression. We use the Newey-West heteroskedasticity and autocorrelation consistent (HAC) standard errors (lag truncation = 5) to account for possible serial correlation and heteroskedasticity in errors et.
The synchronization of cycles among our chosen variables can be measured and tested based on the index of concordance between two paired specific cycles.
How many concordance indexes can we obtain? We have a total of 15 different cyclic variables (see the following chapter about the empirical data), which need to be paired provided they can be repeated according to the equation from combination theory as permutation with repetition:
Number of matches = (n+r-1)! / r! (n-1)! (10)
Where: n = 15 cycle variables r = 2 chosen numbers
Inclusion of the values in the equation gives 120 possible pairs which result in the concordance indexes Cxy, and the correlation coefficients ρ.
Empirical Data and Analysis
The data on the 15 time series which appear in the analysis relates to the time period between the years (and months) 1991m1 and 2010m3. Some time series are somewhat shorter and they start in 1992 or later, ending in 2010m4 (see table 1.). As a result, while calculating concordance indexes of the two time series, the work technique was adjusted to the shorter time series. The data was taken from the Monthly Database on Central, East and South East Europe, which can be found on the following website: http://mdb.wiiw.ac.at/.
We use a uniquely comprehensive sample of monthly frequency data. Our data sets considered in this paper are monthly seasonally unadjusted data generated by the Croatian economy.
The variables we study are: the unemployment rate (UR); vacancy rate (VR); tourism arrivals (ARR); tourism overnight stays (ON); real NB discount rate (RDR); the construction production index (CI); nominal narrow money (M1); the retail consumer price index (RPCI); industry production index (IND); productivity in industry index (PROD); nominal total import in Euro (IMP); nominal total export in Euro (EXP); nominal wage (WAGE); real wage (RW); real exchange rate (RE); nominal exchange rate (HRK).
While longer data sets are usually preferred for studies of data synchronization turning points, estimating only over the given period will be less susceptible to charges of regime change. When it comes to our data, the synchronization processes of the business cycles mainly coincide with the process of economic transition and start with the majority of large structural changes in the economy, politics and environment in the first half of the 90s. Applying the dating rule described above with a minimum duration of the cycle of 9 months to the selected annualized growth rate time series for the various time span period from January 1990 to March 2010 yields the statistics displayed in Table 1 . Expansion phases are under the heading TP (or PT in the case of unemployment) and recession phases under the heading PT.
Table 1 (in the appendix) presents the dating chronology and different turning points for the relevant time series, the annualized growth rate variable and its annualized growth rate cycles based on this procedure.
Figures 1-4 (in the appendix) illustrate the filtered year on year growth of industrial production and the construction index rate and their cycles graphically, showing their growth rate expansion and recession phases according to trended components. Because of the limited space in this paper we show only these figures and not the rest of the 26 graphs that refer to the remaining 13 time series variable.
On average, expansion in unemployment rates (or contraction in economic activity) is shorter and much weaker than expansion phases in vacancy rates. Also, unemployment displays a much stronger change in expansion than other variables, but a shorter average duration measured by conjectural phases and relatively long contraction phases. In general, asymmetries over cyclical phases are present in all series.
We do not intend to further quote Table 1 's interpretation of the remaining introduced variables, but will below, concentrating on the synchronization aspect of Croatian business cycles.
We have tabulated the concordance measures and the test statistics in Tables 2 and 3. In the first part of  Table 2 , the concordance statistics Cxy 's are reported above the diagonal while the correlation coefficients ρ's are reported below the diagonal, and μ S and σ S are given at the bottom.
In the second part of Table 2 , standard t's are reported below the diagonal while the robust t's are reported above it. Some of these statistics significantly reject H0. The large t-values (approximately above the value of 2) also suggest the existence of co-movement between the cycle and the reference cycle.
Our ad hoc criteria by rule of thumb for grading the synchronization strength between the two cycles of the paired variables according to the concordance index are:
• 0-0.25 very weak synchronization, • 0.26-0.5 weak synchronization, • 0.51-0.75 moderately strong, • 0.76-1 very strong.
Clearly, synchronization is only present in the case of a significant correlation coefficient, whose sign determines the direction of the mutual cycle movement of the two variables. In principle, in a weak or a very weak synchronization of the two cycles, the correlation coefficient is not significant even in the standard form.
Results and Discussion
In our discussion and analysis of the results, we will refer mainly to strong synchronization phenomenon such as paired cycles, and in that domain, we will have significant correlation coefficients according to the regressional equation (9) and the t-value.
Judging by the height of the concordance index from the aspect of unemployment, as a referent variable, it appears that the highest degree of cycle synchronization exists between the cyclic growth in unemployment and the cyclic decline in industrial production. The latter concordance index equals 0.75, yet the associated correlation coefficient, which equals approximately 0.44 and which, although significant with application of both the t-statistic and the robust t-statistic, only gives the indication of an incomplete inter-temporal interdependency in movement. Towards the top of the moderately strong synchronization, there are movements between tourist arrivals and unemployment rates. This is not surprising as Croatia is, however, a tourist country with an abundance of employment potential for "nonvoluntarily unemployed persons".
How does the nature of unemployment cycles as part of business cycles vary across different phases of financial cycles?
The result of the pairing of the areas of the unemployment rate and a real discount rate (part of the financial cycle) can give us the appropriate answer. It appears that the instrument of the discounting interest rate is, (albeit in an interplay with domestic inflation trends) one with which the Croatian National Bank intervenes in the economy, be it by facilitating or aggravating the inflow of new loan funds for the economy, moderately strongly sychronized with unemployment. A common feature of these labor recessions in Croatia (from 2009 to 2010 and afterwards April 2012 .
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Business Cycle Synchronization in Croatia underlined) was that they were accompanied by various types of financial disruptions, including contractions in the supply of credit and declines in asset prices. The bursting of the housing bubble in the USA (during 2007) and the resulting financial crisis worldwide was followed by the worst output slowdown in Croatia since the early 1990s. In a very short period, after barely one year, the international financial crisis has spilled over with numerous negative effects to Croatia's financial and labor markets.
A moderately strong degree of synchronization exists between unemployment and the movement of the real exchange rate between the Croatian Kuna and the Euro (HRK/EURO) (as opposed to the nominal rate, where synchronization is of a weak intensity). In fact, a strong degree of coincidence exists between unemployment cyclic growth and the appreciation of the real Kuna exchange rate. Although the correlation coefficient is not high (it equals 0.28), this positive correlation is, however, significant, according to both concepts of measuring the t-values.
A very strong degree of synchronization of two paired cycles can be seen in the movement of the growth of the vacancy rate, i.e. the growth rate of tourist arrivals, as well as the growth rate of the vacancy rate and the growth rate of exports. In both cases, the concordance index is 0.8, and the associated correlation coefficient, which is significant in both cases and considerable, suggests coinciding variables due to a pronounced co-movement of variables. It is clear that the rate of filling of vacant work positions grows in the same direction as the growth in tourist arrivals (in Croatia otherwise chronically problematic) and goods export.
A moderately strong degree of synchronization also exists between the vacancy rate and the rate of construction sector (the concordance index is 0.7); this is not surprising as the expansion of the construction sector is, in fact, closely associated with the expansion of employment, thus growth in construction is a pro-cyclical variable. It should be noted that the bubble bursting in the property market and the decline in the demand for flats during the last two years directly facilitated the decline in the employment rate in Croatia.
The correlation coefficient, calculated as the regression coefficient, points to the mutual movement of the said variables, with a high significance for the correlation coefficient estimate. These negative occurrences, in Croatia are linked to the cause of the financial crises in the USA and the global world economy after 2008. During the pre-great recession period the Federal Reserve kept interest rates at historically low levels, which fueled housing demand (hence expansion of the housing price index) and encouraged lenders to relax mortgagelending criteria. The international financial crisis was precipitated by the bursting of the housing price bubble in America and increases in actual and expected mortgage defaults.
The cycles of tourist overnights, as a referent variable, were not paired with any other cycle in the form of a very strong mutual synchronistic cycle. Towards the top of the moderate synchronization, judging by the concordance indexes of these tourist cycles, are industrial production variables (0.7) and the variables of the construction industry (0.65). We presume that the strong degree of synchronization of the given phases of the tourist overnights and industry cycles, in the inter-temporal sense, is a consequence of a greater realization of the food and crude oil industries within a tourist season, as well as the expansion of construction investment, although the latter may only be a pure chance in coincidence. Moderately strong synchronization exists between cyclical phases of tourism (both from the aspect of overnights and total arrivals) and cyclic phases of import. As the correlation coefficient is not significant from the point of view of the robust t-value, it is inopportune to make conclusions on the simultaneous movement of imported goods due to the great import dependency of the Croatian tourist economy. A high degree of moderately strong synchronization also exists between the probability that a certain cyclic phase of tourist arrivals will coincide with the cyclic phase of goods export. The correlation coefficient is, in this case, significant. We do not have either a rational answer, or a theory that would explain this puzzle. Is this a question of coincidence, an increased delivery of built ships during the summer months, or something else?
The cyclic phase of the real discount rate's inclining trend is in the largest measure synchronized with the acceleration of inflation measured according to the RCPI. The high concordance index (0.75), as a result of the pairing of these two areas, should not be surprising. The real discount rate is, in fact, a result of the nominal discount rate, reduced by the inflation percentage; apart from this, it is logical that in the inflation episodes, by instrument of discount rate operation, thus influencing the business banks' loan potential, the Croatian National Bank increases the loan price by increasing the discount rate, in order to reduce inflation pressures. It is clear that the Croatian National Bank uses this credit and monetary instrument very successfully for the purposes of antiinflation politics, but it is also clear that it is done in a predictable way, as the correlation coefficient is relatively high and highly significant among real discount rate and RCPI cycles. It seems that cycles of labor productivity, too, are rather strongly synchronized with the cycles of the real discount rate. Labor productivity in the circumstances of, say, more expensive money, is perhaps synchronized with the discount rate growth, due to the illusion of higher wages and the so-called wealth effect, with labor entropy measured by absenteeism degree thereby being reduced. In the latter case also, the regression parameter, which measures the correlation coefficient, is highly significant. It is interesting that the construction sector is, to a very large degree, synchronized with external trade trends to a larger measure with imports (concordance index 0.9) than with exports (concordance index 0.74). This is why it is not surprising that imports in 2009 and 2010 were slowed also as a consequence of the fall in conjunction with the construction industry. According to the Official Statistics Department of Croatia the GDP in 2009 decreased by about 5.8%, and in 2010 about 2%. The current recession (perhaps better put, depression) is specifically associated with financial disruption episodes in advanced economies (America and EU), notably housing price busts, and is longer and deeper than other recessions in Croatia's past.
Given that the construction sector is pro-cyclically directed compared to GDP trends, the revival of the construction sector will signify the exit from a very serious recession but also the revival of external trade flows, a larger fiscal income due to larger custom income, etc. The construction sector is moderately strongly synchronized also with cyclical inflation fluctuations. It appears that the increase of prices in the construction sector present in the observed period (the bubble price in the construction sector in pre-recession years before 2008) stimulates the strengthening of the offer in the flat construction sector, this further being reflected in the inflation of retail prices. The cyclic fluctuations of the construction sector are moderately strongly synchronized both with the movements of productivity and the industrial production movements. It should be emphasized that in all of the noted cases the correlation coefficients are high.
The cyclical movement of the monetary aggregate M1 is, as expected, considerably synchronized with the cycles of nominal foreign exchange rate of the Croatian Kuna (HRK). Namely, the cyclical growth of M1 causes cyclical depreciation impulses in the Kuna. In the exercise of determination of the synchronization index RCPI, as a referential variable, the cyclical movement of retail prices is closely synchronized with the cyclical movement of labor productivity and imports (both correlation coefficients are significant, i.e. different from zero). Industrial production is very synchronized with the fluctuation of import movements; in this case, too, the correlation coefficient is significant. The cyclical movement of productivity is, to a considerable degree, synchronized with the movement of import and nominal wages. As imports represent an important input in the economy due to the high import dependency of the Croatian economy, imports in Croatia can act proactively from the aspect of productivity strengthening, but also from the aspect of nominal wages growth, provided that productivity also grows. In Croatia, import is, to a considerable degree, synchronized strictly with export movements, probably due to the domination of the reexport business, but also due to the import dependency of the export business.
Finally, it can be concluded that the complex of nominal and real wages, together with the Croatian Kuna's (HRK) exchange rate, is a highly inter-synchronized area of cyclic movement. Although the correlation coefficients are highly significant when it comes to the robust testing of the t-values, these findings are of a trivial nature and are of no surprise to us.
Conclusions
The hypothesis of this paper, that the results should lead us to some important stylized facts regarding business cycle dynamics in Croatia, has been proven.
Our regression exercise findings allowed us to identify significant correlation coefficients and concordance between the following business cycles in Croatia: first, stark co-movement exists between unemployment cycles and industrial production cycles. That result shows that there is a high level of probability that the dismissal of employees in the Croatian economy will coincide with a contraction phase in industry. This is the first stylized fact of Croatian business cycles. This abstracted result is a trivial novelty in itself, but could be a substantial contribution to Croatia's economic literature due to formal testing deduction. The implications of this result on the conceptualization and creation of the economic and developmental politics of the Republic of Croatia .
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