formations which carry systems of classical particle mechanics into systems of classical particle mechanics were determined. The purpose of the present paper is a similar investigation of relativistic particle mechanics (in the sense of the special theory of relativity). Some remarks on the general orientation of these studies are to be found in Section 1 of McKinsey, Sugar, and Suppe3 r,,
and in McKinsey and Suppes [91,
In regard to our axiomatization of relativisitic particle mechanics, we want to emphasize that we have in no sense attempted to use primitive nctions which are logically or epistemologically simple. Investi'ations with these latter aims are to be found in Reichenbach [111, Robb [12] , Schnell f13 1, rnd Walker [14] ; but these studies are incomplete in the sense that they do rioT.
give axioms adequate for relativisitic particle mechanics as it is ordinarily conceived by physicists. We have attempted to present uch a complete 3et of axioms in a mathematically clear way.
The main result of the present paper is the determination under a certain weak hypothesis of the set of transformations which always carry systemq of relativistic particle mechanics into systems of relativistic particle mechantcs.
Although this set of transformations is not a group (under the usual oppration)
L " -2 a we are able to show that it is essentially a Brandt groupoid. It is difficalt precisely to compare our results with those of MacColl [6] , but our results seem to represent an improvement in three respects: (i) we work within an explicit axiomatic framework; (ii) we consider transformations of the units of mass and force as well as position and time;
(iii) we consider transformations from one value for the velocity of light to another.
We briefly summarize the mathematical notations we use, most of which are standard. We denote the ordered n-tuple whose first member is a1, whose second member is a 2 , and so on, by
By an nr-dimensional vector we mean an ordered n-tuple of real numbers
Operations on vectors are defined in the usual way. We use the symbol "C" to denote the real number zezo, the n-dimensional vector all of whose components are zero, and the matrix all of whose elements are zero. If A= <al, an)
is any vector, the length IAI of A is defined by If O2 is a matrix, we denote the transpose of CL by "O'", and the determinant of O, by "1I". We denote the identity matrix by "S"o Although we treat vectors as one-rowed matrices, if A is a vector we always mean by IAl, the length of A and not the determinant of A: the meaning should be clear from the context. We use both matrix notation and usual vector notation for the inner product of two vectors A and B. Thus, .
JAJ
we sometimes write: AB , and sometimes: A.B, whichever is more convenient. If f is a 1-1 function, f _' is the inverse function of f. It is also conenient.
to introduce a special symbol for the c ompQstjio of two functions: if f and g are functions of a real variable, by gof we mean the function h such tnat for
To make some of our equations involving derivatives more perspicuous in reI.ticrn to the notation ordinarily used in physics, we introduce formally the foliow'a1g 
(Dg)
Finally, we also use the following notation: I is the set of all prsltive + integers, R is the set of all real numbers, R is the set of all positive real numbers, and B n is the set of all n-dimensional vectors. We sometimes use geometrical language, referring to vectors in X as points in n-dimensional n Euclidean space, etc.
4-
Our axioms for relativistic particle mechanics are based on six primitive notions: P, T, m, s, f, and c. P is a set, 9-and m are unary functions, s is a binary function, f is a ternary function, and c is a constant.
The intended physical interpretation of P is as the set of particles.
For every p in P, 9(p) is to be interpreted physically as a set of real numbers measuring elapsed times (in terms of some unit of time and measured from some origin of time). There is a good physical reason for assigning (possibly) different sets of real numbers to different particles, instead of having one set of elapsed times for the whole system, as in McKinsey, Sugar, and Suppes [71: two particles which have a simultaneous "life-span" with respect to one inertial frame of reference may have life-spans which do not even overlap with respect to another inertial frame.
For every p in P, m(p) is to be interpreted physically as the numerical value of the rest mass of p. For every p in P and t in J(p), s(p,t) is a vector, to be thought of physically as giving the position of p at time t.
Thus the primitive s fixes the choice of a coordinate system.
It is also possible to take as a primitive the set of all admissible (ice., inertial) coordinate systems; this procedure is followed in Hermes [31. We remark that for a fixed p in P, it is usually convenient to use in place of s the function sa, which is defined on 9(p) and is such that for every t in A(p), S p(t)-s(pt)o
For every p in P and t in !(p), and for i any positive integer, f(pt,i)
is a vector giving the components (parallel to the axes of the coordinate system) of the i t h force acting on p at time t. For further discussion of this primitive, applicable to relativistic as well as classical particle mechanics, see McKinsey, Sugar, and Suppes [71.
Our primitive constant c is to be interpreted as the numerical value of the velocity of light. 
-

3.
AxiMs.
Using the six primitive notions Just described, we now give our axio for relativistic particle mechanics.
An 2d& sextuple r -<P, !T,m,s,f,c> which satisf Axioms AI-A7
cglled _U n-DIMENSIONAL SYSTEM OF RELATIVISTIC PARTICLE MECHANICS (Dr sor iMp ly a4 SYSTEM OF RELATIVISTIC PARTICLE MECHANICS, for abbrevLtion, S.R Kiemtial 1_.311=m
Al. P is ! non-eupty, Initet.
A2. If pe P, ±he V(p) is an in-rterva of =u1 Uibu.
A3.
if pEP an! tG9(p), 
Since this set of axioms is similar in many ways to that given for classical mechanics in McKinsey, Sugar, and Suppes [71, a large number or remarks to be foudn in Section 3 of that paper are also applicable here and will nct be repeated. From Axiom A7 it is clear that the force concept we are using is that of Minkowski. In the solution of special problems this concept is not always the most useful one, but the relative simplicity of its transformation properties more than justifies its use here. Some readers may feel that there are good physical grounds for taking the notion of relativistic mass as primitive instead of that of rest mass; however, it is easy to define the notion of relativistic mass in terms of the notion of rest mass and our other primitives, and the use of the notion of rest mass as a primitive emphasizes the considerable formal similarity between our axioms for relativistic mechanics and the axioms for classical mechanics of McKinsey, Sugar, and Suppes.
For p in P, g(p) is a time interval for the particle p (with respect to the frame of reference fixed by our choice of primitives). It may seem that it would have been simpler to take gp) as the interval of proper time of the particle p. However, this approach would complicate the treatment of sys of particles. In the main, the notion of proper time is most convenient in discussions restricted to the consideration of a single particle. From the remark in the previous section it is clear that it is not reasonable to require that the intervals 9(p) be overlapping. A second argument against such an assumption is the prominence in modern physics of elementary particles with very short life-spans.
/
We note, however, that in studying certain special problems, such as that of defining a reasonable notion of center of mass of a SoR.P.M., it is desirable to restrict the discussion to systems in which !t(p)-(-oD,+c) for every p in P.
If i)
"e" is replaced by "1/k" in the inequality of Axion A4 and the equation of Axiom A7, ii) k is treated as a primitive replacing c, and
iii) Axiom A4 is modified to reads "The constant k is a non-negative real number such that,. o", then, by adding appropriate further axioms, we can get either classical or relativistic particle mechanics. Thus an additional axiom asserting that k-O gives us classical mechanics; and the assertion that k >O gives us relativistic mechanics.
We close this section with a number of definitions which will be useful.
later.
For p in P and t in A(p), we set
vp(t) is, of course, the vOtjy of p at time t. With respect to a fixed element t 0 in (p), we define the function 't (for p in P and t in &Z(p)) 0 as follows:
1Ct (p,t) is the proper time of p. Since we are only interested in the 0 derivative of this function with respect to t, and since the derivative is independent of to, we shall usually prop the subscript.
For p in P and t in f p), we define the function q as follows:
It is natural to call q the Apeft lMe function.
For p in P, t in 1(p) and i any positive integer, we define what we call the relativistic frce function frel as follows:
Although it is not usual to adopt a special name for this function, the function itself is used frequently in textbook treatments of relativity.
By a c-prticle path (for any positive number c) we mean a set J of points (ie., vectors) in En+ 1 for which there exists a S.R.P.M. <"C13,Z,m,s~f,c> such that for every point X of En+l, X is in J if and only if there exists a t in f l) such that X-<s(l,t),t>.-V It is obvious that if g is any twicedifferentiable function defined on an interval T of real numbers and taking vectors in En as values, then the set of vectors <g(t),t> for t in T is a c-particle path, provided that )(Dg)(t)l <c for all t in T.
By the slgp2 of a line X in En+l, whose projection on the (n+l)St-axis is a non-degenerate segment, we mean the n-dimensional vector W such that for any two distinct points <Zl,x and <Z 2 ,x 2 > of CK
By the sped of Q0 we mean the non-negative number IWI. By a c-in l p:_th we mean a line in En+ 1 whose speed is less than C. We note that every segment of a c-inertial path is a c-particle path, but is not necessarily a Using Axiom A4 and the fact that is orthogonal, we have
Since IUI <c', the function Dh is bounded away from zero, and it thus follows from Rolle's theorem that h is 1-1.
The following lemma is a theorem of matrix theory. (1)
From (3) it follows that (4) m 0
We define:
Since the right member of equation (i) of Definition 1 can be written
in order to complete the proof it suffices to show that
Equation (III) follows immediately from (5), (6), and (7), equation (IV) from (5) and (6), equation (V) from (6), and equation (VI) from (3), (5), and (7).
From (2) and (7) we get s .
Proof. It will suffice to show that r' satisfies Axioms A4 and A7.
since the proof for the other axioms i trivial. Let
It is easy to show that for F in P and t' in
with the denominator of the right member of (I) always unequal to zero.
(Since in this proof we always consider a fixed particle p, we drop the subscript "p" from this point on.)
We have from Axiom A4
Then by Lemma 2 we have
The right member of (3) is equal to
and using (1) we see that (4) is equal to
9 9 -14-From (2), (3), (4), and (5) we conclude that v ,t.)l I _/2 < 0 which verifies Axiom A4 for r'
It is not difficult to show that from Axiom A7 we have
Setting q'(t')-<s1(t"),t> for all t' in 5 (p), we conclude from the hypothesis of our theorem that
and thus
Directly from the definition of q and q/ we obtain
Using Lemma 1, Lemma 2, and (7) we obtain from (8) and (9) kv'oh)(t)1 2 _ c,2 2 (v(t)1 2 2) ((Dh)(t)) and thus
C,2 " ,2((Dh) (t))2 (1-v
By Lemma 1, (Dh)(t) is either always positive or always negative; the remainder of our proof is analogous in the two cases, so that we shall only consider the case where it is always positive. We then have from (7) and (10)
Differentiating both sides of (11), and using (6), we obtain
From (10), (12) , and the hypothesis of our theorem we infer that The number A represents a uniform stretch of spaze and time. When 6 --l, we have a reversal of the direction of time, The matrix represents (for n 3)
a rotation of the spatial coordinates -or a rotation followed by a refle,tlon
The wector U represents the relative velocity of the two inertial frames of reference, and the number which is determined by U and c/, is the well .
kn-own Lorentz contraction factor. Finally, it is easy to check that the last matrix in the factorization of the matrix 0, yields the ordinary Lorentz transformations. We note that the rather complicated transformation of the forces is the velocity-dependent transformation to be expected in relativistic.
mechanics.
Remar 2. Theorem 2, our main theorem, is a sort of converse of Theorem lI roughly speaking, we show that the transformations described in Theorem 1 are ,he only transformations which always take systems of relativistic particle mechanics into systems of relativistic particle mechanics. To facilitate the formulation and proof of Theorem 2, an additional lemma and some definitions will be useful. an g~ f' are 11ned hy the fo.Ulaig vqatiqu th t/ in..%() j-&Ia-px-ijng& H. '(t') af t/ u11de= p H is =IU2 and 2je-kq :thV A eX p fs'(P'e') -(P (,
We are now in a position to state and prove the main theorem of this paper. 
Era
We first want to show that if Z is any vector in E nsuch that such that
Hence, it follows immediately from (1) and the hypothesis of our theorem that xl>" x 2
We may choose x and x 3 so that tT 2 (Z 1 3 n~l
From the second part of (8) it follows that there is a c-inertial path through <(Z,Xo> and <z 2 ,x 2 >; and from (7) and the first part of (9) it follows that there is a c-inertial path through<Z 2 ,x 2 > andZi ,x 3 >. We thus conclude from Lemma 3 that there exists a c-particle path through <Zl x , <Z 2 ,x 2 )
and <Z 1 ,x 3 >. As before, for abbreviation, we set -kC 2 (Z 2 ,x 2 )]n+ 1 z2 W [q 2 (2'x2 ) 19 , . . , n Z/-2 (Z ),x)i,.n for i-0,1,3.
Since C2 is 1-1 and continuous in the last coordinate along any c-particle path, it is monotone in the last coordinate along any c-particle path, and we thus have: either x° < x1< x , Thus from (13) and (17) we conclude that
z1-Z 2j< 2c-C-*
and from (13) and (14) that and since -2(+c) , we infer that I( 2 (Zl,4) -ce 2 (Z 2 ,x 2 ) < 6 which establishes (I).
We next establish:
(II) 2 carries parallel segments of c-inertial paths into parallel segments of c -inertial paths.
It is clearly sufficient to show that T2 carries parallel c-inertial paths We next show that (IV) carries arbitrary lines into lines.
Leto o be an arbitrary line in n 1 and let l,) and < 2 ,x 2 > be any two points on oP. We now construct an $inertial* parallelogram through these two points. For definiteness, we assume:
We set adw 2 and we chose x o and x so that:
I<Zl,l> -<Zo,xo> -l<Zo,x3>-<Z 2 ,x 2 )
Let (see Figure 3) A -<ZoXz> For v(p,t)O0, the argument is the same as above; in case v(p,t) -0 for some t, on the supposition that v(p,t)*+g -0, we must have g-0 and F-O, which again contradicts the non-singularity of (X.
From (22) and (25) we get ,&W+ 2W, F*F+lF 2 ,2 (w+ g) and hence , (27) w() +9*-c 2 E*E)w*+ 2W(F i 2 E*g) + IFl 2 . c 2 g 2 .0
Since (27) holds for an arbitrary c-line, we may replace * by -W, and thus conclude that 
2(c 2-2
Using again the fact that the direction of W is arbitrary, we infer that and from the fact that c-inertial paths are carried into c/-inertial paths, we have V ~ ,/2)(V )< Thus, tA is positive since it is the ratio of two negative numbers. We set (33
A 47 .
We then conclude from (32), (33), Definition 1, and Le;ma 2 that (34) OL.is a generalized Lorentz matrix with respect to <c,c',A >.
We now turn to the function which transforms the forces. In deducing the form of 93 it will be convenient to make use of the functions C, q and frel defined in Section 3 (in the course of the present proof we obtain their transformation properties). It is also useful to introduce the function H defined by the following equation for every p in P and t in
We thus have that for t' the element in -t/(p) corresponding to t in (p)
Hp(t) -t'
We obtain from (21) (35) D(Hp )(t) -Vp(t)E*+g For any S.RoP.M. r-<P, 4m,Oqf,c> the following equation is a direct consequence of Axiom 7 and the appropriate definitions (for any p in P and
and also, under the hypothesis of our theorem,
We now obtain the relationship between _ (H t)) and -
1-2
It is easy to show that (39)
and hence, using (39) and squaring (38), we get i.
--
Using (27) to give us the expansion of the right member of (40) and then using (32) to simplify the result, we obtain (41) by the argument that any two space-time ppsitions of a particle distin-t with respect to one observer mast be distinct with respect to every observer.
The standard presentations of the special theory of relativity vary a good deal in their "derivations" of the Lorentz transformations. Almost without exception, however, the assumptions underlying these derivations are not clearly and completely stated. For the physicist who wants to begin with a set of axioms for relativistic particle mechanics with respect to a fixed coordinate system, our Theorem 2 provides a rigorous approach to the derivation of the Lorentz transformations. The transformations we obtain in Theorem 2 are, of course, more general than the Lorentz transformations, but it is obvious how the hypothesis of Theorem 2 may be strengthened so as to obtain just the ordinary Lorentz transformations.
Theorem 2 is also pertinent to discussions of the relativity-of size, Let § be an elibible transformation which satisfies the hypothesis of Theorem 2 with respect to the positive real numbers c and c". We then call the ordered tripleO ,c,c> an admissible trpl&; and, corresponding to the informal usage at the end of the previous section, we call an eligible transformation an admissibe transformation if it is the first element of some admissible triple. Since the set of admissible transformations is not a group under the obvious operation of composition, it is natural to ask what is its algebraic structure. We shall show that the structure of the set of admissible triples is that of a Brandt groupoid (formally defined below). Roughly speaking, the main difference between Brandt groupoids and groups is that a
Brandt groupoid is not assumed to be closed under the binary operation corresponding to the group operation. Consequently, a Brandt groupoid may contain many identity elements, that is, many elements e such that x *ex-e x whenever x, x e, and e*x are in the groupoid. If there is an e in the groupoid such that for all x in the groupoid e*x-x-e-*x, then the groupoid is also a group. For this reason, we introduced the notion of an admissible triple: the admissible transformation which carries every S.R.P.M. into itself is an identity element whose composition with every admissible transformation is defined; consequently, the set of admissible transformations is neither a group nor a Brandt groupoid. It is natural to ask how the hypothesis of Theorem 2 may be strengthened so that the set of eligible transformations satisfying it form a group. We state without proof some results concerning this question. 2-(page 6) Paulette Destouches-Fevrier (in £21, pp. 5-6) advocates the use of a three-valued logic to describe the creation and annihilation of elementary particles. Actually, the situation is easily handled by the simple device of introducing the function f-defined on P instead of a fixed interval T for the whole system. Indeed, to our mind, her drastic
proposal cannot be taken seriously until we know a great deal more about the mathematics which goes with a multi-valued logic. Even if such a body of mathematics existed (as it does not --we do not have even the general outlines of elementary set theory in three-valued logic), it would be reasonable to adopt such a proposal only after every feasible alternative in standard mathematics had been explored. 
