Abstract. There exist various well-known characterizations of sets of numbers recognizable by a nite automaton, when they are represented in some integer base p 2. We show how to modify these characterizations, when integer bases p are replaced by linear numeration systems whose characteristic polynomial is the minimal polynomial of a Pisot number. We also prove some related interesting properties.
Introduction
Since the work of 9], sets of integers recognizable by nite automata have been studied in numerous papers. One of the jewels in this topic is the famous Cobham's theorem 11]: the only sets of numbers recognizable by nite automata, independently of the base of representation, are those which are ultimately periodic. Other studies are concerned with computation models equivalent to nite automata in the recognition of sets of integers. The proposed models use rst-order logical formul 9], uniform substitutions 12], algebraic formal series 10]. We refer the reader to the surveys 13, Chapter 5], 23, Section 8] and 8].
During the last years, many researchers have investigated representations of numbers in nonstandard bases (like the Fibonacci numeration system) and their relationship with nite automata 22, 15, 4, 25, 14, 16, 17, 21, 2] . Given a nonstandard numeration system U, an integer can be represented by more than one U-representation. One representation is distinguished, it is the one computed by the Euclidean algorithm. The normalization U is the map transforming any U-representation into the normalized one. The use of nonstandard numeration systems U, instead of usual bases, raises several problems. The normalization U and the set N U of all the normalized U-representations, are generally not recognizable by a nite automaton 25, 17] . The characterization of numeration systems U with recognizable U and N U is not completely settled yet. This paper deals with numeration systems U de ned by a linear recurrence relation whose characteristic polynomial is the minimal polynomial of a Pisot number. The Fibonacci system belongs to this class. Other examples are Bertrand numeration systems studied in 4] . Under this hypothesis, the normalization U and the set N U are both recognizable by nite automata 17]. We give new simple proofs of these results.
We are mainly interested in U-recognizable sets of integers and the possible computation models associated with them. A subset of N is called U-recognizable if the normalized Urepresentations of its elements are recognizable by a nite automaton. We here propose three models: U-automata, non-uniform U-substitutions and rst-order U-formul . They are all equivalent (Theorems 16, 20 and 21) and they are strongly dependent on the recognizability of U and N U . Moreover, these characterizations hold in higher dimensions. Our models naturally generalize the models known for usual bases 9, 12] , as well as the ones proposed in 14, 7] for the Bertrand numeration systems. We also prove that a set is U-recognizable if and only if it is U 0 -recognizable, for any numeration systems U 0 satisfying the same recurrence relation as the system U. Such an equivalence was only known for the set N U and the normalization U .
The paper is organized as follows. In Section 2, we recall the de nitions of numeration systems and Bertrand numeration systems. We also indicate our work's hypotheses. In Section 3, we introduce the notion of U-recognizable set and we give the new proofs that U and N U are recognizable by a nite automaton. We give in Section 4 the rst computation model based on rst-order logical formul . The second and the third models, using U-automata and U-substitutions respectively, are developed in the next section. In Section 6, we prove that the U-recognizability only depends on the recurrence relation that the system U satis es. The last section contains the conclusions.
The reader is supposed to be familiar with the theory of nite automata.
2 Linear Numeration Systems
Representations of Integers
Let U = (U n ) n2N be a numeration system, i.e., a strictly increasing sequence of integers such that U 0 = 1 and Un+1 Un is bounded. Using the Euclidean algorithm, any integer x > 0 is represented by x = a i U i + a i?1 U i?1 + + a 0 U 0 in the following way. Let i be such that U i x < U i+1 , let x i = x. Compute the Euclidean division x j = a j U j + x j?1 for j 2 f0; : : :; ig 15]. The word a i a 0 is over the canonical alphabet A U = f0; : : :; cg with c the greatest integer less than sup Un+1
Un . By convention, the integer 0 is represented by the empty word. Proposition1. Let 
Bertrand Numeration Systems
De nition 1. Bertrand numeration systems are systems U such that w 2 N U , w0 n 2 N U ; 8n 2 N : Example 2. The usual decimal system U = (10 n ) n2N is a Bertrand system. This is no longer true for the numeration system U 0 = 1, U 1 = 4, U n = U n?1 + U n?2 , n 2. For instance, 3 2 N U but 30 = 2 N U .
In 4], Bertrand numeration systems are characterized thanks to the -shift S of some real number > 1, as explained below.
Let > 1 be a real number. For any x 2 R, let x] be its integer part and fxg its fractional part. Any real number x 2 0; 1] is uniquely written as 22] x = X n 1 a n ?n (1) such that x 1 = x and for any n 1, a n = x n ], x n+1 = f x n g. The in nite sequence e (x) = (a n ) n 1 = a 1 : : :a n : : : is called the -expansion of x.
A particular case is the -expansion e (1) of the number 1. In the case it ends with an in nite sequence of 0's, i.e., e (1) = Proposition3. Let > 1 be a real number. A sequence (a n ) n 1 is the -expansion e (x) of a number x 2 0; 1] if and only if for all i 2 N, the shifted sequence (a n+i ) n 1 is lexicographically less than the sequence e (1).
Moreover, for all n 2 N n f0g, a n < . u t
The alphabet A associated with is then de ned as f0; , with n k, are computed with respect to the same recurrence relation. Among these systems, only one is a Bertrand numeration system, whose the initial values are described in Theorem 4. Hypothesis 1. In the sequel of the paper, we work only with linear numeration systems U whose characteristic polynomial P U is the minimal polynomial P of some Pisot number .
We denote by U the class of all the numeration systems U such that P U = P . They satisfy the same linear recurrence relation but may di er on the initial values of the sequence U. The unique Bertrand numeration system of the class U is denoted by U .
Let us recall the following well-known fact. As the roots 1 = , 2 , . .. , k of the polynomial P U = P are simple, there exist complex constants l such that for all n 2 N
Let w = a i a 0 2 A U . We denote
The proof of the following proposition is not di cult. It uses Hypothesis 1 and (4).
Proposition7. Let U 2 U .
(1) There exists a constant e such that 8w 2 A U ; j U (w) ? (w)j < e :
(2) For any > 0, there exists a constant M 2 N such that 8w 2 A U ; 8n M ; j U (w0 n ) ? (w0 n )j < : (6) u t is a Pisot number with P = X 2 ?X ?1 and e (1) = (10) ! . The Bertrand numeration system U of the class U is the Fibonacci system. We already mentioned in Example 2 another numeration system of the class U : the system U 0 = 1, U 1 = 4, U n = U n?1 + U n?2 , n 2. . Then P = X 2 ? 3X + 1 and e (1) = 21 ! . The system U is de ned by U 0 = 1, U 1 = 3, U n = 3U n?1 ? U n?2 , n 2.
U-recognizable Sets
The aim of this paper is to give three characterizations of sets of positive integers whose normalized U-representations are recognizable by a nite automaton. In this study, the numeration systems all belong to a class U , with a Pisot number. In this section, we introduce the concept of U-recognizable set. The characterizations are given in Sections 4 and 5.
De nition 2. Let m 1 and X N m . Let U be a numeration system. We say that X is U-recognizable if the set L = 0 U (X) is recognizable by a nite automaton.
This notion naturally generalizes the classical concept of p-recognizable sets, with p an integer greater than 1 (see 13, 8] ).
In As we will see in Section 4, the recognizability of N U and the recognizability of the normalization B;U are crucial in the study of U-recognizable sets.
Recognizability of N U
The recognizability of N U is studied in several papers. If U is a numeration system such that N is U-recognizable, then U is necessarily linear, however the converse is false 25, 21] . If U Theorem8. Let U 2 U . Then N is U-recognizable.
We give below a simple proof of Theorem 8 which is di erent from the proof given in 17, 20] . It is mainly based on Proposition 9 which states that for U 2 U , normalized Urepresentations coincide with normalized U -representations, provided they end with enough zeros.
Proposition9. Let U 2 U . There exists M 2 N such that for any n M and any word w, w0 n 2 N U , w0 n 2 N U :
Proof. We use the notations of Equality (4) and Propositions 6, 7. We also use the characterizations of normalized U-representations and -expansions given in Propositions 1 and 6 respectively. Let = minf Therefore w0 n 2 N U by Proposition 6. (2) Let w = a i a 0 such that w0 n 2 N U . Let j 2 f0; : : :; ig. By (6) and (3) U (a j a 0 0 n ) < (a j a 0 0 n ) +
It follows that w0 n 2 N U by Proposition 1. u t Corollary 10. Let M as in the previous proposition. Let w 2 A U , let n M. Then w0 M 2 N U if and only if w0 n 2 N U .
Proof. Remember that U is a Bertrand numeration system. u t
The next three lemmas will be used in the proof of Theorem 8.
Lemma 11. Let u 2 N U and n 2 N. Denote n (u) = fw 2 N U j uw 2 N U ; jwj = ng and n (u) = card n (u). Then function U de nes a bijection between n (u) and fx 2 N j 0 x < n (u)g. Proof. Take v the greatest word in n (u). By Proposition 2 (3), n (u) = fw 2 N U j jwj = n; w vg. By (1) Given u 2 A M , we denote by u its successor in A M , such that u 2 0 w n , u = w n+1 for some n 2 N. Lemma 12. Let u 2 A M and n M. Then n (u) = U (u0 n ) ? U (u0 n ) : Proof. Let t 2 0 u, t 0 2 0 u such that jtj = jt 0 j. Let v be the greatest word in n (t). Then U (tv) < U (t 0 0 n ) by Proposition 2 (1). Assume that there exists t 00 v 00 2 N U such that jt 00 j = jtj, jv 00 j = jvj and U (tv) < U (t 00 v 00 ) < U (t 0 0 n ). By Proposition 2 (1) (3), tv < t 00 v 00 < t 0 0 n and t 00 0 n 2 N U . Then t < t 00 < t 0 with t 00 2 A M , in contradiction with the de nition of u. Hence U (tv) + 1 = U (t 0 0 n ) : By Lemma 11, we get n (t) = U (v) + 1 = U (tv) ? U (t0 n ) + 1 = U (t 0 0 n ) ? U (t0 n ) : It follows that n (u) = U (u0 n ) ? U (u0 n ). u t Lemma 13. Let V n = P i j=0 g j U j+n where i 2 N and g j 2 R, j 2 f0; : : :; ig, are constants.
Then the sequence (V n ) n2N satis es the same recurrence relation as (U n ) n2N . Let M as in Proposition 9. Let k be the degree of the polynomial P U . We de ne an equivalence relation R on A U as follows u R v , f8n 2 f0; : : :; M + k ? 1g; n (u) = n (v)g :
The relation R has nite index because n (u) is bounded by (card A U ) n . Let us prove that
In the rst case, by Corollary 10, n (u) = n (v) = 0 for all n M. Consequently u NU v. The second case leads to the same conclusion in the following way. By Lemma 12, as u; v 2 A M ,
for all n M. Hence by Lemma 13, the sequences ( M+n (u)) n2N and ( M+n (v)) n2N satisfy the same recurrence relation as (U n ) n2N . Since they coincide on the rst k values, they are equal. Consequently u NU v. u t
Automaton for N U
Thanks to Theorem 8, we associate with N U a canonical automaton A U .
De nition 3. Let U 2 U . We denote by A U the trim minimal automaton which recognizes N U . We say that A U is the canonical automaton of U.
Remark 2. There exists in A U a loop with label 0 on the initial state. Remark 3. All states of A U are nal if and only if for any u; v 2 A U , uv 2 N U ) u 2 N U . By Proposition 2 (3), this condition is equivalent to u0 n 2 N U ) u 2 N U for all u 2 A U , n 2 N. In particular, as U is a Bertrand numeration system, all states of A U are nal.
Remark 4. The canonical automaton of the numeration system U has the following particular form (see 14, 17] ). By Corollary 5, e (1) = uv ! . Draw the \frying-pan" automaton corresponding to uv ! (a stick labelled by u followed by a circle labelled by v). For any state q, let a be the label of the outgoing transition. Then, for any b 2 A U , b < a, draw a transition from state q to the initial state.
Example 5. Figure 4 indicates the canonical automaton for the three following numeration systems. The rst one is (2 n ) n2N . The second is de ned by U 0 = 1, U 1 = 4, U n = U n?1 +U n?2 .
The last one is the system U 0 = 1, U 1 = 2, U n = 3U n?1 ? U n?2 . See also Figure 2 . Let k be the degree of the polynomial P U . We de ne on P(Z U;c ) the equivalence relation R as follows u R v , f8n 2 f0; : : :; k ? 1g; U (u0 n ) = U (v0 n )g : Let u R v. Let us show that u ZU;c v. By Lemma 13, the sequences ( U (u0 n )) n2N and ( U (v0 n )) n2N satisfy the same recurrence relation as (U n ) n2N . Since they coincide on the rst k values, they are equal. Consequently, for any w 2 A c uw 2 Z U;c , U (u0 jwj ) + U (w) = 0 , U (v0 jwj ) + U (w) = 0 , vw 2 Z U;c
These equivalences show that u ZU;c v. It remains to prove that R has nite index. This needs two steps.
(a) 9 ; 8u 2 P(Z U;c ); j (u)j < .
Since u 2 P(Z U;c ), there exists w 2 A c such that uw 2 Z U;c . By (5), we get 0 = U (u0 jwj ) + U (w) < (u0 jwj ) + (w) + 2e < (u) jwj + (c + 1) jwj + 2e jwj : Hence, (u) > ?c ? 1 ? 2e :
In the same way (u) < c + 1 + 2e : We get the result with = c + 1 + 2e.
(b) 9 0 ; 8u 2 P(Z U;c ); 8n 2 f0; : : :; k ? 1g; j U (u0 n )j < 0 .
By (5) and step (a), we have j U (u0 n )j j U (u0 n ) ? (u0 n )j + j (u0 n )j < e + j (u)j n < e + n : Therefore 0 = e + k?1 .
By step (b), the possible values of U (u0 n ), u 2 P(Z U;c ), n 2 f0; : : :; k ? 1g are in nite number. Hence R has nite index. u t
U-de nable Sets
In this section, we show that rst-order formul are a useful and simple method to describe U-recognizable sets. This is our rst characterization of U-recognizable sets. De nition 4. Let U be a numeration system. We consider the structure hN; +; V U i where + denotes the relation f(x; y; z) 2 N 3 j x + y = zg. The binary relation f(x; y) 2 N 2 j V U (x) = yg is de ned as follows. Either x = 0 and y = U 0 = 1, or x 6 = 0, U (x) = a i a j 0 j with a j 6 = 0 and y = U j . In other words, y is the smallest U n appearing in the normalized U-representation of x with a non null coe cient.
Formul are inductively constructed from variables x; y; : : : describing elements of N, the equality =, the relations +, V U , the connectives _,^, :, !, $, and the quanti ers 8, 9 on variables.
De nition 5. Let U be a numeration system. Let m 1 and X N m . We say that X is U-de nable if there exists a formula (x 1 ; : : :; x m ) of hN; +; V U i such that X is the set of m-tuples of N m for which the formula is true. Example 6. The set fU n j n 0g is U-de nable in hN; +; V U i by the formula (x) equal to V U (x) = x. The set f(U n ; U n+1 ) j n 0g is de nable by the following formula '(x; y) (x)^ (y)^(x < y)^(8z)( (z)^x < z ! y z) :
Notice that the order x < y is de nable by (9z)(x + z = y)^:(x = y).
Theorem 16 states that, for any numeration system U 2 U with a Pisot number, a subset X of N m is U-recognizable if and only if it is U-de nable. The equivalence was already proved by B uchi 9] for numeration systems (p n ) n2N such that p is an integer greater than 1 (see also 8]). It has also been proved for the Bertrand numeration system U of U 7].
Theorem16. Let 
The proof of this result is very close to the one given in 8, p 207] for p-recognizable sets. It is strongly based on Theorem 8 and Corollary 15.
Proof. Suppose rst that X is U-de nable by some formula of hN; +; V U i. It is proved in 19] (see also 8]) that, to show that X is U-recognizable, it is enough to prove that the set N is Urecognizable and the relations f(x; y) j x = yg, f(x; y; z) j x + y = zg and f(x; y) j V U (x) = yg are U-recognizable. Indeed, an automaton for X is then constructed by induction on the complexity of the formula de ning X.
By Theorem 8 and Corollary 15, N and f(x; y; z) j x+y = zg are both U-recognizable. It is easy to construct a nite automaton for f(x; y) j x = yg: replace any label a by the label ? a a in the canonical automaton A U . It is also easy to nd an automaton for f(x; y) j V U (x) = yg. Suppose now that X is U-recognizable. To show that X is U-de nable, the idea is to describe by a formula of hN; +; V U i, the behavior of a nite deterministic automaton A associated with X. This formula says that a word w is recognized by A if and only if there is a sequence q; q 0 ; : : :; q 00 of states, beginning with the initial state q, ending with some nal state q 00 , and respecting the transitions imposed by w. The formula proposed in 26] (see also 8])
for numeration systems (p n ) n2N , uses a particular relation e(x; y) de nable in hN; +; V p i and a coding of the sequence q; q 0 ; : : :; q 00 .
For the numeration system U, the formula we use is exactly the formula given in 8, A correct coding is based on the following lemma.
Lemma 17. Let U 2 U and w 0 2 N U \ N U . There exists K 2 N such that for any m K, w 2 N U \ N U ) w0 m w 0 2 N U \ N U :
Proof of the lemma. We rst give a property of the numeration system U . Let e (1) = uu 0! be the -expansion of 1 (see Corollary 5) . As > 1, u begins with a letter distinct from 0. By de nition of e (1), u 0 6 2 0 . As N U = L( ), it follows by Proposition 3 that v; v 0 2 N U ) v0 n v 0 2 N U
for any n N = juu 0 j. Next, let t 2 N U such that 
U-automata and U-substitutions
In this section, we give the second and the third characterizations of U-recognizable sets of integers. We rst associate with N U a canonical substitution S U which simulates the canonical automaton A U . Next, we introduce the concept of U-automaton. After that, we de ne the U-substitutions which simulate the U-automata. We also show how these new notions are connected to U-recognizability. Any substitution generates a word ! S equal to g(f ! (b)). In the sequel, ! S is always an in nite word. This notion of substitution is new. Classically, substitutions which generate in nite words, are pairs (f; b) (g is supposed to be the identity on B).
Substitution
De nition 7. Let U 2 U . Let A U = (Q; i; F; ) be the canonical automaton of U, with Q its set of states, i its initial state, F its nal states and its transition function. We associate with A U the canonical substitution S U = (f; g; i) de ned by f : Q ! Q q ! (q; 0) (q; 1) (q; a q ) with a q = maxfa 2 A U j (q; a) is de nedg and g : Q ! Q q ! q if q 2 F; q ! if q = 2 F :
Such a substitution is de ned in 14, 7] for the numeration system U . In this case, g is always the identity. Example 7. (1) Let = 3+ p 5 2 and U 2 U de ned by U 0 = 1, U 1 = 2 and U n = 3U n?1 ? U n?2 , n 2. The canonical automaton A U is the third automaton of Figure 4 . The corresponding canonical substitution S U is de ned by f(1) = 112, f(2) = 12 and g(1) = 1, g(2) = . The word generated by S U is equal to g(1121121211211212: ::) = 1 ! .
(2) Let U = (p n ) n2N with p an integer greater than 1. The automaton A U is reduced to one initial and nal state q, and a loop labelled by 0; : : :; p ? 1 on state q. Therefore S U is the triple (f; g; q) with f(q) = q p and g(q) = q. Proposition18. Let U 2 U . Let A U = (Q; i; F; ) be the canonical automaton of U. Let S U = (f; g; i) be the canonical substitution and ! SU = ! 0 ! 1 : : :! n : : : the word generated by S U . Then for any w 2 N U and x 2 N such that x = U (w) (i; w) = ! x :
Proof. Let n 2 N. Let A n = fw 2 A U j jwj = n and (i; w) existsg. Enumerate A n by increasing lexicographic ordering fw 0 = 0 n < w 1 < : : : < w kn g. We denote . Suppose that n 0 and f n (i) = (n) . Then f n+1 (i) = f( (i; w 0 ))f( (i; w 1 )) f( (i; w kn )). By de nition of f, for any l 2 f0; : : :; k n g, we get for q l = (i; w l ) f( (i; w l )) = f(q l ) = (i; w l 0) (i; w l 1) (i; w l a ql ) : As w l 0 < w l 1 < : : : < w l a ql and w l a ql < w l+1 0, it follows that f n+1 (i) = (n+1) .
Recall that the words w and 0w introduced in the initial state i lead to the same state of A U , if it exists (see Remark 2). Therefore, f n (i) is pre x of f n+1 (i) for any n 2 N.
The same kind of property still holds after applying g. Let n 2 N and B n = A n \ N U = fv 0 < v 1 < : : : < v ln g. Let If there exists a morphism ' : A ! A U , then the automaton B de ned by ' and the canonical automaton A U recognize the same language N U .
Conversely, suppose that the automaton B recognize N U , then there exists a morphism ' : A ! A U because A U is the minimal automaton recognizing N U . u t Theorem20. Let U 2 U . Let X N. Then X is U-recognizable if and only if L = 0 U (X) is recognizable by a U-automaton.
Proof. Indeed, a U-automaton for L can be constructed from the congruence equal to the intersection of the two syntactic congruences NU The notion of U-substitution is de ned in 14, 7] for classical substitutions (such that g is the identity). Example 9. In Example 7, the canonical substitution S U of the numeration system U = (p n ) n2N is described. In this case, any U-substitution is a triple (f; g; b) such that f(B) B p and g is the identity on B. These particular substitutions are the uniform tag systems of 12] or the p-substitutions of 8].
We are now able to de ne sets of integers generated by U-substitution. This naturally generalizes sets generated by uniform tag systems 12, 8] . We will prove that for any U 2 U , the sets generated by U-substitutions are exactly the U-recognizable sets. This equivalence has been proved in 14, 7] for the numeration system U .
De nition 10. Let U 2 U . Let X N. We say that X is generated by U-substitution if there exist a U-substitution S = (f; g; b) on the alphabet B and a map h : B ! f0; 1g such that x 2 X , (h(! S )) x = 1 : Theorem21. Let U 2 U . Let X N. Then X is U-recognizable if and only if X is generated by U-substitution.
Proof. By Theorem 20 we have to prove that L = 0 U (X) is recognizable by a U-automaton if and only if X is generated by U-substitution. A substitution S = (f; g; i) simulating B is constructed as in De nition 7: we de ne f : Q ! Q q ! (q; 0) (q; 1) (q; a q ) with a q = maxfa 2 A U j (q; a) is de nedg and
This substitution S is a U-substitution since the morphism ' : A ! A U can also be considered as a morphism ' : S ! S U . Let ! S = ! 0 ! 1 : : :! n : : : be the word generated by S.
We get the property of Proposition 18: 8w 2 N U ; x = U (w) 2 N; (i; w) = ! x :
The proof is identical, due to Proposition 19.
It remains to show that X is generated by U-substitution. Let S as above, let h : Q ! f0; 1g q ! 1 if q 2 F; q ! 0 if q = 2 F :
Then, by (9) x 2 X , (i; U (x)) 2 F , ! x 2 F , h(! x ) = 1 :
(b) Conversely, suppose that X is generated by U-substitution. One constructs a Uautomaton for L, by following step (b) backwards. j x + y = zg are Urecognizable for any U 2 U . In this section we will prove more: a set X N m is U-recognizable if and only if X is U -recognizable. In other words, the existence of an automaton for X only depends on the Pisot number , i.e., the recurrence relation given by its minimal polynomial P . This is independent on the initial values U 0 , .. ., U k?1 which de ne a particular numeration system U of the class U (k is the degree of P ). Hence, we could say that X is -recognizable instead of U-recognizable, with U 2 U . Theorem23. Let U . Let m 1 and X N m . Then X is U-recognizable for some U 2 U if and only if X is U-recognizable for all U 2 U .
Let us begin with a lemma. 
With (10) and (11) 
We denote by q(X) the polynomial X l ? l?1 X l?1 ? ? 0 2 Q X] with degree l < k.
Let us show that q( ) = 0. We will get the contradiction because the minimal polynomial P of has degree k. Let > 0. By Proposition 7, for any n M jU n ? 1 n j < :
Hence, for n M + l, by (12) The previous computation shows that is a k-local map 3, p 95], because letter b j of v = (u) is computed as a function of the k letters a j ; : : :; a j?k+1 of u (see (13) and Figure 6 ). u t Now let U; U 0 2 U . Let X N be a U 0 -recognizable set. We are going to prove that X is also U-recognizable. We use the notations of Lemma 24 and 25.
Since X is U 0 -recognizable, the set L 0 = 0 U 0(X ) is recognizable. Let U; U 0 2 U . We are going to prove that if X N is U 0 -recognizable, then it is Urecognizable. We use the notations of Lemma 24. We also use the constant M of Proposition 9 such that it works for both numeration systems U and U 0 . where X r = fv(x) j x 2 X; w(x) = rg. Let us show that any X r is U-recognizable. Denote by L r N U 0 the set 0 U 0(X r ). By
De nition of X r , L r is a recognizable set over the alphabet A U 0 and all its elements are of the form v0 n with n M. By Proposition 9, L r is also a recognizable set over the alphabet A U . Let Y r = U (L r ) be the corresponding U-recognizable set.
Let v0 n = a i a n 0 n 2 L r . Hence by Lemma 
Consequently, since Y r is U-de nable (see Theorem 16) , since function S (restricted to y 2 N such that V U (y) M) is de nable in hN; +; V U i, formula 14 shows that X r is Ude nable.
This concludes the proof because X = P U 0 M?1 r=0 (X r + r) is also U-de nable.
u t
Conclusions
In this paper, we have studied classes U of linear numeration systems U whose characteristic polynomial of the minimal polynomial of a Pisot number . Under this condition, the set N U and the normalization B;U are recognizable by a nite automaton.
With any system U 2 U , we have associated a canonical automaton A U equal to the minimal automaton of N U , and a canonical substitution S U which mimics the behavior of A U .
We have introduced the concept of U-automaton and U-substitution, which are \splittings" of A U and S U respectively. Theorem 21 states the equivalence between U-automata and U-substitutions for all numeration systems U 2 U . The proof only needs Proposition 2 and Theorem 8. This means that Theorem 21 still holds for any numeration system U such that N U is recognizable. This also points out that U-substitutions are \disguised" U-automata.
Theorem 16 is in a certain way more interesting. Through formul of hN; +; V U i, it shows that U-recognizability is built on the recognizability of both N U and B;U . Notice the usefulness of Lemma 17 whose proof heavily depends on Hypothesis 1. Therefore, the logical characterization of U-recognizable sets remains true for numeration systems U such that N U and B;U are recognizable, and Lemma 17 holds.
Theorem 23 allows to transfer certain properties of the Bertrand numeration system U to all the numeration systems U 2 U . For instance in 24], Cobham's theorem is generalized to two numeration systems whose one is a usual base p 2 and the other is a Bertrand numeration system U . This is still true for two Bertrand numeration systems U , U with and two multiplicatively independent Pisot numbers 18, 6]. As a matter of fact, this generalization holds for any pair (U; U 0 ) of numeration systems such that U 2 U and U 0 2 U .
