This is one in a series of papers providing simplified, modern, computer free treatments of the existence and uniqueness of the sporadic groups, and of the normalizers of subgroups of prime order and Sylow subgroups in these groups. Such information is the minimum necessary for purposes of the Classification of the finite simple groups. The series also seeks to avoid appeals to references other than basic texts like [FGT,SG], or other papers in the series which operate under the same constraints.
The original 2-local characterization of HS is due to D. Parrott and S.K. Wong in [PW] and Z. Janko and S.K. Wong in [JW] . Parrott and Wong prove there is at most one simple group of order |HS| by first using character theory to show that such a group has a rank 3 permutation representation of degree 100 on the cosets of a subgroup isomorphic to M 22 , and then appealing to a theorem of Wales [W] on rank 3 groups. Janko and Wong characterize HS by the general structure of the centralizer of a 2-central involution; they use the Thompson Order Formula (cf. [FGT, 45.6] ) to calculate the group order, and then appeal to Parrott-Wong. Our proof is character free and uses Corollary 4.21 in [AS, Appendix F] to produce a L 3 (4)-subgroup of a group G of type HS, after which the construction of an M 22 -subgroup is easy. Rather than appealing to the Thompson Order Formula, we get an upper bound on |G| which is based on the Thompson Order Formula, but which requires less work to implement. Then the rank 3 representation and the uniqueness of G follow quickly.
For completeness we also prove:
Theorem 2. The Higman-Sims group HS is of type HS.
A proof that HS satisfies the hypotheses of the characterization in [JW] can be retrieved from [PW] .
Finally in Section 4, we list the normalizers of subgroups of prime order and Sylow subgroups of HS, and we provide proofs that the list is correct. The list is well known and again can be retrieved from [PW] .
See [FGT] for the definition of basic notation and terminology on finite groups.
Groups of type HS
In this section G is a group of type HS. Let H * = H /Q, P = O 2 (M), M = M/P , K = O 2 (H ), Z = z , Z Q = Z(Q), and T ∈ Syl 2 (H ∩ M).
Lemma 1.1. (1) z ∈ V . (2) T ∈ Syl 2 (G). (3) V is the natural module for M ∼ = L 3 (2) and H ∩ M is the maximal parabolic of M stabilizing z. (4) (H ∩ M) * = N H * (T * ∩ K * ) is the normalizer of a Borel subgroup of K * . (5) Z Q ∼ = Z 4 is a TI-subgroup of G. (6) Z Q /Z = C Q/Z (H ), Q/Z Q is the L 2 (4)-module for K * , and H acts indecomposably on Q/ z . (7) The map ϕ : V u → u 2 is an M-isomorphism of P /V with V . (8) G = O 2 (G).
Proof. By (HS1), m 2 (Q) = 3 and by (HS2), E 8 ∼ = V Q, so (1) holds. By (HS2), P ∼ = Z 3 4 , so as M = N G (V ), V = Ω 1 (P ). As H is a 7 -group and M ∼ = L 3 (2) is simple, P is the kernel of the action of M on V and (3) holds. In particular, T ∈ Syl 2 (M) is of order 2 9 , while by (HS1), |H | 2 = 2 9 , so T ∈ Syl 2 (H ). As F * (M) = P , Z 1 = Ω 1 (Z(T )) Ω 1 (Z(P )) = V , so Z 1 = C V (T ) = Z. Thus as T ∈ Syl 2 (H ) and H = C G (Z), (2) holds.
By (3), |H ∩ M| = 2 9 · 3, so |H : H ∩ M| = 5 and hence (4) holds. By (HS1), Z Q ∼ = Z 4 and of course Z Q H , so Z Q is a TI-subgroup of G and hence (5) holds. Visibly the map ϕ of (7) is an M-equivariant surjective linear map, and as dim(P /V ) = dim(V ), ϕ is an isomorphism; thus (7) holds. By (HS2), M = O 2 (M), so (8) follows from (2). From (3) and (7), H ∩ M has three noncentral 2-chief factors, while by (HS1), H * ∼ = S 5 , so O 2 (H ) centralizes the normal subgroup Z Q of order 4. It follows that H centralizes Z Q /Z and Q/Z Q is the L 2 (4)-module, since the L 2 (4)-module and the A 5 -module are the two nontrivial F 2 K * -modules of rank 4, and H ∩ M has just one noncentral chief factor on the latter. Finally as the L 2 (4)-module admits no nondegenerate quadratic form, Q/Z does not split over Z Q /Z, so Q/Z is an indecomposable H -module, completing the proof of (6). ✷ 
By (HS1) and (HS2), |P | = |Q| but P and Q are not isomorphic, so Q P . Further P Q M 1 and by Lemma 1.1(3), M 1 is irreducible on R 1 , so (2) holds. As V Q and M is transitive on V # , there is v ∈ V − Z with v, vz ∈ z G ∩ Q. Then part (6) follows from Lemma 1.1(6). For y ∈ M, z ∈ V = V y Q y , so by (6), z ∈ Q x for all x ∈ G with z x ∈ Q. Then by symmetry, if g ∈ G with z ∈ Q g then z g ∈ Q. 
As Q = Ω 1 (Q), (2) says there are involutions in Q − P . Thus by (6), there are Gconjugates of z in M − P and as all involutions in P are in z G , each involution in G is fused into M −P . Further as all involutions in M are fused to involutions in T inverting X 1 , each involution i in G is fused to an involution j i ∈ T inverting X 1 . Then as H * ∼ = S 5 ,
Next j i is fused in H to an involution s centralizing X * 1 . Further by Lemma 1.1(6), Q = Z Q Q 1 , where
and Q is transitive on the involutions in Q 1 s, so we can take s to centralize X 1 . In particular, by (!) each involution in G is conjugate to an element of H − K centralizing X 1 .
(!!)
Most particularly, X 1 centralizes a member of z G in H − K. Also (10) is established when a / ∈ K, and in addition C H (a) * ∼ = C H * (a * ) ∼ = Z 2 × S 3 and C H (a) ∼ = E 4 × S 4 .
As j i inverts X 1 and C Q (j i ) ∼ = E 8 , X 1 j i acts on three E 4 -subgroups of Q 1 . In particular, two of these subgroups are complements to P in R 1 , so picking such a complement W , W j i is a complement to P in T , and therefore (4) holds. Let w ∈ W # and g ∈ M with z g ∈ C V (w)
Then wx is in involution in K − Q, so such involutions exist. Let H = H /Z Q and T the set of t ∈ H such thatt is an involution in K − Q. As K * is transitive on its involutions, each member of T is K-conjugate to a member of tQ for some fixed involution t in R 1 − Q. As [ Q, t] = C Q (t), each member of T ∩ tQ is conjugate to a member of tZ Q . But as t is an involution centralizing Z Q ∼ = Z 4 , t and tz are the involutions in tZ Q , while as (7) is established. Further this shows t 2 0 ∈ Z for each t 0 ∈ T and completes the proof of (10). By (3), there is an involution s ∈ H − K. Also K * is transitive on the involutions i * in
and all elements of sZ Q are involutions. Thus as Z Q has two orbits on sZ Q , (!) says G has at most two classes of involutions, so (5) and (8) follow as (7) says there are at least two classes of involutions.
Next we may choose ŝ,
by an earlier remark. Let Z Q = b . Then as i inverts Z Q , replacing i by ib if necessary, we may assume is is an involution. Then as is inverts X 1 and centralizes D, N G (
We saw earlier that we could choose s ∈ z G ; thus z G ∩ D = {z}. On the other hand,
. Therefore the first statement in (9) holds. Further is and isz are in K − Q, so neither is in z G by (7). On the other hand, we saw there was a non-2-central involution j ∈ D, so the involutions in Y − O 2 (Y ) are not in z G . Finally we saw X 1 was inverted by some member of z G , so that the remaining class of involutions in N G (X 1 ) is in z G , so the proof of the lemma is at last complete. ✷ By Lemma 1.2(4) there is a complement M 0 to P in M. Let A = (R 2 ∩ M 0 )V 2 , and observe A ∼ = E 16 . Choose X 2 M 0 and observe that X 2 acts on A and
Further if w is a generator of Z y Q and b ∈ A, then bw is an involution inducing a transvection on A with center Z y , so conjugating by y −1 , (4) holds.
As
From Lemmas 1.1(3) and 1.1(7),
As X 2 acts without fixed points on M 0 ∩ R 2 and V 2 , X 2 acts without fixed points on A, so X 2 acts without fixed points on AA u . This completes the proof of (2) and (3), and hence also completes the proof of the lemma. ✷ 
Proof. By Lemma 1.2(8) there is a conjugate
. From the proof of Lemma 1.2(8), as t / ∈ Q, z / ∈ Q g , so by Lemma 1.2(7), z / ∈ K g . Thus we have symmetry between t and z, and B = ZC Q g (z) . Now by Lemma 1.2(6), we may assume V 2 B and, by Lemma 1.
Then by Lemma 1.3(3), B = A or A u , completing the proof of (1).
By Lemma 1.3(4) there is an involution t inducing a transposition on A with center Z and such that ta generates 
(6) G has one class of elements of order 3.
Proof. By Lemma 1.4, M A /A = Sp(A) and X 2 acts without fixed points on R. Thus N M A (X 2 ) = X 2 i × Y with i an involution of type a 2 inverting X 2 and acting on R, and Y a conjugate of
→ RX 2 and extend ϕ to and embedding ϕ 2 ofL 2 in the semidirect product
We claim
so γ is induced by some β ∈ Aut(L 1 ). Thus replacing ϕ 1 by ϕ 1 β and ϕ 2 by ϕ 2 δ, we
The second isomorphism in the claim follows from the fact that
Then as R is generated by A and two conjugates of b and V 2 = C A (R), |C : V 2 | |C : C C (b)| 2 = 16, so the first isomorphism in the claim follows.
Pick t j to be an involution in L j inverting X 2 . As t j ∈ L j , t j ∈ z G . Thus as X 1 and X 2 are conjugate in M, Lemma 1.2(9) says N G (X 2 ) = X 2 t × Y 2 , where t is an involution inverting X 2 , Y 2 ∼ = S 4 or S 5 , and t j ∈ y j tX 2 for some involution
Replacing t j by a suitable member of tX 2 , we may assume t j = ty j , so t 1 t 2 = y 1 y 2 . Thus |t 1 t 2 | = |y 1 y 2 | = 2 or 3, so by Corollary 4.21 in [AS, Appendix F] , (1) holds.
Next Y Y 2 and as i centralizes Y , if Y ∼ = S 4 then i ∈ tX 2 . This is impossible as i ∈ z G , while t / ∈ z G by Lemma 1.2(9). Thus (5) holds as X 1 and X 2 are conjugate. Now M A contains a Sylow 3-subgroup P 3 of N G (X 2 ) and each element of order 3 in M A centralizes an involution in i M A or A, and hence centralizes a member of z G . Thus each subgroup of order 3 in P 3 is in X G 2 , so (6) holds and P 3 ∈ Syl 3 (G). By (5), P 3 s = C G (P 3 ) for some non-2-central involution s ∈ Y 2 , so N G (P 3 )/P 3 s is a subgroup of a Sylow 2-subgroup SD 16 of GL 2 (3). Further there is an involution in Aut Y (P 3 ) centralizing X 2 and N G (P 3 ) is transitive on P # 3 by (6), so |N G (P 3 ) : C G (P 3 )| = 16, completing the proof of (7).
Suppose i acts on L 2 ; then as i induces an outer automorphism on
, impossible as i ∈ z G and H is a 7 -group. Thus i is transitive on L 2 , so (3) follows from (2).
by Lemma 1.3, and hence N G (RX 2 ) = M 2 . As N T (RX 2 ) interchanges L 1 and L 2 , we conclude from (3) that D = RX 2 c , where c ∈ N T (X 2 R) interchanges L 1 and L 2 . Thus we may choose c to induce a graph or graph-field automorphism on L. In the former case we may choose c ∈ C G (V 2 X 2 ) = u . Then as c is an involution, c = u 2 , so c acts on
Thus c induces a graph-field automorphism, so C L (c) ∼ = Q 8 /E 9 , and hence c / ∈ z G , completing the proof of (4) and hence of the lemma. ✷ Pick i as in Lemma 1.5(2) and let I = L ∪ LiL. By Lemma 1.5(2), i acts on L 1 , but by Lemma 1. Proof. We first show I is a subgroup of G. We must show I is closed under the group product and for this it suffices to show that
inverting X 2 acts on L 2 by Lemma 1.5(2). But also j ∈ L 2 I 0 , so as i and j invert X 2 , i ∈ j O 2 (N M A (X 2 )) and then as i = j since j does not act on L 1 , it follows that |ij | = 3. That is i j = j i . Now l = xjy with x, y ∈ L 1 , so
which is 2-transitive of degree 21. Thus I is 3-transitive on I/L of degree 22 and the stabilizer of the three points
Part (2) follows by construction of I . Similarly, we saw i ∈ I 0 − L 2 , so as L 2 is a maximal subgroup of I 0 , I 0 = L 2 , i I . Further, by maximality of L 2 , L 2 = I 0 ∩ L, so θ is of order |I 0 : L 2 | = 6 and the representation of I 0 on θ is equivalent to its representation on I 0 /L 2 , so (4) holds. As {L, Li, Lij } ⊆ θ and A u X 2 is the stabilizer in both I and I 0 of these points, Exercise 6.5 in [SG] says (I /L, B) is a Steiner system S(22, 6, 3) for I , where B is the set of translates of θ under I . By [SG, Lemma 18 .6], the Steiner system for M 22 is the unique S(22, 6, 3) which is the extension of the plane of order 4 and which admits the stabilizer L 1 of a point in that plane, so (I /L, B) is the Steiner system for M 22 . Therefore by [SG, Exercise 7.5 
. Let t be a non-2-central involution in G and G t = C G (t). Then
Proof. By Lemmas 1.5(5) and 1.2(9), N G (X 1 ) = X 1 t × Y 1 where t is a non-2-central involution inverting X 1 , Y 1 ∼ = S 5 , and z G ∩ N G (X 1 ) = J 1 ∪ J 2 , where J 1 = z Y 1 is the set of involutions in O 2 (Y 1 ) and
As t is in the center of a Sylow 2-subgroup of Next |T t | = 2 6 by Lemma 1.2(7). Further |S t | = 2 5 , so S t T t and then also S = z G ∩ S t T t . By Lemma 1.2(7), T * t ∼ = D 8 with s * , t * and T * t ∩ K * the 4-subgroups of T * t . Thus each involution in T t is in the preimage S t of s * , t * in T t or in K ∩ T t . Further the involutions in K − Q are in t G by Lemma 1.2(7) and T t ∩ Q = Z Q W S t , so we conclude z G ∩ T t = z G ∩ S t is the set of involutions in S.
. We may choose notation so that s ∈ D 2 ; thus for x ∈ T t − S, s t ∈ S ∩ L t and s * x = s * t * . However,
By Lemma 1.5(4), t centralizes a Q 8 -subgroup E of some conjugate of L, and we may assume E T t . As S contains no Q 8 -subgroup, some e ∈ E is in T t − S. As involutions in L are in z G , e 2 ∈ S and as |H : K| = 2, e 2 ∈ K, so e 2 ∈ S ∩ K and hence e 2 ∈ Q by Lemma 1.2(7). Thus e 2 ∈ S ∩ Q = W . Finally, for v ∈ W − Z, v = z g for some g ∈ M h and t / ∈ R hg (v) contains no Q 8 -subgroup and hence e 2 = z. Thus T t = D e, t, v and T t /D ∼ = E 8 .
As t ∈ T t − S is in the center of G t , t / ∈ L t by [FGT, 37.4] 
applied to (T t , S, t) in the role of "(H, K, g)". Similarly as e 2 = (et) 2 = z, Z = Φ(S), and T t = C G t (z), neither e nor et is in L t by the same lemma applied to the triples (T t , S, e) and (T t , S, et). Thus
by the lemma applied to the triple (T t , D e, t , v) . Thus R t = D or D r for r = ev, evt, or tv. As each of these three involutions is non-2-central, we have contradiction to [FGT, 37.4] applied to the triple (R t , D, r) . 
Higman-Sims rank 3 groups
Define a group G of permutations on a set Ω to be a Higman-Sims rank 3 group if (HSa) G is a rank 3 group on Ω and for ω ∈ Ω,
(HSc) There is γ ∈ Ω with I γ an extension of E 16 by A 6 .
Remark 1. By Lemma 1.8, each group of type HS is a Higman-Sims rank 3 group. By the original construction of HS in [HS] , HS is as a Higman-Sims rank 3 group. It is also easy to find such a group in the group ·0 of automorphisms of the Leech lattice (cf. [SG, 24.11] ). The proof of Lemma 1.8 shows that if G is a Higman-Sims rank 3 group on Ω then |G| = 2 9 · 3 2 · 5 3 · 7 · 11, |Ω| = 100, and the orbits δI and γ I are of length 22 and 77, respectively.
In this section we assume G is a Higman-Sims rank 3 group on Ω and prove G is isomorphic to HS. Then Theorem 1 follows from Remark 1 and this result.
For g ∈ G let ∆(ωg) = δIg and Γ (ωg) = γ Ig. Regard Ω as a graph with ∆(ρ) the set of vertices adjacent to ρ ∈ Ω. Thus Γ (ρ) is the set of vertices at distance 2 from ρ. [FGT, 16.3.2] , completing the proof of (1).
From the proof of Lemma 1.6(4), I γ has an orbit θ of length 6 on ∆ which is a block in the Steiner system (∆, B) of type S(22, 6, 3) for I on ∆; further O 2 (I γ ) = B is the kernel of the action of I γ on θ and θ is the fixed point set of each b ∈ B # on ∆. Thus each orbit of B on ∆ − θ is regular of length 16, so as ∆ is of order 22, B, and hence also I γ is transitive on ∆ − θ . Now I γ acts on ∆ ∩ ∆(γ ) of order µ, so as µ = 6, (3) holds.
As I γ is the stabilizer of the block θ ∈ B, we can identity Γ = Γ (ω) with B via γ g → θg. By (3), points and blocks are adjacent in Ω iff they are incident in S.
Let p, q be distinct points in θ . As each triple of points is in a unique block, ∆ − θ is partitioned by the four 4-subsets ∆ p,q,i , 1 i 4, such that β p,q,i = {p, q} ∪ ∆ p,q,i ∈ B. Thus the set B 2 (θ ) of blocks β with |β ∩ θ | = 2 is of order 15 · 4 = 60. As I γ is transitive on 2-subsets of θ and B is transitive on ∆ − θ , B 2 (θ ) is an orbit of I γ on B.
Let θ = β ∈ B. If b ∈ B # acts on β then b induces a nontrivial even permutation of β, so b fixes exactly two points of β and hence β ∈ B 2 (θ ). On the other hand, if p ∈ β ∩ θ and r, s ∈ β are not on θ , then as B is regular on ∆ − θ , there exists b ∈ B with rb = s. Then as b acts on {p, r, s}, b acts on β, so β ∈ B 2 (θ ). Thus for β / ∈ B 2 (θ ), θ ∩ β = ∅ and the orbit of β under B is regular of length 16. Finally, by (3) , G is transitive on triples (ω 1 , ω 2 , ω 3 ) with ω 2 ∈ ∆(ω 1 ) and ω 3 ∈ Γ (ω 1 , ω 2 ), so as |Γ (γ ) ∩ ∆| = 16, it follows that |Γ ∩ ∆(γ )| = 16, completing the proof of (4) and (5). ✷ This brings us to the canonical construction of the Higman-Sims graph due to Higman and Sims in [HS] . Namely, let S = (X, B) be the Steiner system S(22, 6, 3) for I = M 22 and define
Further define an adjacency relation on Ω as follows: The vertex ∞ is adjacent to the points of the Steiner system. Distinct points are not adjacent and a point p is adjacent to a block β iff p is incident with β in S. Finally, distinct blocks β and β are incident iff β ∩ β = ∅. By Lemmas 2.1(1) and 2.1(5) we have the following. Proof. By Lemma 2.2 we may take Ω to be the Higman-Sims graph. Thus G = HS is a subgroup of D. Next E = D ω permutes the sets ∆(ω , γ ) for γ ∈ Γ (ω ), so by Lemma 2.1(5), E preserves the Steiner system S = (X, B) . Further as the map γ → ∆(ω , γ ) is a bijection, E is faithful on X and hence E Aut(S). Now it is well known (cf. [SG, 18.8 and Exercise 7.5] ) that M 22 is of index 2 in Aut(S) = Aut (M 22 ). Further by Lemma 2.1(5), the representation of Aut(S) on Ω embeds Aut(S) in E, so E = Aut(S). Thus G is of index 2 in D. Thus D acts on G and as e ∈ E − G induces an outer automorphism on G ∩ E, e induces an outer automorphism on G since E ∩ G is maximal in G because G is rank 3 on Ω and µ = 0 (cf. [FGT, 16.4] ). Finally, HS is simple (cf. [SG, 24.12] 
We are now in a position to establish Theorem 1. Namely, by Remark 1, each group G of type HS is a Higman-Sims rank 3 group, so by Lemma 2.2, we may regard G as a subgroup of D = Aut(Ω ). Then by Lemmas 1.1(8) and 2.3, G O 2 (D) = HS. But by Lemma 1.8(1), |G| = |HS|, so G = HS, completing the proof.
HS is of type HS
Let G be the Higman-Sims group HS. In this section we show G is of type HS.
By definition, G is the rank 3 group of automorphisms of the Higman-Sims graph Ω such that the stabilizer I = G ω of ω ∈ Ω is M 22 ; moreover G is a Higman-Sims rank 3 group by construction, so we can appeal to results in Section 2. Let ∆ = ∆(ω) be the set of 22 points adjacent to ω in Ω and Γ = Γ (ω) the points at distance 2. From Lemma 2.1(5) we can identify Γ with the set of blocks B in the Steiner system S = (∆, B) for I . Pick γ ∈ Γ and let θ ∈ B be the block corresponding to γ . Then I 0 = I γ acts as A 6 on θ of order 6 with kernel B = O 2 (I 0 ) ∼ = E 16 regular on ∆ − θ .
Pick z ∈ B # and let H = C G (z) and K = O 2 (H ). Let Ξ = Fix Ω (z) be the set of fixed points of z on Ω. Define an equivalence relation ∼ on Ξ by
Writex for the equivalence class of x under ∼ and let Ξ be the set of equivalence classes of ∼. Regard Ξ as a graph wherex is adjacent toȳ iff x is adjacent to y in Ω. Recall the Petersen graph is the graph of all 2-subsets of a 5-set in which a pair of 2-subsets is adjacent if the pair is disjoint. 
Proof.
As I has one class of involutions, (2) holds. Similarly for δ ∈ ∆, I δ ∼ = L 3 (4) has one class of involutions so H ω = C I (z) is transitive on Ξ ∩∆ = θ of order 6. On the other hand, I 0 has two orbits on its involutions, so H ω has two orbits on Ξ ∩ Γ . As C I (z) I 0 , one orbit is {γ }. From the proof of Lemma 2.1, if z fixes a block β = θ then z fixes exactly two points on β. Also as each triple of points is in a unique block, each pair (x, c), with x ∈ θ and c a cycle of z in ∆, lies in a unique block β fixed by z, so there are (6 · 8)/2 · 2 = 12 such fixed blocks. This establishes (1) and shows
Next from the previous paragraph and Lemma 2.1(5), ∆(ω) ∩ Ξ = θ = ∆(γ ) ∩ Ξ , so (3) holds and Ξ (ω) = {x : x ∈ θ } is of order |θ |/2 = 3. As C I (z) is transitive on θ and
Thus H is rank 3 on Ξ with rank 3 parameters k = 3 and l = 6. As no two vertices in θ are adjacent in Ω, no two vertices of Ξ(ω) are adjacent in Ξ , so λ = 0. This forces Ξ to be the Petersen graph (cf. [FGT, Exercise 5.4] ). Therefore Aut(Ξ) ∼ = S 5 and as H is rank 3 on Ξ , Aut H (Ξ ) is A 5 or S 5 . Thus by ( * ) the kernel Q of the action of H on Ξ is of order 2 7 or 2 6 , respectively, and then Q = O 2 (H ).
Let γ = β ∈ Γ ∩ Ξ . Then z has four cycles of length 2 and two fixed points on each of the two blocks inβ, so as B is regular on ∆ − θ , some b ∈ B does not act
Next, as Z is the kernel of the action of C I (z) on Ξ , (6) holds and as Q acts on each of the setsx ∈ Ξ of order 2, 
By Lemma 3.1(7), H is transitive on involutions in Q − Z, so we may take (Z g ) is the preimage of the T -invariant hyperplane of Q + . In particular, the preimage V 0 of the 1-dimensional
Thus Q x acts on V , so M = Q x : z x ∈ V acts on V and hence also on P . Further Q, Q x induce the full group of transvections on V with center Z, Z x , respectively, so
4 . Together with Lemma 3.1, this implies Theorem 2.
Normalizers of subgroups of prime order in HS
Let G be the Higman-Sims group HS. In this section we determine the conjugacy classes of subgroups of G of prime order and their normalizers in G.
From Lemmas 1.2(5) and 1.7(1) we have the following lemma. [FGT, 39.6] ). Further, there is a 2-element x ∈ H − K with x 2 ∈ tZ Q . As the involutions t, tz are in 2B, x 2 / ∈ tZ by Lemma 4.1(2), so |x| = 8. As 
