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Abstract 
Dynamic facial expressions of emotion strongly elicit multifaceted emotional, perceptual, cognitive, 
and motor responses. Neuroimaging studies revealed that some subcortical (e.g., amygdala) and 
neocortical (e.g., superior temporal sulcus and inferior frontal gyrus) brain regions and their 
functional interaction were involved in processing dynamic facial expressions. However, the 
direction of the functional interaction between the amygdala and the neocortex remains unknown. To 
investigate this issue, we re-analyzed functional magnetic resonance imaging (fMRI) data from two 
studies and magnetoencephalography (MEG) data from one study. First, a psychophysiological 
interaction analysis of the fMRI data confirmed the functional interaction between the amygdala and 
neocortical regions. Then, dynamic causal modeling analysis was used to compare models with 
forward, backward, or bi-directional effective connectivity between the amygdala and neocortical 
networks in the fMRI and MEG data. The results consistently supported the model of effective 
connectivity from the amygdala to the neocortex. Further increasing time-window analysis of the 
MEG demonstrated that this model was valid after 200 ms from the stimulus onset. These data 
suggest that emotional processing in the amygdala rapidly modulates some neocortical processing, 
such as perception, recognition, and motor mimicry, when observing dynamic facial expressions of 
emotion. 
Keywords 
Amygdala; Dynamic causal modeling; Dynamic facial expression; Inferior frontal gyrus; 
Psychophysiological interaction. 
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Introduction 
Dynamic facial expressions of emotion are indispensable communicative media for human social 
interactions, because emotional facial expressions are the primary source of messages (Mehrabian, 
1971) and normal facial expressions are dynamic (Darwin, 1872). Behavioral studies have revealed 
that dynamic facial expressions trigger multiple strong psychological responses. For example, 
previous studies showed that the observation of dynamic facial expressions elicited stronger 
subjective emotional experiences compared with static facial expressions or dynamic mosaics (Sato 
and Yoshikawa, 2007b). The emotional effects of dynamic facial expressions were processed rapidly, 
even before conscious awareness of the faces (Sato et al., 2014). Other studies revealed that dynamic, 
compared to static, facial expressions induced perceptual enhancement (Yoshikawa and Sato, 2008), 
more accurate recognition of emotion (Bould et al., 2008), and more evident facial mimicry (Sato and 
Yoshikawa, 2007a). 
Neuroscience studies have uncovered the neural mechanism for such effective processing of 
dynamic facial expressions. Neuroimaging studies using functional magnetic resonance imaging 
(fMRI) and positron emission tomography compared brain activation as participants observed 
dynamic facial expressions and control stimuli, such as static facial expressions and dynamic mosaics 
(e.g., LaBar et al., 2003; Sato et al., 2004; for a review, see Arsalidou et al., 2011). The studies 
consistently found activity in some subcortical regions, such as the amygdala, and some cortical 
regions, including the V5/middle temporal area (MT), fusiform gyrus (FG), superior temporal sulcus 
region (STS) including the adjacent middle and superior temporal gyri (cf. Allison et al., 2000), and 
the inferior frontal gyrus (IFG). Substantial neuroimaging and neuropsychological evidence 
suggested that the activation of these brain regions was consistent with their information processing 
functions, such as emotional processing involving the amygdala (Calder et al., 2001), visual analysis 
of the dynamic aspects of faces (Allison et al., 2000), recognition of the inner states of others 
involving the STS (Frith, 2001), and motor mimicry involving the IFG (Iacoboni, 2005). Some 
electrophysiological studies employing electroencephalography (EEG), magnetoencephalography 
(MEG), or intracranial EEG further revealed the temporal profiles of activities in these brain regions 
during dynamic facial expression processing (e.g., Tsuchiya et al., 2008; Sato et al., 2015). For 
example, Sato et al. (2015) revealed that the visual areas (V5/MT, FG, and STS) and IFG were 
activated at 150–200 and 300–350 ms, respectively, in response to dynamic facial expressions versus 
dynamic mosaics. 
Furthermore, a previous fMRI study increased the mechanistic understanding of dynamic facial 
expression processing by showing functional interactions among brain regions (Foley et al., 2012). In 
that study, psychophysiological interactions (PPIs) (Friston et al., 1997; Gitelman et al., 2003) were 
analyzed during the observation of dynamic and static facial expressions using fMRI data. PPI 
analysis reveals how activity in a particular brain region is differentially correlated (i.e., functionally 
interacts) with that in other brain regions depending on the experimental conditions (Friston et al., 
1997; Gitelman et al., 2003). Compared with the observation of static facial expressions, that of 
dynamic facial expressions induced more functional interaction between the amygdala and some 
neocortical regions, including the FG, STS, and IFG. Such functional interaction is consistent with 
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the anatomical evidence indicating white matter connectivity between the amygdala and the 
visual/motor regions in non-human primates (Amaral and Price, 1984; Avendano et al., 1983; for a 
review, see Amaral et al., 1992) and humans (Catani et al., 2003; Grèzes et al., 2014). Taken together, 
these neuroimaging and electrophysiological findings indicate that processing observed during 
dynamic facial expressions induces rapid activity and functional interactions in the amygdala and 
neocortical regions. 
However, the direction of the interaction by which the amygdala and neocortex could interact 
during dynamic facial expression processing in the neural network remains unclear, because PPI 
analysis does not provide causal information about the directional influences among regions. This 
question can be answered by investigating the effective connectivity among brain regions using a 
dynamic causal modeling (DCM) approach (Friston et al., 2003; Friston, 2011). This question is 
important because different direction interactions among brain regions could have different 
functional implications. Specifically, an influence of the amygdala on the neocortex would suggest 
that emotional processing modulates perceptual, cognitive, and/or motor processing of dynamic 
facial expressions (we call this the “directional connectivity from the amygdala” model). In contrast, 
an influence of the neocortex on the amygdala would imply that perceptual, cognitive, and motor 
responses influence emotional processing (we call this the “directional connectivity to the amygdala” 
model). The direction of this influence has implications for understanding the processing of 
emotional facial expressions, as well as the general relationship between emotion and cognition (cf. 
Zajonc, 1980; Lazarus, 1982). Several studies theoretically proposed that the amygdala may conduct 
rapid emotional processing for facial expressions and modulate activities in the neocortical regions 
(e.g., Adolphs, 2001; Vuilleumier and Pourtois, 2007; Sato et al., 2013), because anatomical studies 
in non-human primates showed that the amygdala receives visual input via subcortical pathways 
(involving the superior colliculus and pulvinar), bypassing the neocortical visual areas (Day-Brown 
et al., 2010), and sends projections to widespread neocortical regions, including the visual and motor 
areas (Amaral and Price, 1984; Avendano et al., 1983; for a review, see Amaral et al., 1992). 
Anatomical neuroimaging studies confirmed the white matter connections of the amygdala–pulvinar–
superior colliculus (Rafal et al., 2015; Tamietto et al., 2012) and amygdala–visual/motor neocortices 
(Catani et al., 2003; Grèzes et al., 2014) in humans. A previous intracranial EEG study also reported 
that activation of the amygdala in response to static emotional facial expressions was rapid, which 
could occur prior to neocortical activities (Sato et al., 2011). A previous study that applied DCM to 
fMRI data also reported significant modulatory effects from the amygdala on neocortical regions, 
including the STS and IFG, but not in the reverse direction (Grèzes et al., 2009), although their 
stimuli were dynamic body gestures without facial information. Based on these data, we 
hypothesized that the direction of the amygdala–neocortex interaction during the processing of 
dynamic facial expressions could be from the amygdala to the neocortex. 
Furthermore, it remains unknown specifically when the amygdala–neocortex interaction could 
occur. This question is important because neural events at different time stages reflect different 
psychological functions. Even if we assumed that the causal direction was from the amygdala to the 
neocortex, the amygdala might modulate the neocortex slowly via some indirect efferent routes that 
take ≥1 s longer, such as projections from the nucleus reticularis pontis caudalis of the brainstem (cf. 
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Steriade et al., 1993). However, several previous scalp EEG studies reported that the effects of 
emotional facial expressions on neocortical activities, which were likely derived from amygdala 
modulation, occurred at 200–400 ms (e.g., Balconi and Pozzoli, 2003; Sato et al., 2001; Sawada et al., 
2014). Based on these data, we hypothesized that modulation from the amygdala to the neocortex 
would be implemented during the first few hundred milliseconds, specifically at 200–400 ms. 
To investigate these hypotheses, we re-analyzed the fMRI data obtained from two studies (study 1: 
Sato et al., 2004; study 2: Sato et al., 2012) and MEG data from one study (Sato et al., 2015). In all 
three studies, brain activity was measured during the observation of dynamic facial expressions 
without explicit emotion-recognition tasks. We first analyzed the fMRI data and confirmed regional 
brain activity by identifying activation foci. Then, we performed PPI and confirmed the functional 
interaction between the amygdala and the neocortical regions. We then conducted DCM analyses 
(Friston et al., 2003). We compared models of intrinsic and modulatory effective connections from 
the amygdala to the neocortex, from the neocortex to the amygdala, or both. We also conducted 
DCM using similar model comparisons for the MEG data. Finally, we conducted an increasing time-
window analysis of the DCM for the MEG data (Garrido et al., 2007; Garrido et al., 2012) to identify 
the time stage that the model fitted. 
Materials and Methods 
Participants 
Data were collected from 22 participants in fMRI study 1 (12 females; mean age, 26.5 years), 13 
participants (1 female; mean age, 24.3 years) in fMRI study 2, and 15 participants (6 females; mean 
age, 26.9 years) in the MEG study. All participants were Japanese, right-handed, and had normal or 
corrected-to-normal visual acuity. Written informed consent was obtained from all participants after 
the experimental procedures had been fully explained. The studies were conducted in accordance 
with the institutional ethical provisions.  
Stimuli 
The dynamic facial expression stimuli in all studies consisted of morphing animations. The raw 
materials were grayscale photographs of the faces of eight individuals (4 females) depicting fearful, 
happy, and neutral expressions selected from a standard set of images (Ekman and Friesen, 1976). 
Neutral expressions were adopted as the starting point of the emotional expressions. Between the 
neutral (0%) and emotional (100%) expressions, 24 intermediate images (increments of 4%) were 
created using morphing software (FUTON System, ATR). The images were presented in succession 
as a moving clip. Each clip was presented for 1,500 ms (40 ms for 0–100%, and an additional 230 ms 
for 0 and 100%) in fMRI studies 1 and 2, and for 500 ms (20 ms for 4–100%) in the MEG study. A 
previous behavioral study confirmed that these speeds sufficiently reflected the natural changes that 
occur in dynamic facial expressions of fear and happiness (Sato and Yoshikawa, 2004). 
As control stimuli, static expressions (the final expressions under the dynamic expression 
condition) were used in fMRI studies 1 and 2. Dynamic mosaics in which the frames of the dynamic 
facial expressions were divided into 18 vertical × 12 horizontal squares, reordered randomly using a 
constant algorithm, and presented as moving clips were used in the MEG study. Although the 
dynamic mosaic images were also presented in fMRI study 1, we analyzed only the data from the 
static facial expressions to allow us to combine the data from both fMRI studies. 
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The stimuli subtended visual angles of 15.0° vertical and 10.0° horizontal in all studies. Previous 
behavioral studies confirmed that these dynamic facial expressions and control stimuli elicited 
different patterns of subjective emotional responses (Sato and Yoshikawa, 2007b) and facial mimicry 
(Sato and Yoshikawa, 2007a). 
Procedure 
In all studies, the participants observed the dynamic facial expressions and control stimuli without 
explicit emotion-recognition tasks. In fMRI study 1, participants were instructed to observe the 
images carefully while fixating on the center of the screen. In fMRI study 2, participants were asked 
to specify the stimulus gender by pressing one of two buttons using the left or right forefingers. In the 
MEG study, participants were instructed to detect dummy targets (red cross) by pressing a button 
with their right forefinger. 
In each trial of all the studies, each stimulus was presented after a fixation point shown for 1,500, 
1,000, and 500 ms for fMRI study 1, fMRI study 2, and the MEG study, respectively. Participants 
observed a total of 40, 96, and 112 dynamic facial expressions and the same number of control 
stimuli in fMRI study 1, fMRI study 2, and the MEG study, respectively. In fMRI studies 1 and 2, a 
block design was adopted using 30-s and 20-s epochs, respectively. For the MEG study, an event-
related design was adopted. The order of stimuli was pseudorandomized in all studies. 
MRI acquisition 
In fMRI study 1, image scanning was performed using a 1.5-T scanning system (Magnex Eclipse 
1.5T Power Drive 250, Shimadzu Marconi, Kyoto, Japan) at the ATR Brain Activity Imaging Center 
using a standard radio frequency head coil for signal transmission and reception. The functional 
images consisted of 52 consecutive slices parallel to the anterior–posterior commissure plane 
covering the whole brain. A T2*-weighted gradient-echo echo planar imaging sequence was used 
with the following parameters: repetition time (TR)/echo time (TE) = 6,000/60 ms; flip angle (FA) = 
90°; matrix size = 64 × 64; and voxel size = 3 × 3 × 3 mm. The order of slices was interleaved. After 
functional image acquisition, T1-weighted high-resolution anatomical images were obtained using a 
three-dimensional RF-FAST sequence (TR/TE = 12/4.5 ms; FA = 20°; matrix size = 256 × 256; 
voxel dimension = 1 × 1 × 1 mm). 
In fMRI study 2, image scanning was performed using a 3-T scanning system (Magnetom Trio, A 
Tim System, Siemens, Erlangen, Germany) at the ATR Brain Activity Imaging Center using a 12-
channel array coil without acceleration mode. The functional images consisted of 40 consecutive 
slices parallel to the anterior–posterior commissure plane covering the whole brain. A T2*-weighted 
gradient-echo echo planar imaging sequence was used with the following parameters: TR/TE = 
2500/30 ms; FA = 90°; matrix size = 64 × 64; voxel size = 3 × 3 × 4 mm. The order of slices was 
ascending. After functional image acquisition, T1-weighted high-resolution anatomical images were 
obtained using an MP-RAGE sequence (TR = 2,250 ms; TE = 3.06 ms; FA = 9°; matrix size = 256 × 
256; voxel size = 1 × 1 × 1 mm). 
In the MEG study, anatomical MRI acquisition was performed using the same 3-T scanning 
system described above with a 12-channel head coil. T1-weighted high-resolution anatomical images 
were obtained using a MP-RAGE sequence (TR = 2,250 ms; TE = 3.06 ms; field of view = 256 × 
256 mm; voxel size = 1 × 1 × 1 mm).   
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MEG acquisition 
MEG data were obtained in an electromagnetic shielded room using a 210-channel whole-head 
supine position system (PQ1400RM; Yokogawa, Tokyo, Japan). MEG data were sampled at 1,000 
Hz through a band pass of 0.05–200 Hz. Vertical and horizontal electrooculograms (EOGs) were 
recorded simultaneously. Five head-position indicator coils were mounted on the participants’ heads 
to measure the head position within the MEG-sensor system. The coil positions were calibrated 
electromagnetically before the MEG recordings. The participants’ head shape and calibration coil 
positions were digitized using a three-dimensional laser optical scanner and a stylus marker 
(FastSCAN Cobra, Polhemus, Vermont, USA). 
Analysis: Preprocessing of fMRI data 
All analyses of the fMRI data and DCM analyses of the MEG data were performed using the 
statistical parametric mapping package SPM8 (http://www.fil.ion.ucl.ac.uk/spm) implemented in 
MATLAB R2012b (Mathworks, Inc., Natick, MA, USA). To preprocess the fMRI data, slice-timing 
correction was performed to correct for the different times needed to acquire slices in functional 
images and to increase the robustness of the DCM. To correct for head movements, the functional 
images were realigned to the first scan as a reference and then realigned again to the mean of the 
images after the first realignment. Subsequently, the T1 anatomical images were coregistered to the 
mean of the realigned images. The diffeomorphic anatomical registration using an exponentiated lie 
algebra (DARTEL) approach was employed to ensure precise spatial normalization. First, the 
coregistered T1 anatomical images were segmented using a unified segmentation approach 
(Ashburner and Friston, 2005). Next, the DARTEL algorithm (Ashburner, 2007) was used to create a 
study-specific template from the gray and white matter images obtained during the segmentation step. 
The study-specific template was then affine normalized to the Montreal Neurological Institute (MNI) 
space. Finally, each functional image and T1 anatomical image was normalized spatially to the MNI 
space by applying the DARTEL warping and affine registration parameters to the study-specific 
template space and the MNI space. The resulting functional images were resampled to a voxel size of 
2 × 2 × 2 and then smoothed using an isotopic Gaussian kernel (6 mm). 
Analysis: Preprocessing of MEG data 
Continuous MEG data were epoched into 500-ms segments (50-ms pre-stimulus baseline and 450-ms 
experimental data) for each trial and down-sampled to 200 Hz. The data were initially subjected to 
independent component analysis (ICA) using the EEGLAB toolbox 
(http://sccn.ucsd.edu/eeglab/index.html) to reject artifacts. The ICA components were inspected 
visually, and those representing eye artifacts, heartbeat, or muscle activities were rejected. Threshold-
based artifact rejection was also performed. Any epochs containing a gradiometer amplitude ≥3,000 
fT/cm and an EOG amplitude ≥80 mV were rejected as artifacts. An additional small number of 
epochs containing residual artifacts and trials including artifacts were also excluded after visual 
inspections. The pre-processed data were then low-pass filtered at 48 Hz, baseline corrected 
according to the 50-ms pre-stimulus period, and averaged over trials using the conditions for 
subsequent analyses. 
For MEG source reconstruction, an anatomical MRI from each participant was segmented and 
normalized spatially to the MNI space based on DCM. The inverse of this normalization 
transformation was then used to warp a canonical cortical mesh in the MNI space to the individual 
fine-sized cortical mesh (i.e., 20,484 vertices) (Mattout et al., 2007). Next, the MEG sensors were 
coregistered to the anatomical MRI by matching the positions of three fiducials (nasion and 
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preauricular points) and head shape. The forward model could then be calculated using a single 
sphere model. 
Analysis: Regional brain activity analysis of fMRI data 
To confirm the brain activation and identify the activation foci, random-effects analysis (Holmes and 
Friston, 1998) was used for the combined data obtained from fMRI studies 1 and 2. First, a single-
subject analysis was performed using a general linear model. The task-related blood oxygen level-
dependent (BOLD) responses under each condition were modeled using a boxcar function and then 
convoluted using a canonical hemodynamic response function. A high-pass filter composed of a 
discrete cosine basis function with a cutoff period of 128 s was used to eliminate the artifactual low-
frequency trend. Serial autocorrelation assuming a first-order autoregressive model was estimated 
from the pooled active voxels with a restricted maximum likelihood (ReML) procedure to whiten the 
data and the design matrix (Friston et al., 2002). To reduce the motion-related artifacts, the six 
realignment parameters of the rigid-body transformation estimated in the realignment step were 
added to the model as nuisance regressors. The dynamic mosaic condition was also added to the data 
from fMRI study 1 as an effect of no interest. 
Planned contrast was then performed to create a contrast image of the main effect of the 
presentation condition: (dynamic fear + dynamic happiness) vs. (static fear + static happiness) for 
each participant, which was then entered into two-sample t-tests in the two fMRI studies. The non-
sphericity due to uneven variance between the studies was corrected. To assess for commonalities in 
the main effect of the presentation condition (dynamic vs. static) across fMRI studies, conjunction 
analysis using a global null hypothesis was performed, which is a convenient method for meta-
analyses to combine evidence across studies (Nichols et al., 2005). Significantly activated voxels 
were identified if they reached the extent threshold of p < 0.05 corrected for multiple comparisons, 
with a height threshold of p < 0.01 (uncorrected). Small-volume correction (Worsley et al., 1996) 
was then conducted for subcortical regions of interest (ROIs), which were defined as 10-mm-radius 
spheres centered on the activation foci identified in previous studies for the pulvinar (Cotton and 
Smith, 2007) and amygdala mask, as defined by the automatic anatomical labels (AAL) amygdala 
mask in the WFU PickAtlas (Maldjian et al., 2003). The other brain regions were analyzed by 
correcting for the volume of the entire brain. The peak activations were labeled anatomically using 
Talairach Client (http://www.talairach.org/) after transforming the MNI to Talairach coordinates 
(icbm2tal; Lancaster et al., 2007) and AAL atlas. We also exploratorily analyzed the effect of 
emotional category (fear vs. happiness; happiness vs. fear) in the same manner, though a null finding 
was reported in a previous study (Sato et al., 2012). 
Analysis: Connectivity analysis of fMRI data using PPI 
PPI analysis is a method used to examining the relationship between activity in different brain areas 
and their interaction using an experimental treatment (Friston et al., 1997; Gitelman et al., 2003). PPI 
analysis between the amygdala and neocortical regions was conducted to confirm the results reported 
in a previous study (Foley et al., 2012). Based on our interest, the amygdala was selected as the seed 
region. 
The amygdala time series was extracted from each participant using the first eigenvariate of 3-mm-
radius spheres centered on the participant-specific activation foci, and it was adjusted for 
confounding factors (realignment parameters and constant term for fMRI studies 1 and 2, and the 
dynamic mosaic condition for fMRI study 1). Participant-specific maxima that fell within an 8-mm 
radius around the group maximum were selected using the contrast of the main effect of presentation 
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(dynamic vs. static), which was masked by the anatomically defined amygdala ROI taken from the 
Anatomy Toolbox (Eickhoff et al., 2005). Then, the interaction term of the PPI analysis was 
calculated by multiplying the amygdala activity by the psychological variable (the main effect of 
presentation condition [dynamic vs. static]) after the amygdala time series was deconvolved using a 
hemodynamic response function (Gitelman et al., 2003). The convolved regressor for the resulting 
interaction term, the main effect of the presentation condition (dynamic vs. static), and the amygdala 
time series were entered into the single-subject general linear model for the PPI analysis. The 
dynamic mosaic condition and the main effect of emotional category were added as effects of no 
interest. Other nuisance regressors (realignment parameters and constant terms), high-pass filters, and 
serial autocorrelations were applied using the same settings described above for regional brain 
activity analysis. 
   After the single-subject models for all participants were estimated, contrast images were created for 
the interaction term and then analyzed using two-sample T-tests to identify commonalities in the PPI 
between the fMRI studies. Significantly activated voxels were identified as those reaching the extent 
threshold of p < 0.05, corrected for multiple comparisons using a height threshold of p < 0.01 
(uncorrected). In the same manner, we also conducted exploratory PPI analyses for the main effect of 
emotional category (fear vs. happiness; happiness vs. fear). However, because we tested the effect of 
emotional category as a between-subject factor in fMRI study 1 and the PPI analysis does not test 
modulatory effects for between-subject factors, only the data from fMRI study 2 were used in this 
analysis. 
Analysis: Connectivity analysis of fMRI data using DCM 
To explore the effective connectivity between the amygdala and the neocortical regions for the fMRI 
data, DCM of fMRI (Friston et al., 2003) was conducted using DCM10 in SPM8 software. The DCM 
allows for modeling of three different types of interactions in a neural network: (1) the driving input, 
which embodies the influences of an exogenous input on neural states; (2) fixed connections, which 
represent baseline (i.e., applicable to all experimental conditions) connectivity among neural states; 
and (3) modulation of intrinsic connections by experimental manipulations. 
Based on the results of the regional brain activity analysis and the PPI analysis, together with our 
interest described in Introduction, we investigated the effect of dynamic presentation, but not that of 
emotional category. In addition, because the regional brain activity analysis revealed significant 
activity in some neocortical ROIs only in the right hemisphere and the PPI analysis showed more 
evident functional couplings in the right hemisphere, we restricted our DCM analysis to the right 
hemisphere. 
To construct the driving and modulatory inputs in the current DCM analysis, we remodeled the 
single-subject analyses. The design matrix contained the following two experimental factor-specific 
regressors: the visual input (i.e., all experimental conditions) was the driving input in the DCM, and 
the dynamic presentation was the modulatory input. The dynamic mosaic condition and the main 
effect of emotional category were included as effects of no interest. Other nuisance regressors 
(realignment parameters and constant terms), high-pass filters, and serial autocorrelations were 
applied at the same settings as described above for the regional brain activity analyses. 
To investigate the direction of the amygdala–neocortex functional interaction, seven brain regions 
in the right hemisphere were selected: the pulvinar (x14, y−30, z0), amygdala (x24, y−8, z−12), 
primary visual cortex (V1; x18, y−86, z−6), V5/MT (x48, y−60, z0), FG (x44, y−66, z−10), STS 
(x58, y−38, z14), and IFG (x50, y18, z26). The coordinates of each ROI were defined based on the 
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results of the regional brain activity analysis at the group level. These ROIs were determined 
according to the hypothesis described in the Introduction and the results of the PPI analysis, and were 
restricted to the right hemisphere because some ROIs exhibited significant activities only in the right 
hemisphere. The ROI time series were extracted for each participant as the first eigenvariate of all 
voxels within a 3-mm radius around the participant-specific activation foci, and were then adjusted 
for the effects of no interest and nuisance regressors, high-pass filtered, and corrected for serial 
correlation. Participant-specific maxima for each region were selected using the following anatomical 
and functional criteria. The coordinates for the pulvinar were derived from within a 3-mm radius 
around the group maximum (dynamic vs. static). The coordinates for the amygdala were derived 
from within the intersection of an 8-mm radius around the group maximum (dynamic vs. static) and 
the anatomically defined amygdala mask. The coordinates for the V1 were derived from the most 
significant activation focus in response to dynamic presentation (dynamic vs. rest) within the search 
region of Brodmann’s area (BA) 17, 18. The coordinates for the IFG were derived from within the 
intersection of a 16-mm radius around the group maximum (dynamic vs. static) and the anatomical 
mask of BA 44. The coordinates for the FG, V5/MT, and STS were all derived within an 8-mm 
radius around the group maximum (dynamic vs. static). All anatomical masks were created using the 
Anatomy Toolbox (Eickhoff et al., 2005). 
Next, a hypothesized model (cf. Fig. 3) was constructed for each participant. As a first assumption, 
the neocortical network, which had a driving input into the V1, and the bi-directional (i.e., forward 
and backward) intrinsic connections of V1–V5/MT, V1–FG, V5/MT–STS, FG–STS, and STS–IFG 
were all fixed, and the modulatory effect of dynamic presentation on all intrinsic connections was 
modeled. This neocortical model was constructed based on the theoretical proposals in the two-
pathway model (Oram and Perrett, 1996) and the mirror neuron system model (Kana et al., 2011) for 
processing dynamic social signals. This neocortical network model was validated in a previous DCM 
using MEG data (Sato et al., 2015), and a similar (partially simplified) model was also validated 
using fMRI data (Sato et al., 2012). As a second assumption, the subcortical network, which had the 
driving input into the pulvinar, and the forward intrinsic connection of the pulvinar–amygdala were 
fixed, and the modulatory effect of dynamic presentation on this intrinsic connection was predicted. 
This subcortical network was constructed based on theoretical (e.g., Vuilleumier and Pourtois, 2007) 
and empirical (e.g., Morris et al., 1999) evidence for the processing of emotional facial expressions. 
Although the studies posited that the superior colliculus sends input to the pulvinar, we did not 
include the superior colliculus in the current model because this region was located adjacent to the 
pulvinar, making it difficult to dissociate using the defined ROI selection method, and also because 
the analyses of regional brain activity and effective connectivity did not reveal the involvement of 
this region, probably due to a lack of spatial resolution and signal-to-noise ratio. As a third 
assumption, we tested the connectivity between the amygdala and the V5/MT, FG, STS, and IFG 
neocortical regions. This was because the PPI analysis revealed a functional interaction between the 
amygdala and these regions, which was consistent with the results of a previous study (Foley et al., 
2012).  
Based on the direction of the intrinsic connections and the locations of modulatory effects, we then 
constructed the following five models (Figure 3): (1) the “directional connectivity from the 
amygdala” model, which had intrinsic and modulatory connections from the amygdala to the 
neocortex; (2) the “directional connectivity to the amygdala” model, which had intrinsic and 
modulatory connections from the neocortex to the amygdala; (3) the “bi-directional” model, which 
had bi-directional intrinsic and modulatory connections between the amygdala and neocortex; (4) the 
“directional connectivity from the amygdala (only modulatory)” model, which had bi-directional 
intrinsic and one-directional modulatory connections from the amygdala to the neocortex; and (5) the 
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“directional connectivity to the amygdala (only modulatory)” model, which had bi-directional 
intrinsic and one-directional modulatory connections from the neocortex to the amygdala. 
To examine the direction of amygdala–neocortex connectivity and its network structure, we 
conducted separate analyses in both fMRI studies and tested the most appropriate model using a 
random-effects Bayesian model selection (BMS) (Stephan et al., 2009). We used the exceedance 
probabilities as the evaluation measures based on the belief that a particular model was more likely to 
be accurate than any other model given the group data (cf. Liu et al., 2010; Seghier et al., 2011). 
Analysis: Connectivity analysis of MEG data using DCM 
DCM analysis of the MEG data was also performed using DCM for the event-related potential (ERP) 
modeling of the electrophysiological data (David et al., 2006). This is a source reconstruction 
technique that allows spatial electromagnetic forward models and neurobiologically informed 
temporal forward models to be inverted to describe the connectivity patterns among sources. A 
detailed description of the theory and practical implementation of the use of DCM for ERP was 
provided previously (David et al., 2006; Litvak, et al., 2011). Here, only information relevant to the 
current analysis is described briefly. 
To identify the optimal amygdala–neocortex connectivity pattern in the electrophysiological 
activity, the same models were compared with those used to analyze the fMRI studies. Each source 
was modeled using a single equivalent current dipole (ECD) with prior fixed locations and a variance 
of 4 mm. ECDs were placed over the center coordinates of the fMRI group analysis described above, 
except that the pulvinar was modeled as a hidden source to allow subcortical activity such as that of 
the thalamus to be modeled without contributing to the measured MEG signals. This method was 
used previously to examine subcortical–cortical connectivity during auditory language processing 
(David et al., 2011), emotional face processing (Garrido et al., 2012), and the steady-state EEG 
response (Boly et al., 2012). The onset time parameter for the driving input was set at 80 ms. 
Random-effects BMS was then applied to define the most plausible model (Stephan et al., 2009). To 
specify the time-dependent directional change in the amygdala-neocortex connectivity, the models 
were compared using an increasing time-window approach (Garrido et al., 2007; Garrido et al., 2012). 
To simplify the model comparisons, the “directional connectivity from the amygdala” and the 
“directional connectivity to the amygdala” models were compared based on the results of the above 
DCM because these models had comparable complexity with the target model. Random-effects BMS 
was performed using eight data segments with lengths increasing from 100 to 450 ms in 50-ms 
increments after the stimulus onset. 
Results 
Regional brain activity in fMRI data 
When the brain activity in response to dynamic facial expressions was compared with that in 
response to static expressions for the data using the conjunction analysis from fMRI studies 1 and 2, 
broad posterior regions in both hemispheres, including the V5/MT, FG, STS, and IFG activation foci 
in the right hemisphere, were significantly activated (Table 1; Fig. 1). Significant activation was also 
observed in the amygdala and pulvinar in both hemispheres after a small volume correction. When 
the effect of emotional category was exploratorily tested in the same manner, no significant 
activation was detected. 
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PPI analysis of fMRI data 
The conjunction analysis for the PPI of fMRI studies 1 and 2 revealed that, when the right amygdala 
was selected as the seed region, broad neocortical regions in the right hemispheres, including the 
activation foci of the STS and IFG, were correlated more significantly with the activity in the 
amygdala during the observation of dynamic facial expressions compared with static facial 
expressions (Table 2; Fig. 2). With a more liberal extent threshold (p < 0.01, uncorrected), activation 
exhibiting increased correlations with the right amygdala activity during dynamic than during static 
facial expressions was found in the V5/MT and FG in the right hemisphere. When the left amygdala 
was selected as the seed region, the neocortical regions in the right hemispheres showed a similar but 
less evident pattern. Specifically, there was no significant cluster with the predefined threshold; with 
a liberal extent threshold (p < 0.01, uncorrected), the V5/MT and IFG in the right hemisphere were 
detected (x34, y-60, z-10; Z = 3.85; cluster size = 364 voxels; x42, y-2, z30; Z = 4.13; cluster size = 
237 voxels). The STS and FG in the right hemisphere showed non-significant trends. The PPI 
analysis for the effect of emotional category showed no significant clusters with the predefined 
threshold. With a liberal extent threshold (p < 0.01, uncorrected), a cluster was detected around the 
left middle occipital gyrus (x-22, y-88, z22; Z = 3.34; cluster size = 530 voxels) for a higher 
correlation with right amygdala activity for fearful than happy expressions; some other visual cortices, 
including the bilateral FG, showed non-significant trends of the same correlation changes with 
amygdala activity in the same hemispheres. 
DCM analysis of fMRI data 
DCM analyses were conducted using the data from fMRI study 1 to test the network models with 
different intrinsic and modulatory connectivity between the amygdala and neocortical regions (Fig. 3). 
Based on the above findings, together with our interest, we analyzed the effect of dynamic 
presentation, but not that of emotional category. In addition, we restricted our DCM analysis to the 
right hemisphere. The exceedance probability of the random-effects BMS indicated that the 
“directional connectivity from the amygdala” model was the most likely (Fig. 4). DCM analyses of 
the data from fMRI study 2 supported the same model (Fig. 4). 
DCM analysis of MEG data 
DCM and random-effects BMS were applied to the MEG data. Consistent with the fMRI analyses, 
the BMS exceedance probability was highest for the “directional connectivity from the amygdala” 
model (Fig. 4). 
Increasing time-window analysis of DCM using MEG data 
The increasing time-window analysis of DCM was performed using the MEG data to elucidate the 
time-dependent directional change in the amygdala–neocortex connectivity. The “directional 
connectivity from the amygdala” and “directional connectivity to the amygdala” models were 
compared over post-stimulus time windows of 100–500 ms in 50-ms increments. The random-effects 
BMS showed that the “directional connectivity from the amygdala” model accounted for the data 
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better than did the “directional connectivity to the amygdala” model at 200–250 ms and 300–500 ms 
(Fig. 5). 
Discussion 
The results of the current PPI analysis of the fMRI data showed that the amygdala and neocortical 
regions, including the V5, FG, STS, and IFG, functionally interacted during the observation of 
dynamic facial expressions of emotion. These results are consistent with those reported in a previous 
fMRI study (Foley et al., 2012). These data suggest an interaction between emotional and 
perceptual/cognitive/motor processing during dynamic facial expression processing. 
More importantly, the results of DCM for the fMRI data revealed that the direction of this 
amygdala-neocortex interaction was from the amygdala to the neocortex. The results of two 
independent fMRI studies consistently supported a model that had intrinsic and modulatory 
connections from the amygdala to the neocortex. This is consistent with the hypothesis that the 
amygdala would be activated more rapidly than the neocortex would, and it would then modulate 
neocortical activity during the processing of emotional facial expressions (e.g., Vuilleumier and 
Pourtois, 2007). However, empirical evidence to support this proposal has been lacking. Although a 
previous PPI analysis showed a functional interaction between the amygdala and neocortex during 
the processing of dynamic facial expressions (Foley et al., 2012), its direction was unclear because 
PPI cannot provide information regarding the direction of functional interactions (Friston, 2011). To 
our knowledge, this is the first evidence that the amygdala modulates neocortical activity during the 
processing of dynamic facial expressions of emotion. 
The DCM results using MEG data also supported a model of functional interaction from the 
amygdala to the neocortical regions during the observation of dynamic facial expressions. Because 
MEG detects electromagnetic signals of neuronal activity, which is a more direct measure than the 
BOLD signal detected using fMRI, and has higher temporal resolution, at the millisecond level 
relative to the few-second level of fMRI (Dale and Halgren, 2001), the convergence of the two sets of 
results increases the reliability of the conclusions. 
These results showing neural interaction from the amygdala to the neocortex have implications for 
information processing of dynamic facial expressions. Ample evidence from neuroimaging and 
neuropsychological studies suggests that the amygdala is involved in emotional processing for facial 
expressions (Calder et al., 2001). For example, previous fMRI studies showed that the activity in the 
amygdala corresponded to subjective emotional arousal/intensity (Sato et al., 2004, 2010). The 
evidence also suggests that neocortical regions play a crucial role in processing other information, 
such as the visual analysis of invariant aspects of faces and/or the subjective perception of faces in 
the FG (Haxby et al., 2000), the visual analysis of dynamic aspects of faces and the recognition of the 
inner states of others in the STS (Allison et al., 2000; Frith, 2001), and motor mimicry in the IFG 
(Iacoboni, 2005). Together with these data, the current results suggest that the emotional processing 
related to amygdala activity modulates the perceptual, cognitive, and motor processing of the 
neocortical regions during the observation of dynamic facial expressions. This is consistent with 
behavioral studies. For example, a previous behavioral study reported that the representational 
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momentum perception (illusory enhancement of perception) for dynamic facial expressions differed 
depending on the emotional intensity of the facial expressions (Yoshikawa and Sato, 2008), and the 
researchers speculated that the emotional message modulates the perception of dynamic facial 
expressions. Another study (Cunningham and Wallraven, 2009) showed that the emotional 
recognition of dynamic facial expressions was reduced when the stimuli were presented backward 
(i.e., with weaker emotional arousal compared with forward presentations; Sato et al., 2010). A study 
that recorded participants’ facial muscle reactions during the observation of emotional facial 
expressions and manipulated their emotions found that the congruent facial reactions in response to 
stimulus facial expressions were modulated by the participants’ own emotional states (Moody et al., 
2007). Hess and Fischer (2013) reviewed literature related to facial mimicry, and proposed that 
emotional information influences facial motor reactions in response to emotional facial expressions. 
Together with these data, the current results suggest that the functional interaction from the amygdala 
to the neocortical regions may represent a neural mechanism that serves to implement the influence 
of emotion on perceptual, cognitive, and motor responses to dynamic facial expressions. 
Furthermore, the current result of the increasing time-window DCM specified the times at which 
the functional interactions from the amygdala to the neocortex were accomplished. The model based 
on the influence of the amygdala on the neocortex accounted for the data after 200 ms better than did 
the reverse model. If this is interpreted to mean that amygdala activity reflects the emotional 
processing of facial expressions, this time frame is consistent with the results of several scalp EEG 
studies investigating the impact of emotion on neocortical activity. These studies showed that a 
greater negative deflection was elicited at ~200–400 ms in the posterior neocortex in response to 
emotional facial expressions (e.g., Sato et al., 2001; Balconi and Pozzoli, 2003) and emotional scenes 
(e.g., Junghoefer et al., 2001; Schupp et al., 2003) compared with neutral ones. A recent study 
showed that the amplitude of this component in response to emotional facial expressions was related 
to increased emotional arousal and enhanced perception of facial expression stimuli (Sawada et al., 
2014). Together with these data, the current results suggest that the functional interactions from the 
amygdala to the neocortex are implemented after 200 ms and reflect the effects of emotion on 
perceptual/cognitive/motor processing during the observation of dynamic facial expressions. 
The regional brain activity and PPI analyses of the fMRI data showed that neocortical activation 
and amygdala–neocortex functional interactions during dynamic facial expression processing was 
more evident in the right than in the left hemisphere. The right-hemispheric activation dominance in 
response to dynamic facial expressions is consistent with the results of several other neuroimaging 
studies (e.g., De Winter et al., 2015). The right-hemispheric dominance for the processing of facial 
expressions is also in line with evidence from patients with brain damage (Abbott et al., 2013; 
Yuvaraj et al., 2013). Because a previous PPI study (Foley et al., 2012) analyzed amygdala–
neocortex functional interaction for dynamic facial expression processing only using the seed in the 
right amygdala, this study provides the first evidence that the amygdala–neocortex functional 
interaction is more evident in the right, compared with the left, hemisphere. Our data suggest that the 
right hemisphere is dominant in the processing of facial expressions, at least partially because its 
amygdala–neocortex interaction is more efficient than that in the left hemisphere. 
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The PPI analysis of the fMRI data in terms of the effect of emotional category showed that the 
amygdala modulated the early visual cortices during the processing of fearful vs. happy expressions. 
This result is consistent with the finding of a previous study (Morris et al., 1998). However, the 
modulatory effect of emotional category was not evident compared with that of the presentation 
condition. This result appears to be in line with the results of several neuroimaging studies showing 
that the amygdala was comparably active in response to facial expressions of positive and negative 
emotional categories (e.g., van der Gaag et al., 2007; for a review, see Sergerie et al., 2008). Together 
with these data, we speculate that amygdala activation and its modulation of the neocortex may not 
differ noticeably across emotional categories. However, it must be noted that the data set for the 
analysis of the emotional category effect was smaller than that for the presentation condition because 
of the experimental design. Further studies are needed to define changes in the neocortical 
modulatory effect of the amygdala depending on emotional categories. 
Some limitations of the present study should be acknowledged. First, because we analyzed the 
fMRI data from different magnetic field strengths, such differences may have affected our results. 
There are well-known advantages and disadvantages of 1.5T and 3T MRI scanners (Krasnow et al., 
2003; Preston et al., 2004). Specifically, 3T MRI is more beneficial than 1.5T for fMRI experiments, 
because an increase in magnetic field strength yields a greater increase in BOLD contrasts during 
functional activation. On the other hand, susceptibility artifacts consisting of signal dropouts and 
image distortions are more pronounced at 3T than at 1.5T field strengths. For regional brain activity 
analyses, a previous technical study reported that the mixing of 1.5T and 3T fMRI data can 
compensate for these drawbacks by increasing statistical power and reducing the incorrect detection 
of activation (Han and Talavage, 2011). Hence, we conducted the conjunction analysis in a meta-
analysis fashion (Nichols et al., 2005), which provided more robust and accurate evidence compared 
with the separate evaluation of 1.5T and 3T fMRI data. In fact, the main effect of presentation 
condition was successfully replicated. For the PPI analyses, it is plausible that BOLD signals are 
affected in both an advantageous and disadvantageous manner affected by magnetic field strengths, 
similar to regional brain activity analysis. Therefore, we again conducted the conjunction analysis in 
a meta-analysis fashion (Nichols et al., 2005) to test the effect of presentation condition. For the 
DCM analysis, we reasoned that differences in field strengths would not greatly affect the results, 
because (1) DCM separately models the neural state model and the hemodynamic state model and (2) 
differential hemodynamic responses from different field strengths are accommodated by free 
biophysical parameters in the hemodynamic model (Stephan et al., 2007). However, the precise 
effects of different field strengths on the functional and effective connectivity analyses remain 
unknown and must be explored further. 
Second, although DCM and ERP modeling DCM were used to analyze the fMRI data and MEG 
data, respectively, the best method to analyze the connectivity among brain regions effectively 
remains controversial. For example, a study highlighted a limitation of the nonlinear relationship in 
DCM, and proposed an alternative method that could analyze nonlinear effective connectivity among 
brain regions efficiently (Liu and Aviyente, 2012). Regarding the analysis of the MEG data, a 
previous study proposed that consideration of the frequency domain might be useful to analyze the 
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causal relationships among electric neural interactions (Chen et al., 2008). Future studies applying 
different methods would be useful in further analyzing the models tested in the present study. 
In conclusion, the current DCM analysis of fMRI and MEG data revealed that the direction of 
functional interaction during dynamic facial expressions was from the amygdala to the neocortex. 
The analysis of MEG data further confirmed that this was accomplished at 200 ms from the stimulus 
onset. These data suggest that emotional processing in the amygdala rapidly modulates neocortical 
processing, including perception, recognition, and motor mimicry, during the observation of dynamic 
facial expressions of emotion. 
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Table 1. The brain regions that exhibited significant activation in response to dynamic vs. static facial 
expression conditions in the conjunction of fMRI studies 1 and 2. 
               
Brain region BA  Coordinates Z-value Cluster size 
      x y z   (voxels) 
R. Middle Frontal Gyrus 6  48 6 40 6.40  6026 
R. Inferior Frontal Gyrus 9  48 18 26 4.46   
L. Inferior Temporal Gyrus 37  -46 -68 4 8.13  7762 
L. Cuneus 17  -20 -88 12 5.60   
L. Inferior Parietal Lobule 40  -58 -38 22 4.00   
L. Superior Temporal Gyrus 22  -56 -44 14 4.00   
R. Middle Temporal Gyrus 37  48 -60 0 8.13  1912 
R. Fusiform Gyrus 37  44 -66 -10 8.13   
R. Inferior Occipital Gyrus 19  40 -74 0 8.13   
R. Precuneus 31  26 -80 30 7.03   
R. Inferior Parietal Lobule 40  56 -24 32 6.53   
R. Superior Temporal Gyrus 13  58 -38 14 5.52   
L. Amygdala   -28 -6 -12 5.48  52* 
R. Amygdala   24 -8 -12 3.83  13* 
L. Pulvinar   -10 -26 -2 2.52  20* 
R. Pulvinar     14 -30 0 2.91  31* 
 
p < 0.05 cluster level corrected; * using small volume correction. 
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Table 2. The brain regions that exhibited significant psychophysiological interaction with the right 
amygdala during dynamic facial expression conditions in the conjunction of fMRI studies 1 and 2. 
               
Brain region BA  Coordinates Z-value Cluster size 
      x y z   (voxels) 
R. Middle Frontal Gyrus 6  54 10 38 4.72  6026 
R. Superior Temporal Gyrus 22  62 -42 14 4.02   
R. Precentral Gyrus 6  52 8 46 3.93   
R. Inferior Parietal Lobule 40  60 -36 26 3.12   
R. Inferior Frontal Gyrus 9  52 12 18 2.74   
R. Inferior Temporal Gyrus 37  48 -68 -2 4.51  330+ 
R. Fusiform Gyrus 37  40 -48 -12 3.31   
R. Lingual Gyrus 18  34 -74 -4 3.11   
R. Middle Occipital Gyrus 19   48 -76 8 2.61    
 
p < 0.05 cluster level corrected; + Uncorrected liberal extent threshold of p < 0.01. 
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Figure 1. 
Statistical parametric maps of the conjunction analysis showing significant activation in response to 
dynamic facial expressions compared with static expressions across functional magnetic resonance 
imaging studies. The areas of activation are rendered on spatially normalized brains (upper panel). 
The regions of interest and the center coordinates were selected for dynamic causal modeling (lower 
panel). L = left; R = right; V5 = V5/middle temporal area; FG = fusiform gyrus; STS = superior 
temporal sulcus; IFG = inferior frontal gyrus; Amy = amygdala; Pul = pulvinar. 
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Figure 2. 
Statistical parametric maps of the conjunction analysis for psychophysiological interaction (PPI) 
showing significant connectivity with the right amygdala in response to dynamic vs. static facial 
expressions in both functional magnetic resonance imaging studies. The result is rendered on 
spatially normalized brains. Note that the extent threshold is set at p < 0.01 and is uncorrected for 
display purposes. L = left; R = right. 
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Figure 3. 
Models of dynamic causal modeling. The analyzed brain regions are rendered on the spatially 
normalized brain. The arrows indicate intrinsic connections between brain regions; thick and thin 
arrows indicate manipulated and non-manipulated fixed connections, respectively. The red points 
indicate the modulatory effects of dynamic presentation. The subcortical and neocortical subnetworks, 
both of which have the same structure across models, are colored orange and green on the rendered 
brain, respectively. V1 = primary visual cortex; V5 = V5/middle temporal area; FG = fusiform gyrus; 
STS = superior temporal sulcus; IFG = inferior frontal gyrus; Amy = amygdala; Pul = pulvinar. 
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Figure 4. 
Exceedance probabilities of the models in Bayesian model selection for the dynamic causal modeling 
analysis of functional magnetic resonance imaging (fMRI) study l (left), fMRI study 2 (middle), and 
magnetoencephalography (MEG) study (right). 
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Figure 5. 
The results of the increasing time-window analysis of dynamic causal modeling. Posterior 
probabilities in a random-effects Bayesian model selection of each time window (ranging from 100 
to 450 ms in 50-ms increments) for “directional connectivity from the amygdala” (red) and 
“directional connectivity to the amygdala” (blue) models. V1 = primary visual cortex; V5 = 
V5/middle temporal area; FG = fusiform gyrus; STS = superior temporal sulcus; IFG = inferior 
frontal gyrus; Amy = amygdala; Pul = pulvinar. 
