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Over the years, de Sitter spacetime has been a central focus, in studies involving quantum fields,
for its importance in the early and late expansion stages of the universe. While de Sitter spacetime
closely mimics characteristics of the inflationary and dark energy dominated universe it does not
help to understand the radiation and matter dominated expansions. In this review, we revisit some
recent works, involving the author, which study gravitational particle creation beyond the de Sitter
stage. Specifically, we present novel aspects of particle creation in the radiation dominated universe,
and then provide an analysis of time evolution of the primordial (Bunch-Davies) vacuum state, its
particle excitation and quantum versus classical behavior of field modes, in a multi stage universe,
comprising of, (i) the inflationary de Sitter, (ii) the radiation dominated and, (iii) the late dark
energy dominated stages.
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I. INTRODUCTION
In last five decades or so physicists have made considerable progress in the understanding of field theory in curved
spacetime, both within the classical and quantum context. While in the classical context things are more straight-
forward it is not so simple for the quantum counterpart since it brings new concepts and subtleties. For example,
even at the very basic level, the definition of unique vacuum state aka quantum field theory in flat spacetime looses
its meaning, and a new concept of observer dependent non-unique vacuum state appears in a curved space setting.
Vacuum state in standard quantum field theory in flat space is invariant under the Poincare´ group operation. Poincare
group being the group of Minkowski spacetime isometries, the inertial observers do agree with this unique definition
of vacuum since they are related by Lorentz transformation. On the other hand Lorentz invariance is replaced by
general covariance (diffeomorphism invariance) in a curved space and naturally Lorentz invariance of vacuum state has
no such elaborate meaning since there is no natural notion of inertial observer in a curved space. Vacuum state with
respect to a particular frame of reference will not necessarily be the vacuum state with respect to another frame, espe-
cially because, these two frames are generally non-inertial if we are in a curved space. In addition to this, dynamical
spacetimes, where background metrics are changing with time, add another flavor to this setting by inducing an effect
of changing spacetime on the quantum state of the field itself. That is, a vacuum state at an instant may get excited
in the future due to the dynamics of the spacetime itself. In this case one may also bring an instantaneous definition
of vacuum state valid for a given instant of time and study how this state gets excited to show a behavior of a particle
state. Therefore, in a curved space, even before considering interacting fields we get a rich characteristic of vacuum
excitations just by non-trivial geometrical settings and in some cases by the dynamics of background geometry.
A great deal of interest in the study of quantum field theory in curved spacetime was generated after the seminal
work by Hawking in the context of black hole evaporation [1, 2]. In fact, it was not Hawking but Parker who first gave
a serious thought on particle creation in a gravitational (cosmological) framework [3] - [5]. After these initial works,
the following decades were exciting years where much of the advancements were made in all fronts. Some foundational
works include (but of course not limited to) the discovery of particle creation observed by accelerating observers in
flat space (the Unruh effect) [6], in de Sitter [7–12] and anti-de Sitter spaces [13], de Sitter in transition to radiation
dominated era [14] and in more general contexts [15] - [23], as well as, various approaches to deal with this phenomena
such as the effective action formalism [24, 25], algebraic approaches [26–29], the tunnelling [30] - [33] and complex
path methods [34] - [38], and so on. In fact, in recent times, studies on particle creation have generated an intense
debate on the stability of the de Sitter space (even efforts have been made considering it as one guiding principle for
resolving the cosmological constant problem). Broadly speaking, there have been proposals that the de Sitter vacuum
would decay making the spacetime unstable [39] - [52], while a contrary point of view suggesting the opposite has
also been put forward [53] - [58]. A natural quest of understanding the cosmological constant, and hence together
the inflationary universe and dark energy problems, has made the studies sharply aligned towards the de Sitter case,
and the aim of this review is to go beyond this and show a rich structure of cosmological particle creation in other
cosmological epochs.
There exist various elaborate studies on quantum field theory in curved space which are adequately reviewed in
several articles [59–66] and monographs [67–72]. In this review article we do not repeat the topics which have already
been discussed in those works by several distinguished authors, rather, our aim here is to limit ourselves to the selected
topics of particle creation, in the cosmological context, only involving recent collaborative work of the author.
As our playground, we shall consider our universe, post quantum gravity region, as described by the Friedman-
Robertson-Walker (FRW) spacetime with multiple expansion stages such as - (i) inflationary stage, (ii) radiation
dominated stage, (iii) matter dominated stage and (iv) dark energy dominated stage. The spacetime metric, considering
a spatially flat universe (with k = 0), has a general form
ds2 = dt2 − a2(t)dx2 (1)
3where the scale factor a(t) is a function of the (comoving) time t and the exact form of this factor depends on the
particular expansion phase.
This article is organized as follows - in section II we study a curious example of particle creation in the radiation
dominated stage. We shall install a new set of coordinates that express this spacetime as the spherically symmetric,
inhomogeneous spacetime. Apart from the discussion of various observer dependent horizons we shall discuss a particle
creation process which is very similar to the Unruh effect. In section III we shall move into another issue of discussing
particle creation in a three stage universe (modulo the matter dominated stage). A detailed account of how the initial
Bunch-Davies vacuum state is excited due to the dynamics of the spacetmime will be presented. Further connection
of the results from this toy model with our understanding on the generation of initial density perturbations will be
put forward.
II. PARTICLE CREATION IN RADIATION DOMINATED UNIVERSE
As found by Unruh [6], for an accelerated observer in Minkowski spacetime, the Minkowski vacuum state appears to
be a thermal state, depends on the fact that the vacuum state corresponding to the accelerated frame (Rindler vacuum)
is unitarily inequivalent to this vacuum, which is a necessary requirement for particle creation due to observers’ own
motion. This discovery is often regarded as one of the most important landmarks in quantum field theory in curved
space. Two most important ingredients behind Unruh effect can be identified as - (i) geometric, that is, the existence
of Minkowski and Rindler spacetimes with certain symmetries which then allows the second ingredient to exist, which
is, (ii) field theoretic, that is unitarily inequivalent field quantizations of scalar fields and the existence of two well
defined vacuum states.
Below we present a very similar observation, albeit with important differences, with the radiation dominated universe
which was reported earlier in [73, 74].
A. Spherically symmetric radiation dominated universe
This part discusses the adequate geometric setting which is necessary for the particle creation process. We start by
expressing the maximally symmetric (spatially flat) FRW metric (1) in a spherical polar coordinate system, given by
ds2 = dt2 − a2(t)[dr2 + r2(dθ2 + sin2 θ dφ2)]. (2)
The only unknown in the above equation is the scale factor a(t) which takes different forms depending upon the epoch
we are interested in. In the inflationary and dark energy dominated epochs a(t) is an exponential function of time
with two different exponents (inflation and dark energy driven Hubble constants) and these cases can be explained
by de Sitter spacetimes (which requires a positive cosmological constant). Further, for other two epochs we have
a(t) ∝ tn, that is, the scale factor has a power law behavior for radiation (for which n = 1/2) and matter (n = 2/3)
dominated epochs. Of course these expressions for the scale factor can be derived from Einstein-Friedmann equations
with appropriate entries in the energy-momentum tensor for various epochs.
Let us now consider the conformally flat form of (2) using the cosmological time η =
∫
dt
a(t)
ds2 = a2(η)[dη2 − dr2 − r2(dθ2 + sin2 θ dφ2)]. (3)
In the light-cone gauge, u = η − r, v = η + r (r = v−u2 ), it takes the form
ds2 = a2dudv − (v − u)
2
4
a2(dθ2 + sin2 θdφ2). (4)
It was shown in [73] that, if we make a power law transformation of above null coordinates with arbitrary real
exponent, it does not lead us to a new spacetime with important symmetries, in general, but there is an exception
for the radiation dominated universe where the new spacetime becomes (a) conformally static and (b) spherically
4symmetric. This aspect is discussed in appendix A which basically shows that a conformal transformation of the null
coordinates u and v, of the form
U = ±He
2
u2 (5)
V =
He
2
v2 (6)
where +(−) sign stands for u > 0(u < 0), take us to the new metric
ds2 = F (U, V )dUdV −G(U, V )dΩ2 (7)
with
F (U, V ) =
(
√
V ±√±U)2
4
√±UV , (8)
G(U, V ) =
(
V − (±U)
2
)2
. (9)
where ‘+’ and ‘−’ signs now are applicable for U > 0 or U < 0, respectively.
Now, using new time and radial coordinates
T = (V + U)/2 ; R = (V − U)/2. (10)
the spacetime (7) for U ≥ 0 or T ≥ R, which we call Region-I, can be expressed as
ds2I = FI(T,R)(dT
2 − dR2)−R2dΩ2 (11)
with
FI(T,R) =
(
√
T +R+
√
T −R)2
4
√
T 2 −R2 . (12)
Whereas, for Region II (U ≤ 0 or T ≤ R), we get
ds2II = FII(T,R)(dT
2 − dR2)− T 2dΩ2 (13)
with
FII(T,R) =
(
√
R+ T −√R− T )2
4
√
R2 − T 2 . (14)
Notice that, in region I ((11)) we have
T = (V + U)/2 =
He
2
(η2 + r2) (15)
R = (V − U)/2 = Heηr, (16)
and for region II, the relationships between the two sets of coordinates are reversed, so that
T = (V + U)/2 = Heηr (17)
R = (V − U)/2 = He
2
(η2 + r2). (18)
We can also express the conformal factor F (T,R) → F (H(T,R), R) (where H(T,R) is the Hubble parameter in the
radiation epoch) and express the intervals (11) and (13)
ds2I =
dT 2 − dR2
1−H2R2 −R
2(dθ2 + sin2 θdφ2), for R ≤ 1/H (19)
5which defines the region I; and
ds2II =
dT 2 − dR2
H2T 2 − 1 − T
2(dθ2 + sin2 θdφ2), for R ≥ 1/H, (20)
which now defines the region II. It is clear from these two expressions that region I covers the sub-Hubble region
while region II covers the super-Hubble region. Therefore, the union of two covers the full spacetime describing the
radiation dominated universe. For the future convenience, and for avoiding a confusion among various coordinates
appearing in this review, we shall refer the above (19) and (20) as Modak metric and the coordinate system as Modak
coordinates. We are naming this just because of clarity in presentation which will be needed when we switch between
various frames - such as Minkowski, Rindler, cosmological and the above.
It is important to note that T is always timelike and R is always spacelike since there is no signature change between
(19) and (20), while passing from sub to super Hubble scale. The entire spacetime which was originally defined by
the cosmological coordinates with coordinates 0 < η < ∞ and 0 < r < ∞ in (3) is now covered by new coordinates
0 < T <∞ and 0 < R <∞, and jointly by (19) and (20) (or by (11) and (13)). In original cosmological coordinates
the radiation stage Hubble parameter H is only a function of cosmological time η (or comoving time t), however, in
new coordinates H is a function of both T and R. Therefore the size of the observable universe is different for different
observers, situated at various spatial points. The new metrics, (19), (20), are isotropic (because of the spherical
symmetry) but they are inhomogeneous since the metric coefficients not only depend on T but also on R. Although an
observer located at small R << 1/H may ignore the quadratic term as compared to 1 in (19) and the metric becomes
homogeneous and isotropic for her (i.e., maximally symmetric just like the FRW metric). However, as she approaches
the Hubble scale R ∼ 1/H metric becomes highly inhomogeneous. This is a direct consequence of the conformal
transformation which does not respect the homogeneity. The radius of two sphere in (19) is spacelike, implying that
the size of the universe does not change at all for a static observer at a constant R; however, in (20) the radius is
timelike and in fact given by T , implying the radius itself is a measure of time.
B. Observers and horizons
Here we shall have a closer look on various observers using Modak metrics. In fact, we shall distinguish observers
in two categories - (i) static and (ii) nonstatic in Modak frame.
Let us first consider the static observers at a constant R. From (15) and (16) we find that T = const. and R = const.
curves in the (η, r) plane are given by the circular and linearly inverse trajectories in region-I. These are just opposite
in region-II. They are plotted in Fig. 1 and we note that any R = const. trajectory in asymptotic past (η → 0)
and in asymptotic future (η → ∞) are essentially indistinguishable from the freely falling observers (r = const)
in cosmological frame - the inertial observer in cosmological frame, defined at infinite past, starts accelerating and
attains luminal velocity, momentarily, near the Hubble radius, and then decelerates which make the observer to cross
the Hubble radius, from super-Hubble to sub-Hubble region. Then this observer keeps decelerating (in an identical
rate of acceleration at super Hubble scale) and finally becomes freely falling, once again, moving towards the centre
r = 0, at asymptotic future. In summary, the initial freely falling observer finally becomes freely falling - the difference
being they may start from any value of r but they all end up towards r = 0 asymptotically. It is important to mention
that the static observers can obtain signal from anywhere in the spacetime - there appears no horizon as the worldline
remain geodesically complete. This is also reflected in no signature change in the metric (11) and (13). The static
observer while approaching the horizon, as evident from Fig. 1, follows the trajectory η+ r = 0 (or T +R = 0). Along
this line FI and FII diverges, however, since we also have dT = −dR, the factor multiplying FI and FII vanishes, and
this makes the interval ds2 finite.
Now let us consider the non-static observers in Modak frame whose trajectory can be expressed as T = G(R). Along
this worldline the (R, T ) sector of the metric (11) becomes ds2 = ΞdR2, where the conformal factor
Ξ =
(
√
G(R) +R+
√
G(R)−R)2
4
√
G(R)2 −R2 × (G
′2(R)− 1). (21)
If this factor diverges, for some allowed value of R > 0 and for a given T = G(R), it will indicate the presence of
horizon for the observer satisfying the aforementioned trajectory. We are now free to select any observer trajectory
and verify if the horizon appears or not.
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FIG. 1: T and R constant curves in (η, r) plane. The intersection points are on the light-cone boundary at Hubble
scale. Note that T always remain timelike, R always remain spacelike. Any static observer at R = const. can get
causal information from any point in the full spacetime. There is no horizon for a static observer at the Hubble scale.
However, non-static observers find a horizon.
Take for example a linear trajectory G(R) = α0R+β0, where α0 ≥ 1 (necessary for region I) and β0 > 0 are constants
with appropriate dimensions. This will mean that the radial velocity of the observer is constant dR/dT = 1/α0 and
therefore they have no radial acceleration. In this case, it is easy to check that Ξ does not diverge. Therefore, observers
with constant radial velocity in Modak frame do not encounter a horizon. This is slightly analogous to the result in
Minkowski spacetime where inertial observers with constant four velocity do not encounter a horizon. In our case,
these observers can be regarded as the freely falling observers, without experiencing a force field, in Modak frame.
Same conclusion can be reached by inspecting (13).
Now, let us consider a quadratic equation, G(R) = α1R
2 + β1, where α1 and β1 are dimension-full positive definite
constants. These observers have a constant radial acceleration 1/α1 and follow a parabolic trajectory in (T,R) plane.
Substituting this in (21) we find
Ξ
=
(2α1R+ 1)(
√
(α1R+ 1)R+ β1 +
√
(α1R+ 1)R− β1)2
4
√
α1R2 + β1 +R
× 2α1R− 1√
α1R2 + β1 −R
. (22)
The first factor is always finite, so it is only the second factor which determines if Ξ diverges. Clearly, there are two
divergences for the root R0 =
1±√1−4α1β1
2α1
, if β1 < 1/4α1. So there are two horizons, in general, for this observer with
constant radial acceleration. However, if β1 vanishes then there is only one horizon at R0 = 1/α1. Further, there is a
very special case for β1 = 1/4α1 for which the second factor in (22) is
√
4α1. Therefore, for this and only this case,
observers with a constant radial acceleration do not encounter a horizon. What is more interesting, is to show that this
observer is none other than the so called Fundamental Cosmological Observer (FCO). FCOs are the static observers
in cosmological frame situated at constant r. As we see here, they are special class of observers in Modak frame who
are accelerating radially and yet have a full access to the spacetime - this is of course expected because FCOs are the
static observers in the original FRW metric, in cosmological frame, who do not encounter a horizon either.
To demonstrate this we use relations (15) and (16). We find that the constant η = η0 trajectories in RT plane satisfy
an identical relationship like T = α1R
2 + β1 with β1 = 1/4α1 = Heη20/2. In fact a constant r trajectory also satisfies
the same relationship just because (15) and (16) are symmetric under the interchange of r and η. Therefore, FCOs
7do not encounter a coordinate singularity. It therefore needs no more justification to say that neither the comoving
observers with proper time t will encounter a horizon in Modak spacetime. One can, in fact, go on to discuss other
observer trajectories but we rather want concentrate on the FCOs as our case study due to their physical importance
in understanding the cosmos.
Particularly, we want to see how the constant η (which defines a “time-slice”) and constant r (which defines a
“space-slice”) orbits will look like. Since the relationships between the two sets of coordinates, in (15) and (16), are
symmetric under the exchange of η and r (so is true for (17) and (18)) we have to be rather cautious to identify the
time-slices and the space-slices. The timeslices (η = η0), which needs to be forward moving with T , as η increases, are
defined as follows
T = R
2
2Heη20 +
1
2Heη20 R ≤ T
R = T
2
2Heη20 +
1
2Heη20 R ≥ T
}
(23)
whereas, for spaceslices (r = r0 ) these are reversed:
R = T
2
2Her20 +
1
2Her20 R ≤ T
T = R
2
2Her20 +
1
2Her20 R ≥ T
}
(24)
These slices foliate the complete spacetime, (basically the (T,R) plane; each point in this plane is a two sphere)
with constant η (timeslices) and constant r (spaceslices), in a consistent manner so that the Cauchy problem is well
posed. This is shown pictorially through the plots in Fig. 2. In summary, Fig. 1 and Fig. 2 provide two different
foliation of the full spacetime by means of spacelike and timelike hypersurfaces. Unlike, Rindler and Minkowski case,
here cosmological and Modak coordinates cover the complete patch of the spacetime and hence when we make field
quantization the mode functions will be complete for both cases. This does not happen in Rindler-Minkowski case
since the Rindler observers only cover one fourth of the spacetime due to coordinate singularity and therefore the
mode functions in Rindler frame remain incomplete. But here, neither FCOs nor static observers in Modak frame
encounter a horizon. This will have an important impact on the particle creation process.
Notice that, once again, in Fig. 2 the FCOs at r =const. (vertical curves) are in fact freely falling, in Modak frame
only in the asymptotic past and future, but they are accelerated (and decelerated) radially in super (and sub) Hubble
regions, respectively. FCOs do attain a luminal velocity at Hubble scale and this is exactly analogous to the case of
static Modak observers in cosmological frame. In fact, we expect this pattern to be reciprocal because they are, after
all, accelerated or decelerated with respect to each other. Another important thing to note that, an initial Cauchy
data, on an initial space-like hypersurface, may be defined either on a T = const surface in Fig. 1 or on a η = const
surface in Fig. 2. Both these datasets, given in any of the initial hypersurfaces, will be satisfactorily time transported
to future hypersurfaces by two different time translations.
C. Particle creation: two dimensional analysis
Let us now proceed with our main goal of discussing cosmological particle creation in the radiation dominated
universe. We shall do it separately for two and four spacetime dimensions.
1. Static observer in Modak frame
The two dimensional toy version is much simpler but very useful to get physical insights. The massless Klein-Gordon
equation for the background (4) and (7) (by ignoring θ, φ part) becomes
∂u∂vΦ = 0, (25)
∂U∂V Φ = 0 (26)
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FIG. 2: Constant time and space slices in cosmological frame depicted in the (T,R) plane of Modak spacetime. The
black dotted line is the comoving Hubble radius. Different pairs of r = const. and η = const. slices are in same color.
For example, the green horizontal curve is a spacelike hypersurface (or a “time-slice”) corresponding to a constant η
and the vertical one is a timelike hypersurface (or a “space-slice”) corresponding to a constant r. Same convention
applies to others. The intersection points are on the light-cone boundary at the Hubble scale. There is no horizon for
FCOs at the Hubble scale.
respectively. The solutions are just plane-wave modes which leads to following expansions of the field operator
Φˆ =
∫ ∞
o
dω√
4piω
(e−iωuaω + eiωua†ω + right moving)
(27)
=
∫ ∞
o
dω√
4piΩ
(e−iΩUbΩ + eiΩUb
†
Ω + right moving)
. (28)
Notice that there appear two sets of creation and annihilation operators which in fact define two different vacuum
states. These are defined as follows which we term as the cosmological vacuum (|0C〉) and Modak vacuum (|0M〉) (once
again for the sake of clarity)
aω|0C〉 = 0 (29)
bΩ|0M〉 = 0. (30)
Bogolyubov transformation for the left moving modes (calculations for right moving modes are fully analogous)
yields
bΩ =
∫ ∞
0
dω(αΩωaω − βΩωa†ω). (31)
Substituting this in (28) and comparing we get
1√
ω
e−iωu =
∫ ∞
0
dΩ′√
Ω′
(
αΩ′ωe
−iΩ′U − βΩ′ωeiΩ′U
)
. (32)
Multiplying both sides with e±iΩU and integrating we obtain
αΩω =
1
2pi
√
Ω
ω
∫ ∞
−∞
dUe−iωu+iΩU , (33)
βΩω = − 1
2pi
√
Ω
ω
∫ ∞
−∞
dUeiωu+iΩU . (34)
9Since we have U = ±Heu22 (‘+′ for U ≥ 0 and ‘−′ for U ≤ 0) we can express
βΩω = −He
2pi
√
Ω
ω
(∫ ∞
0
(udu)eiωu+iΩ(Heu
2/2) +
∫ 0
−∞
(−udu)eiωu−iΩ(Heu2/2)
)
, (35)
= I + I∗ (36)
The first integral can be written in the following form
I = −He
2pi
√
Ω
ω
e−i
ω2
2HeΩ
∫ ∞
0
udu e
iHeΩ
2 (u+
ω
HeΩ )
2
. (37)
Making a change of variable by defining x = Heω2 (u+
ω
HeΩ )
2 we get
I = − 1
2pi
√
H
2ω
e(
1
2− iω
2
2HeΩ )
(√
2
HeΩ
∫ ∞
ω2
2HeΩ
dx eix − (ω/HeΩ)
∫ ∞
ω2
2HeΩ
dx x−1/2 eix
)
(38)
This kind of integral, often encountered in the calculation of Bogolyubov coefficients, is calculated by using the identity
[72] ∫ ∞
x0
dxxs−1e−bx = e−s log bΓ[s, x0]; Re b,Re s > 0. (39)
where Γ[s, x0] is an upper incomplete gamma function. Using this and further using the relation lim→0 log |HeΩ/2i+
| ' log |HeΩ/2| − ipi2 (using Ω > 0), we obtain
I = − 1
2pi
√
H
2ω
e(
1
2− iω
2
2HeΩ )
(√
2
HeΩ e
ipi/2 Γ[1,
ω2
2HeΩ]− (ω/HeΩ) e
ipi/4 Γ[
1
2
,
ω2
2HeΩ]
)
, (40)
and using (36) we get
βΩω = − 1
pi
√
He
2ω
(√
2
HeΩ sin(
ω2
2HeΩ) Γ[1,
ω2
2HeΩ]−
ω
HeΩ cos(
pi
4
− ω
2
2HeΩ) Γ[
1
2
,
ω2
2HeΩ]
)
. (41)
This is of course an exact expression and one can readily use it to calculate the exact particle number density as
defined in (43). However, it is quite difficult to find an analytical closed form expression for which one needs to use
numerical path.
Here we just restrict us upto a analytical expression which is only possible to get under some approximations. We
consider following approximations - (i) ωΩ << H, i.e., the ratio between the frequencies is much smaller than the
inflationary Hubble constant (H ∼ 1037s−1), and (ii) finite ω. The inequality ωΩ << H is interpreted in the following
manner - if we are counting the particle excitation number with frequency Ω ∼ O(1), then this inequality ensures
that we do not sum over the field modes in the inflationary era for which ω ∼ ωinf ∼ 1037s−1 and this serves as an
ultra-violet cut-off. Therefore, this calculation will hold quite strongly while counting particle excitation for higher
frequencies (Ω) than compared to its lower values. Under such a condition equation (41) simplifies to (the upper
incomplete gamma function becomes complete, sin θ becomes θ and the second term inside the big parenthesis in (41)
drops out altogether)
βΩω ∼ − 1
2piHe
(ω
Ω
)3/2
. (42)
Now substituting ωΩ = H and using (43) we get the particle number density
〈nΩ〉 ∼
∫ ω
0
dω |βΩω|2 (43)
∝ 3H (44)
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Although the inflationary Hubble constant is very large (H ∼ 1037s−1), since it is multiplied with 3, the left hand side
becomes very small. If we rather count all the particles during the entire lifetime of the radiation dominated universe
this particle number density can still provide a finite energy density. A full numerical analysis would be interesting
and this remains open so far.
2. Fundamental Cosmological Observer
Now we proceed into another important part of our discussion which is gravitational particle creation for FCOs.
As showed in Fig. 2, these observers have non-trivial trajectory in cosmological FRW coordinates. Here we want to
calculate the particle content for FCOs who are at r =const. and following the trajectories showed in Fig. 2. These
observers will find Modak vacuum (to be defined shortly) as a particle excited state. Therefore, FCOs will be exposed
to a radiation due to their motion.
The inverse Bogolyubov transformation to (31) relating the annihilation operator
aω =
∫ ∞
0
dΩ(α′ωΩbΩ − β′ωΩb†ω)
in terms of the sum of creation and annihilation operators of the other basis can be easily calculated as
α′ωΩ =
1
2pi
√
ω
Ω
∫ ∞
−∞
due−iΩU+iωu, (45)
β′ωΩ = −
1
2pi
√
ω
Ω
∫ ∞
−∞
dueiΩU+iωu. (46)
The average particle number density for a given frequency is then given by
〈nω〉 =
∫ ∞
0
dΩ|β′ωΩ|2 (47)
where, nω = a
†
ωaω is the number operator defined in the cosmological basis and the expectation value 〈0M|nω|0M〉 is
calculated in the vacuum state in the new basis, as defined by bΩ|0M〉 = 0. We refer to this vacuum state |0M〉 as
Modak vacuum.
To calculate the coefficient (46) we first divide the integral for u ≤ 0 and u ≥ 0. After performing the integration
(46) we can derive
|β′ωΩ|2 =
ω
8eHpi2Ω2
(
1 + sin(
ω2
ΩeH )
)
Γ2[
1
2
,
ω2
2ΩeH ] (48)
where Γ is an upper incomplete gamma function. Equation (47) then provides average particle number density.
Unfortunately, it is difficult to get an exact analytical result for the particle number density (47) using (48). We
therefore again use a similar approximation like the last subsection setting ωΩ << H once again. However, unlike
the last time, in this case this inequality is achievable only by putting a infra-red cut off on Ω while performing the
integration in (47). Again, using this approximation we consider the incomplete gamma as complete and sin θ as θ,
implying |β′ωΩ|2 ∼ ω8eHpiΩ2
(
1 + ω
2
ΩeH
)
and therefore
〈nω〉 ∼ ω
8pieH
(
1
Ω0
+
ω2
2eHΩ20
)
(49)
where Ω0 is the infra-red cut off that we considered here. The number density again is quite small in this regime since
ω
HΩ0 << 1. Also, this calculation is just a crude approximation and a legitimate numerical analysis needs to be done
to understand the situation in a fully satisfactory manner. We are in the process of a full numerical analysis with this
and all other relevant cases at the time of writing this report.
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D. Particle creation: four dimensional analysis
Now, we consider a realistic four dimensional setup. Here, we shall only limit ourselves to the static observers in
Modak frame who will envision the cosmological vacuum state as a particle excited state. The other important aspect
involving the FCOs looking into Modak vacuum is under investigation at the time of writing this report.
1. Quantum fields in cosmological frame
Consider a massless scalar field of arbitrary coupling and solve the Klein-Gordon equation Φ = 0 (since Ricci
scalar R is zero in radiation stage) in the radiation dominated universe, using the metric (3). Use a separation of
variables considering this background geometry,
Φ(η, r, θ, φ) =
∑
l
fl(r)
r
g(η)Ylm(θ,Φ) (50)
where, the angular part Ylm represents the spherical harmonics, and, the (η, r) dependent parts are the solutions of
the following equations
η2
d2g
dη2
+ 2η
dg
dη
+ ω2η2g = 0, (51)
d2fl
dr2
+
(
ω2 − l(l + 1)
r2
)
fl = 0. (52)
Let us now rescale η′ = ωη and express as a spherical Bessel equation with n = 0
η′2
d2g
dη′2
+ 2η′
dg
dη′
+ η′2g = 0. (53)
Solution of this equation is given by the spherical Bessel function of the first kind j0(η
′) = sin η′/η′ and the second
kind n0(η
′) = − cos η′/η′. Equivalently, we can construct the linear combinations h(1/2)0 (η′) = −n0(η′) ± ij0(η′) =
e±iη
′
/η′ = e±iωη/ωη which makes Φ the real scalar field. Moreover, if we consider only upto the s-wave approximation
(l = 0 in (52)), we have f0(r) = e
±iωr, and the ansatz (50) can be expressed as
Φ =
∑
ω
N f0(r)
r
gω(η)Y00(θ,Φ) (54)
=
∑
ω
N
(
e−iω(η−r)
2
√
pi ωηr
aLω +
e−iω(η+r)
2
√
pi ωηr
aRω
)
+ h.c (55)
where, N is the normalization constant which can be determined by imposing a orthogonality condition of the inner
product between field modes; superscripts L and R stand for the left and right moving field modes. Coefficients a
L/R
ω
will be elevated to the annihilation operators at the time of elevating Φ as the field operator.
For determining the normalization constant N , recall the inner product defined on the spacelike surface Σ
(Φω1 ,Φω2) = −i
∫
Σ
√−γd3x nµ(Φω1∇µΦ∗ω2 − Φ∗ω2∇µΦω1). (56)
where Σ is a η = const. hypersurface which also sets nµ = 1/a(1, 0, 0, 0). For the radiation dominated universe
a = a0t
1/2 = (a20/2)η and, using the mode functions in (55) we get (after using a0 =
√
2He)
N =
√
ω√
4piHe . (57)
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Plugging this in (55) and changing the convention from a summation to integration we get
Φ =
∫
d3ω
(
uωa
L
ω + vωa
R
ω
)
+ h.c (58)
where
uω =
e−iω(η−r)
4piHe√ω ηr (59)
vω =
e−iω(η+r)
4piHe√ω ηr . (60)
We now interpret Φ as the field operator which then defines the cosmological vacuum for left and right moving modes
as aLω |0C〉L = 0 and aRω |0C〉R = 0.
2. Quantum fields in Modak frame
First we consider the sub-Hubble region by using the massless scalar field equation in the background of metric
(19), and look for a spherical wave type solution
ΦΩ =
∑
l,m
ΦlmΩ (T,R)
R
Ylm(θ, u). (61)
The (R, T ) dependent part of the above equation decouples from the angular part (which is comprised of just the
spherical harmonics) in the following way(
∂2ΦlmΩ
∂T 2
− ∂
2ΦlmΩ
∂R2
)
+
l(l + 1)
R(1−H2R2)Φ
lm
Ω = 0, (62)
where, we have used the properties of spherical harmonics Ylm(θ, φ). This equation shows that the l 6= 0 modes do
not reach the Hubble scale simply because the effective potential becomes infinite there. They are trapped inside the
Hubble radius. If we, on the other hand, consider the s−waves then they are solutions of the equation(
∂2Φ00Ω
∂T 2
− ∂
2Φ00Ω
∂R2
)
= 0. (63)
This equation is valid for sub-huble modes R ≤ 1/H since the metric (19) is valid for this region. The mode solutions
are
Φ00Ω (T,R) ∝ exp [−iΩ(T ±R)]. (64)
Now elevating Φ to the operator level, and introducing a new set of creation and annihilation operators (bΩ, b
†
Ω), and
using a continuous basis of mode functions we express
Φ =
∫
d3Ω(bLΩ>ΩHU
sub
Ω + b
R
Ω>ΩHV
sub
Ω ) + h.c., (65)
where Ω > ΩH ensures that the modes are sub-Hubble and “L”/“R” once again indicate the leftmoving/rightmoving
modes with respect to an observer inside the Hubble radius. The mode functions are then easily found to be
U subΩ =
1
4pi
√
ΩR
e−iΩ(T−R) (66)
V subΩ =
1
4pi
√
ΩR
e−iΩ(T+R). (67)
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The vacuum states for these two sectors are then defined as binΩ>ΩH |0M〉L = 0; bRΩ>ΩH |0M〉R = 0.
Similarly, we can solve the wave equation, for super-Hubble modes in region-II, in the background of the metric
(20). For that we use the ansatz
Φ =
∑
l,m,Ω
ΦlmΩ (T,R)
T
Ylm(θ, u). (68)
Under s−wave approximation the field operator is expanded as
Φ =
∫
d3Ω
4pi
√
Ω
(bLΩ<ΩHU
sup
Ω + b
R
Ω<ΩHV
sup
Ω ) + h.c. (69)
and mode functions for T > RH = 1/H are
U supΩ =
1
T
e−iΩ(T−R) (70)
V supΩ =
1
T
e−iΩ(T+R). (71)
It is important now to comment on the completeness of various modes. In fact, from the above analysis, we see that
for s-waves, it is possible to obtain a complete set of orthogonal modes (which can be normalised in discrete basis), by
considering both the sub-Hubble and super-Hubble region, given in (65) and (69). As a matter of fact, modes in the
background of (19) has a vanishing support in the super-Hubble region, whereas, for (20) it is valid in the sub-Hubble
region.
Therefore, it is clear that there will be two sets of Bogolyubov coefficients, pertaining the sub and super Hubble
modes, while discussing particle creation for static observers in Modak frame. This is formally different than the
simpler two dimensional example discussed before.
3. Bogolyubov coefficients and particle content
We are interested in a specific case where the static observers in Modak spacetime will look into the cosmological
vacuum state |0C〉L/R (“L” stands for the left moving and “R” stands for the right moving modes). From our previous
encounter with Unruh effect one expects L/R〈0C|b†L/RΩ bL/RΩ |0C〉L/R 6= 0, and leading us to the nontrivial case of
particle creation. We want to calculate Bogolyubov coefficients for both left-moving and right-moving sectors and the
particle content for these modes.
Thus the most relevant Bogolyubov coefficient is βΩω, and this gives the average number of particles in frequency
Ω by the relation
〈nΩ〉L/R = L/R〈0η|b†L/RΩ bL/RΩ |0η〉L/R
=
∫ ∞
0
dω|βL/RΩω |2 (72)
Once again, by looking at the trajectories of static observers in Modak frame in Fig. 1 we expect the particle
creation to take place in the regions where the observer is accelerating or decelerating. We also expect, given the
symmetry of the trajectories, the particle content to be symmetric.
Here, we are interested in an observer inside the Hubble radius. The relevant mode functions, using Modak coor-
dinates, are calculated in subsection (II D 2) which are sub-Hubble modes. Considering the left moving modes (with
V = const.) the Bogolyubov coefficient of our interest is
βLΩω = 2i
∫
V=const.
dUR2dΩ˜UΩ∂Uuω. (73)
where dΩ˜ = sin θdθdφ. By choosing V = 0 hypersurface for integration we have
βLΩω = −
i
2pi
√
Ωω
∫ ∞
0
dUe−i(ΩU+ω
√
2U/He)
(
1
U
+
iω√
2HeU
)
. (74)
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For simplicity, we perform the integration by restricting ourselves to the situation such that the ratio between fre-
quencies in two frames satisfy the condition ωΩ << He (cosmological value of H ∼ 1037s−1). The physical implication
of this is already discussed before for the two dimensional case. The final expression is found to be1
βLΩω = −
ie
iω2
2HeΩ
2pi
√
Ωω
(
1− ω
√
pi
4HeΩ + iω
√
pi
4HeΩ
)
(75)
Now substituting |βLΩω|2 in (72) and integrating we find the particle excitation number density as
〈nΩ〉L = 1
16pi3Ω
(
logω −
√
pi
HeΩω +
pi
4HeΩω
2
)
. (76)
The logarithmic term shows an infra-red divergence as ω → 0 in 〈nΩ〉L just like the case of particle creation by moving
mirror [67]. In comparatively higher frequency ω2 term dominates and if we substitute ωΩ = eH (with  << 1), we
get
〈nΩ〉L ' He
64pi2
2 (77)
which is again quite small and interestingly independent of Ω, just like the two dimensional case. It is, however, capable
to contribute a finite energy density if one counts all the particles created during the entire lifetime of radiation stage
of the universe, as well as, considers all the frequencies within the above mentioned limit. Again, it is necessary to
employ a fully numerical analysis to go beyond this limit and we do not consider this in the present article.
For the right-moving modes (with U = const.), the Bogolyubov coefficient is
βRΩω = 2i
∫
U=const.
dV R2dΩ˜VΩ∂V vω (78)
We chose U = 0 hypersurface for performing the integration over V where 0 < V < ∞. After simplifying, the above
expression becomes
βRΩω = −
i
2pi
√
Ωω
∫ ∞
0
dV e−i(ΩV+ω
√
2V )
(
1
V
+
iω√
2HeV
)
. (79)
which is identical to (74), with U replaced by V and, therefore, leads to 〈nΩ〉L = 〈nΩ〉R in (76).
Now let us consider the super-Hubble modes. While calculating the Bogolyubov coefficients in region II (i.e.,
super-Hubble region) we should consider the mode functions those have non-vanishing support in that region. The
mode functions in (η, r) coordinates have non-vanishing support both at the sub-Hubble and super-Hubble regions.
However, as we have already shown, in (T, R) coordinates, it is only the mode functions (70) and (71), that have
non-vanishing support in the super-Hubble region. Therefore they will be used to calculate the Bogolyubov coefficients
in region II.
For the left-moving sector we need to calculate
β
′ L
Ωω = 2i
∫
V
dUT 2dΩ˜UΩ∂Uuω. (80)
where the relevant mode functions are given in (59) and (70). Note that now the radius of the two sphere is given by
T which, in region II, is expressed in (17). After simplifying, and again integrating over the V = 0 axis, the integral
becomes
β
′ L
Ωω = −
i
2pi
√
Ωω
∫ −∞
0
dUe−i(−ΩU+ω
√
−2U/He)
(
1
−U +
iω√−2HeU
)
. (81)
1 Detailed calculation is showed in Appendix B.
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Notice that, in region II, we have −∞ < U < 0 and the above integration is identical to (74) upon the replacement
of U by −U . Therefore, we end up with the result (76) for an average particle excitation for the super-Hubble modes
for an observer in region II. It is also trivial to check that one would end up with an identical expression for particle
excitation for the right-moving modes in region II. This fulfils our expectation that, particle content for sub and
super-Hubble region is identical, simply because of the symmetry of the trajectories in these two regions, shown in
Fig. 1.
This terminates our discussion on the particle creation in radiation dominated universe which is of course not an all
encompassing picture, and in fact, it can be further extended in future works. Now, we shall move to the next section
where another aspect of particle creation will be discussed via a different mechanism than the one we have seen so far
- instead of an interchange between observers’ frames, we shall see how the expansion of the universe itself excites an
initially defined vacuum state.
III. PARTICLE CREATION IN MULTI-STAGE UNIVERSE
The need to go beyond the de Sitter case is obvious for the expanding universe since we need to consider other
expansion stages following the inflationary universe. There are three more stages, such as the radiation, matter and
dark energy dominated expansions, to consider if we want a unified view of cosmological expansion. For that we not
only need to study each of the stages (epochs) individually but also to connect the physical variables while universe
makes a transition from one epoch to another. It is a very important but challenging task to do in a fully realistic
manner - such as by considering realistic values of lifetimes, going beyond the test field limit by considering the
backreaction problem in a effective manner etc. Nonetheless, relaxing some of these considerations could still give a
valuable insight and understanding of our cosmic history. In this part of the article, we shall review some earlier works
which deal some of these issues and set a platform for future studies.
A. Preliminaries
Even before discussing particle creation in gravitational framework, we knew that quantum vacuum becomes unstable
and gives rise to particle production when the external sources are sufficiently strong such as for strong electric fields
(Schwinger effect) [77]. When the external sources can be switched off asymptotically, leading to free field theory at
very early and late times, one can define in and out vacua in the asymptotic regimes and study particle creation in
a reasonably unambiguous manner. However, many interesting cases in the study of quantum field theory in curved
spacetime do not allow us the luxury of asymptotic vacua. Cosmological particle creation is one such example. In this
context, one can certainly calculate the time evolution of a given quantum state in Heisenberg or Schro¨dinger picture
in an unambiguous manner. But interpreting the particle content of this quantum state at any given time is fraught
with ambiguities. It is generally recognized that one cannot resolve these ambiguities by any unique procedure which
is applicable in all contexts. The best one could do is to introduce different constructs which could probe different
aspects of physics in the expanding background and develop an intuitive feel for the various phenomena.
Another question, closely related to particle content, is the notion of classicality. A quantum field in an external
background might have features which possess nearly classical description in certain contexts. For example, it is
believed that fluctuations of a scalar field, which were purely quantum mechanical in origin in the early stages of the
inflationary phase, allow a description as purely classical stochastic fluctuation at the late stages. Much of the current
paradigm in cosmology [61, 65, 66, 69, 78–86] pre-supposes such a notion of quantum to classical transition. Once
again, it is not possible to quantify the degree of classicality of a field in a unique and all encompassing manner. The
best we could do is to come up with measures of classicality and see how best they work in different contexts.
It would be useful, intuitively clear and somewhat economical if we could come up with constructs which simulta-
neously give a handle on the degree of classicality of the field and its particle content. In fact, such a criterion will
sharpen our intuitive idea that well defined notion of particles will exist if and only if the degree of classicality is high,
while the notion of particles will be drowned in the sea of quantum fluctuations when the degree of classicality is low.
Such a procedure and a fairly comprehensive methodology was proposed sometime back in a series of papers [87–89].
This work exploits the fact that the quantum theory of a minimally coupled scalar field in a Friedmann spacetime can
be reduced to the study of a time dependent harmonic oscillator.
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The Schro¨dinger equation for the time dependent harmonic oscillator admits form-invariant Gaussian states as
solutions (this is well-known in the literature, see for example [90]), which — in turn — allows us to define instantaneous
particle content of the state. Particles are defined in terms of instantaneous eigenstates specified at each moment. This
approach has proved to be quite successful in dealing with time dependent particle content in various cases, like for
example— massless minimally coupled scalar field in de Sitter and radiation dominated Friedmann spacetime [87, 88];
complex scalar field in a constant electric field [87] and time dependent electric field [89] backgrounds. The quantum
to classical transition is usually discussed in terms of Wigner function which links the wavefunction that appears in
Schro¨dinger’s equation to a probability distribution in phase space. However, it was found [87, 88] that the peaking
of the Wigner function on the classical phase space trajectory is independent of particle content in several contexts
and hence makes the definition of classicality in terms of Wigner function somewhat less useful. To counter this,
an additional measure of phase space correlation (called the classicality parameter) was proposed in [87, 88] which
maintains our intuitive link between degree of classicality and particle content. When there is no particle creation this
parameter is zero and in the presence of strong particle creation its modulus saturates at the maximum value of unity.
Motivated by these studies, we analysed the particle content and classicality of a quantum field, by considering the
entire evolutionary history of our universe [91]. Because the matter dominated phase in our universe has lasted only
for about 4 decades of expansion, while the radiation dominated phase has lasted for nearly 24 decades of expansion,
we approximate the evolutionary history of the universe as made up of just three stages — the early (inflationary)
de Sitter phase, a radiation dominated phase and late-time de Sitter phase characterizing the current accelerated
expansion of the universe. The time-dependent minimally coupled scalar field equations are solved, separately, in
these three stages. The field solutions as well as the scale factors corresponding different regions are then matched
at two transition points (i.e., de Sitter to radiation and radiation to de Sitter transitions). These allow us to discuss
issues like time dependent particle content, emergence of classicality for comoving case in an integrated manner.
B. Schro¨dinger dynamics of a Quantum Field
To set the stage, we will begin by summarizing the formalism developed in [87, 88] to study quantum fields in an
expanding universe and recall the key ideas related to definition of states, particle creation and classicality. We will
not provide detailed motivation of these ideas here; the interested reader may find more details in [87, 88].
It is well-known that the dynamics of free fields in the Friedmann background can be reduced to that of decoupled,
time dependent, harmonic oscillators which can be quantized in Schro¨dinger picture. We consider a massless minimally
coupled scalar field in the spatially flat Friedmann background
ds2 = dt2 − a2(t)dx2
= a2(η)(dη2 − dx2) (82)
where the conformal time is defined by η ≡ ∫ dt a−1. The action for the field is then given by
S[Φ(η,x)] =
∫
d4x
√−g ∂aΦ∂aΦ
=
1
2
∫
d3x
∫
dη a2(η)
(
∂2ηΦ− ∂2xΦ
)
. (83)
Due to the translational invariance of the metric in Eq. (82), one can decompose the field into independent Fourier
modes as
Φ(η,x) =
∫
d3k
(2pi)3
ξk(η)e
ik·x (84)
Since Φ is real, this implies ξk = ξ
∗
−k for the complex ξk. This constraint essentially halves the degrees of freedom in
ξk, so that in terms of a single real variable φk, one can express the action in Eq. (83) as
S[φk(η)] = 1
2
∫
d3k
∫
dη a2(η)
(
φ˙2k − k2φ2k
)
(85)
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where the dot implies the derivative with respect to η and k = |k|. The field system thus gets reduced to a bunch of
decoupled harmonic oscillators in the Fourier domain with time-dependent mass, a2(η) and frequencies, k. We can
now now use the fact that this Schro¨dingier equation admits time-dependent, form-invariant, Gaussian states with
vanishing mean given by:
ψ(φk, η) = N exp
[−αk(η)φ2k]
= N exp
[
−a
2(η)k
2
(
1− zk
1 + zk
)
φ2k
]
(86)
The time evolution of the wave function is now given in terms of that of the functions αk(η) and zk(η) which satisfy
the equations:
α˙k =
2α2k
a2
− 1
2
a2k (87)
and
z˙k + 2ikzk +
(
a˙
a
)
(z2k − 1) = 0 (88)
Here we use the notation and terminology introduced in [87] in which zk, called the excitation parameter, measures
the deviation of αk from the adiabatic value. (The functions αk and zk depend only on the modulus of k and hence
the subscripts are not in boldface.) We thus need to solve for αk or zk to infer the quantum evolution of the system
and related characteristics. The non-linear first order equations can be related to the second-order linear differential
equation by introducing another function µk(η), defined through the relation αk = −(ia2/2)(µ˙k/µk), which satisfies:
µ¨k + 2
(
a˙
a
)
µ˙k + k
2µk = 0 (89)
This is the same as the field equation for φk resulting from varying the action in Eq. (85). As for the function zk, it
is related to µk by:
zk =
(
kµk + iµ˙k
kµk − iµ˙k
)
(90)
Thus it suffices to solve for µk given the boundary conditions to determine the quantum evolution of the system.
Since µk satisfies the second order linear differential equation, it will have two linearly independent solutions and
thus we can write, in general, µk(η) = Aksk(η) +Bks∗k(η). But zk and αk depends only on the ratio µ˙k/µk so that the
overall normalization of µk is irrelevant and the evolution only depends on the ration Rk = Bk/Ak for given initial
conditions.
The initial conditions are set such that the state described by the wave function in Eq. (86) is a ground state with
zero particle content at some time say η = ηi when a(ηi) = ai. (It is often convenient to use the scale factor itself as
a time variable with the replacements d/dη → a˙ d/da etc.) Then, the initial condition of the wave function at a = ai
being the ground state wave function of an harmonic oscillator demands,
αk(ai) =
a2i k
2
(91)
or equivalently zk(ai) = 0, implying (
a˙
µk
dµk
da
)∣∣∣∣
ai
= ik (92)
which in turn determines Rk thereby fixing the state. As the system evolves, we are interested in the two specific
quantities: the particle content of the state at any time and the degree of classicality of the state. Both of these were
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discussed in detail in [87, 88] and we will just summarize the motivation here and adopt the ideas: Our initial condition
implies that the state begins as a ground state at a = ai but at any later time will be different from the instantaneous
ground state. To quantify the instantaneous particle content of this state it is then reasonable to compare it with
the instantaneous eigenstates at every instant obtained by adiabatically evolving the the eigenstates at some initial
epoch. Since ψ is an even function, the overlap is non-zero only with even eigenstates. One can calculate this overlap
(for details the reader is referred to [87, 88]) with the eigenstates to get time-dependent probability distribution of
transitions and using it, the mean number of quanta in the state at any time can be computed. This particle content
is given in terms of zk as
〈nk〉 = |zk|
2
1− |zk|2 (93)
Note that being time-dependent and related to transitions within the instantaneous eigenstates, we do not expect
〈nk〉 to be monotonic in general. The mean occupation number can go up and down and hence should not be taken
to be the ‘particle’ content in the classical sense since it can be accompanied by fluctuating quantum noise when the
system is far away from classicality.
The degree of classicality of the state brings us to the next quantity of interest, the classicality parameter Ck,
which is the measure of phase space correlations of the system. Classicality is usually quantified by the use of Wigner
distributions and is inferred from the peaking of the distribution on the corresponding classical trajectory. However,
it can be shown [87, 88] that the naive reliance on Wigner function can lead to ambiguities. Hence a new correlation
function, Ck was introduced in [87, 88] as a more robust measure to quantify classicality and it is found to be in
excellent agreement with our intuitive ideas in many cases. This quantity is given by
Ck = Jkσ
2
k√
1 + (Jkσ2k)2
(94)
where Jk and σk are the parameters of Wigner function defined in the φk − pik phase space of the oscillator for the
Gaussian state in Eq. (86)
W(φk, pik, η) = 1
pi
exp
[
−φ
2
k
σ2k
− σ2k(pik − Jkφk)2
]
. (95)
In terms of zk we have,
Ck = 2 Im(zk)
1− |zk|2 . (96)
The vanishing of Ck implies Jk = 0 and Wigner distribution is then an uncorrelated product of gaussians in φk and pik
which is the case for the ground state which itself is gaussian, set up as the initial condition. Otherwise the classicality
parameter is confined to the interval [−1, 1] when the Wigner function becomes correlated. The particle creation and
classicality of a state are strongly associated with each other; as we shall see the notion of particles become well-defined
when the degree of classicality is high and vice-versa. With the structure in place, we shall get on with our study of
these aspects in the cosmological context.
C. The Three Stage Universe
We consider a three stage universe consisting of an initial inflationary de Sitter phase characterized by the hubble
parameter, Hinf which evolves into a radiation dominated phase and ends up in a late-time de Sitter phase dominated
by a cosmological constant Λ. Equivalently the final phase can be characterized by the hubble parameter, HΛ with
H2Λ = Λ/3. (This model ignores the matter dominated phase for simplicity, which can be justified by the fact that —
in our universe — the matter domination lasts only for about 4 decades while radiation domination lasted for about
24 decades.) The scale factor for such a three-stage universe can be taken to be:
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FIG. 3: Our three stage universe. Evolution of comoving hubble radius, L = (da/dt)−1 with the scale factor a for
 = 0.01. in the inflationary phase I(blue), radiation dominated phase (red) and in late-time de Sitter phase II (green)
the lines have slopes ±1 in the logarithmic plot. We have two characteristic length scales, Lmax and Lmin forming a
band such that any length scale within the band has three transition points where it goes super-hubble, sub-hubble
and finally super-hubble again.
a(t) =

eHinf t t ≤ tr
(2Hinfe)
1/2 t1/2 tr ≤ t ≤ tΛ
(Hinf/HΛ)
1/2eHΛt t ≥ tΛ
(97)
where tr = (2Hinf)
−1 and tΛ = (2HΛ)−1 are the comoving times at the two respective transitions and we ensured that
the scale factor and its derivative are continuous at the transition points. Further, we shall take HΛ = Hinf = H
with  1, since for our real universe,  ∼ 10−54. However, for visual clarity of figures, we will use sufficiently small
values for  to discuss the effects and comment about the cosmological case later. We can re-express the scale factor
in terms of the conformal time as
a(η) =

[
(ηr − η)H + e−1/2
]−1
η ≤ ηr
(e/)1/2 +He(η − ηΛ) ηr ≤ η ≤ ηΛ[
(/e)1/2 − H(η − ηΛ)
]−1
η ≥ ηΛ
(98)
with (ηf − ηΛ) = (He1/2)−1(−1/2 − 1). But it is more convenient to use a itself as the time-variable since it gives a
better conceptual understanding of the length scales involved. Note that ar = a(tr) = e
1/2 and aΛ = a(tΛ) = (e/)
1/2
at the transition points with our choice of normalization. The comoving hubble radius, in terms of the scale factor, is
given by
L(a) = (a˙)−1 =
 (Ha)
−1 a ≤ e1/2
(a/He) e1/2 ≤ a ≤ (e/)1/2
(aH)−1 a ≥ (e/)1/2
(99)
The above scheme is pictorially depicted in Fig. 3. In the logarithmic plot the lines have unit slope and are at 45
degrees. The comoving hubble radius shrinks during the initial inflationary de Sitter (blue) phase till ar = e
1/2, when
the radiation dominated phase starts and the comoving hubble radius increases (red) until aΛ = (e/)
1/2 (which is
decided solely by the value of ) the final de Sitter phase (green) sets in leading to the shrinkage again.
In such a universe, there exist two length scales, Lmax = 1/(H
1/2e1/2) and Lmin = 1/(He
1/2) and a band in
between which is special (see e.g. [92, 93]). A wave mode characterized by the length scale larger than Lmax, once
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exits the comoving hubble radius in the initial de Sitter phase, will remain super-hubble at all times. Similarly modes
with wavelengths smaller than Lmin remains sub-hubble till it exits the hubble radius in the late-time de Sitter phase.
Any wave mode characterized by the length scale, Lint lying within the band encounters three transition points: it
exits the hubble radius at some aex1 during initial de Sitter phase and goes super-hubble, then enters the the hubble
radius at aen during the radiation dominated phase becoming sub-hubble again and re-exits the hubble radius in the
final de Sitter phase at aex2 becoming super-hubble once again. While Lmin is independent of , Lmax depends on it
inversely which is expected, since  determines the duration of the radiation dominated phase. This rich terrain, as
we shall see, affects the particle creation aspects and classicality for a test scalar field in a non-trivial manner.
We shall now apply the formalism of Section III B in the toy cosmological model described above. This requires
working out the evolution of the wave function in the three stages which, in turn, requires computing µk(a), with a
given initial condition in the first de Sitter phase and sewing it with the other two patches by demanding the continuity
of the wave function and its derivative at the transition points (i.e., de Sitter → radiation → de Sitter transitions).
We shall now turn to this task and describe the solution in the three stages.
1. The inflationary phase
With the scale factor specified for the case in Eq. (97) or Eq. (98), we can solve for µk(η) using Eq. (89) and by
inverting the function a(η) we have,
µ
(1)
k (a) = sk(a) +Rks∗k(a) (100)
with
sk(a) =
(
1
a
− iH
k
)
exp
[
ik
H
(
1− 1
a
)]
. (101)
The constant Rk is determined by imposing the initial condition as per Eq. (92) at an initial epoch ai, which gives:
Rk(ai) =
(
1− 2ik
Hai
)−1
exp
[
2ik
H
(
1− 1
ai
)]
(102)
Different choices of ai will correspond to different initial conditions. We will choose the state to be a ground state in
the asymptotic past that is, when ai → 0. This can be achieved by choosing Rk = 0 for all k. Thus we have
µ
(1)
k (a) =
(
1
a
− iH
k
)
exp
[
ik
H
− ik
aH
]
(103)
This is the state evolved to an epoch a from conventional Bunch-Davies vacuum [94] at the asymptotic past. At any
finite time it is different from the instantaneous vacuum state and is a mixture of positive and negative frequency
modes [? ] with non-zero particle content.
2. Radiation dominated phase
For the radiation dominated phase, µk(a) is given by
µ
(2)
k (a) =
1
a
(
Cke
−ika/eH +Dkeika/eH
)
(104)
where Ck and Dk are determined by the matching conditions at a = ar = e
1/2
µ
(1)
k (ar) = µ
(2)
k (ar); µ
(1)′
k (ar) = µ
(2)′
k (ar) (105)
where the prime denotes derivative with respect to a. This can be done analytically but the resulting expressions are
not very illuminating.
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3. The late-time de Sitter phase
The scale factor in the late-time de Sitter is related to the inflationary phase by the replacements H → H and an
overall scaling by −1/2. So we have
µ
(3)
k (a) = Eks¯k(a) + Fks¯
∗
k(a) (106)
with
s¯k(a) = exp
[
ik
H
(
1− 1
a
)](
1
a
− iH
k
)
. (107)
Again, Ek and Fk are determined by matching at a = aΛ = (e/)
1/2:
µ
(2)
k (aΛ) = µ
(3)
k (aΛ); µ
(2)′
k (aΛ) = µ
(3)′
k (aΛ). (108)
With the help of Eq. (105) and Eq. (108) we now have µk(a) connected up for all the three stages. The next step is to
compute the particle content and the classicality parameter in an integrated manner for the entire evolution history
of the universe. This is done using Mathematica for algebraic manipulations and the results are presented in the next
section.
D. Particle content and Classicality
We now recall the method summarized in Section III B to find the average particle number and classicality parameter
given by Eq. (93) and Eq. (96) respectively. The exact analytical results for these quantities are simple in the
inflationary phase, but gets algebraically unwieldy for the radiation phase and an impossibly complicated (having
hundreds of terms!) in the final de Sitter phase. Hence we shall first present our results in Fig. 4 and Fig. 5
using results for a range of values of  using algebraic manipulation software. Having described the exact results in
this manner, we will provide approximate analytic expressions highlighting the behavior pattern in various limits in
Section III D 2.
1. The numerical results
As is evident from Eq. (98), the smaller values of  correspond to longer lifetime of the radiation dominated phase.
Here we first consider toy universes with  = 0.01 and  = 0.0001 to capture the whole picture which is numerically
difficult to do with the cosmologically relevant value of . Note that, the sub and super-hubble regions, as shown in
Fig. 3, also provide an estimate for k/H. Modes with k/H < e1/21/2 are always super-hubble once they exit the
hubble radius in the inflationary phase and modes with k/H > e1/2 are always sub-hubble until they exit the hubble
radius in the late-time de Sitter phase. Any other mode will exit, enter and re-exit the hubble radius in different stages
as shown in Fig. 3. For the set of expressions we come across here, it is possible to normalize the the wave vector (k)
with respect to H so that one can set H = 1 for the numerical scheme. But it should be remembered that in this case
k really means k/H. We shall reinstate H in the next subsection where we deal with analytical expressions.
The excitation parameter zk is calculated separately for three stages from Eq. (90). Since we have three different
expressions for µk, given by Eq. (103), Eq. (104) and Eq. (106) in different stages there exist three corresponding
results for zk viz., z
(1)
k , z
(2)
k and z
(3)
k which by construction match at the transition points. Then it is straight forward
to calculate 〈nk〉 and Ck separately for each stage and plot them collectively as in Fig. 4 and Fig. 5.
Fig. 4 depicts the case with  = 0.01. The excitation parameter starts from z
(1)
k = 0 (shown in blue) in the
inflationary phase and it gradually shifts toward z
(3)
k = 1 (shown in green) in the late-time de Sitter. As we have
already mentioned, the non-zero values of the excitation parameter (zk) implies that the system has departed from its
initial adiabatic vacuum state given by z
(1)
k = 0. The appearance of the radiation dominated phase in between makes
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FIG. 4: Evolution of the excitation parameter zk, average particle number 〈nk〉 and classicality parameter Ck with the
scale factor for  = 0.01. The color scheme is as follows: blue → early inflationary phase, red → radiation dominated
phase, green → late-time de Sitter phase. The modulus of the wave vector k is fixed in each plot. Modes which have
k < kmin are always super-hubble and those with k > kmax are always sub-hubble until they finally exit the late-time
de Sitter phase. Any other intermediate mode (kint) exit the Hubble radius in early de Sitter phase at aex1 then enters
in the radiation dominated phase at aen and finally re-exits in late-time de Sitter phase at aex2 . Here kmax = 1.64872,
kmin = 0.164872, kint = 1 for zk and Ck and kint = 0.5 for 〈nk〉 while k = 10, 0.05 for lower and uppermost plots
respectively, outside the band.
z
(2)
k (shown in red) to follow a circular trajectory for a while and — somewhat interestingly — even after this phase
has ended, z
(3)
k (green) continues to exhibit the same behavior, before it changes its direction to reach unity. This
behavior of zk is particularly interesting because for a single de Sitter case zk does not follow a circular path [87, 88]
which is clearly a ‘residual memory’ of the radiation dominated phase. That is, despite the fact that the background
spacetime has already made a transition from radiation to late-time de Sitter phase, the scalar field does not ‘know’
about this for a while until z
(3)
k leaves the circular trajectory. This is a signature of non-adiabatic behavior that we
mentioned above.
The above characteristics of zk have nontrivial consequences on 〈nk〉 and Ck. It is known that 〈nk〉 follows a power
law (and hence appears as a straight line in logarithmic plot) for pure de Sitter phase as previously found in [87, 88].
This is because the average number of particles that are being created in this phase increases monotonously with
the expansion until it reaches a mode dependent maximum value at the point of transition. This holds for a ≤ e1/2
since the initial de Sitter phase (blue) has no prior information about the future transition. After the first transition,
once the universe is in the radiation dominated phase (red), the behavior of 〈nk〉 changes dramatically. This change
basically depends upon the modulus of the wave vector (k). For super-hubble modes (k < kmin), the power-law
behaviour of 〈nk〉 is unaffected because these modes have exited the hubble radius in the inflationary phase itself. The
〈nk〉 of modes corresponding to k > kmin starts oscillating once the universe changes to radiation dominated phase.
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This amplitude of the oscillation increases with k and is most pronounced for sub-hubble modes. One can directly
relate this oscillatory behavior of 〈nk〉 with the circular trajectories of zk. Just as in the case of zk, for 〈nk〉 also, we
see the effect of radiation dominated phase is ‘remembered’ in the late-time de Sitter phase (green); in fact, this effect
persists for quite some time. Note that in a pure de Sitter universe 〈nk〉 has no oscillations. Therefore appearance of
oscillations in the late-time de Sitter phase is a residual effect of the radiation dominated era. However, for large a,
after the relevant modes become super-hubble, this oscillatory behavior in 〈nk〉 settles down to power-law behaviour.
One important observation that follows from Fig. 4 and Fig. 5 is that irrespective of the value of  the oscillation in
〈nk〉 approaches a saturation value toward the end of the radiation phase. In fact, in the absence of the late-time de
Sitter phase, 〈nk〉 remains to be fixed at this saturated value forever (as it happens for a pure radiation-dominated
universe [87, 88]). The latter phase makes 〈nk〉 to shift from its saturated value it would have reached in the radiation
dominated phase. However, as we pointed out before, because of the ‘memory’ it is not possible to instantaneously
drive the system away from this saturation value. Some amount of time has to be spent in the late-time de Sitter
phase for this to occur, which varies from mode to mode and turns out to be larger for sub-hubble (k > kmax) regime.
Interestingly, this saturation in average particle number has a similarity with the particle creation in electric field
that was encountered earlier in [87–89]. In the presence of constant electric field, at late times, 〈nk〉 becomes nearly
constant [87, 88]. For time dependent electric field there are two cases which were discussed in [89]: For smaller
values of a dimensionless parameter
√
qEt (where q is the charge and E is the electric field), the asymptotic mean
particle number depends upon the duration for which the field (E) was nonzero, whereas, for considerably larger
values of
√
qEt, the final particle content becomes independent of this duration. Similar results hold in our case. The
asymptotic average particle number near the end of radiation phase fluctuates for smaller lifetime of the radiation
phase (for example, with  = 0.01 in Fig. 4) and for relatively larger lifetime it becomes constant (like in Fig. 5 with
 = 0.0001). We shall return to this discussion once again in the next subsection where we deal with analytical results.
The classicality parameter Ck starts from zero in the beginning of inflationary phase and depending upon k and
 it shows different characteristics as depicted in Fig. 4 and Fig. 5. Any mode with k = kint which lies within the
[kmin, kmax] band, tends to a classical description near the end of the inflationary phase as Ck → −1 but as the
universe makes a transition to radiation phase, it starts oscillating. These oscillations last during the radiation phase
as well as in the beginning of the late-time de Sitter phase. In the late-time de Sitter phase when a mode exits the
hubble radius at large a one finds Ck saturates at -1. This property of the mode establishes a connection between the
classicality and its hubble exit. After the hubble exit, in the early and late-time de Sitter Ck → −1 and modes behave
classically (as expected). But in between, when the mode is sub-hubble, it oscillates and remains away from classical
description. To clearly understand this aspect we have plotted Ck by considering two modes which are sub-hubble (for
the first two phases) and is super-hubble (once it exits from the inflationary phase). The sub-hubble mode does not
reach -1 in the first two phases but once it exits the hubble radius in the late-time de Sitter phase it reaches that value.
On the other hand, the super-hubble mode, once it exits from the initial de Sitter phase remains always super-hubble
and saturates with Ck → −1. This relation of classicality and hubble exit is, of course, known ([61, 65, 66, 69, 78, 86])
in the context of primordial perturbations but our procedure provides a quantitative measure of degree of classicality.
To understand the oscillatory nature in the average particle number in Fig. 4 and Fig. 5 one should again refer
to the behavior of classicality parameter. The fluctuations in Ck imply that the system is in the quantum domain
and the notion of average number of particles at a particular instant is not well defined in the ‘classical’ sense. At
most one can ask, in loose sense, a time averaged value of 〈nk〉 and interpret this as the number of particles produced
during that time interval. The particle content is well-defined and has the intuitive behaviour of monotonic increase
only when degree of classicality is high which is precisely what we would expect. While our formalism allows us to
define 〈nk〉 at any time, one cannot really think of them as ‘particles’ when its value is oscillatory. This is precisely
what happens when degree of classicality is low (as is to be expected) and particle definition becomes ambiguous. As
we stressed right at the beginning of the paper we do not want to over emphasize any given notion of particle in a
strong field regime; in stead we want to correlate the behaviour of a well-defined parameter (measured by 〈nk〉) with
degree of classicality. this study confirms our intuitive expectations and adds strength to the interpretation of both
our definition of particle content and degree of classicality.
Almost all physical features of Fig. 4 remain intact for  = 0.0001 as is evident from Fig. 5. The only difference
arises in terms of number of rotations encountered in the plot of zk. Since for this case the radiation phase has a
comparatively longer lifetime the oscillations of 〈nk〉 and Ck persist for a longer duration. In fact, as we make  smaller,
this winding number increases substantially and becomes unmanageably high for cosmological value of  ∼ 10−54. We
shall now look at this case analytically, taking suitable limits, in the next subsection.
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FIG. 5: Evolution of the excitation parameter zk, average particle number 〈nk〉 and classicality parameter Ck with
the scale factor for  = 0.0001. Color scheme and notations are same as Fig. 4 but in this case kmax = 1.6487,
kmin = 0.01648 and kint = 0.167. Outside the band, k = 10.0 (lower) and k = 0.001 (upper). For zk and Ck we have
taken kint = 1.0.
2. Analytic limits in different regimes
As we have already mentioned, the analytical results become increasingly complex as we proceed with the evolution
of the universe and thus require suitable approximations for the final late-time de Sitter phase. For the inflationary
phase, the expressions for various quantities are simple, and are given by
z
(1)
k =
aH
aH + 2ik
(109)
〈n(1)k 〉 =
a2H2
4k2
(110)
C(1)k = −
aH
k
√
a2H2
k2 + 1
(111)
These match with the results found earlier in [87]. For any value of k/H, in the logarithmic plot, 〈n(1)k 〉 ∝ a2 is a
straight line as shown in Fig. 4 and Fig. 5 (blue lines). Also, as expected, none of the expressions above depend upon
. From the expression of the classicality parameter it is obvious that super-hubble modes with aH/k >> 1 have
C(1)k ≈ −1 and behave classically. However, all other modes remain away from classical description. In this phase, we
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can also calculate the comoving energy density by multiplying Eq. (110) by k (since ωk = k) and integrating over d
3k
as
E(1)(a) = a
2H2
8pi2
∫ kb
ka
kdk
=
a2H2
16pi2
(k2b − k2a). (112)
The above expression has a UV divergence which is usual in the case in quantum field theory and requires a cutoff.
The origin and cure for divergences in de Sitter phase is still a matter of debate in the literature but for our purpose
we shall just introduce a cut-off. We can choose ka = kmin and kb = kmax for the energy in the band [kmin, kmax].
For the cosmological case, this band is wide enough to be interesting with kmin = H(e)
1/2 and kmax = He
1/2. The
background comoving energy density is EHbg = 3H2/8piG. So the ratio of the energy densities at the end of inflation is,
E(1)(ar)
EHbg
=
e2H2G
6pi
(1− ) ∼ L2pH2 (113)
where Lp is the planck length and we have  << 1. With Ep = 10
19 GeV and EGUT = 10
15 GEV, this ratio is of
order 10−16 which shows that Einf << EB . As a result the particle creation in the band we are studying does not
substantially backreact on the background geometry.
In the radiation dominated phase, the exact analytical results for z
(2)
k and 〈n(2)k 〉 are a little cumbersome and are
given by
z
(2)
k =
eH
(
e
2ik√
eHH(eH + 2iak)− e 2iakeH (eH2 + 2i√eHk − 2k2))
−e2+ 2ik√eHH3 + e 2iakeH (eH − 2iak) (eH2 + 2i√eHk − 2k2)
(114)
〈n(2)k 〉 =
e2H2
8a2k6
(
e2H4 + 2
(
a2H2k2 + k4
)− (e2H4 + 4a√eH2k2 − 2eH2k2)Cos [2 (−a+√e) k
eH
]
−2kH ((−a+√e) eH2 + 2ak2)Sin [2 (−a+√e) k
eH
])
. (115)
Note that although the scale factor in a radiation dominated phase has an explicit  dependence in Eq. (98), both z
(2)
k
and 〈n(2)k 〉 are not explicit functions of . Let us now examine the behavior in the special cases which are of physical
interest. For super-hubble modes (k < kmin = (e)
1/2), it turns out that
〈n(2)k 〉 ≈
a2H2
4k2
+O(k2) (116)
which exactly matches with 〈n(1)k 〉 in Eq. (110). Not surprisingly, for these modes the log plot is a straight line with
slope 2 as shown in Fig. 4 and Fig. 5. One can always change  to compare with the cosmological case and in such a
case kmin is also shifted to a much lower value which is proportional to 
1/2. On the other hand for sub-hubble modes
(k > kmax) the argument of the Sine and Cosine terms in Eq. (115) get bigger and the oscillatory nature takes over
from monotonic behaviour. Asymptotically, as the universe approaches the end of radiation phase (for a→ e1/2/1/2),
the 〈n(2)k 〉 tends to a saturation value
〈n(2)k 〉sat ≈
e2H4
4k4
(117)
when we ignore the smaller oscillatory terms. This is approximately the average number of particles at the end of
radiation phase and correspond to the saturated regime of the plots in Fig. 4 and Fig. 5. Again, it is straightforward
to find the average energy density due to these particles by multiplying (117) by k3dk/2pi2 and integrating over all k
(from some ka to kb) to give:
E(2)sat =
e2H4
8pi2
ln
∣∣∣ kb
ka
∣∣∣. (118)
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The average energy density per logarithmic mode is a constant and is proportional to the fourth power of the infla-
tionary hubble parameter. We can again compare its value with the comoving background energy density at the end
of radiation phase which is
Eradbg =
3H2e2
8piL2p
(119)
to get
E(2)sat
Eradbg
=
L2pH
2
3pi
ln(−1/2) ∼ L2pH2 (120)
which essentially remains almost the same as in Eq. (113) since there is not much particle creation during the radiation
phase due to saturation. The backreaction due to the modes in the band we are studying is not a concern for the
evolution of background geometry.
For the late-time de Sitter phase, we have given the exact expression for z
(3)
k in the Appendix C. (The exact analytic
expression for 〈n(3)k 〉 is too cumbersome to offer any insight and hence is not included.) Let us consider this expression
in the appropriate limits. First, note that due to matching conditions 〈n(3)k 〉 is equal to the value of 〈n(2)k 〉 as given
in Eq. (117) at the beginning of this phase for all k. Further, for any k, at late-times 〈n(3)k 〉 varies as a2 leading to
straight lines of slope 2 in log-log plots. Again, for all super-hubble modes with k < kmin = (e)
1/2 in the small k
limit, this behavior continues with
z
(3)
k ≈ 1−
2k2
a2H2
− 2ik
aH
(121)
which then gives
〈n(3)k 〉 ≈
a2H2
4k2
(122)
with the functional form of 〈n(3)k 〉 matching 〈n(1)k 〉given in Eq. (110). These features are remain valid for the realistic
cosmological value of , for which the numerical value of kmin ∼ 1/2 ∼ 10−27 is extremely small.
The situation is more complicated for the field modes with k > kmin. Some of these modes fall in the intermediate
band kmin < k < kmax and others remain sub-hubble until they exit late-time de Sitter. To quantify the modes in the
intermediate band is difficult analytically, but we can study the other limit of k > kmax. For these modes, with small
 and large a (since a > (e/)1/2) for the third region, the dominant terms of 〈n(3)k 〉 are given by
〈n(3)k 〉 ≈
e2H4
4k4
− 2H
4e3/2a
4k4
+
H2
(
e2H4 − eH2k2 + k4) a22
4k6
(123)
This expression summarizes the behavior of particle content the third region when the oscillations are averaged out
in and is shown in Fig. 6. The zeroth order term is the saturation value of 〈n(2)k 〉 which 〈n(3)k 〉 picks up for relatively
small a. Later on, when when aH/k >> 1, the a2 behaviour becomes the dominant feature; the behaviour shown
in Fig. 4 and Fig. 5 corroborates this, i.e., when a > k/H, the oscillations die down and monotonic behaviour arises.
Finally, we plot the energy density of the field in the [kmin, kmax] band given by
E = 1
2pi2
∫ kmax
kmin
〈nk〉k3dk (124)
in Fig. 7 for  = 0.0001 and H = 1. The energy density increases sharply (red) in the inflationary phase due to
significant particle creation in this phase and is then almost constant in the radiation phase (blue) when particle
creation is insignificant. The saturated remnant is also seen early in the third phase (green). The energy density of
the field is quite low as compared with the comoving background energy density and does not pose any backreaction
issues for the modes we have studied.
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FIG. 6: Comparison of the average particle number 〈n(3)k 〉 (shown in blue) with its average value ignoring the oscillations
(shown in red) as given by the expression in Eq. (123) in the large k limit. Here  = 0.0001 and k/H = 10, 15, 25
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FIG. 7: Evolution of the energy density of the field in the [kmin, kmax] band as given by Eq. (124) for  = 0.0001 and
H = 1. The color scheme is the same as in previous figures.
E. Implications for generation of perturbations from inflation
Finally we want to comment briefly on the connection between this work and the generation of perturbations in the
inflationary scenario. In the standard approach to this problem, one computes the quantum fluctuations of the field
at the time when the mode exits the Hubble radius in the initial de Sitter phase. This is usually done in the form of
the two-point function 〈0|φ(x)φ(y)|0〉. The Fourier transform of this C-number is then identified with the stochastic
fluctuations of a classical random field at the time of re-entry of the mode to the Hubble radius (see e.g., p 637 of
[72]). The usual justification for this procedure is based on two factors: (a) The modes behave classically once they
are well outside the Hubble radius. (b) It is assumed that once they become classical they stay classical and hence
can be described by standard perturbation theory after they re-enter the Hubble radius.
Though this scenario is by now widely accepted (and the results of such a computation agrees well with observations),
it must be noted that the quantum to classical transition of the density perturbations is still not completely well
understood from a conceptual point of view. We believe the approach introduced this paper will throw more light
on this issue. The key point is that we now have an intuitively clear, quantitative, measure for the classicality of
the fluctuations and we need not deal with a ‘two-level’ description of the fluctuations being either fully classical or
fully quantum mechanical. We will confine ourselves to brief comments here and hope to address this issue more
comprehensively in a separate work.
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Our discussion of the field modes does confirm the standard assumption (a) above, viz. that modes become classical
when they leave the Hubble radius. What is more is that we can quantify the degree of classicality as the universe
evolves. But our analysis also shows that, when the mode re-enters the Hubble radius the the degree of classicality does
not stay constant but rapidly oscillates. This fact can have important implications for structure formation scenarios
which are based on assumption (b) above, viz. that once the fluctuations are classical, they remain classical. But
we must stress that, in the work reported here, we have treated the quantum field as purely a test field and did
not incorporate the back reaction due to perturbations in the geometry. In the correct approach we need to take
into account both the metric fluctuations (in particular the scalar mode representing the Newtonian potential in a
particular gauge) and the field fluctuations as a coupled system (see e.g, p. 636 of [72]). It seems natural to treat
the scalar mode perturbations of geometry as classical, in which case, we have the standard scenario of a quantum
system interacting with a classical one and we need to consider issues like decoherence (which is often invoked to
explain the classicality of perturbations though this may not be completely satisfactory). Further, we also note that
the classicality parameter oscillates rapidly when the modes have re-entered the Hubble radius which is a different
behaviour compared to the one exhibited when they were originally sub-Hubble radius in the inflationary phase. (This
is clearly seen in the behaviour of zk in all the figures). This difference tells us that the two situations are not identical
and our interpretation needs to take this difference into account. So the question cannot be answered only based on
the results of the work described here and we need to extend it by taking into consideration the back reaction of
geometry both in the quantum and classical regimes as well as the oscillations of the classicality parameter.
Similar comments apply to the study of the tensor components of the metric perturbations because they obey
essentially the same type of wave equation as a scalar field in the cosmological context. Once again the conventional
wisdom is that: (a) The gravity wave modes are quantum mechanical until they leave the Hubble radius in the
inflationary phase but become classical when they are outside the Hubble radius. (b) Once they become classical they
remain classical as a stochastic gravity wave background today. The result in (a) can again be justified by an analysis
similar to ours because the mathematics is essentially the same. But in tackling the issue of (b) it seems difficult
to invoke effects due to back reaction [unlike in the case of scalar field modes] and it may be the oscillations of the
classicality parameter which contains the relevant information. These are the issues needs to be addressed in future
works.
IV. DISCUSSIONS
The aim of this article is to review few interesting aspects of particle creation in and beyond the de Sitter stage of
expanding universe and their immense importance in our understanding of cosmology. We wanted to highlight the fact
that putting relevant coordinates and observers help us to sharpen our intuition about some physical phenomena since
they give us a new framework to study them. For example, in radiation dominated universe, using the new (Modak)
coordinates we found interesting new physics encountered by the fundamental cosmological observers (FCOs) - they
will be exposed to a radiation, via particle creation, due to their own motion! This is very similar to the accelerated
observers in Minkowski spacetime, with of course some differences which we also discussed in this review. We find this
discussion particularly interesting because our understanding of cosmos relies on the FCOs and any new possibility
of an observation (even in principle) can tell us something new about the radiation era of early universe which is by
itself an interesting research ground. Although our discussion was complete for two dimensional toy model, there is a
hope to extend its completeness in four spacetime dimensions.
By extending the field modes beyond de Sitter universe we obtained a unified view of particle content for the massless
scalar field modes in and after the inflationary stage, i.e., into the radiation and dark energy dominated universe. This
gave an understanding, at the principal level by ignoring the backreaction problem, how the transition from one epoch
to another affects the particle content of the field modes. We also discussed when the particle notion is well defined
and when it is fraught with ambiguities, in terms of a “classicality parameter”. The importance of the classical vs
quantum nature of the particle definition was shown to have an indication of a deep connection on the problem of
generation of classical density perturbation from the quantum fluctuation of the inflaton field.
Going beyond the de Sitter stage is therefore quite interesting and holds deep insights that might be crucial for our
unified view of cosmic history and this review article aims to bring this matter into the attention of the community.
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Appendix A: Derivation of the metric
Let us consider a conformal transformation, of power law type, on the original (null) cosmological FRW coordinates,
given by
V =
1
λm
vm (A1)
U =
1
λm
um (A2)
for u > 0 (with a constant λ) and,
V =
1
λm
vm (A3)
U = − 1
λm
um (A4)
for u < 0, respectively. Using a power law expression for the scale factor a(t) = a0t
n we have η =
∫
dt
a(t) =
t1−n
a0(1−n) and
a(η) = a0(a0(1 − n)η) n1−n . Using η = u+v2 and u, v (A4) and (A3), respectively, gives a = a(U, V ). Thus the metric
(4) in new (U, V ) null coordinates is,
ds2 = A(U, V )dUdV −B(U, V )(dθ2 + sin2 θdφ2), (A5)
where,
A(U, V ) = (λ2a20)(±λ2m2UV )
1
m−1[a0(1− n)/2] 2n1−n
(
(±λmU)1/m + (λmV )1/m
) 2n
1−n
(A6)
B(U, V ) =
a20
4
[a0(1− n)/2] 2n1−n
(
(λmV )1/m − (±λmU)1/m
)2 (
(±λmU)1/m + (λmV )1/m
) 2n
1−n
(A7)
The above metric takes a very interesting form for radiation dominated phase (m = 2 and n = 1/2) where (A6) and
(A7) becomes
A(U, V ) =
(
λ2a40
4
)
(
√
V ±√±U)2
4
√±UV (A8)
B(U, V ) =
(
λ2a40
4
)(
V − (±U)
2
)2
. (A9)
Therefore, the metric (A5) takes the form (7). Note that in order to get (7) we have set
λ2a40
4 = 1. By equating the
scale factor and its derivative at the transition point for a universe transiting to radiation stage from the inflationary
stage one can easily calculate a0 =
√
2He[91], implying
λ = 1/He (A10)
where H is the Hubble constant of the inflationary universe. Therefore the basic transformation between the FRW
cosmological coordinates and new coordinates read (5).
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Appendix B: Calculation of Bogolyubov coefficient (76)
First using the mode function (66) and the relationship between the coordinates (5) we obtain
∂Uuω =
e−iωu
4pi
√
ωR
(
1
V − U −
iω√
2HeU
)
(B1)
Substituting UΩ from (66) and the above expression, and integrating over the angular part in (73) we get (74). Next
we substitute U by u using the relationship (5) in (74)
βΩω = − i
2pi
√
Ωω
∫ ∞
0
due−iωu−iΩHeu
2/2(iω + 2/u) (B2)
βΩω = − ie
ω2/2HeΩ
2pi
√
Ωω
(iωI1 + 2I2) (B3)
I1 =
∫ ∞
0
due
−iΩHe
2 (u+
ω
HeΩ )
2
(B4)
I2 =
∫ ∞
0
du
u
e
−iΩHe
2 (u+
ω
HeΩ )
2
(B5)
Now we make a change of variable by setting x = (u+ ωHeΩ )
2. This imply
I1 =
∫ ∞
x0
dx
2
√
x
e
−iΩHe
2 x (B6)
I2 =
∫ ∞
x0
dx
2
√
x(
√
x−√x0)e
−iΩHe
2 x (B7)
where x0 = (
ω
HeΩ )
2. In the limit ω/Ω << H we have x0 → 0 and using the identity (39) it is easy to check
lim
x0→0
I1 = e
ipi/4
√
pi
2HeΩ (B8)
lim
x0→0
I2 = 1/2. (B9)
Finally substituting these expressions in (B3) we find (76).
Appendix C: Exact expression for z
(3)
k (a)
The exact expression for z
(3)
k (a) is given by
z
(3)
k (a) = N/D (C1)
where the numerator and denominator are respectively,
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