Abstract. The purpose of this article is to investigate geometric properties of the parameter locus of the Hénon family where the uniform hyperbolicity of a horseshoe breaks down. As an application, we obtain a variational characterization of equilibrium measures "at temperature zero" for the corresponding non-uniformly hyperbolic Hénon maps. The method of the proof also yields that the boundary of the hyperbolic horseshoe locus in the parameter space consists of two monotone pieces, which confirms a conjecture in [AI]. The proofs of these results are based on the machinery developed in [AI] which employs the complexification of both the dynamical and the parameter spaces of the Hénon family together with computer assistance.
Statements of Results
This is a follow-up article of the paper [AI] . In the current paper we continue our study on the dynamics of the Hénon family:
where (a, b) ∈ R × R × is the parameter. The Hénon map has been regarded as one of the most fundamental classes of non-uniformly hyperbolic systems. It is known that for certain choices of parameters, f a,b is topologically conjugate to a translation and hence has empty non-wandering set. It is also known that for certain choices of parameters, f a,b exhibits Smale's horseshoes on which the dynamics is uniformly hyperbolic [DN] . Therefore, the Hénon family describes how a hyperbolic horseshoe dynamics is created through homoclinic or heteroclinic bifurcations. The purpose of this article is to investigate geometric properties of the boundary of the the parameter locus for the Hénon family f a,b where the uniform hyperbolicity of a horseshoe breaks down. As an application, we obtain a variational characterization of equilibrium measures "at temperature zero" for the corresponding non-uniformly hyperbolic Hénon maps. The method of the proof also yields that the boundary consists of two monotone real-analytic pieces, which confirms a conjecture in [AI] . The proofs of these results are based on the machinery developed in [AI] which employs the complexification of both the dynamical and the parameter spaces of the Hénon family together with computer assistance.
To state the results, let us first introduce two parameter loci. A Hénon map f a,b is called a hyperbolic horseshoe on R 2 if the restriction to its non-wandering set f a,b : Ω(f a,b ) → Ω(f a,b ) is uniformly hyperbolic and topologically conjugate to the full shift of two symbols. Define H R ≡ (a, b) ∈ R × R × : f a,b is a hyperbolic horseshoe on R 2 and call it the hyperbolic horseshoe locus of f a,b . It is also known [FM] that the topological entropy of f a,b satisfies 0 ≤ h top (f a,b ) ≤ log 2 for any (a, b) ∈ R × R × . This leads us to define M R ≡ (a, b) ∈ R × R × : f a,b attains the maximal entropy log 2 which we call the maximal entropy locus of f a,b . Note that by the continuity of the function (a, b) → h top (f a,b ) (see, e.g. [M] ), we have H R ⊂ M R in R × R × .
In the paper [AI] it has been shown that there exists a real analytic function a tgc : R × → R from the b-axis to the a-axis of the parameter space R × R × so that (i) (a, b) ∈ H R iff a > a tgc (b), (ii) (a, b) ∈ M R iff a ≥ a tgc (b), (iii) when a = a tgc (b), the map f a,b has exactly one orbit of homoclinic (resp. heteroclinic) tangencies of invariant manifolds of suitable fixed points when b > 0 (resp. b < 0), which extends a previous result of Bedford-Smillie [BS] for the case |b| < 0.06 (see the Main Theorem in [AI] ). Moreover, as a consequence of this result we conclude that both
The first main result of this article concerns a local geometric property of the loci boundary ∂H
Theorem 1.1 is not just an estimate but can be applied to study certain ergodic properties of Hénon maps f = f a,b at the first bifurcation parameters (a, b) ∈ ∂H + R . To state them, we here recall some terminologies. Let f = f a,b be a Hénon map defined on R 2 with 0 < |b| < 1. Let E u p be the one-dimensional subspace of T p R 2 satisfying lim sup
Since f −1 expands area, the one-dimensional subspace with this property is unique if it exists. It was proved in [ST] that E u p is defined for all p ∈ Ω(f a,b ). Let M (f ) be the space of f -invariant Borel probability measures of a Hénon map f endowed with the weak topology. Let
be the unstable Lyapunov exponent of ν ∈ M (f ). Given t ∈ R an equilibrium measure for the potential −t log D p f |E u p is a measure which attains the supremum:
where h ν (f ) denotes the measure-theoretic entropy of ν. Apart from the uniqueness, the existence of equilibrium measures for all t > 0 was established in [T] . Since t represents the inverse of temperature in statistical mechanics, it is natural to study the limit of the equilibrium measures as t → +∞. An invariant measure µ ∈ M (f ) is called a (+)-ground state if there exists an increasing sequence t n ∈ R with t n → +∞ as n → ∞ so that µ is obtained as the weak limit of equilibrium measures µ n for the potential function −t n log D p f |E u p . Since Ω(f a,b ) is compact, ground states exist. To characterize ground states we introduce the following definition. A measure µ ∈ M (f ) is called Lyapunov minimizing if it satisfies Λ(a, b) = Λ µ (f a,b ), where
A measure µ ∈ M (f ) is called entropy maximizing among the Lyapunov minimizing measures if it attains the supremum of the metric entropy over all Lyapunov minimizing measures.
Since the unstable Lyapunov exponent is not lower semi-continuous as a function of measures, the existence of Lyapunov minimizing measures is an issue. For instance, see [L] in which certain horseshoes with three symbols at the first bifurcation was shown to have no Lyapunov minimizing measure. On the other hand, a sufficient condition was introduced in [T] for the existence of Lyapunov minimizing measures of Hénon-like maps at the first bifurcation. To state it, let U ε ⊂ R 2 is the ε-neighborhood of the Chebyshev parameter (a, b) = (2, 0). When ε > 0 is small, there is a saddle fixed point Q = Q(a, b) of f a,b for (a, b) ∈ U ε obtained as the continuation of the fixed point Q(2, 0) = (2, 2) of f 2,0 . Let λ Q (a, b) be the unstable eigenvalue for D Q f a,b . In Theorem A (a) of [T] the third-named author has proved that the non-degeneracy condition 1 2 log |λ Q (a, b)| = Λ(a, b) implies the existence of Lyapunov minimizing measures. However, since |λ Q (a, b)| → log 4 and Λ(a, b) → log 2 as (a, b) tends to (2, 0) along ∂H + R , it was difficult to check the non-degeneracy condition for the Hénon family by hand.
As a consequence of Theorem 1.1 we show that the non-degeneracy condition holds for the Hénon family when ε > 0 small. Namely, Theorem 1.2. There exists δ > 0 so that the Hénon map f a,b with (a, b) ∈ ∂H
This theorem together with Theorem A (a) of [T] immediately yields the following variational characterization of invariant measures for Hénon maps at the first bifurcation parameters. The method of the proof of Theorem 1.1 also yields the following global geometric property of the loci boundary ∂H ± R = ∂M ± R which provides an affirmative answer to a conjecture in [AI] on the piecewise monotonicity of the function a tgc . Theorem 1.4. The function a tgc : R × → R is strictly monotone decreasing on {b < 0} and strictly monotone increasing on {b > 0}. Moreover, we have
In particular, the Chebyshev parameter (a, b) = (2, 0) is the unique corner of
The proofs of Theorems 1.1 and 1.4 heavily rely on the complexification of both the dynamical and the parameter spaces of the Hénon family, together with some results in complex analytic geometry and complex dynamics. Therefore, Corollary 1.3 indicates that a geometric property of a complex parameter locus yields ergodic property of real Hénon maps. Theorems 1.1 and 1.2 and Corollary 1.3 are obtained by all the three authors of this paper. Theorem 1.4 is obtained by the first-named and the second-named authors of this paper.
2. Proofs of Theorem 1.1 and Theorem 1.4
In this section we prove Theorems 1.1 and 1.4. We first recall some terminologies from [AI] . Let f u and f v be two points in C 2 which we call focuses.
be a projective box and let (π u , π v ) (resp. (π ′ u , π ′ v )) be the projective coordinates for B (resp. B ′ ). Let f : C 2 → C 2 be a complex Hénon map.
Definition 2.1. We say that f :
Let {B i } i be a family of projective boxes in C 2 . We set
and
.
In the proofs of Theorems 1.4 and 1.1 the following notion is crucial.
and its vertical boundary is
Let us first explain the proof of Theorem 1.1 where we employ only one affine tin can, whereas the proof of Theorem 1.4 requires a family of affine tin cans. Let us write D δ ≡ {|z| < δ}. We use the following version of the Schwarz lemma.
Set E ≡ C((2, 0), 0.024, 0.021 − ε, 2), where ε = 10 −5 . With computer assistance we show Proposition 2.4 (Crossed Mapping). For (a, b) ∈ E, there exists a family of boxes {B
j is a crossed mapping for (i, j) ∈ T + . The proof of this proposition is identical to (iii) of Theorem 2.12 in [AI] , hence omitted. Let (a, b) ∈ E and write f = f a,b . Since f :
0 is a crossed mapping of degree one by Proposition 2.4, the local unstable manifold V u loc (Q) at Q is a horizontal holomorphic disk of degree one in B + 0 and the local stable manifold V s loc (Q) at Q is a vertical holomorphic disk of degree one in B + 0 . As in [AI] this also enables us to define the notion of special pieces of f as follows. Again thanks to Proposition 2.4,
) is a horizontal holomorphic disk of degree two in B + 3 . As described in Proposition 4.8 of [AI] , these pieces are responsible for the first bifurcation. This motivates to introduce Definition 2.5. We define the complex tangency locus in E as
With computer assistance we show Proposition 2.6 (Tin Can I). We have Figure 1 . The proof of this proposition is identical to Theorem 5.4 in [AI] , hence omitted. Note, however, that the proof requires more accurate computation than (i) of Theorem 5.4 in [AI] because the width of E is much smaller compared with that of ∂ v F + in [AI] .
Proof of Theorem 1.1. As in the proof of Proposition 5.9 in [AI] , Proposition 2.6 together with the transversality of the quadratic family p a (x) = x 2 − a at a = 2 yields that T + E is a complex submanifold of degree one in E. Hence there exists a holomorphic function:
Since a tgc is defined as the real section of κ + for 0 < b < 1 + ε in [AI] , we have
This finishes the proof of Theorem 1.1. Q.E.D.
In the previous proof we employed only one affine tin can and the tangency locus T + E goes through its center (2, 0). The proof of Theorem 1.4 is based on a similar idea; we cover the tangency loci by a family of affine tin cans and apply the Schwarz lemma to conclude datgc db (b) > 0 for 0 < b ≤ 1 and datgc db (b) < 0 for −1 ≤ b < 0. In this case, however, we need to construct an appropriate affine tin can for every b and we do not know if the tangency locus goes through the centers of the affine tin cans. Therefore, a more "flexible" version of the Schwarz lemma is necessary.
In particular, we have
For 0 ≤ n ≤ 50, let us set b ± n ≡ ±0.02 × n. We then approximately compute the values a tgc (b ± n ) by using the algorithm in [AM] and denote them by a ± n (see Tables 1 and 2 at the end of this paper). Let a aprx : R → R be the piecewise affine interpolation of a aprx (b ± n ) ≡ a ± n . It extends to a aprx : C → R by setting a aprx (b) ≡ a aprx (Re (b)). We also approximately compute five values a tgc (
.0001) and a tgc (b ± n +0.0002), and consider the degree four polynomial interpolation of these values. Let s ± n be the derivative of the degree four polynomial at b = b ± n (see Tables 1 and 2 again) . Define
where h + n ≡ 0.01 for 0 ≤ n ≤ 50 and
Note that the union of the "middle halves" C (a ± n , b ± n ),
2 , s ± n of C ± n forms a complex neighborhood of the graph of the function a = a aprx (b) on 0 < |b| ≤ 1.
With computer assistance we show Proposition 2.8 (Quasi-Trichotomy). We have the following;
(ii) for any 1 ≤ n ≤ 50 and any (a, b) ∈ R 2 satisfying |b − b ± n | ≤ h ± n and a ≥ a aprx (b) + 3h ± n 2 , f a,b is a hyperbolic horseshoe on R 2 , (iii) for any 0 ≤ n ≤ 50 and any (a, b) ∈ C ± n , there exists a family of boxes {B
The proof of this proposition above is identical to Theorem 2.12 in [AI] , hence omitted.
Remark 2.9. In the proof of Theorem 1.4 we will see that it is not necessary to prove the claims (i) and (ii) of Proposition 2.8 for the case n = 0. With computer assistance we show Proposition 2.11 (Tin Can II). We have
The proof of this proposition above is almost identical to Theorem 5.4 in [AI] , hence omitted.
Remark 2.12. The reason why we have to define h − n discontinuously is the following. The complex subvariety V u 434124 (a, b) − in the definition of T − n (see Definition 2.10) consists of two irreducible components (see Proposition 5.11 in [AI] ) which we are not able to "distinguish" a priori. One of them is responsible for the last tangency when (a, b) is a real parameter, hence its tangency locus with V s 410 (a, b) − always belongs to the tin can C − n . When b < 0 is close to zero, the two components are close to each other and hence their tangency loci with V s 410 (a, b) − are both in C − n . When b < 0 is close to −1, the two components are so separated that one of the loci is outside C − n . Therefore, if we keep h − n to be a constant, we can never obtain a claim like Proposition 2.11. Now let us finish the proof of our second main result.
Proof of Theorem 1.4. As in the proof of Theorem 1.1, Proposition 2.11 with Lemma 2.7 imply
2 . This estimate for n = 0 yields Tables 1 and 2 again for the values of s ± 0 ). In particular, ∂H R ∪ {(2, 0)} forms a corner at (a, b) = (2, 0).
Next, let us consider the case 1 ≤ n ≤ 50. By Proposition 2.11, T ± n are complex subvarieties in C ± n of some degrees. Since T ± n are subsets of the complex tangency loci T ± introduced in [AI] and we know that T ± are degree one [AI] , the degrees of T ± n are at most one. On the other hand, since the graph of the function a = a tgc (b) have to go through C ± n from its bottom boundary to the top boundary thanks to (i) and (ii) of Proposition 2.8, the degrees of T ± n are at least one. It follows that the degrees of T ± n are all one. Then, we can proceed as in the case n = 0. Namely, by Proposition 2.11, we obtain the estimate (2.1) for |b − b ± n | ≤ h ± n 2 and for 1 ≤ n ≤ 50. This yields
respectively. Since for all −1 ≤ b < 0 (see Tables 1 and 2 again for the values of s ± 0 and s ± 50 ). Our final task is to extend the above monotonicity result of a tgc for 0 < |b| ≤ 1 to all b ∈ R × . For this we use the fact that f −1 a,b is affine conjugate to f a/b 2 ,1/b . This motivates to consider the following transformation in the parameter space:
This transformation maps the parameter region {0 < |b| ≤ 1} to {|b| ≥ 1}. Note that the boundary of the hyperbolic horseshoe locus ∂H ± R is invariant under this transformation. The projectivization of the derivative In this section we deduce Theorem 1.2 from Theorem 1.1 and then prove Corollary 1.3. For (a, b) ∈ U ε let P = P (a, b) be the fixed point of f a,b obtained as the continuation of the fixed point P (2, 0) = (−1, −1) of f 2,0 . Let λ P (a, b) be the unstable eigenvalue of D P f a,b .
Proof of Theorem 1.2. Define
An easy computation shows
where
By the implicit function theorem, the zero locus (a, b) ∈ U δ : Γ(a, b) = 0 forms a smooth curve γ(b) = a through (a, b) = (2, 0) for δ > 0 sufficiently small. Moreover, by using Therefore, Theorem 1.1 implies
This, together with Γ(a, 0) < 0 for a > 2 close to 2, yields that there exists δ > 0 with In the proof above we only treated the fixed point P (a, b) to estimate Λ(a, b). If we could directly prove 1 2 log |λ Q (2, 0)| > Λ µ (f 2,0 ) for the invariant measure µ supported on certain periodic orbit of f 2,0 rather than P (2, 0), this would imply 1 2 log |λ Q (a, b)| = Λ(a, b) without using Theorem 1.1. However, this is not the case. To see this, let us recall that the Chebyshev 
