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ABSTRACT
Terrestrial planet formation theory is at a bottleneck, with the growing realization that pairwise
collisions are treated far too simply. Here, and in our companion paper (Cambioni et al. 2019) that
introduces the training methodology, we demonstrate the first application of machine learning to more
realistically model the late stage of planet formation by giant impacts. We present surrogate models
that give fast, reliable answers for the masses and velocities of the two largest remnants of a giant
impact, as a function of the colliding masses and their impact velocity and angle, with the caveat that
our training data do not yet include pre-impact rotation or variable thermal conditions. We compare
canonical N -body scenarios of terrestrial planet formation assuming perfect merger (Chambers 2001)
with our more realistic treatment that includes inefficient accretions and hit-and-run collisions. The
result is a protracted tail of final events lasting ∼ 200 Myr, and the conversion of about half the mass
of the initial population to debris. We obtain profoundly different solar system architectures, featuring
a much wider range of terrestrial planet masses and enhanced compositional diversity.
Keywords: Planetary system formation (1257) — Planet formation (1241) — Inner planets (797) —
Open Source Software (1866)
1. INTRODUCTION
The final stage of terrestrial planetary formation is
dominated by collisions between similar-sized bodies
(Wetherill 1985; Kokubo & Ida 2002) known as giant
impacts. In N -body simulations of planet formation
the usual assumption is that when planetary orbits in-
tersect and a collision occurs, the result is a perfect
merger. However, from prior studies (Agnor & Asphaug
2004; Kokubo & Genda 2010; Stewart & Leinhardt 2012;
Burger et al. 2018) we know that a large fraction of
collisions result in failed mergers known as hit-and-run
collisions (HRCs).
It has been customary to assume that if the first col-
lision between two planets is a failed merger, they will
collide again and soon achieve the merger. This has
Corresponding author: Alexandre Emsenhuber
emsenhuber@lpl.arizona.edu
been used to justify the assumption of perfect merger
in N -body and other approaches to modeling late-stage
planet formation. But this intuition is wrong. Using
N -body simulations to explicitly track both of the ma-
jor remnants of an HRC (the projectile “runner” and
the target), we have found that the bodies do not usu-
ally collide again with each other (Emsenhuber & As-
phaug 2019a, hereafter EA19a). Indeed the runner often
ends up colliding with a different planet, and so must be
treated explicitly to understand its fate.
Hit-and-run is common; so is inefficient accretion,
where only a fraction of the combined matter ends up
in the growing planet. We need to understand the fate
of the debris, and here, too, we cannot study this as-
pect of the problem using a code that treats collisions
as perfect mergers. As we shall see, if the production of
debris is taken into account, then following a long chain
of planetary mergers and attempted mergers, as much
as half or more of the starting mass can be potentially
lost from the evolving planetary system.
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2As a result, planet formation is not just a forward
growth process; there are setbacks where assembled bod-
ies can lose mass and break into smaller remnants, or
where almost-merged pairs of bodies can orbit indepen-
dently for another million years, perhaps never to collide
again. We are motivated to apply greater realism to the
planet formation process in order to better understand
the specific events or chains of events that are possi-
ble and to come up with more realistic models for the
growth of terrestrial planets and the architecture of the
inner solar system.
1.1. Accretion efficiency of giant impacts
The variable geometry of giant impacts leads to a
wide range of possible outcomes as reviewed by Asphaug
(2010). The relative net mass of material accreted in a
given giant impact is
ξL =
ML −MT
MP
< 1. (1)
Here MT is the mass of the target, MP is the mass of
the projectile, and ML is the mass of the largest single
gravitationally bound remnant, e.g., the growing target
in the case ξ > 0. This accretion efficiency is heavily
dependent on the impact velocity relative to the mutual
escape velocity vesc, especially in the critical range ∼
1.1− 1.4vesc.
Accretion efficiency also has a strong nonlinear depen-
dence on impact angle. For impact angles of only 30◦,
the cores of two differentiated planets might not even
contact one another (Asphaug 2010), leading to a radi-
cally different dynamic than a collision that is closer to
head-on.
Only the lowest-velocity giant impacts result in ef-
ficient merger, with most of those being “graze-and-
merge” collisions (GMCs) like the canonical 45◦ model
for Moon formation at vesc. Even in the slowest scenar-
ios the Earth and Theia lose several percent of their ma-
terial to heliocentric orbits, for further evolution (Jack-
son & Wyatt 2012). At the other extreme, collisions a
few times vesc are unable to accrete any mass, so ξ < 0,
blasting material from the crust and mantle of the tar-
get and obliterating the projectile. This is in the range
of collisions considered for the origin of Mercury (Benz
et al. 2007) and the Mars hemispheric dichotomy (Mari-
nova et al. 2008).
In between—and of the greatest relevance to planetary
accretion—is the highly nonlinear regime where the ef-
fect of impact angle and velocity are pronounced; here,
collisions cannot be treated simply. Several numerical
modeling studies of collisions have concluded that the
preponderance of giant impacts result in two (or more)
major remnants after the initial contact, that are ei-
ther bound (GMCs; Leinhardt et al. 2010) or unbound
(HRCs; Asphaug et al. 2006).
As a further complicating factor, the transition be-
tween GMC and HRC (bound or unbound runner) de-
pends not only on the impact velocity and impact angle
(hit-and-run requiring faster or more grazing collisions),
but also on the Hill radius, that is, the gravitational
sphere of influence in the case of a massive central body
(Rufu & Canup 2017; Emsenhuber & Asphaug 2019b).
A giant impact that happens in orbit around the sun
(in the case of two planets colliding) or around a planet
(in the case of two moons) tends to be more disruptive
and dispersive than the same giant impact in a two-body
scenario, so that certain GMCs become HRCs.
The last stage of planet formation included the pair-
wise accretion of the oligarchs (Kokubo & Ida 2002);
orbital excitation was limited to the escape velocity of
the most massive participants, and damped by smaller
planets, so a range of collision velocities around 1.1–1.4
vesc is expected (Stewart & Leinhardt 2012; Quintana
et al. 2016), with outliers at higher and lower velocities
depending on damping and the presence of other major
bodies. This turns out to be a quite interesting regime
full of imperfect accretions and HRCs.
Treating all these giant impacts as simple mergers cer-
tainly simplifies the modeling of accretion, but it by-
passes several key phenomena of terrestrial planet for-
mation that are relevant to their size, composition, and
geologic diversity. Two aspects of recent interest are
the survivor of the runner as a final planet (Asphaug &
Reufer 2014), and the occurrence of dynamical chains
of giant impacts (EA19a)—one giant impact leading to
another—as the rule rather than the exception.
The late stage in any terrestrial planet-forming system
therefore represents a juncture where several primary
processes are happening at once: accretion of targets;
disruption of projectiles; and differentiation and mixing
of the contributors, frequently in collision chains with
new thermal conditions that must explicitly be modeled
in the presence of the other planets.
1.2. Effects of giant impacts
Giant impacts have strongly varying outcomes de-
pending on impact angle, velocity, relative mass ratio,
and density stratification (e.g., Asphaug 2010; Gabriel
et al. in press). Collisions at near-escape velocity typi-
cally result in mergers, however the impact angle θcoll is
important in this scenario since this controls the amount
of angular momentum in the system. Head-on colli-
sions with near-zero angular momentum are straightfor-
ward to understand in terms of outcome, but these are
3rare occurrences. For most values of θcoll the result is
an oblique collision where a “runner” emerges from the
first collision with a reduced relative velocity (EA19a).
Hence this runner is most likely captured, and will come
back for a second collision; the ensemble interaction is
a GMC. It is the second event that produces the ac-
tual merger, unless deformation of the bodies leads to
strong torques that can release additional material, as
has been postulated for the origin of the Pluto-Charon
binary (Canup 2005, 2011). Oblique mergers involve
the accretion of significant amount of angular momen-
tum, and can easily form satellite systems. The “canoni-
cal” model of Moon formation (Canup & Asphaug 2001;
Canup 2004) is an example. The angular momentum
provided by the merger is able to change the rotation
state of the target dramatically.1 This effect has been in-
voked to explain the tilted spin axis of Uranus (Slattery
et al. 1992; Kegerreis et al. 2018; Kurosaki & Inutsuka
2019).
Even allowing for significant planetesimal damping,
during the late stage when most mass was bound up in
the largest bodies, most giant impacts occurred at veloc-
ities faster than around 1.1–1.2 vesc due to gravitational
stirring (Kokubo & Genda 2010; Quintana et al. 2016).
In this velocity regime, for strengthless, self-gravitating
bodies, the majority of giant impacts are HRCs (Genda
et al. 2012). For smaller bodies, the effect of friction and
porosity must be considered in addition to gravity, as it
will increase dissipation and enhance the cross section
of coagulation (Jutzi et al. 2015). Because the impact
parameter b lies inside the target radius, the collisional
and tidal stresses strip away exterior materials during
a HRC. In a differentiated body, this means that the
bulk composition is modified; this is a possible origin of
Mercury’s anomalous core size (Benz et al. 1988, 2007;
Asphaug & Reufer 2014; Chau et al. 2018).
At sufficient impact angle and velocity, HRC occurs
and the runner will more often than not go on to accrete
with a different planet than the original target; runners
in HRCs into proto-Earth, for example, are about as
likely to accrete onto Venus as they are to come back
to the Earth (EA19a). Late-stage accretion might be
more appropriately described as a chain of attempted
mergers ending potentially in a merger, as opposed to
1 We would like to note that C´uk & Stewart (2012) have also
presented a mechanism for the formation of the moon. Their
model, a non merging collision, is a specific case that requires the
alignment of the target’s spin with the impactor’s trajectory, and
a pre impact target that is rapidly rotating (2.4 to 2.7 h) to achieve
a sufficiently massive protolunar disk. In this study, however, we
are interested in systematic averages, and are not accounting for
the spin of the bodies.
simple pairwise events. It is then possible for a “runner”
to survive multiple HRCs, which leads to compounding
geological and geochemical consequences. Furthermore,
the most hyperbolic (small b, high v) HRCs produce
chains of compositionally-diverse runners extracted from
a range of depths (Asphaug & Reufer 2013), that may
or may not return (Jackson & Wyatt 2012).
1.3. A machine learning approach
There have been a number of efforts to improve upon
the assumption of perfect merger, either by applying a
simple criterion in an N -body framework (Kokubo &
Genda 2010), or using scaling laws from Leinhardt &
Stewart (2012) as in Chambers (2013); Quintana et al.
(2016); Clement et al. (2019), or by running hydrody-
namical simulations on the fly during N -body calcula-
tions (Burger et al. 2019). The latter approach is most
rigorous, but also the most computationally demanding;
the hydrodynamic calculation requires days of compute
time for appropriately high numerical resolution and has
to be done for every one of the hundreds of collisions in
an N -body simulation.
To overcome this computational bottleneck, Cambioni
et al. (2019, hereafter Paper I) introduced a data-driven,
machine learning (ML) approach to the prediction of the
outcomes of giant impacts based on a pre-existing set
of simulations. Our training data is a set of hydrody-
namical simulations of giant impacts for relevant sizes
(10−2 to 1 M⊕) and velocities (up to 4 times the mutual
escape velocity), by Reufer (2011). Based on the sim-
ulations we develop a ‘surrogate’ SPH model composed
by a classifier of collision types and a predictor for the
mass of the largest remnant for collisions, i.e., a map-
ping between inputs and outputs that is less constrained
than a simple interpolation scheme. By training on a
large data set of high-resolution simulations of Moon-
to Earth-mass collisions, we are able to produce surro-
gate models for key outcomes of giant impacts that are
accurate predictors of the outcomes needed to introduce
realistic collision outcomes in an N -body code. These
parametric functions, or “neural networks”, are able to
quickly predict the outcome of a collision at a known de-
gree of accuracy. While scaling laws (e.g., Leinhardt &
Stewart 2012; Gabriel et al. in press) composed of a set
of algebraic functions based on physical arguments are
computationally fast to query, a data-driven approach
(surrogate model) does not introduce model assump-
tions in the fitting. Nevertheless, scaling laws provide
important intuition in regards to the outcomes of gi-
ant impacts and, in the case of Gabriel et al. (in press),
account for density-stratification and compositional dif-
4ferences through physically-derived parameters, which
are not covered in this study.
1.4. This work
Here we extend our ML approach to retrieve the mass
of the two largest remnants and their relative orbit from
the dataset of Paper I. We then develop an interface
layer for the ML surrogate models (code library) that
can be easily adapted to N -body codes. The use of
the new ML surrogate models enables to predict realis-
tic post-impact trajectories of the remnants; taking into
account the strong deflection of the runner’s trajectory
induced by the gravity of the target and the decrease of
the relative velocity are taken into account. The rem-
nants are explicitly tracked in the N -body evolution un-
til terminal accretion, might it be with the same target
planet or with another planet (EA19a).
The structure of this work is as follows: in Section 2,
we give a brief summary of the underlying collision sim-
ulation dataset, while Sections 3 and 4 we provide anal-
ysis and our choice of parameters used for ML fitting.
Section 5 describes the relevant ML techniques and the
procedure to link the ML surrogate model to N -body
algorithms. Finally, in Section 6, we test our approach
by reproducing and improving upon previous results of
N -body models for the formation of the solar system’s
terrestrial planets (Chambers 2001, 2013).
2. DATASET
We use the same dataset as in Paper I, that is
composed of roughly 800 simulations that were ob-
tained by Reufer (2011) and postprocessed in Gabriel
et al. (in press). The simulations were performed using
the Smoothed-Particle Hydrodynamics (SPH) technique
(see, e.g., Monaghan 1992; Rosswog 2009, for reviews),
and the (M-)ANEOS equation of state (Thompson &
Lauson 1972; Melosh 2007). In the case of the solar sys-
tem, we acknowledge that when objects of the mass of
Earth have formed, most planetary embryos have been
accreted or left the system. However, for machine train-
ing purposes, and to extend the validity of the approach
to extrasolar terrestrial planet formation, we consider
the target mass MT to range from 10
−2 to 1 M⊕. The
dataset comprises 8 groups of simulations that have each
one value of target mass and one value of projectile-to-
target mass ratio γ = MP/MT between 0.2 and 0.7. For
each group, there are about 100 simulations with impact
velocity, given in terms of the mutual escape velocity,
vcoll/vesc between 1 and 4 and impact angles θ between
0 and 90◦. The mutual escape velocity is defined as:
vesc =
√
2µ
Rcoll
, (2)
with µ = G(MT +MP) being the standard gravitational
parameter, G the gravitational constant, RT and RP
the body’s radii and Rcoll = RT +RP the separation at
initial contact. The resolution of the simulation is about
2× 105 SPH particles. While this resolution is lower
than some current work, it is nevertheless sufficient to
preserve the general physical processes occurring during
collisions.
The training dataset is limited to 800 high resolution
SPH simulations, involving 2× 10−3 to 1 M⊕ differen-
tiated “chondritic” (70 wt% silicate, 30 wt% metallic
iron) planets colliding at between 1 and 4 times the
mutual escape velocity, using the ANEOS equation of
state for Fe (Thompson & Lauson 1972) and M-ANEOS
for SiO2 (Melosh 2007). The data set is best sampled
for impact velocities less than 1.5vesc and impact angles
around 45◦, and is coarse at higher velocities and an-
gles close to 0◦ or 90◦. The surrogate model thus has
a formal associated prediction error which is generally
smaller for the well-sampled parameters. We direct the
reader to Paper I and Gabriel et al. (in press) for more
information about the dataset. The latter reports the
entirety of the dataset that underlies our machine learn-
ing model used herein, as well as additional impact sim-
ulation datasets with various materials, e.g. water-rich
bodies. It presents semi-empirical models that allow one
to determine the outcomes of giant impacts quickly, in
an N -body code or otherwise, analogous to scaling laws
developed for the cratering community. Furthermore,
Gabriel et al. (in press) discusses other potential sys-
tematics in giant impacts, such as the role likely played
by structure of the planet in terms of density stratifica-
tion in the prediction of HRCs. That work also provides
an impact velocity probability distribution based on the
impacts in N -body simulations from Chambers (2013)
and finds that ∼50% of impacts occur at . 1.2vesc; 95%
of the collisions occur at < 2.6vesc. The sampling of the
dataset is adequate with respect to the expect distribu-
tion of velocities and angles.
The analysis of the final state of each simulation has
been slightly updated since Paper I. The most impor-
tant change is the inclusion of a friend-of-friend neighbor
search to ensure that bodies escaping at near the escape
velocity are correctly resolved (EA19a). The analysis
provides the masses of the resulting bodies, ML for the
largest remnant and MS for the second remnant, as well
as the position x and velocity v of each. In our search
for MS, we only take the second remnant into account
when MS/MP ≥ 0.1. This criterion ensures that the sec-
ond largest remnant is a HRC runner rather than debris
from an erosive collision. On the other hand, it limits
what we can say, for now, about smaller remnants that
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Figure 1. Bulk density as a function of the body mass,
as obtained from 1D structure calculation of hydrodynamic
planets using the same equation of state models as in the 3D
hydrocode.
would be swept up for longer time. All the values are
computed at 50 times the collision time scale, defined as
τcoll =
2Rcoll
vcoll
, (3)
where vcoll is the impact velocity. After this time, pres-
sure and temperature gradient forces are no longer act-
ing and the resulting scenario (largest remnants and
their orbital properties) can be accurately treated us-
ing an N -body integrator.
3. THE MASS-RADIUS RELATIONSHIP
In addition to masses and orbits, N -body evolution
and the implementation of collisions require knowledge
of the radii of the two colliding bodies. In most stud-
ies involving N -body evolution (Chambers 2001, 2013,
e.g.), a constant density (and therefore mass-radius re-
lationship) is assumed for all bodies, e.g. ρ = 3 g cm−3,
when in fact planetary materials are compressible. Reli-
able planetary radii are required in order to: 1) discern
if a close encounter ends up being a collision, 2) com-
pute the impact velocity relative to the mutual escape
velocity (Equation (2)), and 3) compute reliable orbital
parameters of the remnants.
Our aim is to obtain a relationship consistent with the
SPH simulations, and that can be applied to collisions
involving planetary embryos in an N -body scheme. This
has the advantage that the radii of the resulting bod-
ies can be directly used in the N -body code for further
evolution of the remnants, that are in turn consistent
with our model should another collision occur. As the
only parameter that geophysically defines the bodies in
the dataset is the mass, the radius may only depend
on that quantity. Hence, we assume that the resulting
bodies have the same composition and thermal state as
the incoming bodies. As discussed previously, neither of
these is true strictly speaking, as erosion (in the case of
non-grazing collisions) or material transfer during HRC
predominantly affects the mantle, and supersonic colli-
sions induce shock dissipation leading to both composi-
tion and thermal state changes. For instance, there are
models to determine changes in the core mass fraction
(Marcus et al. 2009, 2010).2
Further, to avoid effects that slightly change the radii
depending on the numerical resolution, we derive the
radius from the 1D radial profiles that we computed as
part of the preparation phase following Benz (1991). We
show the results of this calculation for the bulk den-
sity in Figure 1. It can be noted that the densities
are underestimated compared to the terrestrial planets.
For instance, in our model, the Earth has a radius of
≈ 6530 km while the literature value is about 6370 km.
Lastly, we also need to define a relationship for masses
slightly outside of the range of values provided here. For
instance, the smallest mass that we can resolve is 10% of
the smallest projectile, i.e., 2× 10−4 M⊕ while the theo-
retical maximum mass one object can have is a merger of
the biggest target and projectile present in the dataset,
i.e., 1.7 M⊕ (MT = 1 M⊕ with γ = 0.7). To derive the
radius of these bodies, we apply the following criterion:
we assume that all bodies below 1× 10−3 M⊕ have the
same bulk density, while for bodies larger than 1 M⊕, we
extrapolate the relationship given by the last two data
points (0.9 and 1 M⊕), which are observed to be log-
linear. For bodies less than 10−3 M⊕, constant density
is an appropriate approximation as internal pressure is
quite limited, thus central compression is minimal. See
Gabriel et al. (in press) for a description of the cen-
tral compression of the bodies in this study. It should
nevertheless be noted that this value is only valid for
non-icy bodies. For instance, Ceres has a bulk density
of 2161.6± 2.5 kg m−3 (Park et al. 2019) but it is com-
posed of volatiles, so it cannot be reproduced with our
model.
4. ANALYSIS OF THE DATASET
To provide all the information required to continue
an N -body integration, we need to correctly place the
2 We chose to not address how changing the mantle fraction
will affect the masses (accretion efficiency) and trajectories fol-
lowing a giant impact, even though the bodies in the N-body code
are compositionally evolving. Our main focus is on showing dif-
ferences between the common assumption of perfect merger, and
what happens when inefficient accretion (e.g., hit-and-run) is re-
alistically included.
6resulting bodies in inertial space and determine their
post-collision motion. To do so, we introduce simplifying
assumptions:
• All motion occurs in the collision plane. We ne-
glect deviation from this symmetry plane. Any
perpendicular motion is more likely due to small
inconsistencies in the preparation of the initial
bodies rather to real physical effects.
• In case a single body remains (simple merger) we
place it at the center of mass of the incoming bod-
ies.
• In case of a grazing collision resulting in two un-
bounded remnants (an HRC), we compute their
post-impact configuration assuming a two-body
problem for their relative orbit. This is then used
to set the post-impact trajectories of the remnants.
Effectively, the two remnants of a hit and run are
directly tracked continuously in the N-body, and
are therefore subject to the perturbations of all the
other embryos.
Our solution requires one parameter in case a single
body remains (i.e., the mass of the largest remnant),
and five parameters in the case of an HRC: the mass of
the bodies and three orbital elements.
4.1. Masses
Across the space of giant impact outcomes (accretion,
erosion, and HRC regimes) a neural network is trained to
predict the mass of the largest remnant ML and second
largest remnant MS. As in Paper I, we compute the
resulting masses in term of a non-dimensional number,
the accretion efficiency (Asphaug 2010). For the largest
remnant, this is Equation (1) while for the second largest
remnant we define
ξS =
MS
MP
− 1. (4)
This formulation means that ξS is almost always nega-
tive, as mass transfer from the projectile onto the target
occurs during a grazing collision (Asphaug et al. 2006;
EA19a). This formulation also has the advantage that
the masses of the tertiary remnants, or debris, MD are
well defined. If we define ξD = MD/MP, then mass con-
servation requires that ξL + ξS + ξD = 0.
4.2. Orbital parameters
In the case of a HRC, we need in addition the orbital
parameters of the remnants. To characterise their orbit,
we chose the following: 1) the specific orbital energy ′,
given in terms of the kinetic energy of a collision at the
mutual escape velocity, 2) the impact parameter of the
orbit b′, and 3) the shift of the longitude of the peri-
center, ∆$. These three parameters relate to three os-
culating Keplerian elements: the semi-major axis a, the
eccentric e and the argument of the pericenter $. The
inclination i and the longitude of the ascending node Ω
are not needed due to our assumption of motion happen-
ing in a well-defined plane, while the initial anomaly will
be computed by the collision resolution algorithm from
the relative separation (see section 7.1.2). The choice
of the orbital energy rather than relative velocity is to
easily allow for a later extension of the same model to
GMC collisions in which the second largest remnant has
a bounded orbit. In our case this parameter is defined
as
′ =
∆v′2/2− µ′/∆x′
v′2esc/2
=
v′2coll
v′2esc
− 1 = v
′2
∞
v′2esc
(5)
with ∆v′ and ∆x′ the relative velocity and position of
the objects at the moment of analysis. The other primed
quantities (′) are the same as the non-primed ones, ex-
pect that they are computed for the remnants ML and
MS and their corresponding radii. The last equality in
the equation is only valid in the case of an unbound or-
bit. The corresponding semi-major axis a′ can easily be
retrieved from this value with
′ = −1
2
R′coll
a′
. (6)
Also, the choice of using the impact parameter of the
resulting orbit rather than for instance the impact angle
is to allow for values greater than unity. The value is
calculated with
b′ =
h′
R′collv
′
coll
(7)
with h′ the magnitude of the specific relative angular
momentum h′ = ∆x′ ×∆v′.
Finally, the shift of the argument of the pericenter is
calculated by the angle between the eccentricity vectors
in the collision plane with
∆$ = $′ −$. (8)
We use the usual convention that $ is measured in the
same direction as the relative motion. Hence, a positive
value ∆$ indicates that argument of the pericenter is
shifted forward during the collision, as viewed by the
projectile.
5. ML TECHNIQUES
We use ML techniques to train a classifier of collision
type and a regressor for collision outcomes. The train-
ing, validation and testing procedures are analogous to
7Table 1. Excerpt of the data from the collision simulation analysis.
Target mass Mass ratio Angle Velocity Type Acc. L. R. Acc. S. R. Energy Parameter Shift of peri.
MT [M⊕] γ = MP/MT θ [deg] vcoll/vesc ξL ξS ′ b′ ∆$ [rad]
1 0.70 52.5 1.15 1 0.02 -0.03 0.04 0.76 -0.63
1 0.70 22.5 3.00 1 -0.58 -0.62 3.72 0.44 -0.62
1 0.70 45.0 1.30 1 0.02 -0.04 0.26 0.80 -0.62
10−1 0.70 15.0 1.40 0 0.90 -1.00 ... ... ...
10−1 0.20 15.0 3.50 -1 -1.51 -1.00 ... ... ...
10−1 0.35 15.0 3.50 -1 -1.25 -1.00 ... ... ...
10−2 0.70 60.0 1.70 1 0.00 -0.02 1.61 0.88 -0.14
Note—This table is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding
its form and content.
Note—The elements in the first four columns are the predictors (collision properties): MT ∈ [10−2, 1] M⊕;
γ = MP/MT ∈ [0.2, 0.7]; θcoll ∈ [0, 90◦]; vcoll/vesc ∈ [1, 4]. The elements in the other columns are the responses (type of
collision outcome). The fifth column (Type) is the automated classification (for the classifier), with HRCs coded as #1,
accretion as #0, and erosion as #-1. The last five columns are the responses for the NNs: ξL is computed according to
Equation (1), ξS to Equation (4), 
′ to Equation (5), b′ to Equation (7) and ∆$ to Equation (8).
those described in Paper I, to which we refer for more de-
tails. In the following, we describe the differences in the
labelling process of the data. An excerpt of the labelled
data is reported in Table 1. The dataset is published in
its entirety in the machine-readable format.
5.1. Classifier of collision types
The classifier presented in Paper I is here revised
by training on type of collisions (classes, or responses)
based on the following mass criterion: accretion (ML >
MT and MS < 0.1MP), erosion (ML < MT and MS <
0.1MP), and HRCs (MS < 0.1MP). The outcome of the
simulations is associated to four impact parameters (pre-
dictors): mass of the target, projectile-to-target mass
ratio, impact angle, and impact velocity. The dataset
has entries:
{(MT, γ, θcoll, vcoll/vesc); class}. (9)
We quantify the performance of the classifier in terms
of its confusion matrix at testing. As described in more
detail in Paper I, the confusion matrix shows the degree
to which the classifier is confused when it makes predic-
tions; each row represents the instances in a predicted
class while each column represents the instances in an
actual class (Ting 2010). The accuracy of the classifier is
computed as the percentages of true positives (correct
predictions) over total number of sample classification
problems. A number of classes greater than 2 are de-
composed into multiple binary classification problems,
according to different transformation techniques (e.g.,
one-vs-one and one-vs-rest strategies, Bishop 2006). The
choice of a specific technique is also part of the process of
hyperparameter optimization, which consists in choos-
ing the combination of non-learned features (e.g., the
type of algorithm and size of the cross-validation batch)
that maximizes the accuracy of the trained scheme.
5.2. Regressor of collision outcomes
We design a surrogate model which predicts the out-
come of the collision according to four impact parame-
ters (predictors): mass of the target, projectile-to-target
mass ratio, impact angle, and impact velocity. With the
term “surrogate model” we mean a parametric func-
tion trained to mimic the “parent” SPH input-output
function to predict real-variable outputs given the input
parameters (predictors). Running the surrogate model
drastically reduces the computational time with respect
to full SPH simulations (from hours to seconds), thus en-
abling ‘on-the-fly’ predictions of planetary collision out-
comes during N -body planetary formation studies.
For this surrogate model, the dataset has the following
entries:
{(MT, γ, θcoll, vcoll/vesc); (ξL, ξS)}. (10)
In the HRC regime only, a second neural network is
trained to predict the post-collision hyperbolic orbit of
the second largest remnant with respect to the largest
remnant. Specifically, the predicted outcomes are: 1)
the specific orbital energy ′, given in terms of the kinetic
energy of a collision at the mutual escape velocity, 2)
the impact parameter of the orbit b′, and 3) the shift of
the longitude of the pericenter, ∆$. For this surrogate
model, the dataset has entries:
{(MT, γ, θcoll, vcoll/vesc); (′, b′,∆$)}. (11)
As we demonstrate in section 7, the predicted quanti-
ties are sufficient to fully describe the post-collision geo-
8physical and orbital state of the remnants and hence to
further evolve the remnant(s) in the N -body study.
Analogously to Paper I, the training of the networks
is performed on 70% of the overall dataset. The rest of
the data is split between a validation set (15%) and a
testing set (15%). The dataset is split via random sam-
pling without replacement to assure that the data in the
three sets follow the same probability distribution. The
networks are optimized by tuning the following hyper-
parameters: number of hidden layers, number of hidden
units, batch normalization technique, activation func-
tion, regularization strength and training technique (in-
cluding relevant parameters, e.g., learning rate). The
combination of hyperparameters that achieves the best
performance at validation is chosen to define the archi-
tecture of the network. After training, the performance
of the networks are assessed by means of the Mean
Square Error (MSE) and correlation index at testing.
The MSE value is an estimate of the global error, as
it quantifies the (squared) residual between the values
predicted by the regressor and the values of the outcome
of the SPH data (e.g., accretion efficiency) in the test-
ing set. The correlation index R measures the degree of
correlation between outputs and targets; this quantity
is the analogous of the SVM classification accuracy for
real-variable data. An optimal result shows low MSE
values (i.e., close to zero) and a high degree of corre-
lation between predictions and targets (i.e., a R value
close to 100%).
6. ML RESULTS
6.1. Performance: classifier of collision types
Among the available schemes, we selected a multi-
class Support Vector Machine (SVM, Hearst et al. 1998)
as the algorithm achieving the highest validation accu-
racy for the classification task (93.1%) with a size of
cross-validation batch equal to 10%. The performance
of the trained classifier is quantified by the confusion ma-
trix in Figure 2. The matrix is computed on a testing set
corresponding to 80 entries (10% of the total dataset),
which was not used for training and cross-validation. We
achieve an overall accuracy equal to 95% at testing.
6.2. Performance: surrogate collision model
The neural network architectures that we use in the
collresolve library are described in Table 2. Such
combination of hyperparameters is chosen because it
minimizes the validation MSE during hyperparameter
tuning. Figure 3 shows learning dynamics in terms of
the evolution of the MSE for training, validation and
testing, at different epochs of training procedure, for
both the accretion and orbital parts of the surrogate
Figure 2. Confusion matrix of the 3-D classifier, quantify-
ing the degree of accuracy of the classification on the testing
set. The elements on the diagonal of the confusion matrix
represents those instances that have been correctly classified
by the SVM (true positives). Conversely, each extra-diagonal
element represents the number of mis-classifications with re-
spect the SPH data (i.e., the labels). The number of mis-
classifications is added along each column to compute the
false negative rates. Overall, we achieve a true positive rate
of 83.3% on the “erosion” class, 91.7% for “accretion” class,
98.0% for the HRC class. The confusion matrix is close to be
fully diagonal; the accuracy – computed as the mean value
of the true positives over the whole population– is 95%.
models (left and right panel, respectively). The box
plots show the regression index at testing. The training,
validation and testing MSE of the accretion efficiency
neural network converges to a value of about 0.03. The
correlation index at the end of the training procedure is
above 96% on testing. For the performance of the or-
bital neural network, the testing, training and validation
MSE converge to an error level of about 0.01, and the
correlation index is above 99% on testing.
6.3. Consistency analysis: classifier vs regressor
In Figure 4, left panel, we show the boundary decision
of the classifier for a target mass MT = 0.1 M⊕ and
projectile mass ratio γ = 0.7. This slice of the parameter
space is compared with the result from the surrogate
9Figure 3. Performance of the neural networks in terms of Mean Square Error (MSE), which quantifies the global uncertainty
of the surrogate model in mimicking the “parent” numerical model, i.e., the SPH simulations, and regression index. Left panel:
accretion efficiency regressor (at testing, MSE: 0.03; R > 96%). Right Panel: orbital regressor (at testing, MSE: 0.01; R > 99%).
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Figure 4. Decision boundaries for the classifier, coupled check for the specific orbital energy, as function of the impact angle
and velocity, for a target mass MT = 0.1 M⊕ and projectile mass ratio γ = 0.7. Colors are as follow: red is for accretion with a
single remnant (ML > MT and MS < 0.1MP), pink for erosion (ML < MT and MS < 0.1MP), dark blue for HRC (MS > 0.1MP)
and light blue for when the classifier determines it is a HRC, but the orbital energy is negative.
10
Table 2. Choice of hyperparameters for the neural networks, achieving the best performances on the validation set.
Network Training Algorithm Hidden Layers and Activation Functions Normalization Regularization
Accretion Levemberg-Marquardt Neurons: (10, 7); Activation: tansig MinMax 1× 10−3
Orbital Gradient Descent (α = 1) Neurons: (50, 45, 15); Activation: tansig Gaussian 9× 10−1
Note—The training algorithms (Levemberg - Marquardt and Gradient Descent) are described in Demuth et al. (2014) and
Bottou (2010), respectively. The term “tansig” is an abbreviation for the hyperbolic tangent sigmoid transfer function (Eq. 13
in Paper I). The column “normalization” refers to the common practice of scaling the inputs and targets so that they fall
within a specified range (Ioffe & Szegedy 2015). The procedure “minmax” transform inputs and targets in the range [-1,1].
The procedure “Gaussian” normalizes the data for the mean and standard deviation of the training set. The column
“regularization” reports on the strength of the regularization process (e.g., Girosi et al. 1995, for more details).
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Figure 5. Left: accretion efficiency for the largest remnant ξL, Equation (1); Center: accretion efficiency for the second remnant
ξS, Equation (4); Right: mass of debris ξD; all as function of the impact angle and velocity, for a target mass MT = 0.1 M⊕ and
projectile mass ratio γ = 0.7.
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Figure 6. Orbital parameters for the case with two remnants. Left: scaled orbital energy; center: impact parameter; right:
shift of the direction of the pericenter; all as function of the impact angle and velocity, for a target mass MT = 0.1 M⊕ and
projectile mass ratio γ = 0.7. The white (for the two left panels) or black (in the right panel) region is where only a single
significant remnant is produced and hence where these parameters do not have any meaning.
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model in terms of the relative orbit in the case of HRC.
We note that there are two locations where the classifier
determines that collision is in the HRC regime, while the
surrogate model for the orbit provides a negative value
for the orbital energy, meaning that the orbit is bound
(in light blue in the figure). This regions is, hence, where
the two algorithms give different answers. However, the
size of this region is small, and close to the transition
between the accretion (whether non-grazing or GMC)
and HRC regimes. As a result, although the two answers
above are different, they are close to each other. That is,
despite their different methodologies, the two different
algorithms produce relatively similar results.
The classifier and the regressor of orbital energy pro-
vide a consistent answer within the band of uncertainty
of the former (Figure 4, right panel). While the classi-
fier has high global accuracy, certain regimes are char-
acterized by more misclassifications, which prevent the
classifier from achieving 100% accuracy at testing (i.e.,
a fully diagonal confusion matrix). Also contributing
to misclassifications are outliers in the SPH simulation
dataset. For instance, three misclassifications appears
in the HRC regime on the right panel of Figure 4; these
are labeled as erosive events. This suggests that some
phenomenon occurred in those specific SPH simulations
resulting in nonphysical outcome. On the other hand,
the presence of these outliers shows a strength of the ML
approach: the area surrounding these events is still clas-
sified as part of the HRC regime. Hence, the presence
of a limited amount (less than 10%) of outliers does not
affect significantly the decision boundaries of the classi-
fier.
Also we provide the mass of the remnant, given in
terms of the projectile mass in Figure 5, and for the
cases where two remnants get out of the collision, the
orbital parameters of their relative orbit Figure 6.
The first orbital element is provided as
√
′ = v′∞/v
′
esc.
It can be noted that the value close to the boundary with
the accretion regime has values close to zero, which is
consistent with the GMC regime. On the other hand,
the transition with the erosion regime has no such con-
straint, as this part is due to the low mass of the second
remnant. Further away from the transition, the value
is mainly constrained by the relative velocity of the in-
coming bodies. The second parameter is the impact
parameter of the second collision, b′.
The classifier and surrogate models that are presented
here are available as a part of the collresolve library
that is introduced in the next section.
7. PROCEDURE TO RESOLVE A COLLISION
Figure 7. Sketch of the procedure being used to determine
the remnant bodies when a collision has been detected.
To determine the outcome and the properties of the re-
sulting bodies when a collision occurs during an N -body
simulation, we employ the procedure that is outlined
in this section. Our approach has been implemented
in a code library named collresolve3 (Emsenhuber &
Cambioni 2019). This library was designed to be easily
adapted to N -body codes. The library can be imported
into an N -body code and used as a collision resolver.
The library itself is written in C and has an interface for
the C, C++, Fortran and the Python Programming Lan-
guage. Examples of implementation in N -body codes
are provided along with the library.
When the N -body code flags two objects as col-
lided, the following inputs must be provided to the
collresolve library: the mass M , radius R, position
x and velocity v of the two colliding bodies, the target
and projectile, with indices “T” and “P” respectively,
where MT ≥MP. The library operates an internal con-
version of the inputs into the four valued required by the
ML algorithms: the mass of the target, the projectile-
to-target mass ratio, the impact angle, and the velocity.
These are provided to the ML algorithms according to
the logical flowchart outlined in Figure 7. The output
of the library includes the mass of the remnants (largest
and second largest, according to the type of collision)
and their relative orbits, in a format that allows to fur-
ther evolve the remnants in the N -body code, plus the
mass of unaccreted or stripped debris.
3 https://github.com/aemsenhuber/collresolve
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For now, we treat the debris as a single component and
track only its mass. We also assume that the bodies are
not spinning prior to the collision and not spinning after-
wards. However we acknowledge that this violates the
conservation of angular momentum in the collision. We
note that follow-up collisions between the runner and
target of a HRC will not have any preferential geom-
etry with respect to the first collision which may miti-
gate the detrimental effects of neglecting pre-impact spin
(EA19a), though we acknowledge this as an important
area of future work.
7.1. Collision parameters
As the initial step, collresolve computes the col-
lision parameters that are the inputs of our surrogate
models and the classifier. The target mass MT and mass
ratio γ = MP/MT are readily available. To obtain the
other two parameters, the impact angle θ and impact
velocity vcoll, we first compute the specific orbital en-
ergy
orb =
∆v2
2
− µ
∆x
, (12)
where orb > 0 for the general case of colliding indepen-
dent bodies, and specific relative angular momentum
h = ∆x×∆v, (13)
with µ = G(MT + MP) the standard gravitational pa-
rameter of the incoming bodies, and ∆x = xP − xT
and ∆v = vP − vT their relative position and velocity.
The angular momentum vector determines the collision
plane. Then, the impact velocity is
v2coll = 2
(
orb +
µ
Rcoll
)
(14)
and the impact parameter
sin θ = b =
h
Rcollvcoll
. (15)
This formulation ensures that the values are consistent
with the SPH simulation, as N -body codes do not usu-
ally provide the values exactly at initial contact. We
also include a check that b ≤ 1, otherwise this cannot
be treated as a collision. This second check is needed
for some N -body codes. In Mercury for instance, the
minimum separation is determined using a cubic poly-
nomial fitting of the relative positions and velocities at
the beginning and the end of a step. We observed that
this approach can cause bodies to be flagged as having
collided while our method returns b > 1. We acknowl-
edge that this situation may still be a mantle-stripping
tidal event (e.g., Asphaug et al. 2006) but this is beyond
the predictive capabilities of our surrogate model.
The second step is the classification of the type of col-
lision. As described in Section 5.1, the ML classifier
declares the collision as accretionary, erosive or HRC.
According to the type, the collision will be further han-
dled as an accretion problem with a single remnant (in
the case of merger, disruption or GMC, left branch of
the chart in Figure 7) or a grazing collision with two
remnants that can be directly tracked (in the case of a
HRC, right branch of the chart in Figure 7).
7.1.1. Single remnant
In the case of a collision resulting in a single major
remnant, that body is given the mass ML and emplaced
at the center of mass of the collision, which is given by
xCOM =
1
1 + γ
(xT + γxP) , (16)
vCOM =
1
1 + γ
(vT + γvP) . (17)
The remaining lost mass is provided as debris in MD
and its use is left to the caller. The mass of the second
remnant MS is not determined.
7.1.2. Grazing collision
For an HRC, the orbital part of the surrogate model
provides the values (′, b′,∆$). As a consistency check,
we ensure that the obtained value of ′ is positive. If this
is not the case, then we treat the collision in the same
manner as non-grazing events. The orbital elements de-
termine the relative motion of the remnants along the
center of mass of the incoming bodies. In addition to
those, the initial relative separation of the bodies is pa-
rameterized by d = ∆x′/R′coll, which depends on the
possibilities of the N -body scheme and its method to
determine collisions. To obtain the relative orbit of the
two remnants, the first step is to retrieve the eccentricity
vector
e =
∆v × h
µ
− ∆x
∆x
. (18)
With this value determined, the direction of the new
eccentricity vector eˆ′ = e′/e′ is obtained by making a
rotation of eˆ = e/e about hˆ = h/h by an angle of ∆$.
Thus, the orientation of the new orbit is given by eˆ′
for the direction of the major axis and qˆ′ = hˆ × eˆ′ for
the minor axis. Then, to compute the other necessary
quantities, we remember the relationship for the specific
orbital energy,
′orb = −
µ′
2a′
=
µ′
R′coll
′ (19)
where we used Equation (6) for the second equality and
p′ =
h′2
µ′
= a′(1− e′2) (20)
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with p′ being the semi-latus rectum (see, e.g., Equa-
tions (2.16) and (2.17) of Murray & Dermott 2000 or
Equation (4.18) and Table 4.1 of Beutler 2005). Using
the first equality of Equation (20), substituting h′ us-
ing Equation (7), and using v′2coll = 2(µ
′/R′coll)(1 + 
′)
from the combination of Equation (14) and the second
equality of Equation (19), we obtain
p′
R′coll
= 2b′2(1 + ′). (21)
With the second equality of Equation (20), we obtain
e′2 = 1 + 2′orbp
′/µ′, hence
e′2 = 1 + 4b′2′(1 + ′). (22)
Finally, the parameter d is linked to the true anomaly
at initial contact with
cos f =
1
e′
(
p
dR′coll
− 1
)
, (23)
and sin f =
√
1− cos2 f as the bodies are moving away
from each other. The relative position and velocity are
thus
∆x′= ∆x′ (eˆ′ cos f + qˆ′ sin f) (24)
∆v′=
√
µ′
p′
(eˆ′(− sin f) + qˆ′(e′ + cos f)) , (25)
which leads to the absolute position and velocity of the
resulting bodies
xL = xCOM − γ
′
1 + γ′
∆x′ (26)
xS = xCOM +
1
1 + γ′
∆x′ (27)
vL = vCOM − γ
′
1 + γ′
∆v′ (28)
vS = vCOM +
1
1 + γ′
∆v′. (29)
8. APPLICATION TO THE FORMATION OF THE
SOLAR SYSTEM’S TERRESTRIAL PLANETS
Using our collision model, we repeat the N -body sim-
ulations by Chambers (2001). This study has the advan-
tage of being relatively easy to perform, and has been
extended and studied further by Chambers (2013) who
adopted an idealized hit and run criterion and used scal-
ing laws by Leinhardt & Stewart (2012).
Importantly, the criterion for HRC in Chambers
(2013) is different than that used in our work. In
Chambers (2013), the boundary of the HRC regime
is defined by a simple criterion on the impact angle,
except for the high-velocity collisions. In the present
work, the transition depends on impact angle and the
velocity, and there is a region where HRC can occur at
relatively head-on angles at intermediate velocity (see
Figure 4 and the related discussion in Paper I). As a
result Chambers (2013) over-estimates HRCs at low
velocities and under-estimates HRCs at intermediate
velocities.
To perform this study, we implement the present col-
lision model in the mercury6 N -body code (Chambers
1999). The codes uses a “radius enhancement factor” of
1.2, where a close encounter is detected if the distance
between the two bodies is less than 1.2Rcoll. To ensure
that bodies departing a collision are not immediately
identified as a close encounter, we set the relative dis-
tance factor for the resulting bodies to d = 1.25. We
perform 16 N -body simulations similar to the ones pre-
sented in Chambers (2001) (that is, where collisions are
treated unconditionally as mergers), and 16 others that
have the same initial conditions, but using the enhanced
collision model. We also made a few adaptations follow-
ing Chambers (2013): the time step is set to 6 days and
the critical distance, closer than which a body is con-
sidered to have collided with the central star is set to
0.2 au due to the accuracy loss of bodies passing close
to the Sun (Chambers 2001, 2013). In the simulations
with the new collision model, we set a minimum mass
of the remnants of 10−3 M⊕; bodies that are below this
mass are deemed to be lost.
Our goal is not to reproduce the specific attributes of
the Solar System, but to understand the overall effect of
a realistic collision model for the giant impact phase as
compared to the similar work performed in Chambers
(2001) and Chambers (2013).
8.1. Mass of the planets and debris production
We show a comparison of the total mass present in
the disk of embryos in Figure 8. The simulation where
collisions are treated as inelastic mergers are shown in
black while the ones using the technique presented in
the earlier sections are shown in red. Even with in-
elastic mergers, mass is still lost. The most common
path is by ejections due to secular resonances with Sat-
urn (Haghighipour & Winter 2016) However, the simula-
tions using the new collision procedure lose mass more
rapidly (particularly within the first 100 Myr) and in
greater quantity than the control simulations. The final
mass of the planets is in some cases less than 0.5 M⊕,
meaning that up to 80% of the mass in the initial em-
bryos has been lost. This indicates that unless debris
reaccretion is taken into account, mass loss by collisions
between embryos is more important than by the ejec-
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Figure 8. Total mass in the embryos as function of time for all the simulations with initial conditions from Chambers (2001).
Simulations are grouped by four; each group has a different initial planetesimals or embryo masses, while inside each group only
the orbital elements besides the semi-major axis vary. The red lines are for the simulations with our new collision model while
the black lines show the control simulations where collision are unconditionally treated as inelastic mergers.
tion of embryos or their incorporation into the Sun or
gas giants.
We observe that the initial size distribution has a non-
negligible effect on the outcomes. The simulations that
have a single mass distribution for the embryos (shown
on the two top panels of Figure 8) end up with lower
system masses than the ones starting with a bimodal
mass distribution. In the former scenario, the mass that
remains in the embryos is roughly 0.5 M⊕ while in the
latter the final mass ranges from 0.75 and 1.25 M⊕. This
can be explained by the types of collisions that occur for
each type of simulations.
Collisions between similar-sized bodies tend to pro-
duce more debris, whereas collisions between bodies that
are more dissimilar will more likely be in the accretion
regime, retaining a higher proportion of the projectile
(Gabriel et al. in press). Cratering events are the end-
member case of this scenario, with all of the projectile
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Table 3. Breakdown of collision types obtained during the
N -body simulations.
Simulations
Type 01-04 11-14 21-24 31-34
Merger 472 446 427 361
Accretion 231 233 170 155
Erosion 156 124 146 132
Hit-and-run 479 504 253 213
Note—The values in the “Merger” line are the collisions in
the simulations where collisions are unconditionally as
merges. The other three lines are for the collisions obtained
in the simulations with the new model described in this
work. The classification of the latter is made using the
method outlined in Section 5.1.
being incorporated into the target. In this work, as it
was similarly assumed in Chambers (2013), we neglect
the reaccretion of debris.
8.2. Types of collisions
We provide a comparison of the number of collisions
and their types in Table 3. The first line contains the
total number of collisions that are obtained in the simu-
lations where all collisions are treated as mergers while
the other are for the simulations with the collision model
introduced earlier in this work.
It can be seen that with the new collision model, the
number of collisions is greatly increased. In the cases
where all the initial bodies are of comparable mass (sim-
ulations 01 to 14), the number is almost doubled. In
those simulations, the predominant regime is HRCs.
The fraction of HRCs is 55%, which is slightly higher
than the 49% obtained by Kokubo & Genda (2010) for a
similar situation (only embryos). The simulations with
a bimodal mass distribution (number 21 to 34) show
both a reduced number of collisions and a reduced frac-
tion of HRCs. For these simulations, we find 44% of the
collisions to be HRC, consistent with the 42% found by
Chambers (2013) for embryo-embryo collisions.
The increased number of HRCs in the simulations
with similar-mass bodies can be explained by the ge-
ometry. With equal size bodies, about 3/4 of the colli-
sions are grazing using the criterion of Asphaug (2010),
while when rP ' rT/2 (a sufficient approximation for
γ = 0.1), the fraction of grazing collisions reduces to
about the half. The increased number of collisions also
has implications for the production of debris. As nearly
every collision produces some debris, the more numer-
ous the collisions, the lower the mass that remains in
the embryos.
8.3. Radial mixing
To assess the location in the disk of the material that
forms the final bodies, we adopt a simple procedure sim-
ilar to that of Chambers (2001) and Chambers (2013).
The initial bodies are divided into four compositional
zones: interior to 0.7 au (red), from 0.7–1.1 au (orange),
from 1.1–1.5 au (green), and beyond 1.5 au (blue). To
determine the composition change during a collision, in
the case of erosion, the mantle is eroded first, and the
core is eroded only if no mantle is left, as in Marcus
et al. (2010). When accretion occurs, the mass differ-
ence is taken from the second body (the projectile) start-
ing with its mantle. HRCs are treated in the same way,
with erosion from the other body serving as the material
source in case a body has a positive accretion efficiency.
Figure 9 shows the final states of the accreted plan-
etary systems, along with the described material origin
of each planet (red-orange-green-blue), comparing out-
comes for perfect accretion (the bottom four systems in
each of the four panels) with our more realistic treat-
ment of giant impacts (the top four systems in each
panel). The final systems in each panel are the result of
the mass evolution given by the black and red curves in
each panel in Figure 8.
First we note the differences in the final systems when
the starting bodies have a similar mass (the top two
panels) compared with starting bodies following a bi-
modal mass distribution (bottom two panels). When
the starting bodies are similar sized, early collisions in-
clude a preponderance of HRCs whose smaller remnants
survive until the end of the integration. When starting
bodies are bimodal, the systems more closely resemble
the ones obtained assuming perfect merger in each colli-
sion. This is due to the fact that HRC is more common
when bodies are similar-sized due to the greater fraction
of material not intersecting in a given collision (Lein-
hardt & Stewart 2012; Movshovitz et al. 2016; Gabriel
et al. in press).
The neglect of debris reaccretion in our simulations
means that these initial results should be taken cau-
tiously. About 1–2 M⊕ of material is not conserved in
our simulations, when in reality a large fraction of this
may be reaccreted over time onto the growing embryos
(Jackson & Wyatt 2012). This means that the planets
obtained in the simulations with our collision model are
most likely too small.
Systems with smaller masses have generally longer for-
mation times (Kokubo et al. 2006). Hence, we expect
that the systems where the are still numerous bodies
haved not reached their final state at the time we end
our integrations (400 Myr). Figure 8 also suggest that
the frequency of collisions decreases at later times, as
indicated by the flattening of the red curves in. As the
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Figure 9. End state of the 32 N -body simulations that are part of this work. Each system is shown on one line, with the
resulting planets placed at their semi-major axis and whose radius is proportional to their physical radius assuming a constant
density. The resulting bodies are colored by fraction of mantle material coming from four different regions (whose boundaries
are show on the top). In each panel, the top four systems were computed using the realistic collision model whereas the bottom
four were computed assuming collisions are mergers. Smaller planets are placed in front of larger ones so there are no hidden
objects.
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Figure 10. End state of the 16 N -body simulations fea-
turing the surrogate collision model, now shown as one sys-
tem per line (simulations 01 to 34 from top to bottom). As
before, the size of each planet is shown proportional to its
physical size assuming a constant density. The first 8 begin
with comparable-sized embryos, while the last 8 begin with a
bimodal mass distribution of embryos. Here each final planet
is colored by the number of hit and run collisions it has ex-
perienced, where the h-number is mass-averaged during each
accretion event as described in the text.
collision rate slows down towards the later times (See
Figure 8), it could take hundreds of millions of years or
longer for most of the smaller bodies to be accreted or
removed.
8.4. Material reprocessing by HRC
In perfect merger simulations, there is a comparative
lack of less massive bodies. Although some of the smaller
remnant planets in our simulations are unaccreted origi-
nal embryos, most of them are the “runners” from HRCs
(see Figure 10), so some further discussion is necessary.
In Figure 10 we quantify the cumulative occurrence of
HRCs during each planet’s formation, for all the simu-
lations featuring the realistic collision model. Each line
represents the final outcome of one simulation. The re-
sults are divided in four groups, each containing simu-
lations that were initialized using a different method to
determine the initial masses of the embryos, as per Fig-
ure 9, where first 8 sets of runs begin with initial embryos
of the same or similar mass, while the last 8 sets of runs
start with a bimodal mass distribution. In each case
the initial embryos all start with “h-numbers” of zero.
When a HRC occurs, the surviving projectile (runner)
has its h increased by 1. When there is a merger, the
resulting h is the mass average of h in each progenitor.
In our simulations, we obtain values for h in the range
of 0 to 4; the color scale is linear from 0 to 1 and log-
arithmic above. We also find that smaller bodies tend
to have larger h-numbers than bigger bodies, indicating
the dynamical survival of runners. There are a couple of
simulations where a few smaller bodies remain until the
end of our integration (400 Myr) after having survived
up to 5 consecutive HRCs. It is possible that several
from these bodies will be accreted further on, as they
remain close to other more massive bodies.
8.5. Composition
Figure 9 shows that the smaller mass planets in our
simulations originate primarily from a single region rep-
resented by a single color. Although our prescription for
material transfer is relatively basic for an HRC, as run-
ners are assumed to be made of projectile material, it
is largely consistent with the SPH simulations of HRCs
that produce only a limited amount of equilibration be-
tween the colliding bodies. The limited amount of mix-
ing during HRCs also gives the possibility of transport-
ing projectile runners for large distances without equi-
libration, as was already pointed out in EA19a, where
it was found that the final destination of a runner does
not depend on its pre-impact trajectory.
For most of the simulations, we also note that the re-
sulting planets are composed of only a small fraction of
material coming from the inner region (shown in red in
Figure 9). Unlike Chambers (2013), we find that mate-
rial coming from the inner part of the original system
has a low survival rate.
To understand this difference, we note that when col-
lisions are treated unconditionally as mergers, the only
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possibility for mass loss is through ejection from the so-
lar system or collision with the sun. Selective ejection
of outer bodies (blue) is anticipated because they have
a lower escape velocity from the solar system and can
be strongly perturbed gravitationally by gas giants. On
this basis we would expect less mass loss from the inner
solar system. But when debris production is included—
inefficient accretion of our surrogate model—there is a
bias towards mass loss from the inner region due to the
greater absolute impact velocities. Impact velocity is
generally greater for closer-in collisions in proportion to
their higher Keplerian velocity vkep =
√
GM?/a.
We caution that some of these conclusions may be an
artifact of our simple treatment of debris, which we treat
as being lost, when in fact the debris that is closest to
the sun would be swept up the fastest by the remaining
planets since the dynamical time scale is shorter. Care-
ful treatment of the debris in our N -body scheme is an
important matter for future work. In addition to in-
fluencing the cumulative mass, the production of debris
would lead to increased dynamical friction which would
reduce the eccentricities and inclinations of the embryos
(Raymond et al. 2006; O’Brien et al. 2006; Kobayashi
et al. 2019), and hence their relative velocities, increas-
ing the accretion efficiency but reducing the interactions
across feeding zones.
9. CONCLUSIONS
We use a surrogate model for giant impacts (Cam-
bioni et al. (2019) and this work), trained on hundreds
of SPH simulations from Reufer (2011) in the regime ap-
plicable to “late stage” terrestrial collisions, to explore
aspects of planet formation that could not be studied
before: the loss of mass due to imperfect accretion, and
the evolution of survivors of HRCs.
The surrogate model we have used in this study is
available for public use; see Section 7. Updates will be
published as more data sets become available. We plan
to extend the training data to the regime of less than
a few thousands kilometers in diameter, when friction
matters (Sugiura et al. 2018; Jutzi 2015). Pre-collisional
rotation represents a significantly larger expansion of the
parameter space (Canup 2008), introducing several ad-
ditional free parameters per collision; this could require
100 times as many simulations if sampled adequately,
which is currently prohibitive. For now, pre-impact ro-
tation is perhaps better suited to physical scaling in-
cluding aspects related to composition and differentia-
tion (Gabriel et al. in press), that could be benchmarked
in some cases and applied to the output of non-initial-
rotation surrogate models. And except in the simplest
sense (e.g. Figure 9 we have not analyzed how com-
position changes due to mantle stripping by each HRC
(Asphaug & Reufer 2014).
In the spirit of Kokubo & Genda (2010), Cham-
bers (2013) and other studies we have evolved several
archetypal scenarios of solar system terrestrial planet
formation to understand the process of embryo accre-
tion and its consequences. In this first basic application
of our surrogate model, we find that the inclusion of real-
istic collisions changes the dynamics of planetary growth
in important ways. First, planet formation takes signif-
icantly longer to complete when accounting for realistic
collisions. The phase of excited dynamics and evolving
compositions continues long after the end of our simula-
tions, and has significant implications for how accretion
ends, e.g. the late veneer (Morbidelli & Wood 2015)
and the idea of the late heavy bombardment (Hartmann
2019), that we have not yet studied. Second, realis-
tic collisions yield a much greater diversity of finished
planets, in terms of their sizes and compositions, be-
cause there are surviving runners and their byproducts,
subject to mantle stripping. When perfect merger is
assumed, it is possible to directly merge planets from
distant feeding zones; these mergers would actually be
HRCs with only limited material capture. Third, we
find that runners from HRCs are common in the final
population of bodies, and that multiple-HRC survivors
are expected to exist, as proposed by Asphaug & Reufer
(2014) and Chau et al. (2018) for the origin of Mercury.
Finally, we have not included any specific evolution of
the giant planets in our model. This is reasonable, be-
cause the terrestrial planets most likely formed after pos-
sible instabilities of the giant planets. Morbidelli et al.
(2018) found that the abundances of highly siderophile
elements in the lunar mantle can be explained by the
accretion tail from the formation of the terrestrial plan-
ets. The presence of binary Jupiter trojans has also
been interpreted as an evidence for a very early migra-
tion (Nesvorny´ et al. 2018). Both these studies favor an
early instability, if it ever took place.
A.E., S.C., E.A. and S.R.S. acknowledge support from
NASA under grant 80NSSC19K0817. We thank the
anonymous reviewer for the precious comments and and
edits that improved this manuscript. An allocation of
computer time from UA Research Computing High Per-
formance Computing (HPC) is gratefully acknowledged.
Software: Mercury (Chambers 1999), matplotlib
(Hunter 2007)
19
REFERENCES
Agnor, C., & Asphaug, E. 2004, ApJL, 613, L157,
doi: 10.1086/425158
Asphaug, E. 2010, Chemie der Erde / Geochemistry, 70,
199, doi: 10.1016/j.chemer.2010.01.004
Asphaug, E., Agnor, C. B., & Williams, Q. 2006, Nature,
439, 155, doi: 10.1038/nature04311
Asphaug, E., & Reufer, A. 2013, Icarus, 223, 544,
doi: 10.1016/j.icarus.2012.12.009
—. 2014, Nature Geoscience, 7, 564, doi: 10.1038/ngeo2189
Benz, W. 1991, in Lecture Notes in Physics, Berlin Springer
Verlag, Vol. 373, Late Stages of Stellar Evolution.
Computational Methods in Astrophysical
Hydrodynamics, ed. C. B. De Loore, 258
Benz, W., Anic, A., Horner, J., & Whitby, J. A. 2007,
SSRv, 132, 189, doi: 10.1007/s11214-007-9284-1
Benz, W., Slattery, W. L., & Cameron, A. G. W. 1988,
Icarus, 74, 516, doi: 10.1016/0019-1035(88)90118-2
Beutler, G. 2005, Methods of celestial mechanics. Vol. I:
Physical, mathematical, and numerical principles
(Springer)
Bishop, C. M. 2006, Pattern Recognition and Machine
Learning (Information Science and Statistics) (Berlin,
Heidelberg: Springer-Verlag)
Bottou, L. 2010, in Proceedings of COMPSTAT’2010
(Springer), 177–186
Burger, C., Bazso´, A´., & Scha¨fer, C. M. 2019, arXiv
e-prints, arXiv:1910.14334.
https://arxiv.org/abs/1910.14334
Burger, C., Maindl, T. I., & Scha¨fer, C. M. 2018,
Celest. Mech. Dyn. Astron., 130, 2,
doi: 10.1007/s10569-017-9795-3
Cambioni, S., Asphaug, E., Emsenhuber, A., et al. 2019,
ApJ, 875, 40, doi: 10.3847/1538-4357/ab0e8a
Canup, R. M. 2004, Icarus, 168, 433,
doi: 10.1016/j.icarus.2003.09.028
—. 2005, Science, 307, 546, doi: 10.1126/science.1106818
—. 2008, Icarus, 196, 518, doi: 10.1016/j.icarus.2008.03.011
—. 2011, AJ, 141, 35, doi: 10.1088/0004-6256/141/2/35
Canup, R. M., & Asphaug, E. 2001, Nature, 412, 708,
doi: 10.1038/35089010
Chambers, J. E. 1999, MNRAS, 304, 793,
doi: 10.1046/j.1365-8711.1999.02379.x
—. 2001, Icarus, 152, 205, doi: 10.1006/icar.2001.6639
—. 2013, Icarus, 224, 43, doi: 10.1016/j.icarus.2013.02.015
Chau, A., Reinhardt, C., Helled, R., & Stadel, J. 2018,
ApJ, 865, 35, doi: 10.3847/1538-4357/aad8b0
Clement, M. S., Kaib, N. A., Raymond, S. N., Chambers,
J. E., & Walsh, K. J. 2019, Icarus, 321, 778,
doi: 10.1016/j.icarus.2018.12.033
C´uk, M., & Stewart, S. T. 2012, Science, 338, 1047,
doi: 10.1126/science.1225542
Demuth, H. B., Beale, M. H., De Jess, O., & Hagan, M. T.
2014, Neural network design, Vol. 2 (Martin Hagan)
Emsenhuber, A., & Asphaug, E. 2019a, ApJ, 875, 95,
doi: 10.3847/1538-4357/ab0c1d
—. 2019b, ApJ, 881, 102, doi: 10.3847/1538-4357/ab2f8e
Emsenhuber, A., & Cambioni, S. 2019, collresolve, 1.1,
Zenodo, doi: 10.5281/zenodo.3560892
Gabriel, T. S. J., Jackson, A., Asphaug, E., Jutzi, M., &
Benz, W. in press, ApJ
Genda, H., Kokubo, E., & Ida, S. 2012, ApJ, 744, 137,
doi: 10.1088/0004-637X/744/2/137
Girosi, F., Jones, M., & Poggio, T. 1995, Neural
computation, 7, 219
Haghighipour, N., & Winter, O. C. 2016, Celestial
Mechanics and Dynamical Astronomy, 124, 235,
doi: 10.1007/s10569-015-9663-y
Hartmann, W. K. 2019, Geosciences, 9, 285,
doi: 10.3390/geosciences9070285
Hearst, M. A., Dumais, S. T., Osuna, E., Platt, J., &
Scholkopf, B. 1998, IEEE Intelligent Systems and their
applications, 13, 18, doi: 10.1109/5254.708428
Hunter, J. D. 2007, Computing in Science and Engineering,
9, 90, doi: 10.1109/MCSE.2007.55
Ioffe, S., & Szegedy, C. 2015, arXiv preprint
arXiv:1502.03167
Jackson, A. P., & Wyatt, M. C. 2012, MNRAS, 425, 657,
doi: 10.1111/j.1365-2966.2012.21546.x
Jutzi, M. 2015, Planet. Space Sci., 107, 3,
doi: 10.1016/j.pss.2014.09.012
Jutzi, M., Holsapple, K., Wnneman, K., & Michel, P. 2015,
in Asteroids IV, ed. P. Michel, F. E. DeMeo, & W. F.
Bottke (University of Arizona Press), 711
Kegerreis, J. A., Teodoro, L. F. A., Eke, V. R., et al. 2018,
ApJ, 861, 52, doi: 10.3847/1538-4357/aac725
Kobayashi, H., Isoya, K., & Sato, Y. 2019, arXiv e-prints,
arXiv:1911.00278. https://arxiv.org/abs/1911.00278
Kokubo, E., & Genda, H. 2010, ApJL, 714, L21,
doi: 10.1088/2041-8205/714/1/L21
Kokubo, E., & Ida, S. 2002, ApJ, 581, 666,
doi: 10.1086/344105
Kokubo, E., Kominami, J., & Ida, S. 2006, ApJ, 642, 1131,
doi: 10.1086/501448
Kurosaki, K., & Inutsuka, S.-i. 2019, AJ, 157, 13,
doi: 10.3847/1538-3881/aaf165
Leinhardt, Z. M., Marcus, R. A., & Stewart, S. T. 2010,
ApJ, 714, 1789, doi: 10.1088/0004-637X/714/2/1789
20
Leinhardt, Z. M., & Stewart, S. T. 2012, ApJ, 745, 79,
doi: 10.1088/0004-637X/745/1/79
Marcus, R. A., Sasselov, D., Stewart, S. T., & Hernquist, L.
2010, ApJL, 719, L45, doi: 10.1088/2041-8205/719/1/L45
Marcus, R. A., Stewart, S. T., Sasselov, D., & Hernquist, L.
2009, ApJL, 700, L118,
doi: 10.1088/0004-637X/700/2/L118
Marinova, M. M., Aharonson, O., & Asphaug, E. 2008,
Nature, 453, 1216, doi: 10.1038/nature07070
Melosh, H. J. 2007, Meteoritics and Planetary Science, 42,
2079, doi: 10.1111/j.1945-5100.2007.tb01009.x
Monaghan, J. J. 1992, ARA&A, 30, 543,
doi: 10.1146/annurev.aa.30.090192.002551
Morbidelli, A., Nesvorny, D., Laurenz, V., et al. 2018,
Icarus, 305, 262, doi: 10.1016/j.icarus.2017.12.046
Morbidelli, A., & Wood, B. J. 2015, Washington DC
American Geophysical Union Geophysical Monograph
Series, 212, 71, doi: 10.1002/9781118860359.ch4
Movshovitz, N., Nimmo, F., Korycansky, D. G., Asphaug,
E., & Owen, J. M. 2016, Icarus, 275, 85,
doi: 10.1016/j.icarus.2016.04.018
Murray, C. D., & Dermott, S. F. 2000, Solar System
Dynamics (Cambridge, UK: Cambridge University Press)
Nesvorny´, D., Vokrouhlicky´, D., Bottke, W. F., & Levison,
H. F. 2018, Nature Astronomy, 2, 878,
doi: 10.1038/s41550-018-0564-3
O’Brien, D. P., Morbidelli, A., & Levison, H. F. 2006,
Icarus, 184, 39, doi: 10.1016/j.icarus.2006.04.005
Park, R. S., Vaughan, A. T., Konopliv, A. S., et al. 2019,
Icarus, 319, 812, doi: 10.1016/j.icarus.2018.10.024
Quintana, E. V., Barclay, T., Borucki, W. J., Rowe, J. F.,
& Chambers, J. E. 2016, ApJ, 821, 126,
doi: 10.3847/0004-637X/821/2/126
Raymond, S. N., Quinn, T., & Lunine, J. I. 2006, Icarus,
183, 265, doi: 10.1016/j.icarus.2006.03.011
Reufer, A. 2011, PhD thesis, University of Bern
Rosswog, S. 2009, NewAR, 53, 78,
doi: 10.1016/j.newar.2009.08.007
Rufu, R., & Canup, R. M. 2017, AJ, 154, 208,
doi: 10.3847/1538-3881/aa9184
Slattery, W. L., Benz, W., & Cameron, A. G. W. 1992,
Icarus, 99, 167, doi: 10.1016/0019-1035(92)90180-F
Stewart, S. T., & Leinhardt, Z. M. 2012, ApJ, 751, 32,
doi: 10.1088/0004-637X/751/1/32
Sugiura, K., Kobayashi, H., & Inutsuka, S. 2018, A&A, 620,
A167, doi: 10.1051/0004-6361/201833227
Thompson, S. L., & Lauson, H. S. 1972, Improvements in
the CHART-D Radiation-hydrodynamic code III:
Revised analytic equations of state, Tech. Rep. SC-RR-71
0714, Sandia National Laboratories
Ting, K. M. 2010, in Encyclopedia of Machine Learning,
ed. C. Sammut & G. I. Webb (Boston, MA: Springer
US), 209–209
Wetherill, G. W. 1985, Science, 228, 877,
doi: 10.1126/science.228.4701.877
