Dynamics of delay-coupled semiconductor laser systems by Erzgraber, H.
Dynamics of delay-coupled
semiconductor laser systems
Hartmut Erzgra¨ber
VRIJE UNIVERSITEIT
Dynamics of delay-coupled
semiconductor laser systems
ACADEMISCH PROEFSCHRIFT
ter verkrijging van de graad van Doctor aan
de Vrije Universiteit Amsterdam,
op gezag van de rector magnificus
prof.dr. L.M. Bouter,
in het openbaar te verdedigen
ten overstaan van de promotiecommissie
van de faculteit der Exacte Wetenschappen
op maandag 4 december 2006 om 15.45 uur
in de aula van de universiteit,
De Boelelaan 1105
door
Hartmut Erzgra¨ber
geboren te Darmstadt, Duitsland
promotoren: prof.dr. B. Krauskopf
prof.dr. D. Lenstra
Contents
1 General introduction 1
1.1 Laser equations of motion . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Semiconductor laser dynamics . . . . . . . . . . . . . . . . . . . . . 6
1.3 Background on delay differential equations and bifurcations . . . . . 11
1.4 Numerical continuation . . . . . . . . . . . . . . . . . . . . . . . . . 14
I Semiconductor lasers subject to filtered optical feedback 17
2 Background on delayed filtered optical feedback 19
2.1 Rate equation model for filtered optical feedback . . . . . . . . . . . 21
2.2 Properties of the model . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 The external filter modes . . . . . . . . . . . . . . . . . . . . . . . . 23
3 The mode structure of a FOF laser 25
3.1 Stability of the EFMs . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Stability regions of the EFMs . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Dependence of EFM stability on the detuning . . . . . . . . . . . . . 29
3.4 Transitions through codimension-three bifurcation points . . . . . . . 33
4 Frequency and relaxation oscillations 37
4.1 Characteristics of RO and FO . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Stability regions of RO and FO . . . . . . . . . . . . . . . . . . . . . 40
4.3 Beyond stable frequency oscillations . . . . . . . . . . . . . . . . . . 43
4.4 Interacting oscillations and routes to chaos . . . . . . . . . . . . . . . 47
vi CONTENTS
5 Experimental feedback phase control 55
5.1 The experimental setup for FOF . . . . . . . . . . . . . . . . . . . . 56
5.2 The different dynamical regimes . . . . . . . . . . . . . . . . . . . . 57
6 Conclusions and outlook of Part I 65
II Mutually delay-coupled semiconductor lasers 69
7 Background on delay-coupled semiconductor lasers 71
7.1 Rate equation model for the delay-coupled laser system . . . . . . . . 73
7.2 Properties of the model . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.3 Compound laser modes . . . . . . . . . . . . . . . . . . . . . . . . . 75
8 The influence of the detuning 77
8.1 CLMs for zero detuning . . . . . . . . . . . . . . . . . . . . . . . . . 78
8.2 CLMs for nonzero detuning . . . . . . . . . . . . . . . . . . . . . . . 87
8.3 Perturbation from zero detuning . . . . . . . . . . . . . . . . . . . . 87
8.4 Intermediate values of detuning . . . . . . . . . . . . . . . . . . . . . 95
8.5 The limit of very large detuning . . . . . . . . . . . . . . . . . . . . 98
8.6 The surface of CLMs . . . . . . . . . . . . . . . . . . . . . . . . . . 102
8.7 Dependence on the coupling rate . . . . . . . . . . . . . . . . . . . . 104
9 The influence of the pump current 107
9.1 CLMs for zero detuning . . . . . . . . . . . . . . . . . . . . . . . . . 108
9.2 CLMs for non-zero detuning . . . . . . . . . . . . . . . . . . . . . . 111
9.3 Changes to the locking region . . . . . . . . . . . . . . . . . . . . . 114
10 Experiments and theory 119
10.1 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 120
10.2 Comparison between the rate equation model and the experiments . . 125
11 Conclusions and outlook of Part II 131
12 Overall summary 137
Bibliography 139
List of Publications 147
Samenvatting 149
Acknowledgments 151
Abbreviations
Abbreviation Meaning
FOF filtered optical feedback
EFM external filtered mode
MCL mutually delay-coupled lasers
CLM compound laser mode
RO relaxation oscillation
FO frequency oscillation
S,SN saddle-node bifurcation
H Hopf bifurcation
HH double Hopf point
DH degenerate Hopf point
BT Bogdanov-Takens point
SH saddle-node Hopf point
DSH degenerate saddle-node Hopf point
T torus bifurcation
SL saddle-node of limit cycle bifurcation
P period doubling bifurcation
1:1 1:1-resonance point
1:2 1:2-resonance point
viii
Chapter 1
General introduction
The word ’laser’ is the acronym for light amplification by stimulated emission of
radiation. The principle of laser operation relies on the basis of quantum-mechanical
interaction of matter (electrons) and light (photons). Electrically charged particles like
electrons can bear additional energy, and that energy can be transfered by absorbing
or emitting photons. In the process of absorption an electron in a state with energy Ei
absorbs a photon and goes into a state with energy E f . The energy difference between
the initial and the final state of the electron is equal to the photon energy hν, where h
is Planck’s constant and ν the frequency of the photon.
E f − Ei = ∆E = hν . (1.1)
In the process of Stimulated emission an incident photon stimulates an electron (which
must not be in its ground state) to emit a second photon. Remarkably for stimulated
emission is that the emitted photon is an exact copy of the incident photon. They
have the same frequency (and therefore the same energy), they are in phase, they
have the same polarization, and they propagate in the same direction. This is opposed
to spontaneous emission where a photon is emitted spontaneously, only driven by the
tendency of the electron to go to a lower energy state. In a medium the energies Ei and
E f of the electrons are not arbitrary, since they are subject to a potential. If the electron
is bound to an atom then the electron possesses discrete energy levels. The electrons
in a semiconductor are subject to a complicated band structure, which is expressed
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Figure 1.1: Sketch of stimulated emission and absorption processes. The valence and
conduction bands are plotted in (k, E)-space.
by the dispersion relation E(k), which describes the electron energy as a function
of its momentum. A sketch of absorption and the reversal, stimulated emission, in
a semiconductor is shown in Fig. 1.1. In this thesis these individual processes are
important in the sense that they will contribute to changes of the number of photons
within the laser.
The concept of stimulated emission as reverse process of absorption was already
postulated in Einstein [1917]. However, the technical realization of the laser was only
achieved several decades laser. In 1960 Maiman reported stimulated optical radiation
in ruby Maiman [1960]. Of course, many other researchers had been working on
amplification of light; a historical account of the invention of the laser can be found in
textbooks such as Hecht [1992] or Townes [2002].
In order to amplify light by stimulated emission it is essential to have more elec-
trons with high energy than with low energy. This condition is called population
inversion. A medium that features population inversion is called active. In an active
material an incident photon, for example from a spontaneous emission process, can
trigger a cascade of stimulated emissions of photons which are all ’in-phase’. In a
semiconductor laser the active medium is a semiconducting material and population
inversion is achieved by injecting electrons into the conduction band.
So far there is no element that sets a preferred direction in the laser. The ac-
tive medium amplifies all photons which meet Eq. (1.1). To make it into a laser the
active medium is placed in a resonant cavity — a Fabry-Pe´rot cavity made of two
semi-transparent surfaces. It is the cavity that turns the laser into an optical oscilla-
tor, a sketch is shown in Fig. 1.2. For a simple semiconductor laser the reflectivity
arising due to the refractive index jump at the semiconductor-material-air surface suf-
fices. Only those photons with direction parallel to the optical axis of the cavity will
experience sufficient amplification. The optical field within the laser cavity approxi-
mately takes the form of a resonant mode. There must be an integer number m of half
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Figure 1.2: Sketch of a solitary laser, optical field E(t) and inversion N(t).
wavelengths λ of the photons within the laser cavity of length L.
L = m
λ
2
= m
c
2ν
, (1.2)
where c is the speed of light in the medium. For a single mode laser one of these
cavity modes dominates the others.
Altogether, lasers allow for producing highly coherent light with a narrow linewidth
and high intensity. The above discussion showed that laser operation relies on a deli-
cate balance of photons and electrons within the laser. But what happens if this balance
is disturbed by some external system. In other words, what happens if emission stim-
ulated by a laser internal photon has to compete with emission stimulated by photons
from some external system?
This thesis focuses on
(I) a semiconductor laser that is delay-coupled to a passive Fabry-Pe´rot cavity. In
other words, it is subject to delayed coherent filtered optical feedback (FOF).
(II) a semiconductor laser that is mutually delay-coupled to a second, identical,
semiconductor laser.
The spatial extension of the respective sub-systems is reduced to points, involving
mean field approximation. However the sub-systems are spatially separated which is
taken into account by a delay term τ = cl, where l is the distance between the sub-
systems. This delay time is substantial compared to the laser’s internal time scales
and therefore cannot be neglected. On the other hand, the distance between the sub-
systems is small compared to the coherence length of a solitary semiconductor laser.
The coherence length measures the interval within which the phase of the light can be
predicted. Indeed this phase —the coupling phase — is one of our main parameters,
and it takes into account the phase of the incident external optical field. Moreover, the
coupling conditions are characterized by the detuning. If uncoupled, both sub-systems
have a preferred frequency and the detuning is the difference between them. Finally,
there is the coupling strength. Our analysis will consider all of these parameters.
4 1 General introduction
Lasers are dynamical systems, i.e., physical quantities such as the inversion or the
optical field are subject to changes as the time progresses. It is important to realize
the difference between such dynamical quantities —called phase variables — and
parameters which are constant in time. Parameters must be varied slowly compared to
time scales of system’s dynamics. The mathematical formulation to describe the time
dependence of phase variables is given by differential equations. Since the systems
studied here feature a time-delay they are described by delay differential equations.
As parameters of the system are changed the dynamics of the system changes. When
a qualitative, rather than a quantitative, change of the dynamics occurs one speaks
of a bifurcation. See text books like Kuznetsov [1995]; Guckenheimer and Holmes
[1986]; Strogatz [1994] for a general introduction into bifurcation theory and Sec. 1.2
for an brief introduction to bifurcations in the context of laser dynamics. In general,
the dynamics is organized by a complex underlying bifurcation structure. Based on
the differential equations describing the dynamics we can calculate these bifurcation
and interpret them in terms of the dynamics of the real laser system. In this thesis
we will concentrate on this hitherto unknown underlying bifurcation structure. Our
bifurcation analysis follows on from previous studies, and makes predictions for the
dynamics to be expected for certain parameter conditions.
Physically, the sensitivity of semiconductor lasers to external perturbations is due
to a combination of the material properties of the semiconductor active material and
the low reflectivities of the mirrors. Even a small external perturbation, once inside the
laser, is quickly amplified and perturbs the delicate balance between the photon and the
electron-hole populations. Using laser systems to investigating nonlinear dynamics
has some advantages:
• Laser systems can be controlled well experimentally and are described well by
approximated model equations;
• Most laser parameter are well known and can be determined reliably.
Together, this allows for a good comparison between theory and experiments.
The FOF laser serves as an example of how to control laser dynamics, in this
case by an external filter. The dynamics range from enhanced stability, on the one
hand, to possibly chaotic dynamics, on the other hand. We will show how to go from
one to the other. Indeed there are ideas to exploit the nonlinear chaotic behavior of
semiconductor lasers. A pair of chaotic emitting semiconductor lasers could be used
as broadband light sources for applications such as private communication Uchida et
al.; Argyris et al. [2005]; Fischer et al. [2000b]. This also falls in the much broader
context of synchronization of chaotic systems, which is of fundamental interest in
many scientific disciplines.
The mutually delay coupled laser system is an example of the wide class of delay-
coupled oscillators, which describe and explain widely differing phenomena, includ-
ing chemical oscillations, biological clocks and information processing in neural net-
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works see for example Strogatz and Stewart [1993]; Strogatz [1994]; Pikovsky et al.
[2001] as entry points to the extensive literature on the subject. Phenomena that are
attributed to time-delayed coupling include multistabilities, amplitude death and the
onset of delay-induced instabilities Schuster and Wagner [1989]; Ramana Reddy et
al. [1998]; Heil et al. [2001b]; Wu¨nsche et al. [2005]. In particular, coupled semi-
conductor laser may find applications as optical memories Hill et al. [2001, 2004], or
ultra-fast optical clocks Mo¨hrle et al. [2001].
Outline of the thesis
Part I of this thesis focuses on the dynamics of a semiconductor laser subject to fil-
tered optical feedback. Its Chapter 2 gives more specific background on filtered opti-
cal feedback and discusses the rate equation model and its properties. Chapter 3 than
gives a comprehensive picture of the underlying mode structure including how their
stability depends on the coupling strength, coupling phase, and the detuning. Chap-
ter 4 discusses typical instabilities of the FOF laser, the frequency oscillations and
the relaxation oscillations, and how they interact and lead to complicated and possi-
bly chaotic behavior. Chapter 5 is an experimental account in which we verify basic
characteristics of the dynamics predicted in the previous theoretical chapter. We finish
Part I with conclusions and an outlook in Chapter 6.
Part II of this thesis deals with the bifurcation analysis of two identical semicon-
ductor lasers that are mutually delay-coupled via their optical fields. Chapter 7 gives
more specific background on mutually delay-coupled semiconductor lasers and dis-
cusses the rate equation model and its properties. Chapter 8 gives a comprehensive
picture of the mode structure of the mutually coupled lasers as a function of the de-
tuning, whereas Chapter 9 focuses on the influence of the pump current. Chapter 10
compares experimental and theoretical results. We finish Part II with conclusions and
an outlook in Chapter 11.
The thesis finishes with a summary in Chapter 12. In the remaining part of this
introduction we focus on general physical and mathematical aspects of dynamics of
semiconductor laser systems.
1.1 Laser equations of motion
In general the interaction between light and matter requires a quantum mechanical
description of the laser medium and the light; see Haken [1985] or Chow et al.
[1994]. It is described by three quantities, the optical field strength E(t, r), the po-
larization field strength P(t, r), and the inversion N(t, r). In the semiclassical descrip-
tion the electrons and the active medium are described quantum mechanically, by the
Schro¨dinger equation, whereas the light is described classically, by the Maxwell equa-
tions. Under the additional assumptions that the spatial and the temporal dependencies
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can be separated and that the active medium is a homogeneously broadened two level
system, the Maxwell-Bloch equations can be derived. These are three coupled dif-
ferential equations which describe the time evolution of the slowly varying complex
envelope of the optical field E(t), the macroscopic polarization of the active medium
PM(t), and the real-valued population difference N(t) between the upper and lower
level.
dE(t)
dt = −(iωE + γE)E(t) − igPM(t) , (1.3)
dPM(t)
dt = −(iωP + γP)PM(t) + gE(t)N(t) , (1.4)
dN(t)
dt = J − γN N(t) − ig[E(t)P
∗
M(t) + E∗(t)PM(t)] , (1.5)
where the dynamical variables E(t), PM(t), and N(t) are coupled via the optical gain
g. Furthermore there is the pump J, the resonance frequencies of the optical cavity
ωE , and the atomic transition ωP. Each of the dynamical quantities has an associated
decay rate, γP, γN , and γE , which allow for a dynamical classification. If all decay
rates are of comparable order, γP ≃ γN ≃ γE , then one speaks of a class C laser. If the
decay rate of the polarization is much faster the than the other two, γP ≫ γN ≃ γE ,
then the polarization becomes an adiabatic follower and can be eliminated by setting
dP(t)
dt = 0. One is left with two coupled differential equations for E(t) and N(t). These
lasers are called class B lasers. Semiconductor lasers as considered here fall into this
category. Finally, if both the decay rate of the polarization and the inversion are much
faster than that of the optical field, γP ≃ γN ≫ γE , then also the inversion becomes an
adiabatic follower and can be eliminated. One speaks of a class A laser.
1.2 Semiconductor laser dynamics
The advent of the laser is tightly connected to deterministic nonlinear dynamics —
pulsation in the emission of a maser was already reported in Makhov et al. [1958].
The mathematical description of light-matter interaction, which is the bases of laser
operation, among others, was carried out by Haken; see Haken [1985]. For semi-
conductor lasers the equations describing this interaction are known as the Maxwell-
Bloch equations Agrawal and Dutta [1986] Yariv [1997]. And indeed for a class C
laser Haken showed that the Maxwell-Bloch equations are mathematically equivalent
to the Lorenz equations; see Haken [1975] and Tucker [1999]. This brings us right to
the starting points of another development, but in mathematics: Nonlinear Dynamics.
The Lorenz equations — initially derived by Lorenz in 1963 as a simplified model
of the weather on the northern hemisphere — were recognized to show deterministic
chaos Lorenz [1963]. Concepts of deterministic chaos were introduced at about the
same time, and, especially, bifurcation theory emerged as a part of nonlinear dynamics
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Figure 1.3: Hopf bifurcations of the single mode solitary laser at the laser threshold.
The boldfaced branch is stable.
research. It is particularly important for applications, as it allows one to analysis the
structure of nonlinear differential equations.
Semiconductor lasers are class B lasers and can be described by the slowly vary-
ing complex envelope of the optical field E(t) and the real valued inversion N(t). In
rescaled form the equations can be written as:
dE
dt = (1 + iα)N(t)E(t) , (1.6)
T
dN
dt = P − N(t) − (1 + 2N(t))|E(t)|
2 , (1.7)
where α describes the self-phase modulation (or linewidth enhancement factor), T is
the ratio between the electron lifetime and the photon lifetime, and P is the pump
current. In this form α accounts for the fact that the laser transition takes place be-
tween energy bands of the semiconductor active material and not between two discrete
energy levels.
Equations (1.6)-(1.7) exhibit a Hopf bifurcation at P = 0, which is the threshold
of the solitary laser. This is shown in Fig. 1.3, where the amplitude of the optical field
is plotted as a function of the pump P. Below the threshold the solution (E(t), N(t)) =
(0, P) — the off-state — is stable. At the threshold this solution destabilizes in a
Hopf bifurcation and a branch of stable oscillations — the on-state — appears, which
is represented by the maximum amplitude max|E| and max|E| =
√
P. Alternatively,
Eq. (1.6)-(1.7) can be written in polar coordinates E(t) = R(t)eiφ(t)
dR
dt = N(t)R(t) , (1.8)
T
dN
dt = P − N(t) − (1 + 2N(t))R
2(t) , (1.9)
dφ
dt = αN(t)R(t) . (1.10)
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Figure 1.4: Sketch of a pitchfork bifurcation (a) and its possible unfoldings (b) and
(c). The boldfaced branch is stable.
In this representation the bifurcation at the laser threshold is as a pitchfork bifurcation;
see Fig. 1.4(a) for a sketch of a pitchfork bifurcation. Indeed the branch that represents
the on-state of the laser has two parts, R =
√
P and R = −
√
P. The latter is redundant
and can be dismissed so that one recovers the image of Fig. 1.3. Finally, realizing that
the laser intensity is I(t) = R2(t), we find that the bifurcation at the threshold can also
be represented as a transcritical bifurcations as shown in Fig. 1.5(a). This shows the
linear increase of the laser intensity as the pump is increased above the threshold. This
is also found experimentally; see Fig. 1.5(b). Physically, in all cases the result is that
the optical field oscillates with the optical frequency Ω0, which is clamped to its value
at threshold, and a constant amplitude, which is proportional to
√
P; see Wieczorek
et al. [2005]. For mathematical details of the bifurcation at the laser threshold see
Rottscha¨fer and Krauskopf [2004].
Finally, the solitary single-mode semiconductor laser above threshold can exhibit
damped relaxation oscillations. If the laser is slightly perturbed from its stable con-
tinuous wave (cw) emission it performs a damped oscillation back to stable emission.
Physically, this is an exchange between the electron-hole number and the photon num-
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Figure 1.5: Sketch of a transcritical bifurcation (a). The boldfaced branch is stable.
Panel (b) show the the emitted power as function of the pump current of a real semi-
conductor laser (PI-characteristics).
ber. The frequency is determined by the time constant T and the pump parameter P,
ΩRO =
√
2P
T
. (1.11)
As far as the dynamics of the solitary single-mode semiconductor laser described by
Eq. (1.6)-(1.7) or (1.8)-(1.10) is concerned, the picture is already complete. In par-
ticular from the representation (1.8)-(1.10) it can be seen that the electric field phase
φ(t) decouples from the inversion N(t) and the electric field amplitude E(t). From dy-
namical systems theory it is known that a two-dimensional system cannot show more
complicated dynamics than periodic oscillations; see for example Guckenheimer and
Holmes [1986] or Ott [2002].
The situation becomes tremendously more difficult when the solitary laser is cou-
pled to some external system. There are several ways how an external influence can
couple to the solitary laser (1.6)-(1.7). In this thesis we consider the case where only
the optical field E(t) is affected by the coupling. Equation (1.6) is replaced by
dE
dt = (1 + iα)N(t)E(t) + κG(E, p, τ) , (1.12)
where G is a general function that depends on the laser field E, some other parameters
p and is coupled to E with a coupling strength given by κ. In particular, there is a
time delay τ that arises from the spatial separation between the laser and the external
system due to the finite propagation speed of light. Because of this delay the state at
time t interferes with the state at time t − τ. In optics inferences cause modes, and
the frequency of these modes is closely related to τ. In the coupled laser systems
considered here, typically, what happens when the coupling is increased is that new
10 1 General introduction
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Figure 1.6: Sketch of a saddle-node bifurcation of mode-anti-mode pair in the (||.||, κ)-
projection. The boldfaced branch is stable.
modes appear. Generically, these modes are created in pairs of so-called modes and
anti-modes in saddle-node bifurcations; see the sketch in Fig. 1.6. Due to the fact
that these modes have constant inversions and intensities, they are often referred to
as fixed points, especially when representing the equations in terms of the intensity
I(t) and phase φ. Moreover, experimentally it is not possible yet to measure optical
fields directly. In any practical situation one is dealing with spectra (optical spectra
and RIN-spectra) and time series of intensities. A mode appears as a fixed point in
the space of intensity and inversion. However, if the full dynamics of the optical
field is taken into account, the modes are actually periodic orbits, because the optical
field is oscillating with the optical frequency ωs. This frequency is not the same for
all modes, and thus cannot be ‘divided out globally’. Mathematically, a mode as
considered here is not a fixed point but a group orbit of the S 1-symmetry of Eq. 1.12;
see Krauskopf et al. [2000]. In the case of conventional optical feedback Lang and
Kobayashi [1980] the stable mode is referred to as a ’mode’, because it corresponds to
constructive interference between the feedback field and the laser field. The unstable
mode is referred to as an ’anti-mode’ because it corresponds to destructive inference.
There are other possibilities of creating new modes. As we will see in Part II,
where the mutually delay-coupled laser system is discussed, modes can also be created
in pitchfork bifurcation. In this case the upper and the lower branch of the pitchfork
in Fig. 1.4(a) represent the two newly created modes. Indeed the pitchfork bifurcation
is not structurally stable under perturbations of the underlying reflectional symmetry,
it unfolds when parameters are changed that destroy this symmetry. The two possible
unfoldings if one additional parameter is considered are shown in Fig. 1.4(b) and (c).
Indeed this is an example of an ’organizing center’ in the sense that the pitchfork bi-
furcation organizes the bifurcation structure when additional parameters are changed.
There are many other examples of such organizing centers and they are discussed in
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the context of singularity theory in Golubitsky and Schaeffer [1998]. In order to under-
stand the global structure of dynamical systems it can be quite rewarding to analyze
these organizing centers and their unfoldings by considering additional parameters;
see Saleh [2005] or Broer et al. [2006] for a recent example of this approach.
In general the creation of additional modes can be understood as additional de-
grees of freedom of the system which indicates that much more complex behavior
must be expected. Indeed these modes themselves undergo further bifurcations. There
is again the possibility of a Hopf bifurcation where the intensity starts to oscillate with
some, well-defined frequency that depends on the system parameters. Undamping of
the relaxation oscillations is an immediate possibility. In the RIN-spectrum a new
frequency appears and its amplitude shows a square root behavior as a function of
parameters. This solution, also referred to as a periodic orbit, can undergo torus bifur-
cations, where yet another well-defined frequency appears in the RIN-spectrum that
depends on system parameters. In turn this torus can break up and lead to chaotic
dynamics. Furthermore, a periodic orbit can undergo a period-doubling bifurcation
where a periodic orbit with twice the period appears. A cascade of period-doubling
bifurcations can also lead to chaotic dynamics.
So far we have a phenomenological picture of all possible bifurcations of fixed
points: saddle-node bifurcation, pitchfork bifurcation, transcritical bifurcation, and
Hopf bifurcation and of periodic orbits: saddle-node of limit cycle bifurcation, period-
doubling bifurcation, and torus bifurcation. In fact all these bifurcation have a super-
critical and a subcritical form, describing the stability of the bifurcating orbit. We
showed the respective supercritical version of the steady state bifurcations. The sub-
critical version can be obtained by flipping the respective bifurcation diagram at the
bifurcation point on a vertical axis and changing stable branches to unstable branches
and vice versa; see Strogatz [1994]. In this section we illuminate the mathematical
properties of these bifurcations.
1.3 Background on delay differential equations and
bifurcations
In general, dynamical systems are described by differential equations. If the state of
the system is known at a certain time t — this is the initial condition — then the future
evolution is uniquely determined. The initial conditions is a point in the phase space
of the system. However, the situation is different for systems with delay. In this case
the initial condition consists of a function segment on the interval [t − τ, t]. Thus, if
the initial condition is known the time evolution is uniquely determined by the set of
what are called delay differential equations (DDEs). For a mathematical background
on DDEs, see for example, Verduyn Lunel, S. M. and Krauskopf [2000], or more
generally Diekmann et al. [1995a]. For background on DDEs in the context of laser
dynamics see Krauskopf [2005] or Lenstra et al. [2005].
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Figure 1.7: Sketch of the time evolution of a trajectory in phase space for delay differ-
ential equation.
We now give a brief introduction to delay differential equations (DDEs), high-
lighting the difference compared to ordinary differential equations. This follows the
exposition of Krauskopf [2005]. For system described by a delay differential equation
(DDE) the time evolution in phase space does not only depend on the state at time t
but also on the state at time t − τ in the past. A DDE with a single fixed delay τ has
the general form
dx(t)
dt = F(x(t), x(t − τ), p) , (1.13)
where x ∈ Rn, the n-dimensional physical phase space and p ∈ Rm, the parameter
space and the function F describes the right hand side
F : Rn × Rn × Rp → Rn (1.14)
For the FOF laser the physical space is five-dimensional and consists of the com-
plex optical field of the laser, the real valued inversion of the laser, and the complex
optical feedback field. For the mutually coupled lasers the physical phase space is six-
dimensional and consists of the complex optical field and the real valued inversion of
both lasers. The phase space of the DDE, on the other hand, is the infinite-dimensional
space of continuous function C of the interval [−τ, 0] and a point q ∈ C is a function
q : [−τ, 0] → Rn , (1.15)
where the point q(0) is called the headpoint. The right-hand side of Eq. (1.13) defines
the time evolution of the system uniquely and gives rise to an time evolution operator
Φt : C → C , (1.16)
which maps the function q(t) at time t onto the function q(t+ t∗) at the later time t+ t∗.
This is sketched in Fig. 1.7.
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Bifurcations of steady states
For DDEs a steady state is point for which q0(t) = x0 for all time t ∈ [−τ, 0], where
x0 ∈ Rn for some fixed values p∗ ∈ Rp of the parameters:
F(q0, q0, p∗) = 0 and Φt(q0) = q0 for all t > 0 (1.17)
In order to determine the stability of q0 we have to compute the root of the charac-
teristic equation. To this end we linearize Eq. (1.13) around the steady state point
q0,
DF(q0, p∗)q = A1(q0, p∗)q(t) + A2(q0, p∗)q(t − τ) . (1.18)
This generalized Jacobian of the DDE consists of two matrices A1 and A2
A1(q0, p∗) :=
(
∂F(x(t), x(t − τ), p)
∂x(t)
)
(x0,x0,p∗)
(1.19)
A2(q0, p∗) :=
(
∂F(x(t), x(t − τ), p)
∂x(t − τ)
)
(x0,x0,p∗)
(1.20)
Finally, the stability of the steady state of the DDE (1.13) is given by the roots of
the characteristic equation
det(∆(q0, p∗, λ)) . (1.21)
here, ∆ is the n × n matrix
∆(q0, p∗, λ) = λI − A1(q0, p∗) − A2(q0, p∗)e−λτ , (1.22)
where I is the identity matrix. The characteristic equation (1.21) is of transcendental
nature and therefore has infinite many eigenvalues. However, they are discrete and
there is only a finite number of unstable eigenvalues, Re[λ] > 0; see Diekmann et
al. [1995a]. For steady states the stability changes when theses eigenvalues cross
the imaginary axis in the complex plane. One distinguishes between two different
situations:
• A saddle-node bifurcation (also known as fold bifurcation), where a single real
eigenvalue goes through zero
• A Hopf bifurcation, where a pair of complex conjugate eigenvalues moves
through the imaginary axis.
Bifurcations of periodic orbits
In projection onto the physical phase space Rn a periodic orbit Γ of the DDE 1.13 is a
closed curve q(t) = q(t+ T ), where T > 0 is the period of the orbit. Mathematically, Γ
is such that ΦT (q) = q for all q ∈ Γ. It is always possible to find a section Σ ⊂ Rn such
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that the periodic orbit Γ intersects Σ transversally. Given an intersection point q(0),
the Poincare´ map P of the DDE 1.13 determines subsequent intersection of Γ with Σ
after the return time tq > 0,
P : CΣ → CΣ and q → Φtq (q) , (1.23)
where CΣ ⊂ C with functions with headpoints q(0) in Σ.
The stability of a periodic orbit Γ is given by its Floquet multipliers µ, which are
the eigenvalues of the linearization DP(q) of the Poincare´ map P around q, see Diek-
mann et al. [1995a]. Also the linearization DP(q) has only countable many eigen-
values and there is only a finite number of unstable Floquet multipliers |µ| > 0. For
periodic orbits the stability changes when theses eigenvalues cross the unit circle in
the complex plane. One distinguishes between three different situations:
• A saddle-node of limit cycle bifurcation, where a single real Floquet multiplier
goes through +1.
• A period-doubling bifurcation, where a single real Floquet multiplier goes
through −1.
• A torus bifurcation (also known as Neimark-Sacker bifurcation or secondary
Hopf bifurcation), where a pair of complex conjugate Floquet multipliers goes
through the unit cycle.
In general, the bifurcation analysis of DDEs involves solving transcendental equa-
tions; the respective conditions for steady states and periodic solutions must be solved
along with the respective bifurcation conditions. This is a non-trivial problem and
we use numerical continuation to solve it. Moreover, for each bifurcation one has to
check the respective genericity conditions. This requires computing the normal form
on the center manifold which involves higher-order terms in the development around
the bifurcation point. Geometrically, the normal form coefficients determine the local
curvature of the solution space at the bifurcation point. This also decides whether the
respective bifurcation is supercritical, subcritical, or degenerate. Alternatively, one
can actually look at the neighborhood of the bifurcation in order to check the generic-
ity conditions which is the approach we use. Starting with one- and two-dimensional
bifurcation diagrams we identify organizing centers (points of higher codimension)
and analyze their unfoldings by considering additional parameters. The unfolding of
the pitchfork bifurcation sketched in Fig. 1.4 was already an example of this approach.
1.4 Numerical continuation
The common and most straight forward approach used in the past is that of simulation,
where the governing differential equation system is integrated numerically. In this way
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bifurcations in the phenomenological sense can be detected, i.e., qualitative changes in
the dynamics of the system as a parameter is changed. While already giving important
insight in the system’s dynamics, simulations give only limited informations about the
underlying bifurcation structure of the system.
The key tool in this thesis is numerical continuation, which is a well-established
and very reliable tool, with mathematically proven accuracy statements; see, for ex-
ample, Seydel [1994]. It allows one to find and follow (or continue) steady states
and periodic solutions as parameters are changed and to detect bifurcations, such as
changes of their stability with an accuracy that can be specified by the user. Numeri-
cal continuation has become available recently for systems with delay in the form of
the software package DDE-BIFTOOL Engelborghs et al. [2001], which we used in
this work. This is similar to the package AUTO for ordinary differential equations
Doedel et al. [2000]. For a survey of how numerical continuation can be used for the
bifurcation analysis of laser systems with delay; see Krauskopf [2005].
Note that numerical continuation is quite different from the simulation of the gov-
erning equations where an initial error can build up, sometimes unnoticed, to give
inaccurate results. By contrast, the potential for obtaining misleading results with nu-
merical continuation is in fact quite small because the software will follow a specific
object, such as a periodic solution. When this solution ceases to exist, the computation
will stop or detect a bifurcation. Importantly, unstable object can also be found and
followed in parameters, which is important since they may (re)stabilize. Used with
the proper background and some experience, numerical continuation is able to un-
ravel the bifurcation structure of the system under consideration. The plausibility and
completeness of the resulting structure can be assessed from the general knowledge
of bifurcation theory, which essentially provides a catalog of the bifurcations that can
and can not be expected Krauskopf and Lenstra [2000]. Indeed we checked that the
bifurcation scenarios in this thesis are correct in this sense.
In particular we use the approach of considering individual modes as starting data
for the numerical continuation with DDE-BIFTOOL. In that way we can find and fol-
low (or continue) branches of equilibria and periodic solutions. Stability information
is computed along such branches so that basic bifurcations can be detected. We men-
tion here briefly that DDE-BIFTOOL requires solutions to be isolated. To compute
branches of modes one, therefore, must fix the phase of the mode under consideration.
Effectively one picks one mode in the group orbit of the S 1-symmetry. This is done
here as in Haegeman et al. [2002], Krauskopf et al. [2004], where further details can
be found.
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Part I
Semiconductor lasers subject to
filtered optical feedback
Chapter 2
Background on delayed filtered
optical feedback
We study the dynamics and bifurcations of a semiconductor laser with delayed op-
tical filtered feedback, where a part of the output of the laser re-enters after spectral
filtering. This type of coherent optical feedback is more challenging than the case of
conventional optical feedback from a simple mirror, but it provides additional control
over the output of the semiconductor laser by means of choosing the filter detuning
and the filter width. This laser system can be modeled by a system of delay differential
equations with a single fixed delay, which is due to the travel time of the light outside
the laser.
The effects of filtered optical feedback (FOF) on the dynamics of a semiconduc-
tor laser were first studied in [Yousefi and Lenstra, 1999], where it was shown that
filtering the feedback light can suppress low frequency fluctuations (LFFs). Also the
influence of noise in the FOF laser was studied, [Yousefi et al., 2003]. Indeed stabi-
lizing semiconductor lasers is an important issue since the early days of lasers. Many
different schemes have been proposed. Such as feedback from a simple mirror [Lang,
1982; Heil et al., 2000]. In Ref. [Mandre et al., 2003, 2005] feedback is used to control
the spatiotemporal emission dynamics of a broad-area semiconductor laser. Another
common technique is injection from another laser [Wieczorek et al., 2005] or phase-
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conjugate feedback [Agrawal and Gray, 1992; Gray et al., 1994; Ku¨rz and Mukai,
1996; Green and Krauskopf, 2004]. The concept of feedback from a resonant cavity
such as a Fabry-Perot cavity is not new [Tronciu et al., 2006; Kazarinov and Henry,
1987; Drever et al., 1983; Dahmani et al., 1987; Li and Telle, 1989], but the role of
the feedback phase in this context has not been addressed so far. Here we concentrate
on the coherence aspect of FOF, in the sense that we take special care of the feed-
back phase, which is the phase the optical field accumulates while traveling through
the feedback loop. Experimental and theoretical results in [Fischer et al., 2000a] al-
ready indicated that the FOF-laser features a high degree of multistability. Eventually
in Section 3 the feedback phase is identified as a key parameter to understand the
multistability in this system.
A particular motivation for the bifurcation analysis performed here was the dis-
covery by [Fischer et al., 2004] of a new type of oscillations. These, the so-called
frequency oscillations (FOs), which are characterized by oscillations of the optical
frequency of the laser while its intensity remains practically constant. Mathematically
this means that the dynamics of the laser takes place in a very small neighborhood
of a cylinder in phase space. The existence of FOs is remarkable for several reasons.
First, pure FOs are ‘unusual’ for semiconductor lasers due to the strong amplitude-
phase coupling in these lasers. Second, the period of the FOs is on the order of the
delay time of the FOF system, while one would normally expect the undamping of the
characteristic relaxation oscillations (ROs) to be the first instability to be encountered
in semiconductor lasers. Note that ROs are a well-known feature of laser dynam-
ics. Specifically, they are a periodic exchange of energy between the optical field (the
number of photons) and the population inversion (the number of electron-hole pairs)
of the laser. They have a characteristic frequency that depends on the laser and its
operating conditions and is in the order of GHz [Yariv, 1997].
More recently the idea of communication with chaotic laser systems [VanWig-
geren and Roy, 1998; Fischer et al., 2002; Argyris et al., 2005; Uchida et al.] attracted
attention. For this type of application chaotically emitting laser systems are used as
transmitter and receiver. The FOF laser might be an attractive choice because the fil-
ter offers additional tuning parameters. Moreover the FOF laser can exhibit frequency
dynamics which only depends on external parameter such as filter parameters (width
and detuning) and feedback parameters (delay time, feedback rate, feedback phase)
and might be independent on the particular choice of semiconductor laser.
In coherent delayed feedback both the amplitude and the phase of the feedback
light are important. When the light is traveling through the feedback loop it accumu-
lates a phase – known as the feedback phase Cp = Ω0τ, where Ω0 is the solitary laser
frequency and τ is the delay time. In FOF this feedback phase controls the position
of the EFM-comb with respect to the center frequency of the filter. In conventional
optical feedback (COF) there is no such reference point and the feedback phase is only
important for short delay times [Tabaka et al., 2004]. Here short refers to delay times
on the order of period of the laser internal relaxation oscillation frequency [Heil et
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Figure 2.1: FOF laser with a Fabry-Perot filter in the feedback loop.
al., 2003b]. The phase sensitivity is attributed to the small amount of external cavity
modes. In the FOF-laser considered here the delay time is much longer than the period
of the relaxation oscillation frequency, however the number of EFMs is small (on the
order of 10) because of the narrow filter.
We then concentrate in Section 4 on the periodic orbits that emanate from Hopf
bifurcations. Depending on the feedback strength and the feedback phase two types
of oscillations can be found, namely undamped ROs and FOs. These FOs are only
possible due to the interaction of the laser with its filtered feedback. We determine the
stability regions in the parameter plane of feedback strength versus feedback phase of
the different types of oscillations. In particular, we find that stable frequency oscilla-
tions are dominant for nonzero values of the filter detuning.
Filtered optical feedback is also an established technique for frequency stabiliza-
tion of lasers [Ikegami et al., 1995]. There are a number of ways to set up a frequency
selective element in optics [Hecht, 2002], including Michelson Interferometers, opti-
cal gratings, or Fabry-Perot cavities. Figure 2.1 shows a looped set-up that has been
used in experiments [Fischer et al., 2000a]. A fraction of the laser’s emission travels
through a Fabry-Perot filter before the light is fed back into the laser. Optical isolators
ensure that there are no unwanted reflections. Filtered optical feedback from a grating
has been studied in [Detoma et al., 2005]. Atomic transitions can also be used as a
filter with a very narrow bandwidth.
2.1 Rate equation model for filtered optical feedback
The FOF laser can be modeled by rate equations for the complex optical field E of the
laser, the (real) population inversion N of the laser, and the complex optical field F of
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the filter. In dimensionless form these equations can be written as
dE
dt = (1 + iα)N(t)E(t) + κF(t, τ) , (2.1)
T
dN
dt = P − N(t) − (1 + 2N(t))|E(t)|
2 , (2.2)
dF
dt = ΛE(t − τ)e
−iCp + (i∆ − Λ)F(t) . (2.3)
The physical space of these equations is the five-dimensional R5 spanned by the com-
plex valued fields E and F and the real values inversion N. The full parameter space
is eight-dimensional R8 spanned by the parameters listed in Table 2.1.
In particular the material properties of the laser are given by the linewidth en-
hancement factor α and the electron life-time T , while P is the pump rate.
The laser is coupled to the filter in Eq. (2.1) via the coupling term κF(t, τ), where
κ is the feedback rate and τ is the delay time that arises from the finite propagation
time of the light in the external feedback loop. Eq. (2.3) for the complex envelope F of
the filter field is derived by assuming a single Lorentzian approximation for the Fabry-
Perot filter; see, for example, [Green and Krauskopf, 2006; Lenstra and Yousefi, 2000]
for details. The feedback phase Cp in Eq. (2.3) measures the exact phase relationship
between the laser and the filter fields, whereas ∆ is the detuning between the filter
center frequency ΩF and the solitary frequency Ω0 of the laser, that is,
Cp = Ω0τ , ∆ = ΩF −Ω0 . (2.4)
Finally, the parameter Λ is the filter width (half-width at half-maximum).
In our bifurcation analysis we will consider the three-dimensional subspace of the
parameter space R8 by considering ∆, κ, and Cp as free parameters. This choice is
motivated by the physical relevance of these parameters. In an experiment they are
rather easy accessible. By using numerical continuation with DDE-BIFTOOL [En-
gelborghs et al., 2001] we construct step by step a three-dimensional intersection of
the bifurcation structure of Eqs. (2.1)–(2.3). Starting with one- and two-dimensional
bifurcation diagrams we identify organizing centers (points of higher codimension)
and analyze their unfoldings.
2.2 Properties of the model
As is common for optical feedback systems (with the exception of phase conjugation)
[Krauskopf et al., 2000], Eqs. (2.1)–(2.3) have an S 1-symmetry, given by any rotation
of both E and F:
(E, F, N) → (Eeib, Feib, N) . (2.5)
2.3 The external filter modes 23
symbol laser parameter value
α linewidth enhancement factor 5.0
T electron decay rate 100.0
P pump parameter 3.5
τ coupling time 500.0
Λ filter width (HWHM) 0.007
∆ detuning free
κ coupling strength free
Cp feedback phase free
Table 2.1: Parameters and their values for the FOF laser.
In other words, solutions are not isolated, which must be taken into account in the
numerical continuation; see [Haegeman et al., 2002; Kane and (Eds.), 2005]. Further-
more, there is the trivial 2pi-translational symmetry
(E, F, N,Cp) → (E, F, N,Cp + 2pi) , (2.6)
in the feedback phase Cp. We already remark that it is convenient to represent bifur-
cation diagrams on the covering space R of Cp, that is, over several 2pi-intervals.
2.3 The external filter modes
The external filtered modes are the basic solutions of Eqs. (2.1)–(2.3) that correspond
to a constant-intensity output of the laser. They are conceptually the same as the
external cavity modes of the COF laser [Green and Krauskopf, 2006; Rottscha¨fer and
Krauskopf, 2005]. Mathematically, the EFMs are group orbits of the S 1-symmetry
(2.5) of the form
(E(t), N(t), F(t)) = (Eseiωst, Ns, Fseiωst+iφ) . (2.7)
Here ωs is a fixed frequency, Es ≥ 0 and Fs ≥ 0 are fixed (real) values of the field
amplitude of the laser field and the filtered field, Ns is a fixed level of inversion, and φ
is a fixed phase shift between the laser field and the filtered field. In other words, the
system outputs light with frequency ωs and constant intensity Is = E2s .
An analytical study of the EFMs and their dependence on the filter detuning ∆ and
filter width Λ has been performed in [Green and Krauskopf, 2006]. Depending on the
values of these parameters the ECMs lie on one or two closed curves in the (ωs, Ns)-
projection, which are known as EFM-components. The number of EFM-components
can be derived from a fourth-degree polynomial. We remark that stability properties
of EFMs were not considered in [Green and Krauskopf, 2006].
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Chapter 3
The mode structure of a
FOF laser
This chapter is based on [H. Erzgra¨ber, B. Krauskopf and D. Lenstra, “Bifurcation
analysis of a semiconductor lasers with filtered optical feedback”,
http://hdl.handle.net/1983/494 (2006), including animations]
In this chapter we present a bifurcation analysis of the FOF laser modeled by Eqs. (2.1)–
(2.3). We first consider the basic continuous wave states, known as the external filtered
modes (EFMs), and determine their stability regions in the parameter plane of feed-
back strength versus feedback phase. The EFMs are born in saddle-node bifurcations
and become unstable in Hopf bifurcations. We show that for small filter detuning there
is a single region of stable EFMs, which splits up into two separate regions when the
filter is detuned.
The chapter is organized as follows. In Sec. 3.1 we analyze the structure and
stability of the EFMs as a function of the feedback rate and the feedback phase by
concentrating on one parameter bifurcation diagrams. Sec. 3.2 shows the stability in
two parameter diagrams in the (κ,Cp)-plane, that also emphasizes the multistability
due to the feedback phase. In Sec. 3.3 we take the detuning between the solitary
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Figure 3.1: EFM-component in the (ωs, Ns)-projection for a small negative detun-
ing of ∆ = −0.007. Individual EFMs for Cp = pi are plotted as circles (◦).
The EFMs trace out the underlying curve or EFM-component as Cp is decreased,
as is indicated by the arrows. Stable parts of the EFM-component are plotted
green and unstable parts red. EFMs are born and destroyed in saddle-node bi-
furcations (+); Hopf bifurcations (∗) bound the stable parts. See also animation
[http://rose.bris.ac.uk/dspace/bitstream/1983/494/2/ekl a1.gif].
laser frequency and the center filter frequency as a third parameter and look at the
changes of the region of stable EFMs. These changes are organized by characteristic
codimension-three points which are discussed in Sec. 3.4.
3.1 Stability of the EFMs
Figure 3.1 shows EFMs on a single EFM-component in the (ωs, Ns)-projection (for
Cp = pi). This projection is popular in the laser physics literature, even though nei-
ther ωs nor Ns are parameters of the system. As Cp is decreased, the EFMs trace out
the closed curve — the EFM-component — as is indicated by the arrows. The EFM-
component has a ‘bulge’ around the center frequency of the filter, which is detuned
slightly, in negative the negative direction with respect to the solitary laser frequency.
EFMs are born in pairs in saddle-node (+) bifurcations in the low-inversion region,
move along the EFM-component and then disappear in a second saddle-node in the
high-inversion region. When Cp is decreased by 2pi, each EFM has moved to the posi-
tion of its right neighbor and the initial picture is recovered; see also the accompanying
animation ekl a1.gif.
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Figure 3.2: The EFMs in the (κ, Ns)-projection for six different values of Cp as indi-
cated in the panels, and for a small negative detuning of∆ = −0.007; same conventions
for stability and bifurcations as in Fig. 3.1. In addition, lines of saddle-node bifurca-
tions (light blue) and Hopf bifurcations (light red) are plotted. As Cp is changed
each bifurcation follows its respective curve; see also the accompanying animation
[http://rose.bris.ac.uk/dspace/bitstream/1983/494/3/ekl a2.gif].
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Figure 3.1 also contains the stability information of the EFMs, namely they are
stable along the green parts and unstable along the red parts of the EFM-component.
The stability regions are bounded by Hopf bifurcations (∗), which may lead either to
stable relaxation oscillations or frequency oscillations as will be discussed in Sec. 4.2.
Note that there are additional Hopf bifurcations of already unstable EFMs, which we
did not plot in order to to keep the figure simple. Figure 3.1 already indicates that
there are values of Cp for which more than one EFM is stable.
To bring out this point better, Fig. 3.2 shows the EFMs in the (κ, Ns)-projection
for six different values of the feedback phase Cp. In other words, we now plot actual
branches of EFMs as a function of the parameter κ. For small feedback rates, close to
zero, only one EFM exists, which is actually (the continuation of) the stable solitary
laser mode. As κ is increased, new EFMs are born in pairs in saddle-node bifurcations.
One of these EFMs may be stable (green parts of the curve). As the feedback rate
κ is increased further, stable EFMs destabilize in Hopf bifurcations. The different
panels of Fig. 3.2 show the EFM structure for six different values of Cp over one cycle
of 2pi. As a function of Cp the branches of EFMs move until the same situation is
regained after Cp has been changed over 2pi. During this cyclic process, the saddle-
node bifurcations trace out the light blue curve and the Hopf bifurcations the light red
curves, respectively; see also the accompanying animation ekl a2.gif. Note that
tracing out all EFMs branches over an interval of 2pi in Cp is equivalent to tracing out
a single EFM branch over several intervals of 2pi in the covering space.
3.2 Stability regions of the EFMs
The stability information of EFMs for ∆ = −0.007 is presented in Fig. 3.3 as a two-
parameter bifurcation diagram in the (κ,Cp)-plane. In panel (a) the bifurcation di-
agram is shown in the covering space of Cp over several cycles of 2pi. The green
stability region of EFMs is bounded by saddle-node bifurcations (blue curves) and
by Hopf bifurcations (red curves). At codimension-two Bogdanov-Takens (BT) and
saddle-node (SH) Hopf bifurcation points the nature of the stability boundary changes
from saddle-node to Hopf bifurcation. At the Bogdanov-Takens point the Hopf curve
ends and the frequency of the associated periodic orbit goes to zero. On the other
hand, at the saddle-node Hopf point the saddle-node and Hopf curves are tangent and
the Hopf bifurcation changes from supercritical to subcritical; the frequency of the
associated periodic orbits is finite. We refer to [Guckenheimer and Holmes, 1986] or
[Kuznetsov, 1995] for background reading on bifurcation theory. The stability bound-
ary is formed to the right by a total of four different Hopf bifurcation curves, which
intersect at double-Hopf bifurcation points.
The bifurcation diagram shown in Fig. 3.3(a) is only one of infinitely many copies
under the 2pi translation symmetry of Cp. However, physically, the feedback phase Cp
can only be treated as independent of the delay time τ if changes of τ are sufficiently
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Figure 3.3: Two-parameter bifurcation diagram in the (κ,Cp)-plane for a small
nonzero detuning of ∆ = −0.007. Saddle-node bifurcation curves (S) are blue, Hopf
bifurcation curves (H) are red, and regions of stable EFMs are green. Codimension-
two Bogdanov-Takens (BT) and saddle-node Hopf points (SH) are indicated by dots.
Panel (a) shows the bifurcation diagram in the covering space (over several 2pi in-
tervals of Cp), while panel (b) shows it on a fundamental 2pi-interval of Cp. Different
shades of green indicated regions of different numbers of simultaneously stable EFMs.
small. To reveal the considerable degree of multistability of EFMs that was already
apparent from Fig. 3.2, we show in Fig. 3.3(b) the stability regions of all EFMs over
a fundamental 2pi-interval of Cp. (Note that the top and bottom of panel (b) can be
glued together to obtain a bifurcation diagram on the half-cylinder S 1 × R+.) While
panel (b) clearly shows the multistability of the system; a representation of the bifurca-
tion diagram in the covering space as in panel (a) is more convenient for distinguishing
bifurcation curves that make up the stability boundary.
3.3 Dependence of EFM stability on the detuning
We now consider what effect the influence of the detuning ∆ has on the stability of
the EFMs. We start with the one-parameter bifurcation diagram in Fig 3.4, where the
Ns- and ωs-values of the EFMs are shown as a function of ∆ for fixed κ = 0.02. The
EFM originating from the solitary laser solution exists for all values of ∆ and forms
a single branch. For large positive and negative detunings (when there is effectively
no feedback any more) it approaches Ns = 0 and ωs = 0, respectively. Around zero
detuning, ∆ = 0 additional EFMs exist on isolas (closed curves) that are bounded by
saddle-node bifurcations. For each fixed ∆ there are finitely many EFMs that lie either
on a single EFM component (as in Fig 3.1) or on two separate EFM-components;
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Figure 3.4: One-parameter bifurcation diagrams showing branches of EFMs as a func-
tion of ∆ for fixed κ = 0.02. Panel (a) shows the Ns-values and panel (b) the ωs-values
of the EFMs; stable parts are green and unstable parts are red.
compare [Green and Krauskopf, 2006].
We now discuss global aspects that a change of the detuning ∆ has on stability of
EFM stability regions. Representative bifurcation diagrams in the (κ,Cp) are shown in
Figs. 3.5 and 3.6; see also the accompanying animation ekl a3.gif. Specific details
of transitions through codimension-three points are discussed in Sec. 3.4.
Figure 3.5 shows bifurcation diagram in the (κ,Cp)-plane for eight different values
of positive detuning from ∆ = 0 to ∆ = 0.0735. In the individual panels only those
Hopf bifurcation curves are shown that form part of the EFM stability boundary and
those that become relevant as the detuning changes. For ∆ = 0 in panel (a) the EFM
stability region is almost symmetric, which indicates only a weak influence (on the
EFM structure) of the phase-amplitude coupling expressed by the parameter α. Note
that the boundary changes from a saddle-node bifurcation curve to a Hopf bifurcation
curve at two saddle-node Hopf points. With increasing ∆ the overall shape of the
stability region changes and becomes less symmetrical. Already for ∆ = 0.007 in
panel (b) the Hopf curve forming the lower boundary of the EFM stability region ends
in a Bogdanov-Takens point, as was discussed above. The nature of this change from a
saddle-node Hopf to a Bogdanov-Takens point is discussed in more detail in Sec. 3.4.
Increasing ∆, the stability region deforms further until, at ∆ ≈ 0.014, it splits into
two parts; see Fig. 3.5(d). This transition is due to a transition through a codimension-
three degenerate saddle-node Hopf bifurcation, as is discussed in more detail in Sec. 3.4.
For even higher values of ∆ the EFM stability region consists of two parts; see pan-
els (e)–(h). It is known that there is a boundary curve in the (Λ,∆)-plane inside of
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Figure 3.5: Two-parameter bifurcation diagram in the (κ,Cp)-plane
for increasing detuning ∆ as indicated in the panels. Curves and re-
gions are colored as in Fig. 3.3. See also the accompanying animation
[http://rose.bris.ac.uk/dspace/bitstream/1983/494/4/ekl a3.gif].
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Figure 3.6: Two-parameter bifurcation diagram in the (κ,Cp)-plane for decreas-
ing detuning ∆ as indicated in the panels; see also the accompanying animation
ekl a3.gif. Curves and regions are colored as in Fig. 3.3. See also animation
[http://rose.bris.ac.uk/dspace/bitstream/1983/494/4/ekl a3.gif].
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which one finds two distinct EFM-components. Furthermore, this curve scales lin-
early with the feedback rate κ [Green and Krauskopf, 2006]. The two separate EFM
stability regions have different physical meanings, one corresponds to operation of
the laser around its solitary frequency and the other to operation around the filter fre-
quency. Note that, irrespective of their stability, EFMs exist in the whole area bounded
by the saddle-node curves.
However, for small κ stable EFMs are only possible around the solitary laser fre-
quency (around Cp = −2pi in panels (e)–(h)). For higher values of κ also EFMs around
the center frequency of the filter may also be stable. These form an ‘island’ of stable
EFMs. Further increasing ∆ separates the two stability regions. Specifically, the island
of EFMs located around the center frequency of the filter moves down in the (κ,Cp)-
plane and simultaneously becomes smaller in size; see panels (e)–(h). physically, the
filter center is on the blue side of the laser, that is, it has a higher frequency than
the laser. However, feedback causes a red-shift of the instantaneous laser frequency.
Eventually, when ∆ is too large the laser is unable to support EFMs located around
the center frequency of the filter, which means mathematically that the island actually
shrinks down to a point and disappears. On the other hand, the stability region round
the solitary laser frequency extends with increasing ∆ to higher feedback rates κ, be-
cause the system now operates at the tail of the filter where the effective feedback rate
is smaller. As a consequence, instabilities, such as the Hopf bifurcations bounding the
stability region to the right, arise only for quite high levels of feedback κ.
We find a similar global transition in Fig. 3.6 where we decrease the detuning ∆
from zero. In the individual panels of Fig. 3.6 the detuning has the same modulus as
in the respective panels of Fig. 3.5 (only the sign has changed). However, note that
the filter center is shifted by 10pi. Comparing Fig. 3.6 with Fig. 3.5 allows one to
study the difference between positive and negative detuning. The effect of decreasing
the detuning is qualitatively the same. In particular, the EFM region splits into two
separate regions where the ‘island’ located around the center frequency of the filter
is now at the top of the figure. Furthermore, the region of stable EFMs centered
around the solitary laser frequency extends to higher values of κ with decreasing ∆.
However, there are quite significant quantitative differences between Figs. 3.5 and 3.6.
In particular, the separate island of stable EFMs around the center frequency of the
filter is notably larger for negative detunings. This is due to the filter being on the
red side of the laser. In combination with the red-shift of the solitary laser frequency
caused by the feedback this leads to a large region of stability of these EFMs.
3.4 Transitions through codimension-three bifurcation
points
The boundary of the stable EFM regions is formed by either saddle-node bifurcation
curves or by Hopf bifurcation curves. The switch-over points from one type of bound-
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Figure 3.7: Enlarged views of bifurcation diagrams in the (κ,Cp)-plane near the cre-
ation of two Bogdanov-Takens (BT) points. The insets of each panel shows the fre-
quency of the periodic orbits along branches of Hopf bifurcations, which goes to zero
at the Bogdanov-Takens points.
ary to the other are codimension-two bifurcation points, namely either a Bogdanov-
Takens (BT) bifurcation or a saddle-node Hopf (SH) point. As was already mentioned
in the previous section, we find that the BT point appears as ‘switch-over’ point only
for sufficiently large ∆. The transition from an SH point to a BT switch-over point
involves codimension-three bifurcations as is shown in Fig. 3.7. Panel (a) shows a
situation as in Fig. 3.5(a), where the switch-over from saddle-node to Hopf bifurca-
tion is due to a saddle-node Hopf point. Notice a second Hopf bifurcation curve that
passes close to the saddle-node curve. The inset shows the frequency of the periodic
orbit along this curve. As ∆ is increased, the second Hopf curve becomes tangent
to the saddle-node curve at a degenerate Bogdanov-Takens point [Dumortier et al.,
1991], after which it splits up and ends at two newly created BT points. That these
points are indeed Bogdanov-Takens points is evidenced by the inset, which shows that
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the frequency of the respective periodic orbits goes to zero at the BT points as is de-
manded by theory. As ∆ is increased further, one BT point moves to the right and out
of the region of consideration, while the other BT point moves to the left. It even-
tually passes through the point SH at another codimension-three bifurcation, namely
a Bogdanov-Takens-Hopf bifurcation where there is a semi-simple double eigenvalue
and a pair of complex eigenvalues with zero real part. To our knowledge this bifurca-
tion with a center manifold of dimension four has not been unfolded in the literature.
In the present situation the BT point ‘moves through’ the SH point, so that it forms
the switch-over point from now on; see Fig. 3.5(c).
The second transition involving codimension-three bifurcations that we discuss
here in detail concerns the mechanism in which the single region of EFM stability
splits up into two separate regions. Enlarged views near this splitting are shown in
Fig. 3.8. In panel (a) there is still a narrow channel connecting the two parts of the
EFM stability region. As ∆ is increased, a saddle-node curve and a Hopf curve become
tangent at a degenerate saddle-node Hopf point DSH [Krauskopf and Rousseau, 1997];
see panel (b). When ∆ is increased further, two codimension-two saddle-node Hopf
points are created, each of which is now a switch-over point; see panel (c). This
creates two separate EFM stability regions, one around the solitary laser frequency
and one around the center frequency of the filter. Physically this corresponds to a
level of detuning that is so large that the system cannot support ‘mixed’ EFMs with
frequencies in between the solitary laser frequency and the center frequency of the
filter any longer.
When ∆ is increased further we find a transition through a saddle in the surface
of Hopf bifurcations in (κ,Cp,∆)-space. This manifests itself here as a change in how
four branches of Hopf bifurcations connect; see the transition shown in Fig. 3.8(d)
and (e). Specifically, two Hopf curves approach each other, connect in a different
way and then separate again. As a result, the two SH points now lie on two different
(unconnected) Hopf bifurcation curves. This ‘completes’ the splitting of the EFM
stability islands that was discussed in the previous section.
Chapter 4
Frequency and relaxation
oscillations
This chapter is based on [H. Erzgra¨ber, B. Krauskopf and D. Lenstra, “Bifurcation
analysis of a semiconductor lasers with filtered optical feedback”,
http://hdl.handle.net/1983/494 (2006), including animations]
In this chapter we concentrate on typical instabilities of the semiconductor laser with
delayed filtered optical feedback. These are the laser internal relaxation oscillations
(ROs) and the external feedback induced frequency oscillations (FOs). We will find
characteristic features of these oscillations, analyze their stability regions as a func-
tion of the feedback rate the feedback phase and the detuning, and see how they are
connected to the external filtered modes. Moreover we will see how the interaction
of ROs and FOs leads to complicated periodic, quasiperiodic, and possibly chaotic
dynamics.
The chapter is organized as follows. In Section 4.1 we emphasize the characteris-
tics and the differences of the ROs and the FOs. Section 4.2 focuses on the stability
regions of the ROs and FOs. In Section 4.3 we see how ROs and FOs can interact and
eventually lead to possibly chaotic dynamics in Section 4.4
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Figure 4.1: Panel (a) shows the two-parameter bifurcation diagram in the (κ,Cp)-plane
(same projection than in Fig. 3.3) for ∆ = 0 with different stability regions, namely,
of EFMs (green), of ROs (orange), and of FOs (cyan and purple); boundaries are
formed by saddle-node (S), Hopf (H), saddle-node of limit cycles (SL), and torus (T)
bifurcations; shown are also 1:1-resonance and degenerate Hopf (DH) points. The
black dots labeled (b), (c) and (d) are the parameter values of the time series in panels
(b)–(d), which show the laser intensity Il, the laser frequency ωL (in units of 109), the
filter intensity IF , and the filter frequency ωF (in units of 109). Case (b) shows ROs,
and (c) and (d) show two examples of FOs.
4.1 Characteristics of RO and FO
In laser systems with delayed feedback one can identity different characteristic time
scales. From the physical point of view, one expects these time scales to show up as
frequency components in the dynamics. In the FOF laser at least two time scales can
be identified, one related to the solitary laser and a second related to the delay time.
A typical type of oscillation that one expects in any laser system are the so-called
4.1 Characteristics of RO and FO 39
relaxation oscillations or ROs — a periodic exchange of energy between the optical
field and the population inversion. In a solitary laser they are damped, but can be
excited by a perturbation after which the laser relaxes down to constant output, hence,
the name relaxation oscillation. They are fast oscillations. In the solitary laser their
frequency is given by ΩRO =
√
2P
T , where P is the pump rate and T the photon life
time.
Since we are dealing with a laser with optical feedback, one also expects to find
oscillations with a frequency ofΩFO ≈ 2pi/τ where τ is the delay time. In other words,
the time it takes for one external roundtrip of the light. This type of external roundtrip
oscillations have been found experimentally in the FOF laser. Surprisingly, they have
the feature that oscillations occur only in the laser frequency while the laser intensity
remains practically constant [Fischer et al., 2004]. This type of frequency oscillations
or FOs are ‘untypical’ for semiconductor lasers, which are characterized by a strong
coupling between amplitude and phase of the electric field (as expressed by large val-
ues of the parameter α, typically well above 1). In other words, one would expect any
frequency oscillation to be accompanied by intensity oscillations of a similar ampli-
tude.
Here we perform a detailed bifurcation analysis of the periodic orbits that are
born when the EFMs become unstable in Hopf bifurcations. We determine which
type of oscillations, ROs and FOs, appear where and determine their stability. In
particular, we show that FOs are stable in large, experimentally accessible regions of
the (κ,Cp)-plane. In fact, they are the dominant type of oscillations for moderate levels
of detuning ∆.
Figure 4.1(a) shows the bifurcation diagram in the (κ,Cp)-plane for ∆ = 0. As
expected, the Hopf bifurcations bounding the EFM stability region give rise to oscil-
lations, which are stable in the colored regions. There is a region (orange) of stable
ROs, which can be accessed simply by following the solitary laser solution (around
Cp = 0) towards higher levels of feedback strength κ. The region of stable ROs is
bounded to the right by torus bifurcation curves. Furthermore, there are two regions
(cyan and purple) of stable FOs in Fig. 4.1(a). We note that the two regions of FOs are
almost mirror images of each other under reflection around the central frequency of
the filter. This indicates that the amplitude-phase coupling (the parameter α) has only
a small influence; see also [Nizette and Erneux, 2006b]. However, note that the sta-
bility region of ROs is actually quite asymmetrical in Fig. 4.1(a). Another important
feature is that stable FOs occur for much lower levels of κ than ROs. The bifurcation
diagram in Fig. 4.1(a) agrees well with results in [Nizette and Erneux, 2006a] were a
simplified rate equations model is studied
The FO stability regions are bounded to the right by torus and saddle-node of limit
cycle bifurcations. The torus curves emerge from double Hopf points and meet the
SL curves at 1:1 resonance points. These regions have been determined by computing
many one-parameter cross sections for fixed Cp and continuing with DDE-BIFTOOL
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the respective solutions in κ; see also Section 4.3. In fact, the horizontal colored
lines in Fig. 4.1 are actual branches of stable periodic orbits. The codimension-one
bifurcation curves of periodic orbits, T and SL, were found as bifurcation points on
the one-parameter branches and continued directly with PDDE-CONT [Szalai, 2005].
Figure 4.1 also shows examples of oscillations in the three different stability re-
gions. In each case we show time series of the laser intensity Il, the laser frequency
ωL, the filter intensity IF , and the filter frequency ωF . Panels (b) shows a typical exam-
ple of ROs where both the laser intensity Il and the laser frequency ωL oscillate. For
the (typical) laser parameters considered here the ROs have a physical RO frequency
of 4.21 GHz. Note that ROs hardly show any dynamics of the filter — the feedback
intensity remains more or less constant.
Figure 4.1 (c) and (d) are examples of FOs, which are clearly external roundtrip
oscillations with a frequency on the order of 1/τ, that is, they are much slower than
ROs (note the different scale on the time axis). Furthermore, the laser intensity is
almost constant for FOs (certainly compared to ROs). However, we find dynamics in
the filter field — both in the filter intensity IF and the filter frequency ωF . In other
words, the filter effectively compensates for the intensity dynamics that one would
normally expect in a semiconductor laser. The difference between the FOs shown in
Fig. 4.1(c) and (d) is the phase relationship between the laser frequency ωL and the
feedback intensity IF . For the FOs shown in panel (c), from the upper (purple) FO
stability region of panel (a), ωL and IF are almost in phase. This is in accordance with
the fact that they oscillate around the left flank of the filter, where an increase of the
frequency ωL results in increased transmission of the intensity IF . For the FO shown
in panel (d), from the lower (cyan) FO region of panel (a), on the other hand, ωL and
IF are almost in anti-phase. This time the oscillations are around the right flank of the
filter, so that IF decreases as ωL increases.
4.2 Stability regions of RO and FO
The strong influence of the detuning ∆ on the EFM stability regions that was discussed
in Section 3.2 is mirrored by a strong influence on the stability regions of ROs and
FOs.
Figure 4.2 shows the bifurcation diagram in the (κ,Cp)-plane for three positive
values of ∆. As the detuning is increased, the RO stability region (orange) becomes
smaller and moves towards lower values of Cp, but overall does not change very much.
Notice that ROs appear only when EFMs located around the central frequency of the
filter become unstable. The influence on the FO stability regions of changing ∆ is
much more dramatic. The lower (cyan) FO stability region decreases significantly in
size and then disappears entirely; see Fig. 4.2(b) and (c). On the other hand, the upper
(purple) FO stability region grows substantially in size; see panel (b). For larger values
of ∆ this FO stability region occupies a substantial area between the two separate
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Figure 4.3: Two-parameter bifurcation diagram in the (κ,Cp)-plane for decreasing
detuning ∆ as indicated in the panels; notation is as in Fig. 4.1 with the addition of
period doubling (PD) bifurcations.
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EFM stability regions; see panel (c). It is bounded in the ‘EFM stability gap’ by a
curve SL of saddle-node bifurcations of limit cycles on the left. Its right boundary
also becomes much more complicated. For sufficiently large ∆ we find that FOs may
become unstable in period-doubling bifurcations, so that we find regions of stable
period-doubled FOs.
Throughout the whole region the approximate in-phase relationship between ωL
and IF is preserved. This is because the stable FO region never extends to the other side
of the filter flank. However, in Fig. 4.2(b), new oscillations become stable and coexist
with the upper stable FO region. There is a small region around (κ,Cp) = (0.01, 1)
where faster FOs are stable, they feature a period TFO ≈ τ/2. This region becomes
larger for even larger detuning; see Fig. 4.2(c). Initially, for ∆ = 0.014 in Fig. 4.2(b),
these fast FOs are created in super-critical Hopf bifurcations of EFMs. They desta-
bilize in torus bifurcations T as Cp is decreased and in sub-critical period-doubling
bifurcations (P) as κ is increased. For larger detuning, ∆ = 0.0315 in Fig. 4.2(c), there
are already two regions of fast FOs. The upper one features a period of TFO ≈ τ/4
and undergoes a torus bifurcation for increasing κ. The lower one features a period of
TFO ≈ τ/2, undergoes a sub-critical period doubling bifurcation and connects to the
large FO region. This will be discussed in more detail in Section 4.3.
Figure 4.3 shows the bifurcation diagram in the (κ,Cp)-plane for three different
values of negative detuning. (Compare also with Fig. 4.4(a) and Fig. 4.2(a) and (b).)
Again we find a large region of stable ROs around the filter center. Similar to
Fig. 4.4(a), there are still two regions of stable FOs; in the upper (purple) region
there is an in-phase relationship between ωL and IF (left flank of the filter profile),
while in the lower (cyan) region there is an anti-phase relationship between ωL and
IF (right flank of the filter). However, when ∆ is decreased, the (purple) region of
stable in-phase FOs increases in size, whereas the (cyan) region of stable anti-phase
FOs becomes smaller and then disappears; see Fig. 4.3(b) and (c). As a result, the
regions of stable anti-phase FOs extend over a large area in the (κ,Cp)-plane, between
the regions of stable EFMs. As is the case for positive ∆, this large FO stability region
is characterized by the appearance of period-doubled solutions. In terms of the EFM
and FO stability regions, the panels of Fig. 4.3 for negative ∆ are almost reflected
images of those in Fig. 4.2 positive ∆. This again highlights the weak influence of the
amplitude-phase coupling parameter α on these dynamics.
4.3 Beyond stable frequency oscillations
Evidence of possible period-doublings of FOs has been found experimentally in
[Erzgra¨ber et al., 2006], and our bifurcation analysis shows that regions of stable
period-doubled FOs do exist for sufficiently large detuning ∆. We now consider this
transition of FOs in more detail. Figure 4.4(a1) shows a one-parameter bifurcation
diagram, where we plot branches of EFMs and FOs as a function of κ for fixed
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Figure 4.4: Panel (a1) shows a one-parameter bifurcation diagram in the parameter κ
for fixed (∆,Cp) = (0.0315,−2.26pi). As is clear from the enlargement in panel (a2),
there is a region of stable period-doubled FOs after the first period-doubling bifurca-
tions (P) of a period-doubling cascade. Labels (b) and (c) indicate points on the FO
branch for which time series and phase portraits are shown in panels (b) and (c).
4.3 Beyond stable frequency oscillations 45
.
.
3.4 3.5 3.6−0.01
−0.005
0
0.005
0.01
5 10 150
2
4
5 10 15
−6
0
5 10 150
2
4
5 10 15
0
3
0.005 0.01 0.015 0.02 0.0250
0.004
0.008
0.012
0.01 0.02590
610
630
−1
0
1
−1
0
1
−0.01
0
0.01
SL
S H
H
SL
T
FO
T
H
FO
RO
EFM
(a)
||N ||
κ
TFO
κ
IL
(b1)
ωL (b2)
IF
(b3)
ωF
(b4)
t[ns]
(c)
N
Im[F ] Re[F ]
(d)N
IL
Figure 4.5: Panel (a) shows a one-parameter bifurcation diagram in the parameter κ
for fixed (∆,Cp) = (0.0315,−4pi). The inset shows the period TFO along the branch
of FOs, which are stable between in saddle-node of limit cycle (SL) and a torus (T)
bifurcation. Panels (b) shows time series of the stable periodic orbit for κ = 0.0226
(black dot in panel (a) near the end of the FO stability region). Along the blue part
there is a build-up and along red part a decay of fast oscillations, and the black part
is a global excursion; for comparison an unstable relaxation oscillation (that appears
for slightly higher κ) is shown as the gray time series in panels (b). Panel (c) shows
the trajectory in the (F, N)-space and its projection on the F-plane; the dashed line in
panel (c) indicates the unstable EFM. Panel (d) shows the projection on the (IL, N)-
plane. The diamond is the unstable EFM and the gray circle is the trajectory of the
unstable ROs.
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(∆,Cp) = (0.0315,−2.26pi). Figure 4.4(a2) is an enlarged view around a period-
doubling cascade of FOs. The appearance of stable period-doubled FOs is actually
not so straightforward. A stable EFM undergoes a Hopf bifurcation H, from which
a branch of FOs emerges with a period of around τ/2. This branch of periodic or-
bits then undergoes a subcritical period-doubling bifurcation P. (Note that, after fur-
ther bifurcations, this branch connects to a second Hopf bifurcation on a different
EFM branch.) The initially unstable period-doubled periodic orbit stabilizes in a
saddle-node of limit cycle bifurcation SL. The period of these stable FOs is now ap-
proximately τ, and this part of the branch lies in the (purple) FO stability region in
Fig. 4.2(c). This branch destabilizes in another period-doubling bifurcation P, which
is the first in a cascade of supercritical period-doublings.
Figure 4.4(b1)–(b4) shows time series and Fig. 4.4(b5) the corresponding trajec-
tory in the (IL, N)-plane for the point on the main stable FO branch; labeled (b) in
panel (a2). As is typical for FOs, the laser intensity IL is almost constant. Note the
small scale of the x-axis in Fig. 4.4(b5). The inversion N of the laser is directly related
to the laser frequency ωL. Figure 4.4(c1)–(c4) are time series and Fig. 4.4(c5) is a tra-
jectory in the (IL, N)-plane for a point on the stable period-doubled FO branch; labeled
(c) in panel (a2). The time series look quite similar to the ones in Fig. 4.4(b) and, in
particular, the intensity IL is still virtually constant. However, as is most prominent
in the frequency dynamics of the laser, it can be seen that any two consecutive dips
of ωL are no longer identical. Indeed the period of oscillations is now about twice
what it was before in panels (b). Also the phase portrait in Fig. 4.4(c5) shows that the
periodic orbit has period-doubled.
We now discuss another way in which FOs can become unstable. This is related
to the question of whether it is possible to have a ‘mixing’ of features of FOs and of
ROs. One would expect to find such mixed types of oscillation near the double-Hopf
points, that is, where the boundaries of the stability regions of FOs and ROs come to-
gether. Figure 4.5 shows an example of a stable FO (an external roundtrip oscillation
of period about τ) that shows small oscillations with the typical and much faster RO
frequency. Panel (a) is a one-parameter bifurcation diagram, where we plot branches
of EFMs and FOs as a function of κ for fixed (∆,Cp) = (0.0315,−4pi). The inset shows
the period of the periodic orbit along the FO branch. Starting from a Hopf bifurcation
H, of an unstable EFM around (κ, ||N||) ≈ (0.009, 0.0041), a branch of unstable FO
emerges. After undergoing several saddle-node of limit cycle bifurcations SL it even-
tually becomes stable. The stable part of the FO branch is almost horizontal until, for
a higher feedback rate around κ = 0.0225, the norm ||N|| increases dramatically. This
is a smooth transition and not a bifurcation, even though it looks very sudden in this
projection. (Note that the FO period does not show such a sudden change.)
To explain the increase of the norm ||N|| we note a Hopf bifurcation on the lower
part of the EFM branch in Fig. 4.5(a), which gives rise to unstable ROs. The corre-
sponding EFM of saddle type is, therefore, characterized by leading complex conju-
gate unstable eigenvalues whose imaginary parts are close to the RO frequency (which
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is very typical in semiconductor laser systems). The idea is that, when it comes near
this EFM, that the FO ‘picks up’ the additional RO frequency that soon renders the FO
branch unstable in a torus bifurcation T. Consequently, these oscillations of increasing
amplitude make a substantial and increasing contribution to the norm ||N|| along the
FO branch, which leads to its increase.
To illustrate this further, Fig. 4.5(b) shows time series of the FOs for parameter
values identified by the black dot close to the torus bifurcation T in panel (a). Note
again that the power is still almost constant, but additional fast oscillations are clearly
seen in the frequency ωL of the laser. That these are indeed on the scale of the ROs
is demonstrated by the gray time series in panels (b). These are for parameter values
identified by the black dot on the RO curve in panel (a). Moreover, the FO time
series are split up into blue, red and black parts to highlight different sections of the
trajectory. During the blue interval a fast oscillation is building up, which decays
again during the red interval. The build-up rate is noticeably slower than the decay
rate. During the black interval the trajectory makes a large excursion in phase space.
The FO periodic orbit is shown in Fig. 4.5(c) in the (F, N)-space and in the projec-
tion onto the F-plane, and in Fig. 4.5(d) in the projection onto the (IL, N)-plane. The
dotted circle in panel (c) indicates the position of the unstable EFM. (We remark that
we fixed the phase of the periodic orbit, but still show the entire S 1 group orbit of the
EFM for convenience.) Panel (c) shows that the change from build-up to decay of fast
oscillations occurs when the trajectory is closest to the dotted circle representing the
saddle EFM. This can be seen even better in the (IL, N)-projection of Fig. 4.5(d). Now
the EFM is indicated by a diamond and the orbit of the close-by unstable RO is shown
in gray. The arrow indicates the direction along the periodic orbit.
A possible interpretation of the overall FO dynamics is the following. During the
blue build-up of oscillations the trajectory also comes closer to the saddle EFM. After
its closest approach to the EFM the trajectory leaves again, but with a faster rate.
This indicates that this motion is along certain directions on the stable and unstable
manifolds of the EFM that are characterized by complex conjugate eigenvalues. The
frequency of the oscillations remains practically constant and of the order of the ROs,
which is arguably because the EFM is close to a Hopf bifurcation of an also unstable
RO. The black part of the trajectory is a large excursion in phase space that leads to a
reinjection into the vicinity of the EFM. It seems that the FO periodic orbit is close to
a heteroclinic connection with the EFM, but such details of the dynamics are beyond
the scope of this thesis. Nevertheless, Fig. 4.5 is a clear example that mixed FO/RO
dynamics can be found in the FOF laser system.
4.4 Interacting oscillations and routes to chaos
We now have a closer look at the dynamics of the FOF laser beyond stable oscillations
or quasiperiodic oscillation. In particular we show how the different ROs and the FOs
48 4 Frequency and relaxation oscillations
symbol laser parameter value
α linewidth enhancement factor 5.0
T electron decay rate 100.0
P pump parameter 2.5
τ coupling time 743.0
Λ filter width (HWHM) 0.014
∆ detuning 0.014
κ coupling strength f ree
Cp feedback phase 0
Table 4.1: Parameters and their values for the FOF laser.
may interact and lead to complicated and possible chaotic dynamics. The FOF laser in
the chaotic regime might be an attractive choice for chaos communication. Therefore
one has to make sure that the laser operates ’deep’ in the chaotic regime and that there
are no other coexisting attractors. For what follows we use slightly different parameter
values in order to adapt to recent experiments, these values can be found in Table 4.1.
As starting point we again choose a stable EFM, we then successively increase
the feedback rate and monitor the dynamics by means of the optical spectrum of the
laser light. This can be seen in the one-parameter bifurcation diagram in Fig. 4.6.
The feedback strength is plotted on the horizontal axis and the vertical axis shows
the frequency components of the laser dynamics, where the gray scale indicates the
intensity in dB. We start with a stable EFM which is born in a saddle-node bifurcation
at κ ≈ 0.0023. The laser emits continuous wave with an constant intensity at a fre-
quency slightly shifted to the negative with respect to its solitary value. At κ ≈ 0.01
the FOF laser undergoes a Hopf bifurcation to FOs. The structure in Fig. 4.6 broadens
because peaks appear at the roundtrip frequency of the feedback loop. This cannot
be resolved on the frequency scale of Fig. 4.6(a). Figure 4.6(b) shows an enlarged
view around the stable cw and FO region, where the continued branches of EFMs are
overlaid. For stable cw emission there is a single peak at the laser frequency in the
optical spectrum. This frequency is that of the stable EFM we used as starting point.
This EFM destabilized in a Hopf bifurcation (where the color changes from green to
red) and FOs appear. In the optical spectrum peaks at the roundtrip frequency appear.
(The frequency of the EFMs is also related to the roundtrip frequency.)
Figure 4.7 shows a characterization of the FO in different projection for κ = 0.021.
The time series shows the characteristics already discussed in Section 4.1. To illustrate
this further we show different projections of the phase space in Fig. 4.7(b). To compare
better with experiments we also show spectra of the dynamics, namely the RIN of the
laser light (c), the RIN of the feedback light (d), and the optical spectrum of the laser
(e). Finally from the dynamical systems point of view, also the Poincare´ section is of
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Figure 4.6: One-parameter bifurcation diagram with κ as free parameter. The vertical
axis shows the frequency and the gray scale indicates the intensity in dB. Panel (b)
shows an enlarged view around the stable cw and stable FO region. Overlaid are the
EFM branches, stable EFMs are green unstable EFMs are red.
interest. In panel (f) it is shown where the trajectory crosses the plane of zero inversion
N = 0. In Fig. 4.7(f) there are only two points indicating a periodic oscillation for
κ = 0.021. The optical spectrum shows multiple peaks which are separated by the
FO frequency. These peaks have different heights; the envelope is a measure for the
amplitude of the FO. Both the RIN of the laser light and the RIN of the feedback
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Figure 4.7: Characterization of the frequency oscillation for κ = 0.021 in different
projections. Namely, the time series (a), the phase space (b), the RIN of the laser
light (c), the RIN of the feedback light (d), the optical spectrum of the laser (e), and
the Poincare´ section (f). (For a periodic orbit the Poincare´ section contains only two
points.)
light show peaks at the FO frequency and higher harmonics. However, the intensity
in the feedback light is much stronger (≈ 40dB) than in the laser light. Indeed this is
a consequence of the frequency modulation of the laser light, which is transferred by
the filter in an amplitude modulation of the feedback intensity.
Increasing the feedback strength undamps the RO, at κ ≈ 0.024 as can be seen in
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Figure 4.8: Characterization of quasiperiodic oscillations for κ = 0.033 in different
projections. Namely, the time series (a), the phase space (b), the RIN of the laser light
(c), the RIN of the feedback light (d), the optical spectrum of the laser (d), and the
Poincare´ section (f).
the bifurcation diagram Fig. 4.6. An example of quasiperiodic oscillation with FO and
RO components can be seen in Fig. 4.8 for κ = 0.033. The optical spectrum (e) shows
peaks at the RO frequency with an underlying structure given by the FO frequency.
Also the RIN spectra show RO and FO components, but again the low frequency part
is much more enhanced in the RIN of the feedback light.
At κ ≈ 0.03 the underlying FO undergo a period-doubling as discussed in Sec-
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Figure 4.9: Characterization of quasiperiodic oscillations with period-doubled FO for
κ = 0.045 in different projections. Namely, the time series (a), the phase space (b), the
RIN of the laser light (c), the RIN of the feedback light (d), the optical spectrum of
the laser (e), and the Poincare´ section (f).
tion 4.3. However these are not pure FO, but there is still a RO component. Figure 4.9
shows the characteristics of the dynamics for κ = 0.045. In addition the spectra also
show a structure around half the RO frequency. This might indicate that there is also
a branch of unstable period double ROs.
The dynamics become even more complicated for higher feedback rates. Fig-
ure 4.10 shows characteristic dynamics of κ = 0.05. Indeed the Poincare´ section
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Figure 4.10: Characterization of possibly chaotic dynamics for κ = 0.05 in different
projections. Namely, the time series (a), the phase space (b), the RIN of the laser light
(c), the RIN of the feedback light (d), the optical spectrum of the laser (e), and the
Poincare´ section (f).
Fig. 4.10(f) indicates chaotic dynamics. Nevertheless the spectra still exhibit the un-
derlying structure of unstable ROs and FOs. This shows the strong influence of unsta-
ble objects on the overall structure of the dynamical attractor.
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Chapter 5
Experimental
feedback phase control
The experiments in this chapter were done in the laboratory of Prof. Gautam Vemuri
at Indiana University–Purdue University Indianapolis, Indianapolis, USA.
In this chapter we explore the dynamics of the FOF laser experimentally. We ver-
ify the main results of the theory, e.g., stable external filtered modes, the frequency
oscillations the relaxation oscillations, and their dependence on the feedback phase.
Moreover, we also find more complicated and possibly chaotic dynamics.
The chapter is structured as follows. The experimental setup is described in Sec. 5.1.
In Sec. 5.2 we give an overview and briefly describe the different dynamical regime
which can be found when the feedback rate is increased. In the following we discuss
in more detail how the feedback phase influences the dynamics for these different
feedback strengths.
56 5 Experimental feedback phase control
5.1 The experimental setup for FOF
The FOF laser consists of a semiconductor laser which receives filtered optical feed-
back. A sketch of the setup is shown in Fig. 5.1. The laser is a commercially available
single mode Fabry-Pe´rot type semiconductor laser emitting at 780 nm with a threshold
current of Ith = 43 mA. Throughout the experiments the laser was operated at a pump
current of I = 70.6 mA. At this pump current the relaxation oscillation is 3.6 GHz,
which was measured in an separate experiment. The temperature of the lasers can be
stabilized with an accuracy in the order of 0.01 K. The laser’s frequency shift due to
changes of the pump current was linear and was estimated 3.6 GHz/mA. The filter
consists of two flat mirrors with reflectivity R = 70 %, respectively. The distance
between the mirror was D = 3.9±0.1 cm, which results in an free spectral range of
FSR=3.8±0.1 GHz. The finesse was measured experimentally f = 5 ± 0.5, which
results in a filter width HWHM=385±30 MHz (half width at half maximum).
At BS 1 half of the laser light is directed into the feedback loop, where in total four
optical isolators, with isolation better than -30 dB each, ensure clockwise propagation
of the light in the feedback loop. For controlling the feedback phase we use a piezo
translation stage with a mechanical resolution of 20 nm. Given the laser wavelength
of 780 nm this allowed a resolution of 19 measurement points per 2pi-cycle of the
feedback phase. The feedback strength was controlled with a combination of a polar-
izer and a λ/2-plate. Without the filter a maximum threshold reduction of about 2 mA
(5 %) was achieved. Under these conditions the optical spectrum of light emitted by
the laser was flat within the 8 GHz FSR of the scanning Fabry-Pe´rot interferometers,
indicating that the laser is in the coherence collapse regime. With the filter the max-
imum threshold reduction was about 1 mA (2 %). The total length of the feedback
loop was L = 240±1 cm, which results in a round-trip frequency in the feedback loop
of 125±0.5 MHz. The detuning between the solitary laser frequency and the center
symbol laser parameter value
α linewidth enhancement factor not determined
T electron decay rate not determined
P pump parameter 2× threshold
τ roundtrip frequency 125±0.5 MHz
Λ filter width (HWHM) 385±30 MHz
filter FSR 3.8±0.1 GHz
∆ detuning 400±100 MHz
κ coupling strength f ree
Cp feedback phase f ree
Table 5.1: Parameters and their values for the filtered optical feedback experiments.
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Figure 5.1: Setup of the FOF laser with the Fabry-Pe´rot filter, piezo translation stage,
optical isolators. The detection for both the laser field and the feedback field con-
sists of scanning Fabry-Pe´rot interferometer, fast photo diodes, electrical spectrum
analyzer, digital oscilloscopes, and slow photo diodes.
frequency of the filter is about 400±100 MHz. All parameters and their values are
summarized in Table 5.1.
Both the dynamics of the optical field emitted by the laser and the optical field
that is fed back into the laser are detected. For this we used scanning Fabry-Pe´rot
interferometers with a free spectral range of 2 GHz and 8 GHz. The respective RIN
spectra of the laser light and the feedback light are detected with pigtailed photo diodes
and amplifiers with bandwidth of 250 MHz. Average powers are measured with slow
photo diodes.
5.2 The different dynamical regimes
To explore the different dynamics and their dependence on the feedback strength and
the feedback phase we took measurements at different feedback levels from very low
feedback to the maximum available feedback level which corresponds to a threshold
reduction of about 2 %. At each feedback level the feedback phase was increased and
decreased to find all possible dynamics. An overview over the different dynamics for
increasing feedback strength is shown in Fig. 5.2.
For very low feedback [regime (1)] the FOF laser emits continuous wave (cw) but
in discrete frequencies set by the delay in the feedback loop. This introduces a comb
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Figure 5.2: Overview over the different dynamical regime (1)–(7) for different feed-
back strengths in units of threshold reduction.
of external filtered modes (EFMs) around the center frequency of the filter, where the
number of modes is restricted by the bandwidth of the filter. It turns out that all these
individual modes are connected by the feedback phase — as the feedback phase is
changed the FOF laser successively visits all EFMs. This agrees with the mathemati-
cal analysis in Chapter 3 of the EFM structure. The feedback phase changes by 2pi as
the path in the feedback loop changes by one wavelength of the laser light. The first
type of instabilities the FOF laser encounters as the feedback strength is increased are
frequency oscillations (FOs) [regime (2)]. Depending on the feedback phase the FOs
gain in amplitude. For higher feedback [regime (3)] also relaxation oscillations (ROs)
undamp. The ROs may even interact with FOs, which leads to quasi-periodic oscilla-
tions. In regime (4) more complicated frequency dynamics develop which eventually
do not show any feedback phase dependency [regime (5)]. Increasing the feedback
strength further brings back stable ROs which alternate with complicated frequency
dynamics in regime (6). Eventually, in regime (7) only ROs can be found, depending
on the feedback phase three different RO with slightly different frequencies can be
found.
The external filtered modes
Because of the external delay system, in regime (1) the FOF laser prefers cw oper-
ation at frequencies that depend on the roundtrip frequency in the delay loop. Fig-
ure 5.3 shows the experimentally observed evolution of the EFMs for a 2pi-cycle of
the feedback phase. Between neighboring panels the length of the feedback loop was
increased by approximately 1/6 of the laser wavelength, which amounts to an in-
crease in the feedback phase by ∼ pi/3. To visualize the EFMs experimentally we
slowly modulate the pump current by a triangular ramp with an amplitude of about
0.5 mA, which corresponds to a detuning of about 1.8 GHz, and monitored the in-
tensity of the feedback field. The main effect of this small pump modulation is the
variation of the laser frequency, and therefore, the detuning between the laser and the
filter. Such small changes of the pump current have no measurable other effects. As
the detuning changes, the FOF laser visits successive EFMs which can be seen as
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Figure 5.3: 2pi-cycle of the EFMs. Each panel shows the intensity of the feedback
light as function of increasing and decreasing pump current. The pump current was
slowly modulated with triangular ramp, which is shown in the top part of each panel.
plateaus in Fig. 5.3, where in each panel a single EFM corresponds to one plateau
with almost constant feedback intensity. Different EFMs have different feedback in-
tensities according to the profile of the filter. Here it is important to realize that a
different feedback intensity implies a different frequency of the laser light. Thus each
plateau indeed corresponds to a EFM with a different frequency. As the length of the
feedback loop gradually increases from one panel to the other, the plateaus change
their relative positions on the underlying filter profile. EFMs on the left flank of the
filter continuously move downwards and EFMs on the right flank of the filter move
upwards. During the transition from panel (a) to (f) and back to (a) the length of the
feedback loop has increased by one wavelength and the initial situation is regained.
Indeed each plateau has moved to the initial position of its left neighbor and the 2pi
cycle of the feedback phase is closed.
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Figure 5.4: Comparison between ROs (upper row) and FOs (lower row). Shown are
the optical spectrum, the RIN spectrum of the feedback light, and the RIN spectrum
of the laser light for ROs in panel (a1), (b1), and (c1), and for FOs in panel (a2), (b2),
and (c2), respectively.
Frequency oscillations and relaxation oscillations
Experimental optical spectra and RIN spectra for ROs and FOs are shown in Fig. 5.4.
The optical spectrum of ROs [Fig. 5.4(a1)] shows typical side peaks at the RO fre-
quency νRO. (Note that the optical spectrum is convoluted since the FSR of the scan-
ning Fabry-Pe´rot is 2 GHz but νRO=3.6 GHz.) Flat RIN spectra of the laser light
[Fig. 5.4(b1)] and the feedback light [Fig. 5.4(c1)] indicate that there is no other dy-
namics than ROs. On the other hand the optical spectrum of FOs [Fig. 5.4(a2)] ex-
hibits a small shoulder at the right flank of the laser peak. In the RIN of the feedback
[Fig. 5.4(b2)] light sharp peak at νFO = 116.8 MHz can be seen. This corresponds to
the roundtrip frequency in the feedback loop modified by the bandwidth of the filter.
Higher harmonics in the RIN indicate the non-harmonic waveform of the oscillation.
The flat RIN spectrum of the laser light [Fig. 5.4(c2)] indicates that the laser intensity
is constant.
Figure 5.5 shows optical spectra over one 2pi-cycle of the feedback phase. The
feedback strength is very low [regime (2)] and for a certain value of the feedback
phase the FOF laser emits cw (there is only the laser peak in the optical spectrum). As
the feedback phase increases this laser peak broadens, which indicates that the system
approaches a Hopf bifurcation to a FO. This is also supported by RIN spectra of the
feedback light (not shown here). Eventually, a distinct side peaks appears at the right
flank of the laser peak and it than moves further away from the laser peak. Since FOs
represent a pure frequency modulation of the laser frequency, the distance between
the laser peak and the modulation peak is related to the amplitude of the FO. Thus the
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Figure 5.5: Optical spectra of a 2pi-cycle of the feedback phase showing the develop-
ment of a FOs from cw-emission.
cycle of Fig. 5.5 can be interpreted as the onset of FOs which gains in amplitude and
finally jumps back to cw-emission of the FOF laser.
Figure. 5.6 shows how the frequency of the FOs depends on the distance between
the mirrors of the Fabry-Pe´rot filter cavity. For each point the value of the FO fre-
quency can be tuned with the feedback phase by about ±1 MHz, which is indicated by
the error bars. The distance between the filter mirrors determines the FSR of the filter
cavity and therefore also its bandwidth. It can be seen that the FO frequency increases
as the mirror distance decreases, and approaches the value of the roundtrip frequency
for very short mirror distances, which to be expected. The feedback light spends a
certain time within the filter cavity, which is determined by the distance between the
filter mirrors and the finesse of the filter. This time adds to the actual delay time, and
therefore, decreases the FO frequency. The finesse of the filter cavity is not constant
within the FSR interval shown in Fig. 5.6, it is close to the theoretical limit determined
by the reflectivity of the mirror for small distances and refraction limited (finesse ∼ 5)
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Figure 5.6: Dependence of the FO frequency on the distance between the filter mirrors.
The error bars indicate the tuning range of the FO frequency by changing the feedback
phase.
for larger distances.
Finally, Fig. 5.7 shows that also mixed quasi-periodic oscillation with RO and
FO components are possible [regime (3)]. The optical spectrum shows peaks at the
RO frequency, and in addition the RIN spectrum of the feedback light exhibits peaks
at the FO frequency. The corresponding RIN spectrum of the laser light is again
flat, which indicates no low frequency dynamics in the intensity of the laser light.
From these spectra alone it cannot be concluded with certainty that this is a quasi-
periodic oscillation and not a statistical mixture. However, this type of quasi-periodic
oscillation is indeed predicted in Chapter 4.
Complicated dynamics
For higher feedback strength also more complicated or possibly chaotic dynamics can
be observed [regimes (4)–(6)]. Again the onset of instabilities manifests itself first in
the frequency of the laser.
Figure 5.8 shows the optical spectrum and a RIN spectrum of the feedback light
from regime (4). The optical spectrum shows only peaks at the RO frequency, whereas
from the RIN spectrum it can be seen that the dynamics of the laser frequency is now
more complicated. The FO peak is broadened, there is a broad peak at very low
frequency approximately 30 MHz and there is a broadened peak at frequency slightly
higher than the FO frequency νFO. In addition to the more complicated dynamics the
system still exhibits pure ROs and mixed quasi-periodic FOs and ROs, depending on
the feedback phase. On the other hand pure FOs no longer featured at this feedback
strength.
Finally, for even higher feedback rates [regime (5)] also the optical spectrum in-
dicates complicated dynamics; see Fig. 5.9. Apart from small broadened peaks which
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Figure 5.7: Optical spectrum (a) and RIN spectrum (b) of the feedback light for quasi-
periodic oscillation with RO and FO components. The corresponding RIN spectrum
of the laser light is flat indicating now low frequency dynamics.
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Figure 5.8: Optical spectrum (a) and RIN spectrum (b) of the feedback light for com-
plicated dynamics in the low frequency part of the laser frequency. The low frequency
part of RIN spectrum of the laser light is flat.
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Figure 5.9: Optical spectrum (a) and RIN spectrum (b) of the feedback light. Com-
plicated dynamics are developed in both the RO domain and the FO domain. The low
frequency part of the RIN spectrum of the laser light is flat.
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are remnants of the laser peaks, the optical spectrum is flat. The structure in the RIN of
the feedback field is even more broadened compared to the case depicted in Fig. 5.8.
All together this indicates that the FOF laser is in the coherence collapse regime. In
this regime the FOF laser shows no sensitivity on the feedback phase. From the dy-
namical systems point of view, this might indicated that the different attractors for
different feedback phases collided.
The FOF laser leaves this state of complicated dynamics gradually again for in-
creasing feedback strengths. There is the large regime (6), where stable ROs appear
again. The feedback phase is the control parameter which switches between pure ROs
or complicated dynamics as depicted in Fig. 5.9.
In regime (7) which is the highest feedback rates that could experimentally realized
only pure ROs are observed. However, the system switches between three ROs with
slightly different frequencies as the feedback phase is changed. These different ROs
may be related to the destabilization of different EFMs of the underlying EFM comb;
see Chapter 3. For high feedback even different transmission peaks of the Fabry-
Perot filter may contribute to the feedback. In this case the approximation of a single
Lorentzian for the filter in Eqs. (2.1)–(2.3) would no longer be valid.
Chapter 6
Conclusions and outlook of
Part I
We have investigated the bifurcation structure of a semiconductor laser with filtered
optical feedback as a function of three main parameters, namely the feedback rate κ,
the feedback phase Cp, and the detuning ∆ between the solitary laser frequency and the
center frequency of the filter. The emphasis was on stable external filtered modes and
bifurcating stable oscillations, which can either be relaxation oscillations or frequency
oscillation. This stability information was presented by two-parameter bifurcation
diagrams in the (κ,Cp)-plane for different, representative values of ∆. Depending on
the value of ∆, we found a single or two separate large regions of stable EFMs. Our
results show clearly that the feedback phase Cp is a key parameter in the FOF laser.
In other words, both the magnitude and the phase of the complex feedback parameter
κeiCp must be considered to reveal a comprehensive picture of the dynamics.
It is convenient to represent the results in the covering space of Cp, that is, over
several 2pi-periods of Cp. In this way, one can follow a particular solution, for exam-
ple, the solitary laser solution for κ = 0, to the different stability boundaries. This
agrees with the physical point of view because it corresponds to what one does in
an experiment: one follows a known solution in parameters. Note that the feedback
strength κ and the feedback phase Cp can be changed independently and ‘on-line’ in
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Figure 6.1: Two-parameter bifurcation diagram in the (κ,Cp)-plane for ∆ = −0.007,
where all stability regions of EFMs, ROs and FOs are shown on a fundamental 2pi-
interval of Cp; compare with Figs. 3.3(a) and 4.1(a). The image summarizes the large
amount of multistability of the FOF laser; the multistability of EFMs is indicated by
different shades of green, that of of RO by different shades of orange, and that of FO
by different shades of blue.
an experiment. In fact, the bifurcation diagrams in Figs. 4.2 and 4.3 form the basis for
ongoing measurements of the FOF laser with the goal of characterizing experimentally
the stability boundaries of the regions of stable ROs and FOs.
Our theoretical study produced specific results concerning these two types of os-
cillations. Stable ROs are generally found near the center frequency of the filter. Phys-
ically, the effective instantaneous feedback is highest around the center frequency of
the filter, irrespective of the detuning ∆. In fact, the size and the shape of the stable RO
region does change with ∆. Frequency oscillations, on the other hand, are substantially
different — the interaction between the laser and the filter is vital for their existence.
We find (for ∆ close to zero) two separate regions of stable FOs, namely, in-phase and
anti-phase dynamics between laser and filter, which occur at the two opposite flanks
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of the filter profile. All FOs have in common that the laser intensity is almost constant.
For larger detunings ∆ we find a single large region of stable FOs in between the two
separate EFM stability regions. Importantly, FOs can be found already for quite low
values of κ.
The presentation of bifurcation diagrams in the covering space is very convenient
for orientation purposes, especially in an experiment. However, it does not convey the
strong multistability of the FOF laser. We finish by giving an idea of the overall com-
plexity of the FOF laser system in Fig. 6.1, where all stability regions of EFMs, ROs
and FOs are shown on a fundamental 2pi-interval of Cp. Effectively, every dynamical
state can coexist with any other one in some region of the (κ,Cp)-plane. Figure 6.1 also
demonstrates the advantage of bifurcation analysis of DDEs with numerical continu-
ation tools over numerical simulation. By tracking individual solutions in the relevant
parameters we were able to detect multistability reliably. By contrast, it would be very
difficult to ensure that all simultaneous attractors are found with numerical simulation.
Laser systems with delay have been a class of motivating testbed examples for
the recent development of computational tools for DDEs [Krauskopf, 2005]. The
bifurcation study presented here is much in this spirit in that it demonstrates the state-
of-the-art of numerical continuation techniques for DDEs arising in applications. We
hope that numerical methods of bifurcation analysis will find use in other areas of
application where delays are important, such as control theory, ecological systems
and network dynamics, to name just a few.
Finally, in Section 5 we experimentally explored the dynamics of a semiconductor
laser with filtered optical feedback, where we concentrated on the influence of the
feedback phase. We confirmed earlier predictions of Chapters 3 and 4 and showed
that for different feedback rates the FOF laser shows different dependencies on the
feedback phase. We attribute this feedback phase sensitivity to the small number of
external filtered modes. The lack of phase sensitivity for complicated dynamics can be
explained by the loss of coherence. Moreover, it was shown that instabilities appear in
a structured way as the feedback rate increases: first there are instabilities in the phase
of the laser light, and then both the phase and the intensity of the laser are effected.
This hierarchy was found twice. First we found that FOs appear which are oscillation
of the phase of the laser light only, and then also ROs can be found for which both the
phase and intensity are oscillating. Second, complicated dynamics first appear in the
laser frequency and than in both the frequency and the intensity.
A lot of questions concerning the dynamics of the FOF laser are left open. The
results presented here give an overview over what to expect and can serve as a starting
point for future research. For example the results in Chapter 4 indicate that the dy-
namics in certain parameter region take place only on finite dimensional sub-space
of the infinite-dimension phase space. In this region it would be possible to re-
duce Eqs. (2.1)–(2.3) to a finite-dimensional system. A systematic approach which
would involve so-called center manifold reduction would be interest for many infinite-
dimensional systems. Furthermore, routes to chaos involving the break-up of invariant
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tori attract considerable attention in delay systems but also in finite-dimensional sys-
tems, see for example [Simo´ et al., 2002] or [Schilder et al., 2005]. Finally, interesting
dynamics in the FOF laser may arise from homoclinic or heteroclinic tangencies. Ho-
moclinic or global bifurcations in general occur in many different systems and therefor
get quite some attention, see for example [Palis and Takens, 1995] or [Green et al.,
2003]. A systematic analysis of global bifurcations in the FOF laser could involve
computation of unstable manifolds.
Part II
Mutually delay-coupled
semiconductor lasers
Chapter 7
Background on delay-coupled
semiconductor lasers
In this chapter we give a more specific overview over the continuously growing field
of nonlinear dynamics of delay-coupled semiconductor lasers. Furthermore, in Sec-
tion 7.1 we formulate an appropriate rate equation model. The properties of this model
are discussed in Section 7.2.
A number of experimental and theoretical studies have been performed on mutu-
ally delay-coupled laser systems. In [Yanchuk et al., 2004] the bifurcation structure
of two identical mutually coupled semiconductor lasers in the limit of zero delay is
studied. The limit of very large delays is discussed in [Javaloyes et al., 2003]. An
appropriate model for the delay-coupled laser system which accounts for mutual in-
jection, passive optical feedback and multiple reflections is developed and analyzed
for different coupling strengths in [Mulet et al., 2002]. Indeed in the limit of weak
coupling this model reduces to a rate equation model, which takes the form of ex-
tended Lang-Kobayashi equations [Lang and Kobayashi, 1980]. All our analysis is
based on such a rate equation model with delay which is introduced in Sections 7.1
and 7.2 of this chapter.
The question whether tow lasers synchronize is the subject of several studies. In
[Heil et al., 2001b] chaos synchronization in conjunction with symmetry breaking
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Figure 7.1: Sketch of two mutually delay-coupled lasers.
has been reported for long delay times. In [White et al., 2002] stability of so-called
isochronal and achronal synchronization in mutually coupled semiconductor lasers is
studied analytically. Indeed the motivation for this study was the experimental obser-
vation of stable achronal synchronization in [Heil et al., 2001b]. The dependence of
the onset of chaos synchronization has been studied experimentally and numerically
for different coupling strengths and injection currents in [Mulet et al., 2004]. Numeri-
cal simulations are performed in [Rogister and Garcı´a-Ojalvo, 2003] and an analytical
formula is derived that predicts the oscillation frequency in the mode beating regime
for short delays. The dynamics in the limit of very large delay is the focus of theoret-
ical studies in [Javaloyes et al., 2003] and [Viktorov et al., 2004]. For a short delay
time of regular dynamics, such as frequency locking with continuous wave emission
and regular intensity oscillations such as quasiperiodic synchronization [Hohl et al.,
1999] and localized synchronization where the amplitude of the intensity oscillations
in one laser is bigger than in the other [Hohl et al., 1997, 1999]. Depending on the
detuning between the two lasers, a characteristic scenario has recently been demon-
strated [Wu¨nsche et al., 2005]. Increasing the detuning leads from optical frequency
locking towards successive states of periodic intensity oscillations.
The coupling considered here is coherent, as it involves the amplitude and the
phase as well. However, there are also other ways of coupling lasers, such as op-
toelectronic coupling, which is studied in [Tang et al., 2004]. Synchronization of
chaotic emitting semiconductor lasers are studied for example in [Ohtsubo, 2002]. In
[Koryukin and Mandel, 2003] it is shown that in unidirectional multimode semicon-
ductor lasers only the coupled modes do synchronize. Also ghost resonances can be
found in mutually injected lasers [Buldu´ et al., 2005].
The discussion above shows that delay-coupled semiconductor laser can show a
vast amount of dynamics. The question arises how these different phenomena are
connected or whether there is a connection at all. Our approach to this question is
based on local bifurcation theory. In a systematic approach we start with the most
non-trivial dynamics of the coupled laser system which are the CLMs. With numer-
ical continuation [Engelborghs et al., 2001] we analyze the structure of the CLMs
and their dependence on coupling parameters such as the feedback strength and the
feedback phase, which is discussed in Chapter 8. The dependence on laser internal
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parameters, such as the pump parameter, is discussed in Chapter 9. The CLMs form
the backbone of complicated dynamics. In Chapter 4 we have already seen how even
unstable external filtered modes can affect the dynamics of the FOF laser. However,
it turns out that the mode structure of the coupled laser system is substantially more
complicated compared to the FOF laser. Therefore, we concentrate on a thorough
and comprehensive discussion of this CLM structure of the mutually delay-coupled
laser system. We point out to possible dynamics when discussing the stability and
bifurcations of the CLMs. The connection to experiments is made in Chapter 10.
7.1 Rate equation model for the delay-coupled laser
system
We model the coupled laser system, which is sketched in Fig. 7.1, with rate equations
for the normalized complex slowly-varying envelope of the optical fields E1,2 and the
normalized inversions N1,2 (see [Mulet et al., 2002] for details of the model):
dE1
dt = (1 + iα)N1E1 + κe
−iCp E2(t − τ) − i∆E1 , (7.1)
dE2
dt = (1 + iα)N2E2 + κe
−iCp E1(t − τ) + i∆E2 , (7.2)
T
dN1
dt = P − N1 − (1 + 2N1)|E1|
2 , (7.3)
T
dN2
dt = P − N2 − (1 + 2N2)|E2|
2 . (7.4)
The physical space of these equations is the six-dimensional R6 spanned by the com-
plex valued fields E1,2 and the real values inversions N1,2 of the two lasers. The
full parameter space is seven-dimensional R7 spanned by the parameters listed in
Table 8.1. Similar to the procedure in Part I we use numerical continuation with
DDE-BIFTOOL [Engelborghs et al., 2001] to compute one-dimensional bifurcation
diagrams by considering Cp as free parameter. We identify organizing centers and,
therefore, explore step by step the bifurcation structure a the sub-space of the param-
eter space spanned by Cp, ∆, and κ.
In the dimensionless form of Eqs. (7.1)–(7.4) time t is measured in units of the
photon lifetime, which for SLs is typically on the order of picoseconds. The equations
are written with respect to the mean optical frequency Ω0, where Ω0 = 12 (Ω1 + Ω2)
is the average of the lasers’ optical angular frequencies Ω1,2, respectively. Thus the
optical fields are given by E1,2eiΩ0t. Apart from the difference in their solitary opti-
cal frequencies, which gives rise to the detuning ∆, the two lasers are identical. In
particular, they have the same pump current P (given with respect to the solitary laser
threshold), self-phase modulation parameter α and carrier lifetime T . The mutual cou-
pling is given by the second term of Eqs. (7.1) and (7.2). It contains the coupling rate
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κ, the delay time τ and the coupling phase Cp = Ω0τ. The coupling phase Cp accounts
for changes of the distance between the lasers on sub-wavelength scale, which have
negligible influence on the delay time τ. This justifies to consider Cp as an indepen-
dent parameter. In other words Cp controls the position of the coupling induced comb
of compound laser modes with respect to average solitary laser frequency Ω0, which
is very similar to the FOF laser discussed in Part I.
7.2 Properties of the model
Equations (7.1)–(7.4) are a system of delay differential equations with a single fixed
delay. As such they have an infinite-dimensional phase space, namely the space
C([−τ, 0],R6) of continuous functions over the delay interval [−τ, 0] with values in
(E1, E2, N1, N2)-space. Thus, in contrast to ordinary differential equations, a single
initial condition x0 ∈ R6 is not enough to determine the future evolution of the system.
Indeed it is required to prescribe initial data on the entire interval [−τ, 0]. We refer to
[Diekmann et al., 1995b; Hale and Lunel, 1993] as general references on delay equa-
tions; see also [Krauskopf, 2005] for a background section on DDEs in the context of
a SL with delayed feedback.
Crucial for what follows are a number of symmetries of equations (7.1)–(7.4).
First of all, there is the continuous S 1-symmetry
(E1, E2, N1, N2) → (E1eib, E2eib, N1, N2) . (7.5)
This phase-space symmetry is a typical feature of Lang-Kobayashi-type equations,
provided that no phase conjugation is involved [Krauskopf et al., 2000]. Any solution
of equations (7.1)–(7.4) is invariant under any phase shift of both electric fields E1
and E2. The S 1-symmetry motivates the ansatz (7.9)–(7.12) of the compound laser
modes (CLMs) of Section 7.3 with a common frequency for both lasers. The contin-
uation for equation with S 1-symmetry is explained for example in [Krauskopf, 2005]
or [Haegeman et al., 2002].
Secondly, there is the reflection symmetry
(E1, E2, N1, N2,∆) → (E2, E1, N2, N1,−∆) (7.6)
of interchanging the two lasers, which results in a sign change of ∆. For zero detuning,
that is, for ∆ = 0.0, this symmetry is a Z2-symmetry in phase space. When the
detuning ∆ is then ‘switched on’ this phase-space symmetry is broken, which has
important consequences for the organization of the CLMs; see section 8.3.
Thirdly, there is the 2pi-translational symmetry
(E1, E2, N1, N2,Cp) → (E1, E2, N1, N2,Cp + 2pi) , (7.7)
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in the feedback phase Cp. As a consequence, the parameter Cp is a circle. We refer
to this symmetry as the 2pi-translational symmetry. It is often useful to show bifurca-
tion diagrams in the covering space R of the circle, that is, over several fundamental
domains (of length 2pi) of the symmetry (7.7).
Fourthly, there is the symmetry
(E1, E2, N1, N2,Cp) → (E1,−E2, N1, N2,Cp + pi) , (7.8)
which is a pi-translational symmetry in the feedback phase Cp, combined with a sign
change in the optical field of one laser, say, E2. Due to the S 1-symmetry (7.5) one
could also change the sign of E1. We refer to this symmetry as the pi-translational
symmetry. As we will see in Chapter 8.1, it provides a link between different types of
CLMs. In the next chapter we discuss in detail the structure of the underlying CLM
structure on various parameter.
7.3 Compound laser modes
The basic solutions of equations (7.1)–(7.4) are called the coupled laser modes (CLMs);
they are of the form
E1(t) = Rs1eiω
st , (7.9)
E2(t) = Rs2eiω
st+iσ , (7.10)
N1(t) = N s1 , (7.11)
N2(t) = N s2 , (7.12)
where Rsi , N
s
i , ω
s
, and σ are time independent and real valued. Additionally, Rsi are
taken to be positive without loss of generality. We allow different amplitudes Rsi and
different steady state inversions N si . However, the lasers must have the same frequency
ωs, which is implied by the S 1-symmetry (7.5). Here ωs is the deviation between the
average solitary laser frequency Ω0 and the frequency of the coupled laser system.
There may also be some time-independent phase shift σ between the lasers. Mathe-
matically, CLMs are periodic orbits, with frequencies that depend on other parameters,
where the rotation is in the direction of the symmetry group only. This property of the
CLMs must be taken into account when one wants to continue them numerically; see
[Haegeman et al., 2002] or [Krauskopf, 2005]. Physically, CLMs are frequency locked
states, in which the lasers operate with constant, but possibly different intensities.
Note that we consider here the situation that the pump current is sufficiently large,
so that the overall system is in the ’on-state’, that is the optical fields have non-zero
amplitude. Mathematically, this means that the ’off-state’ given by (E1, E2, N1, N2) =
(0, 0, P, P) is unstable.
76 7 Background on delay-coupled semiconductor lasers
Inserting ansatz (7.9)–(7.12) into (7.1)–(7.4) gives the set of six coupled nonlinear
transcendental equations for the six unknowns:
0 = Rs1N
s
1 + κR
s
2 cos(−Cp − ωsτ + σ) , (7.13)
(ωs + ∆) = αN s1 + κ
Rs2
Rs1
sin(−Cp − ωsτ + σ) , (7.14)
0 = Rs2N
s
2 + κR
s
1 cos(−Cp − ωsτ − σ) , (7.15)
(ωs − ∆) = αN s2 + κ
Rs1
Rs2
sin(−Cp − ωsτ − σ) , (7.16)
0 = P − N s1 − (1 + 2N s1)|Rs1|2 , (7.17)
0 = P − N s2 − (1 + 2N s2)|Rs2|2 . (7.18)
There is no obvious analytical strategy for solving for the unknowns in some closed
form that allows one to create an overall picture of how the CLMs depend on parame-
ters, for example, on Cp and ∆. In fact, the situation is a lot more complicated than for
the case of the Lang-Kobayashi equations of a semiconductor laser with feedback, for
which a partial analytical picture is now emerging [Rottscha¨fer and Krauskopf, 2004].
It is of course possible to find individual solutions of (7.13)–(7.18) numerically, for
example, by root solving with Newton’s method. Such roots can then be followed in
relevant parameters with standard continuation software, such as AUTO [Doedel et
al., 2000].
The approach we take here is in this spirit, but we find and follow CLMs in the
full DDE (7.1)–(7.4) by using the package DDE-BIFTOOL [Engelborghs et al., 2001].
This has the advantage that we obtain stability information along branches of CLMs
Furthermore, we gain insight into special cases of CLMs by a study of some spe-
cial cases of (7.13)–(7.18). Of special interest is the relationship between the fre-
quency ωs and the phase difference σ. We eliminate the unknown variables R1,R2, N1, N2
from (7.13)–(7.16), which results in the transcendental equation
(ωs)2 = κ2(1 + α2)[sin(Cp + ωsτ + σ + arctan(α))
× sin(Cp + ωsτ − σ + arctan(α))] − ∆2 . (7.19)
As we will see in Section 8.1, this equation allows us to identify certain CLMs as
solutions of an associated Lang-Kobayashi equation for a laser with optical feedback.
Chapter 8
The influence of the detuning
This chapter is based on [H. Erzgra¨ber, B. Krauskopf and D. Lenstra, “Compound
laser modes of mutually delay-coupled lasers”, SIAM Journal on Applied Dynamical
Systems 5(1), (2006) 30-65] and [H. Erzgra¨ber, D. Lenstra and B. Krauskopf, “Stabil-
ity of locking in mutually delay-coupled semiconductor lasers”, Proceedings of SPIE
6184-07, (D. Lenstra, M. Pessa, and Ian H. White; Eds), (2006) 618407 1–9].
We study the compound laser modes (CLMs) of the coupled laser system, where both
lasers operate at an identical, time-independent frequency. By making use of numer-
ical continuation applied to the full DDEs, we present a comprehensive geometrical
picture of how CLMs depend on the two main physical parameters, namely the cou-
pling phase and the detuning between the two lasers. The different branches of CLMs
are organized by unfoldings of pitchfork bifurcations that exist for zero detuning. As
a function of the detuning, different branches of CLMs connect, split or disappear in
transitions through codimension-one singularities in the surface of CLMs.
The chapter is organized as follows. For the case of zero detuning we present a
detailed continuation study of the CLM structure in Section 8.1. In Section 8.3 we
consider the effect of small detuning. In Section 8.4 we further increase the detuning,
which results in the restructuring of branches of CLMs due to saddle singularities. We
discuss the limit of large detuning in Section 8.5. The results are presented in con-
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symbol laser parameter value
α linewidth enhancement factor 2.5
T electron decay rate 392.0
P pump parameter 0.23
τ coupling time 20.0
κ coupling strength 0.1, free
Cp coupling phase free
∆ detuning free
Table 8.1: Laser parameters and their values.
densed form in Section 8.5 as plots of the surface of CLMs over the two-dimensional
parameter space.
Our main parameters are the coupling phase Cp and the detuning ∆. For all re-
maining parameters we adopt physically meaningful values given in Table 8.1. In the
reference frame of equations (7.1)–(7.4) Cp depends on the average optical frequency,
namely Cp = Ω0τ. The parameter ∆ measures the difference between the optical fre-
quencies of the two uncoupled lasers with respect to the average frequency, that is,
∆ = 12 (Ω2 −Ω1). We consider Cp and ∆ as independent parameters; this is convenient
for the analysis and quite common in the field. The coupling phase Cp can be changed
accurately in an experiment by changing the distance between the two lasers on the
scale of the optical wavelength, or by exploiting the temperature or pump current de-
pendency of Ω0 [Agrawal and Dutta, 1986]; these changes are so small that the other
laser parameters remain unchanged within the experimental accuracy. The detuning
∆ can be changed by increasing Ω2 and decreasing Ω1 by the same magnitude, so that
the average frequency and, hence, Cp = Ω0τ remains constant. However, it may be
more convenient in an experiment to change the optical frequency of only one of the
two lasers. For this case equations (7.1)–(7.4) can be rewritten in the frame where one
laser has fixed optical frequency [Yanchuk et al., 2004]. However, then the symmetry
of exchanging laser 1 with laser 2 has a more complicated expression.
8.1 CLMs for zero detuning
For zero detuning, ∆ = 0, the two lasers would operate with the same solitary op-
tical frequency. While the detuning is experimentally easily accessible and can be
controlled with good accuracy [Heil et al., 2001a], one may argue that ∆ = 0 is not at-
tainable exactly in an experiment. However, it turns out that this special case organizes
the dynamics even for small nonzero detuning.
For ∆ = 0 the symmetry (7.6) of exchanging the two lasers is a reflectional sym-
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Figure 8.1: Curves of CLMs for zero detuning in the (ωs, N s)-plane (This is equiva-
lent to the projection in Fig. 3.1 for the FOF laser in Part I). For the constant-phase
CLMs (purple curve) the inversions of both lasers are identical, while for the bifur-
cating intermediate-phase CLMs (green curve) they are different. There is another
disconnected branch of CLMs (orange curves), where the inversion of the two lasers
are on two different curves, one for larger values of N s. (Note the different scale of the
vertical axis.) Throughout this thesis saddle-node bifurcations are marked by pluses
(+), Hopf bifurcations by stars (∗) and pitchfork bifurcations by diamonds (⋄); stable
regions are plotted as bold curves. Note that saddle-node bifurcations do not coincide
with folds with respect to ωs.
metry in phase space. In particular, equation (7.19) reduces to
(ωs)2 = κ2(1 + α2)[sin(Cp + ωsτ + σ + arctan(α))
× sin(Cp + ωsτ − σ + arctan(α))] . (8.1)
For the special choices σ = 0 and σ = pi we obtain
ωs = ∓κ
√
1 + α2 sin(Cp + ωsτ arctan(α)) (8.2)
with the respective choice of ∓.
We call solutions of (8.2) the constant-phase CLMs, where we distinguish further
between in-phase CLMs with σ = 0 and anti-phase CLMs with σ = pi. Equation (8.2)
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Figure 8.2: The curves of CLMs for zero detuning in the (ωs, N s)-plane as in Fig. 8.1,
but with CLMs for Cp = 0. Crosses (×) mark the inversion of laser 1 and circles
(◦) that of laser 2. A second set of solutions, with crosses and circles interchanged,
exists as a result of the second reflection symmetry (7.6). See also the accompanying
animation [http://epubs.siam.org/fulltext/SIADS/media/61995 01.gif].
is in fact the determining equation for the ECMs of the Lang-Kobayashi equations
describing a laser with conventional optical feedback from a mirror at half the distance
between the two lasers, except for the allowing for both signs ∓. As an immediate
consequence, the constant-phase CLMs lie on an ellipse in the (ωs, N s)-plane. In
particular, for constant-phase CLMs one has Rs1 = R
s
2 and N
s
1 = N
s
2, which means
that both lasers operate with the same intensity. In-phase CLMs have zero phase
difference, σ = 0, and are described by (8.2) with a minus sign. Physically, this is the
case of constructive interference between the optical fields of the two lasers. On the
other hand, for anti-phase CLM with a phase difference of σ = pi, there is destructive
interference between the optical fields of the two lasers, as is expressed by the plus
sign in (8.2). Mathematically, the in-phase CLMs are related to the anti-phase CLMs
by the pi-translational symmetry (7.8).
The constant-phase CLMs are the most obvious solutions of Equations (7.13)–
(7.18) for zero detuning. However, a bifurcation analysis with numerical continuation
shows that even for zero detuning there are additional CLMs where σ is not constant,
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Figure 8.3: CLMs for zero detuning from Fig. 8.1 plotted in the (Cp, N s)-plane. The
constant-phase CLMs form two infinite long self-intersecting curves (a). The in-phase
CLMs (pink curve) and the anti-phase CLMs (purple curve) that are each other’s im-
age under the pi-translational symmetry (7.8). The intermediate-phase CLMs, on the
other hand, form infinitely many closed curves(b). The increasing-phase CLMs (light
green curves) and the decreasing-phase CLMs (dark green curves) are each other’s
image under the pi-translational symmetry (7.8).
but some function of Cp. We call these solutions intermediate-phase CLMs. For this
type of CLMs one finds that Rs1 , R
s
2 and N
s
1 , N
s
2, which means that the two lasers
operate with different intensities.
Figure 8.1 shows curves of CLMs in the (ωs, N s)-plane. The projection is the
representation of choice in the physics literature (also for the Lang-Kobayashi equa-
tions) because in effect, it ‘hides’ the 2pi-translational symmetry of the parameter Cp.
All CLMs lie on closed curves. Furthermore, the frequency ωs is a quantity that can
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Figure 8.4: The constant-phase CLMs and the bifurcating intermediate-phase CLMs
from Fig. 8.2 plotted together in the (Cp, N s)-plane (a) and in the (Cp, σ)-plane (b).
The intersections marked by diamonds (⋄) are the pitchfork bifurcations.
be measured in an experiment and N s is directly related to the laser intensity. Each
curve is parameterized by the feedback phase Cp, meaning that it represents all CLMs
of a given type that exist for any choice of Cp. The symbols in Fig. 8.1 indicate
points where saddle-node, pitchfork and Hopf bifurcations take place along the dif-
ferent branches as Cp is changed. The constant-phase CLMs form the purple ellipse.
The bifurcating intermediate-phase CLMs lie on the green closed curve which also
has the shape of an ellipse for our choice of parameters. Additionally, there is a sepa-
rate branch of intermediate-phase CLMs, namely the two orange islands. For a given
Cp, there is a fixed number of CLMs, which lie on the respective curves. This is il-
lustrated in Fig. 8.2 for Cp = 0, where circles (◦) mark the inversion of laser 1 and
crosses (×) the inversion of laser 2. There is a second set of solutions due to the reflec-
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Figure 8.5: The other intermediate-phase CLMs from Fig. 8.1 plotted in the (Cp, N s)-
plane for one laser (a1), the other laser (a2), and in the (Cp, σ)-plane (b).
tion symmetry (7.6), which can be obtained by interchanging crosses (×) with circles
(◦).
We now describe how the different types of CLMs move over the respective curves
as Cp is decreased; compare Figs. 8.1 and 8.2 and the accompanying animation.
Constant-phase CLMs move over the purple ellipse. In-phase CLMs and anti-phase
CLMs are born in pairs in the saddle-node bifurcation in the low-inversion region.
The saddle-node bifurcations are close to the folds with respect to ωs, but they do not
take place exactly at the folds because ωs is not a bifurcation parameter. When Cp
is decreased, the saddle is moving on the upper half and the node is moving on the
84 8 The influence of the detuning
lower half of the purple ellipse towards the high-inversion region. Eventually they
coalesce and disappear in the second saddle-node bifurcation in the high-inversion
region. Along the way, the constant-phase CLMs change their stability several times,
mostly in Hopf bifurcations. The constant-phase CLMs in the boldfaced region of the
purple ellipse are stable. In this region the two lasers show stable emission with the
same intensity and, depending on the exact range of Cp, a phase difference of either
zero or pi. This stable region is bounded by a saddle-node bifurcation on the left and
by a Hopf bifurcation on the right.
The pitchfork bifurcation is responsible for the creation of a pair of intermediate-
phase CLMs, which lie on the green ellipse in Figs. 8.1 and 8.2. For intermediate-
phase CLMs N s1 , N
s
2. In fact, the inversion of, say, laser 1 can be found on the
lower half of the green ellipse, whereas the inversion of laser 2 is on the upper half;
due to symmetry there is a second solution with laser 1 and laser 2 exchanged. For
decreasing Cp, the intermediate-phase CLMs travel along their ellipse from the low-
inversion region towards the high-inversion region, where they coalesce and disappear
in the second pitchfork bifurcation. We can distinguish between intermediate-phase
CLMs that are born in a pitchfork bifurcation of an in-phase CLMs and intermediate
CLMs that a born in a pitchfork bifurcation of an anti-phase CLM, which we call
increasing-phase CLMs and decreasing-phase CLMs, respectively.
Finally, there is the set of intermediate-phase CLMs on the separate orange islands.
Being intermediate-phase CLMs, they also have non-identical inversions, N s1 , N
s
2,
and non-identical amplitudes, Rs1 , R
s
2. The inversion of, say, laser 1 takes values
around its solitary value; corresponding to the origin in Figs. 8.1 and 8.2, whereas the
inversion of laser 2 has significantly higher values of the inversion, as can be seen in
the upper panels of these figures. Again due to symmetry there is a second solution
with laser 1 and laser 2 exchanged. When decreasing Cp, these intermediate-phase
CLMs are born in pairs in a saddle-node bifurcation on the left side of the curve,
that is for negative ωs. Then they move along the orange, ellipse-like curves, one on
the upper ellipse and the other one on the lower ellipse, and eventually coalesce and
disappear in the second saddle-node bifurcation.
A disadvantage of the projection from the bifurcation theory point of view is that
neither N s nor ωs are a bifurcation parameters, so that Fig. 8.1 is not a bifurcation
diagram. In particular, we already mentioned that the saddle-node bifurcations do not
coincide with the folds with respect to ωs. Therefore, we now study the CLMs as
a function of Cp, which is a main bifurcation parameter we consider here. To this
end, we show in Figs. 8.3–8.4 different curves of CLMs as a function of Cp. This
representation makes all the symmetries explicit and allows us to discuss in detail
how the different types of CLMs depend on the bifurcation parameter Cp and how
they interact. The number and location of CLMs for a given Cp can simply be read off
by considering all intersections of curves of CLMs with a vertical line corresponding
to the value of Cp; for example, the CLMs in Fig. 8.2 correspond to the intersection
with the line Cp = 0; in this projection the saddle-node bifurcations are the folds with
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respect to Cp. It is convenient to show the respective curves of CLMs over several
multiples of 2pi, meaning that we consider several fundamental domains of the 2pi-
translational symmetry (7.7).
In Fig. 8.3 we show the constant-phase and bifurcating intermediate-phase CLMs
in the (Cp, N s)-plane. Panel (a) shows the constant-phase CLMs, namely the in-phase
CLMs in pink and the anti-phase CLMs in purple. Both form a single, self-intersecting
curve, and the image is indeed 2pi-translationally invariant. A translation by pi trans-
forms the pink into the purple curve and vice versa, which represents the relation
between the in-phase and the anti-phase CLMs as given by (7.8). Panel (b) of Fig. 8.3
shows the intermediate-phase CLMs that bifurcate in the pitchfork bifurcations from
the constant-phase CLMs, where the increasing-phase CLMs are shown in light green
and the decreasing-phase CLMs in dark green. There are infinitely many closed curves
that appear to have the shape of an ellipse. The image is again invariant under a trans-
lation by 2pi, while a translation by pi transforms the light green into the dark green
curves, that is, increasing-phase into decreasing-phase CLMs.
Figure 8.4 illustrates how the constant-phase and the bifurcating intermediate-
phase CLMs interact when seen as a function of Cp. Panel (a) simply shows both sets
of curves plotted together in the (Cp, N s)-plane. The intersections of curves marked
by a diamond (⋄) are the pitchfork bifurcations; all other intersections are due to
projection. This image clearly shows how the infinitely many ellipse-like curves of
intermediate-phase CLMs provide the connection between the two single curves of
constant-phase CLMs. This point is further brought out in panel (b) of Fig. 8.4, where
we show the same CLMs in the (Cp, σ)-plane; notice the additional 2pi-symmetry of
the figure in the phase difference σ. In this representation the constant-phase CLMs
trace out a straight line at σ = 0 for the in-phase CLMs and at σ = ±pi for the
anti-phase CLMs. The different ellipse-like curves of intermediate-phase CLMs in
Figs. 8.3, on the other hand, lead to an intriguing array of additional curves in the
(Cp, σ)-plane. Let us concentrate on the right most dark green curve with a pitch-
fork bifurcation of an in-phase CLM at (Cp, σ) ≈ (2.8pi, 0). For decreasing Cp, two
branches emerge from this point, one is going upwards towards higher σ, the other
is going downwards towards lower σ. While Cp decreases, the two intermediate-
phase CLMs gain an additional phase shift of ±pi. Eventually they both intersect with
the branch of anti-phase CLMs at around (Cp, σ) = (−0.5pi,±pi). This is the point
of the second pitchfork bifurcation, where this particular pair of intermediate-phase
CLMs disappears. Due to the 2pi-symmetry in σ the anti-phase CLMs at σ = −pi is
identical to the one at σ = pi. All other green branches connect in-phase and anti-
phase CLMs in a similar way. The relationship between light green and dark green
branches is again given by the symmetry (7.8), which in the (Cp, σ)-plane is given by
(Cp, σ) → (Cp + pi, σ + pi).
We end this section by considering in Fig. 8.5 the other intermediate-phase CLMs
corresponding to the orange curve in Fig. 8.1. Panels (a) and (b) shows these CLMs
in the (Cp, N s)-plane. Since the inversions of the two lasers are very different we
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Figure 8.6: CLMs for ∆ = 0.025 in the (ωs, N s)-plane, where we distinguish between
the red detuned laser 1 (red curves) and the blue detuned laser 2 (blue curves).
plot them in different panels; note also the difference in the vertical scales. These
intermediate-phase CLMs trace out two curves, one for N s around zero and one for
N s around 0.222. The image in Fig. 8.5 is not only invariant under translation by 2pi
but also under translation by pi. This means that for this type of intermediate-phase
CLMs one cannot distinguish two different types that are each others counterparts un-
der exchanging laser 1 and laser 2. Panel (c) of Fig. 8.5 shows the phase difference
σ of these intermediate-phase CLMs, which are born in pairs in saddle-node bifurca-
tions, corresponding to folds of the branches. The different orange curves are each
others image under the symmetries (7.8) and (7.7), which in the (Cp, σ)-plane are
given by (Cp, σ) → (Cp + pi, σ + pi) and (Cp, σ) → (Cp + 2pi, σ + 2pi), respectively.
Note that, in contrast to the other type of intermediate-phase CLMs in Fig. 8.4, these
intermediate-phase CLMs do not remain in an finite interval of Cp values. Instead, as
a function of Cp they continuously gain (or lose) in phase difference σ.
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8.2 CLMs for nonzero detuning
In this section we study in detail how the structure of the CLMs discussed in the
last section changes with the detuning. Due to the symmetry (7.6), we may restrict
our attention to ∆ > 0. We first consider in Section 8.3 the case of relatively small
∆, which can be seen as being ‘organized’ by the CLMs for zero detuning. Indeed
∆ , 0 breaks the phase space symmetry of exchanging the two lasers. As a result,
the pitchfork bifurcations for ∆ = 0 unfold to saddle-node bifurcations leading to
an interesting global organization of the different branches of CLMs. In fact, locally
small detuning has only little effect and to some extent one still can speak of identical
lasers. In Section 8.4 we show that for intermediate ∆ there are further interactions
between different branches of CLMs due to transitions through saddles and extrema of
the surface of CLMs in the three-dimensional (Cp,∆, N s)-space. Finally, we consider
the limit of very large ∆ in Section 8.5.
8.3 Perturbation from zero detuning
As an entry point to the analysis of the CLMs for nonzero detuning we present in
Fig. 8.6 again the ‘physical representation’ of the CLMs in the (ωs, N s)-plane. The
colors now refer to the two different lasers: red corresponds to laser 1, which is ’red
detuned’ with respect to the average optical frequency, and blue corresponds to laser 2,
which is ’blue detuned’ with respect to the average optical frequency. Recall that
Equations (7.1)–(7.4) are written in the reference frame of average optical frequency
1
2 (Ω1 + Ω2); the system can be detuned without changing the coupling phase Cp.
For nonzero detuning the inversions of the lasers are no longer identical, that is,
N s1 , N
s
2. Thus, different curves can be seen for laser 1 and laser 2, respectively.
We first concentrate on the two large closed curves in the shape of horseshoes. Their
structure can be understood by the unfolding of the pitchfork bifurcations for zero
detuning. Depending on the sign of the unfolding parameter, there are two generic
possibilities of locally unfolding a pitchfork bifurcation, each consisting of a saddle-
node bifurcation and a separated branch [Strogatz and Stewart, 1993]. In the coupled
laser system both possibilities exist, one in the low-inversion region and one in the
high-inversion region.
Globally, for the chosen set of parameters, the unfolding of the pitchfork bifurca-
tions leads to the formation of the red and the blue horseshoes.
Furthermore, the small ellipses originate from the two separate ellipses of inter-
mediate-phase CLMs for zero detuning. Each of them is now split up into a red and a
blue ellipse. A single CLM for fixed Cp now corresponds to one point on a red curve
and another point on the blue curve. This is illustrated in Fig. 8.7 for Cp = 0, where
circles (◦) mark the inversion of the red laser 1 and crosses (×) that of the blue laser 2.
When Cp is decreased, CLMs move over the different pairs of red and blue branches;
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Figure 8.7: CLMs for ∆ = 0.025 in the (ωs, N s)-plane for fixed
value of Cp = 0. Crosses (×) mark the inversion of laser 1 and
circles (◦) that of laser 2. See also the accompanying animation
[http://epubs.siam.org/fulltext/SIADS/media/61995 02.gif].
compare Figs. 8.6 and 8.7 and the accompanying animation. CLMs are formed in
saddle-node bifurcations in the low-inversion region, travel along the horseshoes and
then disappear in the high-inversion region in another saddle-node bifurcation. Simi-
larly, for the separate ellipses the associated CLMs are formed in saddle-node bifurca-
tions on the low frequency side of the respective ellipse and disappear in saddle-node
bifurcations on the high frequency side. Again, a CLM for fixed Cp corresponds to
one point on a red curve and one on the corresponding blue curve.
The connection with the case of zero detuning is obviously given by decreasing ∆
back to zero. Then the two horseshoes move closer and closer together and in the limit
form the two ellipses of the constant-phase and bifurcating intermediate-phase CLMs.
Similarly, the ellipses of separate intermediate-phase CLMs move together and then
form only two ellipses; compare Figs. 8.6 and Fig. 8.1 and see the accompanying
animation.
We now consider the CLMs for (small) nonzero detuning in dependence of the
parameter Cp, that is, in the (Cp, N s)-plane. Figure 8.8 shows the curves that corre-
spond to the red and blue horseshoes for three different values of increasing ∆; panel
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Figure 8.8: Detuning sequence of CLMs in the (Cp, N s)-plane. Panel (a)
shows the CLMs for ∆ = 0.025 from Fig. 8.1, while in panel (b) and (c)
∆ takes the values 0.05 and 0.075, respectively. See also the accompanying
animations [http://epubs.siam.org/fulltext/SIADS/media/61995 03.gif]
and [http://epubs.siam.org/fulltext/SIADS/media/61995 04.gif] in the
(ωs, N s)-plane.
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Figure 8.9: The detuning sequence in the (Cp, N s)-plane from Fig. 8.8 shown in the
(Cp, N s)-plane (left column) and in the (Cp, σ)-plane (right column). The different
branches are color coded as in Fig. 8.4 to identify (approximate) in-phase, anti-phase,
increasing-phase, and decreasing-phase CLMs.
(a) is actually for the data in Fig. 8.6. Both the curve for the red and that for the blue
laser are closed curves with a single self-intersection. Note that we only plot one such
curve each; there are, in fact, infinitely many copies due to the translational symme-
tries (7.8) and (7.7). As the detuning is increased, the curve of the red and the blue
laser move further apart, but the structure of the branches remains topologically the
same in Fig. 8.8.
Figure 8.9 shows the curves of CLMs of Fig. 8.8 in the (Cp, N s)-plane (left col-
umn) and the (Cp, σ)-plane (right column), but now with the same color coding of
these different branches as in Fig. 8.5. Note that for nonzero detuning there are no
constant-phase CLMs. Nevertheless, we see that there are two substantial sections of
the branch where the CLM has almost constant phase of σ ≈ 0 and σ ≈ pi. These
parts are connected by sections where the phase increases and decreases, respectively.
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Figure 8.10: Enlarged views of branches of CLMs for ∆ = 0.025 in the (Cp, N s)-plane
near the unfoldings of pitchfork bifurcations showing how different types of branches
connect.
These different sections can be identified as the reminders of corresponding constant-
phase and intermediate-phase CLMs for zero detuning, which is clearly brought out
by the coloring. Considering the right column and decreasing Cp, a pair of CLMs
is born in the saddle-node bifurcation at Cp ≈ 2.7pi. The purple branch has almost
constant phase σ ≈ pi while the dark green branch has a decreasing phase σ. A sec-
ond pair of CLMs is born in the saddle node at Cp ≈ 1.8pi. The pink branch has
almost constant phase σ ≈ 0, while the light green branch has an increasing phase σ.
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Figure 8.11: Detuning sequence of CLMs in the (ωs, N s)-plane showing the inversions
of the red and blue lasers during a transition through a saddle singularity. From (a) to
(c) ∆ takes the values 0.075, 0.080 and 0.085.
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Figure 8.12: Panel (a) shows the curves of CLMs from Fig. 8.11 in the (Cp, N s)-plane
before the transition for ∆ = 0.075, while panels (b) and (c) show two types of curves
of CLMs for ∆ = 0.085 that created in the saddle transition.
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Figure 8.13: The curves of CLMs from Fig. 8.12 in the (Cp, N s)-plane (left column)
and in the (Cp, σ)-plane (right column), where the different branches are color coded
as in Fig. 8.4 to identify (approximate) in-phase, anti-phase, increasing-phase, and
decreasing-phase CLMs.
The decreasing-phase and the increasing-phase branches cross and the branches come
together differently in the other two saddle-node bifurcations on the left. This sce-
nario corresponds to moving over the respective branches of the same color in the left
column of Fig. 8.9. Clearly, Fig. 8.9(a1)–(c1) and Fig. 8.9(a2)–(c2) are a perturba-
tion, resulting in unfoldings the pitchfork bifurcations, of the respective plots for zero
detuning in the Fig. 8.4(a) and (b). To show in detail which branches interact in this
unfolding of the pitchfork bifurcations Fig. 8.10 shows enlarged views in the (Cp, N s)-
plane. The left column shows the situation for zero detuning, where the constant-phase
CLMs (pink and purple curves) have N s1 = N s2. The inversions of the intermediate-
phase CLMs (dark green and light green curves) lie on the same curve but at different
positions because N s1 , N
s
2. Consequently, as was discussed earlier, every branch that
exists for nonzero detuning ‘doubles’ in the presence of detuning, as can be seen in
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Figure 8.14: Detuning sequence of CLMs in the (ωs, N s)-plane for the red and blue
lasers before (a) and after (b) a further transition through a saddle singularity; the
detuning ∆ takes the values 0.10 and 0.105, respectively.
the right column of Fig. 8.10. The different rows show clearly how different branches
connect locally near the pitchfork bifurcations, which globally leads to the structure
of CLMs in Fig. 8.9.
8.4 Intermediate values of detuning
As we see now, branches of CLMs connect or disconnect for larger values of the de-
tuning ∆. In Fig. 8.11 all branches of CLMs are shown in the (ωs, N s)-plane, for three
different intermediate values of ∆. This figure reveals a ‘pinching-off’ of the red horse-
shoe, while the blue horseshoe transforms into two concentric circles. Figure 8.11(b)
shows a transversal crossing of the respective parts of the red and blue curves.
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Figure 8.15: The curves of CLMs from Fig. 8.14 in the (Cp, N s)-plane (left column)
and in the (Cp, σ)-plane (right column), where the different branches are color coded
as in Fig. 8.4 to identify (approximate) in-phase, anti-phase, increasing-phase, and
decreasing-phase CLMs.
The transition can be understood in terms of the corresponding red and blue sur-
faces in (Cp,∆, N s)-space. In fact, Fig. 8.11(b) already shows that we are dealing with
a crossing through a saddle singularity of this surface with respect to ∆. This is a
classic codimension-one singularity of this surface [Golubitsky and Schaeffer, 1998]
that leads locally to a different reconnection of the branches involved. In Fig. 8.12 we
show how this manifests itself in the (Cp, N s)-plane in terms of the inversions of the
red and blue lasers. Panel (a) shows the situation for ∆ = 0.075, which corresponds
to Fig. 8.8(a). As the saddle-singularity is approached, two pi-translational symmetry
related CLM branches approach each other. After the singularity there are two sep-
arate branches of CLMs, that is, pairs of red and blue branches. They are plotted in
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Figure 8.16: The curves of CLMs from Fig. 8.14 in the (Cp, N s)-plane.
Fig. 8.12(b) and (c), respectively.
In Fig. 8.13 we plot the curves of CLMs of Fig. 8.12 in the (Cp, N s)-plane (left
column) and the (Cp, σ)-plane (right column), again with the same color coding in-
dicating the different branches in terms of their phase difference σ. Furthermore, we
now plot in panel (a) all copies of branches under the translational symmetries. As the
saddle-singularity is approached, two pi-translational symmetry related CLM branches
approach each other; see the region around (Cp, σ) = (−1.8, 0) in Fig. 8.13(a1). After
the transition we see that the first CLM branch in Fig. 8.13(b) is formed by connect-
ing the upper dark green branch with the lower pink branch, while the second CLM
branch in Fig. 8.13(b) is formed by connecting the lower dark green branch with the
upper pink branch. Note that both branches do not have a bounded phase difference
as a function of Cp.
The physical interpretation of this transition through a saddle singularity is as fol-
lows. Detuning has the tendency to pull the inversions of the two lasers apart, whereas
the coupling ties them together. Before the saddle-singularity the system can unify
both tendencies in a single branch of CLMs; see Figs. 8.12(a) and 8.13(a). However,
after the saddle-singularity there are two different branches of CLMs. The branch in
Figs. 8.12(b) and 8.13(b) corresponds to the ’pulling-apart-tendency’ of the detuning,
while the one in Figs. 8.12(c) and 8.13(c) corresponds to the ‘tying-together-tendency’
of the coupling. Note that at the saddle singularity we are dealing with two CLMs
with the same inversion, which is also known as the Petermann-Tager condition in
the context of a laser with conventional optical feedback [Tager and Petermann, 1994;
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Wolfrum and Turaev, 2002].
When ∆ is increased even further we encounter a second saddle-singularity. How-
ever, this time the global organization of the branches of CLMs is such that this results
in the merging of two separate branches. In Fig. 8.14 all branches of CLMs are shown
in the (ωs, N s)-plane, for two different values of detuning, one before and one after
this second saddle-singularity. While the exact shape and position of the different
branches of CLMs has changed, the situation in Fig. 8.14(a) is topologically as that
in Fig. 8.11(c). After the bifurcation the two separate red branches merged into a
‘boomerang-like’ structure, while the two innermost concentric blue curves form a
new horseshoe.
In the (Cp, N s)-plane this transition manifests itself as shown in Fig. 8.15 in terms
of the inversions of the red and blue lasers. Figure 8.16 again shows the branches
of CLMs in the (Cp, N s)-plane and the (Cp, σ)-plane in the color coding in terms of
the phase difference σ. Before the saddle-singularity there are exactly two distinct
branches of CLMs, that is pairs of red and blue curves in Fig. 8.15. As the singu-
larity is approached the low-inversion branch of the red laser hits the high-inversion
branch from below. Then these two branches connect differently to form infinitely
many closed red curves, and the two blue curves undergo a similar transition to in-
finitely many bounded, closed curves; see Fig. 8.15(b) and also Fig. 8.16(b1). In the
process, the phase difference between the two lasers becomes bounded, as is shown in
Fig. 8.16(b2).
8.5 The limit of very large detuning
When ∆ is increased even further, as is shown in Fig. 8.17 in the (ωs, N s)-plane, then a
pair of red and blue islands, that is, a separate branch of CLMs, shrink down to a two
points and disappear. This happens in another classical codimension-one singularity
of the surface of CLMs, namely a transition through an extremum [Golubitsky and
Schaeffer, 1998]. Specifically, a maximum with respect to ∆. After this last singu-
larity transition the situation remains topologically the same. However, the remaining
two pairs of isolas become smaller and smaller and they center around the points
(ωs, N s) ≈ (±∆, 0) and (ωs, N s) ≈ (±∆, P).
This behavior can be explained by considering the limit of ∆ going to infinity.
Clearly, Rs1,2, N
s
1,2, ω
s and σs in Equations (7.13)–(7.18) depend on ∆; we denote
their limiting values for ∆ → ∞ by Rs1,2, N
s
1,2, ω
s and σs, respectively. By solving
Equation (7.19) for 1/∆2 we conclude that (ωs)2 grows as ∆2. In other words, in the
limit ∆→ ∞ we have that
ω
s
= ±∆ . (8.3)
Due to the symmetry (7.6) it is sufficient to consider only the case ∆ = ωs. We use
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Figure 8.17: Detuning sequence of CLMs in the (ωs, N s)-plane for the red and blue
lasers towards the limit of large detuning; from (a) to (c) ∆ takes the values 0.17,
0.1875 and 0.625. Notice the transition through a maximum between panels (a) and(b)
in which a pair of closed branches disappears.
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(7.13) and (7.14) for ωs = ∆ to eliminate N s1 and obtain
2∆ = κ
√
(1 + α2)R
s
2
Rs1
sin(−Cp − ∆τ + σ − Aα) , (8.4)
where Aα = arctanα. Taking reciprocals and letting ∆→ ∞, we conclude that
R
s
1
R
s
2
= 0 . (8.5)
Inserting this limit into Equation (7.15) gives, for ωs = ∆,
N s2 = 0 . (8.6)
Finally, combining Equations (7.17) and (7.18) gives
|Rs1|2
|Rs2|2
=
(1 + 2N s2)(P − N s1)
(1 + 2N s1)(P − N s2)
, (8.7)
from which we conclude with Equations (8.5) and (8.6) that
N s1 = P . (8.8)
The amplitudes Rs1 and R
s
2 are computed from Equations (7.17) and (7.18) as
R
s
1 = 0 and R
s
2 = P (8.9)
Recall that Rs1 and R
s
2 are defined to be positive.
This result on the limit ∆ → ∞ can be interpreted physically as follows. Because
of the mismatch in their free-running optical frequencies, the electric field of one laser
has a decreasing influence on the electric field of the other laser. When ∆ grows, the
two lasers are more and more detuned. Concentrating on the solution on the positive
side of the ωs-axes in Fig. 8.17 it can be seen that the red detuned laser operates
around its detuned free running optical frequency. Due to the coupling the blue laser
is forced to also operate at this frequency, that is it is far away from its detuned free
running optical frequency. Therefore, the blue laser operates around its off state. In
turn this means that the effective coupling between the lasers is small and the red laser
is only perturbed little. In the limit ∆→ ∞ the two lasers are completely independent.
Indeed this situation can physically be interpreted as two uncoupled lasers. The two
solutions represent the two lasers operating independently on their respective solitary
laser frequency. This is expressed in Equations (7.1)–(7.4) as two solutions: the red
laser is on and the blue laser is off, or vice versa.
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Figure 8.18: The surface of CLMs in (∆, ωs, N s)-space for ∆ ∈ [−0.6, 0.6] as built
up from 150 equidistant ∆-slices (a), and an enlarged view for positive ∆(b). The
inversion of laser 1 is shown in red and that of laser 2 in blue; the projection of the
CLMs onto the (∆, ωs)-plane is shown in black.
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Figure 8.19: Two-parameter bifurcation diagram in the (∆, ωs)-plane with saddle-node
bifurcation curves (blue) and the curve of the first Hopf bifurcation (red). The region
where CLMs exist is shaded in gray and the region of stable CLMs is plotted in green.
Panel (b) shows enlarged view of panel (a).
8.6 The surface of CLMs
To get an overall impression of of the CLM structure we give in Fig. 8.18 an im-
pression of the corresponding surfaces in (∆, ωs, N s)-space. As before, the inversion
of laser 1 is plotted in red and that of laser 2 in blue; the projection of the surface
of CLMs onto the (∆, ωs)-plane is shown in black. The image is built up from 150
∆-slices that were computed with DDE-BIFTOOL which also form the frames of the
accompanying animation. Panel (a) shows the whole structure for ∆ ∈ [−0.6, 0.6].
The blue surface is mapped to the red surface and vice versa by the symmetry (7.6)
of exchanging the two lasers and changing the sign of ∆. The two surfaces intersect
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Figure 8.20: Two parameter bifurcation diagram in the (∆,Cp)-plane with saddle-
node bifurcation in blue and Hopf bifurcation in red. The region of stable CLMs in
plotted in green. Panel (a) shows the the basic structure, Panel (b) take the translational
symmetries into account, and panel (c) show an enlarged view of panel (b).
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for ∆ = 0. For small ∆ this surface has a complicated, nested structure. This can
be seen in panel (b), where an enlarged view for positive ∆ is shown. For increasing
(or decreasing) detuning the nested structure starts to disentangle. Indeed this pro-
cess proceeds as described in Section 8.4 with transitions through saddle singularities.
A saddle can be seen clearly on the blue surface in Fig. 8.18(b). Furthermore, one
clearly notices the extremum, specifically a maximum with respect to ∆, on the same
blue surface where the surface ‘bends back’ to decreasing ∆. The limiting behavior of
the CLMs, as discussed in Section 8.5, is brought out well by Fig. 8.18(a).
The black projection onto the (∆, ωs)-plane shows the parameter region where
CLMs exist. As was explained in the previous section, ωs is not a bifurcation pa-
rameter, so that the boundaries of the projection are not saddle-node bifurcations.
Nevertheless, the saddle-node bifurcations are close to the folds with respect to ωs.
Figure 8.19 shows the curves of saddle-node bifurcations (blue) and the curve of the
first Hopf bifurcation (red) that forms a boundary of the region of stable CLMs for
small detuning. Panel (a) shows the (∆, ωs)-plane for ∆ ∈ [−0.7, 0.7] and panel (b) is
an enlarged view around the stable region (green).
Figure 8.20 shows the same bifurcation curves in the (∆,Cp)-plane. In panel (a)
we only plot the basic structure once, while in panel (b) we also show all its images
under the pi-translational symmetry of the system. There is a complicated structure
of different regions, especially near the stable region, as can be seen in the further
enlargement in panel (c). Overall, there are two closed curves of saddle-node bifur-
cations. The first branch of saddle-node bifurcations is limited to a detuning inter-
val of ∆ ≈ [−0.23, 0.23]; it arises in the unfolding of the pitchfork bifurcation of
intermediate-phase CLMs (green curves in Section 8.1). Indeed this shows that the
saddle-node bifurcations of the constant-phase CLMs (purple curves in Section 8.1)
are connected with the second set of intermediate-phase CLMs (orange curves in Sec-
tion 8.1). The second branch of saddle-node bifurcations traces out the large ‘triangu-
lar’ curve. There are a number of cusp bifurcations on the saddle-node curves, so that
different branches correspond to saddle-node bifurcations of different CLMs. Note
that the cusp points do not appear as cusps in the projection onto the (∆, ωs)-plane in
Fig. 8.19.
8.7 Dependence on the coupling rate
In this section we show how CLMs are created as the coupling strength κ is in-
creased symmetrically for both lasers. Figure 8.21 shows the (κ, N s1,2)-projection for
∆ = 0, where in black are plotted the constant-phase CLMs and in gray the variable-
phase CLMs. In panel (a) again the structure of the CLMs is shown in the (ωs, N s2)-
projection, while panel (b) displays the stability information and bifurcations of the
CLMs in the (κ, N s1,2)-projection for P = 0.3 and Cp = 0.0. It can be seen that around
κ = 0 there are in total four different CLMs. There are two constant-phase CLMs (in-
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Figure 8.21: One-parameter bifurcation diagram of the CLMs for zero detuning,
∆ = 0, in the (ωs, N s2)-projection (a) and in the (κ, N s1,2)-projection (b). The constant-
phase CLMs are plotted in black and the variable-phase CLMs in gray; panel (a) shows
the CLMs for κ = 0.1 and panel (b) shows bifurcations points; namely, pluses (+) de-
note saddle-node bifurcations, diamonds (⋄) pitchfork bifurcations and stars (∗) Hopf
bifurcations; thick curves indicate stable CLMs; P = 0.3 and Cp = 0.0.
phase and anti-phase CLMs), which emerge from the solitary laser solutions for which
both lasers are in their on-state. These constant-phase CLMs are stable initially and
then destabilize in a Hopf bifurcation (∗). Furthermore, there are two variable-phase
CLMs (recall that variable-phase CLMs come in symmetric pairs). They emerge from
the solitary laser solution for which one laser is in its on-state and the other laser in its
off-state, and vice versa. These variable-phase CLMs are unstable.
Additionly, as the coupling rate κ increases constant-phase CLMs are born in pairs
in saddle-node bifurcations (+). One of these CLMs may initially be stable (in the
low-inversion region) and then destabilizes in a Hopf bifurcation. Moreover, variable-
phase CLMs are born in pairs in pitchfork bifurcations (⋄) of constant-phase CLMs.
As the detuning ∆ is ‘switched on’ all pitchfork bifurcations unfold to saddle-node
bifurcations. This can be seen in Fig. 8.22 in the (κ, N s1,2)-projection for a non-zero
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Figure 8.22: One-parameter bifurcation diagram of the CLMs for a non-zero detuning
of ∆ = 0.01 in the (κ, N s1)-projection for laser 1 (a), and in the (κ, N s2)-projection for
laser 2 (b). Pluses (+) denote saddle-node bifurcations and stars (∗) Hopf bifurcations;
thick curves indicate stable CLMs; P = 0.3 and Cp = 0.0.
detuning of ∆ = 0.01, where panel (a) shows the inversion of laser 1 in black and
panel (b) the inversion of laser 2 in gray. Close to zero coupling (κ = 0) only those
CLMs exist, which emerge from the solitary laser solution where laser 1 is off and
laser 2 is on, and vice versa. As the coupling rate κ increases, additional CLMs are
born in pairs in saddle-node bifurcations. Around κ = 0 no stable CLMs can be found,
a minimum coupling strength is needed to enable stable locking; see the thick parts of
the CLM branches.
Chapter 9
The influence of the pump
current
This chapter is based on [H. Erzgra¨ber, B. Krauskopf and D. Lenstra, “Mode struc-
ture of delay-coupled semiconductor lasers: influence of the pump current”, Journal
of Optics B: Quantum and Semiclassical Optics 7(11), (2005) 361-371].
In Chapter 8 we found a characteristic structure of the CLMs for pump currents well
above threshold. In [Vicente et al. [2004]], on the other hand, the case of a low pump
current (near the solitary laser threshold) was considered and a very different CLM
structure was found. This suggests that the CLM structure depends crucially on the
level of pumping.
We show how the underlying CLM structure and the associated locking region,
where both lasers operate stably with the same frequency, change as a function of the
pump current. Our results provide a natural transition between the rather different
CLM structures that have been reported. Moreover, we demonstrate how the locking
region as well as the different types of instabilities at its boundary depend on the pump
current. This is of fundamental interest for the dynamics of coupled lasers and their
possible application.
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The chapter is organized as follows. In Section 9.1 we concentrate on the case of
zero detuning and discuss the CLM structure as the pump current is increased from
the threshold of the coupled laser system to rather high values of the pump current as
was discussed in Chapter 8. Similarly, in Section 9.2 we discuss the CLM structure
for a fixed value of non-zero detuning. Finally, in Section 9.3 we discuss the change of
the stable locking region in the two parameter plane of detuning and feedback phase
as the pump current changes.
9.1 CLMs for zero detuning
We first consider the case of zero detuning, ∆ = 0, when there is the additional symme-
try (in phase space) of exchanging the two lasers. In other words, there are constant-
phase CLMs and intermediate-phase CLMs as discussed in Chapter 7
Figure 9.1 shows curves of CLMs (also called branches) plotted in the (ωs, N s1,2)-
projection for different values of the pump current P; the accompanying animation
shows the continuous evolution of the branches as a function of P from the threshold
of the coupled laser system up to the limit of high pump current where no further
qualitative changes are observed. The gray areas in the panels corresponds to CLMs
that have negative intensity and, hence, are non-physical. The horizontal line N1,2 = P
bounds this region; it corresponds to the lasing threshold of the respective CLM.
As before the curves shown in each panel of Fig. 9.1 are traced out by the CLMs
when the coupling phase Cp is changed. This ellipse of CLMs is independent of the
value of P, but a part of it may lie in the non-physical, grey region. The boldfaced part
of the constant-phase CLM ellipse is the locking region where both lasers operate with
the same frequency and the same intensities. Figure 9.2 shows an enlarged view of the
low-frequency region around the saddle-node bifurcation for different, representative
values of P. It can be seen that for very low P [Fig. 9.2(a)] the saddle-node bifurcation
is on the left-hand side of a Hopf bifurcation. This means that both constant-phase
CLMs which are born in this saddle-node bifurcation are initially unstable. Quickly,
one of them stabilizes in the Hopf bifurcation. For higher P [Fig. 9.2(b)] the order of
saddle-node and Hopf bifurcation has exchanged. One of the constant-phase CLMs
born in the saddle-node bifurcation is stable, the other one is unstable. The Hopf
bifurcation bounding the locking region to the right ensures stable oscillations of the
intensities. There are further Hopf bifurcations (all marked by ∗) [Fig. 9.1(a)–(h)].
In the high-frequency region the intensity of the lasers goes down to zero when they
reach the line N1,2 = P for low P [Fig. 9.1(a)–(d)]. The points where the ellipses
intersect this line are Hopf bifurcations of the off-state. For sufficiently high P the
entire ellipse consists of physical relevant CLMs. They disappear in a second saddle-
node bifurcation in the high frequency region [Fig. 9.1(e)–(h)].
The intermediate-phase CLMs form all the other branches of CLMs in the panels
of Fig. 9.1. For low values of P they do not exist [Fig. 9.1(a)], but around the solitary
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Figure 9.1: Dependence on the pump current P of CLMs for ∆ = 0, shown in the
(ωs, N s1,2)-projection. The branches of CLMs are parameterized by Cp. Bold curves
are stable regions; saddle-node bifurcations are marked by pluses (+), pitchfork bi-
furcations by diamonds (⋄), and Hopf bifurcations by stars (∗). The area N s1,2 > P
is shaded gray. P takes the values indicated in the panels. See also animation
[http://ej.iop.org/links/q41/Rwh69Cx,fvxqml29wxlOgQ/figure2.gif]
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Figure 9.2: Enlarged view of the low-frequency region in the (ωs, N s1,2)-projection
for ∆ = 0. Same conventions as in Fig. 9.1. P takes the values indicated in the
panels. Note the different scales of the axis. The insets show enlarged view around
bifurcations.
laser threshold of P = 0 an isola of intermediate-phase CLMs emerges [Fig. 9.1(b)],
which is connected to the constant-phase CLMs at two pitchfork bifurcations, marked
by diamonds (⋄). See also enlargements around the pitchfork bifurcations in the low
frequency region of Fig. 9.2(b) and (c). When Cp is decreased the intermediate-phase
CLMs are born in the left pitchfork bifurcation (in the low frequency region), move
towards the right pitchfork bifurcation and disappear again. In the process the inver-
sion of one of the lasers traces out the lower branch and the inversion of the other
laser the upper branch. As P is increased further, the isola develops an increasingly
complicated shape [Fig. 9.1(c)–(e)]. In particular, this involves the creation of extra
saddle-node bifurcations (marked by (+)) where pairs of intermediate-phase CLMs
appear or disappear as Cp is changed. We remark that Fig. 9.1(c) is very similar to
the image of CLMs shown in [Vicente et al. [2004]]. Finally, the picture changes dra-
matically when two closed curves or isolas of intermediate-phase CLMs are shed off
the main branch [Fig. 9.1(f)]. This happens when local branches of intermediate-phase
CLMs re-connect in a different way in what is known as a saddle singularity transition;
for more details on singularities and local bifurcations see, for example, [Golubitsky
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and Schaeffer [1998]]. The inversion of one laser is on the upper isola, while that of
the other laser is on the lower isola. Intermediate-phase CLMs on the isolas appear
and disappear in saddle-node bifurcations as Cp is changes. When P is increased even
further [Fig. 9.1(g) and (h)] no further qualitative changes are observed. Instead a
certain limiting situation is reached which is typical for pump currents quite far above
threshold as discussed in Chapter 8.
Overall, the animation with Fig. 9.1 gives a very good impression of how the CLM
structure for ∆ = 0 depends on and changes with the pump current P. In particular, it
can be seen that the situation reported in [Vicente et al. [2004]] transforms naturally
into the quite different situation for high pumping that is considered in Chapter 8.
9.2 CLMs for non-zero detuning
For ∆ , 0 the symmetry of exchanging the two lasers is broken and the pitchfork
bifurcations are replaced by saddle-node bifurcations and continuing branches. Fur-
thermore, there are no constant-phase CLMs any longer. All CLMs now have a phase
difference that changes with Cp and, as a consequence, different inversions and inten-
sities; see also Chapter 8.
The branches of CLMs for ∆ = 0.02 are plotted in the panels of Fig. 9.3 and in
the associated animations in the (ωs, N s1,2)-projection for the exact same values of P
as in Fig. 9.1; the stability region, bifurcation points and the non-physical region are
shown in the same way. Figure 9.3 shows that the situation for ∆ , 0 can be seen
as ‘unfolding’ the special case of zero detuning. The two lasers can now be distin-
guished as a red-shifted laser 1 (with respect to the average solitary laser frequency
Ω) and a blue shifted laser 2. The branches of CLMs are shown in Fig. 9.3 as red and
blue curves, where the inversions N s1,2 of lasers 1 and 2 are shown in red and blue,
respectively. Again, for fixed Cp there are finitely many CLMs. As a function of Cp ,
CLMs are born in saddle-node bifurcations. Figure 9.4 shows an enlarged view of the
region around the saddle-node bifurcations in the low-frequency region for two differ-
ent values of P. Also for non-zero detuning the order of the saddle-node bifurcation
and the Hopf bifurcation changes. When Cp is decreased, the CLMs move along their
respective branches, undergo several Hopf bifurcations and finally disappear at the
line N s1,2 = P (Hopf bifurcation of the off state) or at another saddle-node bifurcation.
This is shown in the animation with Fig. 9.5.
In contrast to the situation for zero detuning, the branches of CLMs in Fig. 9.3
deform substantially [Fig. 9.3(a) and (b)] and then unconnected isolas of extra CLMs
appear [Fig. 9.3(c)]. These isolas grow and develop further saddle-node bifurcations
[Fig. 9.3(d)] and finally split up in two [Fig. 9.3(e)], effectively creating two small
isolas — the top one blue and the bottom one red. In another saddle transition another
pair of isolas is created [Fig. 9.3(g)] — this time the top one is red and the bottom
one is blue. Note that these four isolas taken together ‘unfold’ the two isolas that we
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Figure 9.3: Dependence on the pump current P of CLMs for ∆ = 0.02, shown in
the (ωs, N s1,2)-projection. The branches of CLMs are parameterized by Cp, where red
curves show N s1 and blue curves show N
s
2. Bold curves are stable regions; saddle-node
bifurcations are marked by pluses (+) and Hopf bifurcations by stars (∗). The area
N s1,2 > P is shaded gray. P takes the values indicated in the panels. See also animation
[http://ej.iop.org/links/q76/dvVQ,CPcOIARAG5XiRti7A/figure4.gif].
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Figure 9.4: Enlarged view of the low-frequency region in the (ωs, N s1,2)-projection,for
∆ = 0.02 . Same conventions as in Fig. 9.3. P takes the values indicated in the panels.
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Figure 9.5: The dependence of the CLMs on Cp for ∆ = 0.02 and P =
0.141; The figure shows the CLMs for Cp = 0. See also animation
[http://ej.iop.org/links/q92/ZJMHML,3pjJqIuKBioZv+A/figure6.gif]
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Figure 9.6: Direct comparison of the case of zero detuning (∆ = 0)
and the case of non-zero detuning (∆ = 0.02). See also animation
[http://ej.iop.org/links/q18/res7uHkYrjf1B2k,e0H,xg/figure7.gif]
found in Fig. 9.3(f). When P is increased further, we again reach a typical limiting
situation for large pump currents. It is characterized by two horseshoe-shaped closed
curves, one red and one blue, together with said four isolas. More details of the CLM
structure as a function of the detuning ∆ in this case can be found in Chapter 8.
Overall, Fig. 9.3 can be seen as an ‘unfolding’ of Fig. 9.1: as ∆ is decreased to
zero, the red and the blue curves move closer together and in the limit become the
purple curves of Fig. 9.1. To allow for a better comparison between the two cases the
animation with Fig. 9.6 shows the CLMs for zero and non-zero detuning side by side.
9.3 Changes to the locking region
The size of the locking region, the bold part on the branches of CLMs in Figs. 9.1
and 9.3, depends on the feedback phase Cp and on the detuning ∆. Consequently, it
forms a region in the (∆,Cp)-plane. The question arises of how the locking region de-
pends on the pump current P. To answer this question we performed a three-parameter
bifurcation study, the result of which is shown in Fig. 9.7 and the associated anima-
tion. The different panels show representative stills for the same values of P as in
Figs. 9.1 and 9.3. Note that the image is pi-periodic in Cp and reflectionally symmetric
in ∆.
We first discuss the changes in the shape of the (green) locking region in Fig. 9.7
without considering the boundary curves involved; they are discussed below. For very
low values of pumping there is no locking region at all. From a certain pump level
onwards there appear disjoint locking regions that start to grow in size [Fig. 9.7(a)].
The fact that this occurs for negative values of P is due to the threshold reduction
of the coupled laser system. For a given pump current these regions (which repeat
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Figure 9.7: Dependence on the pump current P of the locking region (green) in
the (∆,Cp)-projection. The black curves are Hopf bifurcations of the off-solution,
the blue curves saddle-node bifurcations of CLMs, and the red curves Hopf bifur-
cations of CLMs. P takes the values indicated in the panels. See also animation
[http://ej.iop.org/links/q37/P0eyfB06j,m8,36fIljoEA/figure8.gif]
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Figure 9.8: Dependence on the pump current P of the maximum width ∆l of the
locking region. Graphically extracted for each value of P.
with the period pi of Cp) start to overlap [Fig. 9.7(b)]. This creates a small ‘channel’
where locking is not possible in a large region that stretches evenly from a maximal
to a minimal value of the detuning ∆ [Fig. 9.7(c)]. This channel then starts to become
more pronounced and it grows in size [Fig. 9.7(d)–(g)]. All of this happens in a range
of the pump current P below the solitary laser threshold. As P is increased further a
limiting shape of the locking region is reached. The locking region does not change
qualitatively for even higher pump currents; compare Chapter 8.
Apart from the general shape of the locking region it is important to know what
happens at its boundary. In other words, how does the locked solution become unstable
as the locking region is left? There are three types of bifurcation curves plotted in
Fig. 9.7 and, as P is increased, they interact to form a complicated web of curves.
First, there are black curves of Hopf bifurcation of the off-state (E1, E2, N1, N2) =
(0, 0, P, P). They correspond to the two endpoints where ellipses intersect the line
N s1,2 = P in Figs. 9.1(a)–(d) and 9.3(a)–(d). Further, there are saddle-node bifurcation
curves of CLMs in blue and Hopf bifurcation curves of CLMs in red.
Note that most of the ‘web’ of bifurcation curves in Fig. 9.7 for larger values of P
corresponds to bifurcations of CLMs that are already unstable. They were drawn for
completeness and to give an impression of the overall increase in complexity with P,
but a detailed discussion of the interplay of all of the different bifurcation curves in
Fig. 9.7 is a mathematical challenge beyond the scope of this thesis.
Here we concentrate our discussion on those curves that bound the (green) lock-
ing region. This is directly motivated from a physical perspective by the question of
how the laser destabilizes when it leaves the locking boundary. The boundary of the
locking region is initially made up of the black Hopf bifurcation curves of the off-state
[Fig. 9.7(a)]. In other words, the intensity of the lasers goes to zero and the laser is
off outside the locking region. Below the solitary laser threshold the only possibil-
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ity for the system to lase is to profit from the mutual coupling. The mutual optical
injection reduces the threshold of the coupled system. The most profitable situation
is for (∆,Cp) = (0, (k + 0.5)pi), because then the injected optical field has its maxi-
mum when entering the other laser. In this case the coupled laser system is in stable
CW-operation when the coupling is largest. In contrast, for pump currents above the
solitary laser threshold [Fig. 9.7(h)] the maximum width of the locking region is at
(∆,Cp) = (0, kpi). Thus, stable CW-operation is achieved best if each laser receives
the least amount of light from the other laser.
When the channel of instabilities opens [Fig. 9.7(b)–(f)] its lower boundary is a
Hopf bifurcation curve of CLMs. The upper boundary, on the other hand, is divided
into two parts. While for larger values of ∆ it is also a Hopf bifurcation of CLMs,
for values of ∆ close to zero this boundary consists of a saddle-node bifurcation of
CLMs. Note that from a certain P on (after a singularity transition involving different
blue saddle-node curves) the entire upper boundary of the locking region is a saddle-
node bifurcation of CLMs.
In order to get a better understanding what the different curves in [Fig. 9.7] imply
we discuss now what to expect at the boundary of the locking region for particular
values of P and Cp. This is directly connected to the discussion on the stability of
CLMs in Sec. 7.1 and can be measured in an experiment. For P just above the thresh-
old of the coupled laser system [Fig. 9.7(a)], there are only two possibilities either the
coupled lasers are off (below threshold) or they emit CW on a constant-phase CLM.
For higher pump currents CLMs can destabilize in Hopf bifurcations or disappear in
pairs in saddle-node bifurcations. The difference between these two different cases in
terms of the behavior of the coupled laser system may be quite dramatic.
Consider P = −0.039 [Fig. 9.7(f)], for Cp = 0 the locking region is bounded by
a Hopf bifurcation. In case of a super-critical Hopf bifurcation this results in small
oscillations of the intensity. The optical spectrum exhibits a main peak at the fre-
quency of the unstable CLM and side peaks at a distance of the frequency of the
intensity oscillations. Also the RIN-spectrum exhibits a new peak with this frequency.
By changing the pump current slightly, P = −0.027 [Fig. 9.7(g)] the situation has
changed completely. Now there is a saddle-node bifurcation bounding the locking
region for Cp = 0. When the saddle-node bifurcation is crossed, the stable CLM is
lost and the system jumps to the next available attractor, which could be regular or
irregular intensity fluctuations. In other words, in an experiment one would observe a
sudden drastic change of measured spectra. Furthermore, saddle-node bifurcations are
typically accompanied by hysteresis loops if different attractors coexist. This opens
the possibility to use the bistable region for switching applications: sufficiently big,
but still quite small parameter perturbations from an attractor in a bistable region al-
low one to switch between different output characteristics. Note that for all the other
values of P depicted in [Fig. 9.7] this difference in the nature of the locking boundary
can be observed, but the frequencies and the exact shape of measured spectra may
vary.
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To relate directly to what can be measured in an experiment, we show in Fig. 9.8
the overall maximal width, max |∆l|, of the locking region, that is, the ∆-range where
locking can be found. Note that max |∆l| depends on the value of the feedback phase
Cp, as can be seen clearly in Fig. 9.7 and the associated animation. Figure 9.8 shows
how max |∆l| changes as a function of on the pump rate P. Depending on P, there
are different bifurcations that determine the maximum width of the locking region;
compare Fig. 9.7. Note that the fastest changes takes place below and around the
solitary laser threshold P = 0, where max |∆l| is initially determined by the Hopf
bifurcation of the off-state (black curve in Fig. 9.7). For intermediate P, on the other
hand, max |∆l| is attained at the intersection point of the Hopf bifurcation of the off-
state and a Hopf bifurcation of a CLM (red curve in Fig. 9.7). Moreover, since the
Hopf bifurcation curve of the off-state exhibits a ‘pillow-like’ shape, max |∆l| increases
with different slopes, or may even decrease slightly. Eventually, max |∆l| is determined
by the intersection of a Hopf bifurcation of a CLM and a saddle-node bifurcation of a
CLM (blue curve in Fig. 9.7), leading to an almost linear decrease of the of max |∆l|.
It seems plausible that max |∆l| eventually reaches a constant positive value. To verify
this a even more extensive numerical or asymptotic analysis would be necessary, but
is beyond the scope of this study.
Chapter 10
Experiments and theory
This chapter is based on [H. Erzgra¨ber, D. Lenstra, B. Krauskopf, E. Wille, M. Peil,
I. Fischer, W. Elsa¨ßer, “Mutually Delay-Coupled Semiconductor Lasers: Mode Bifur-
cation Scenarios”, Optics Communications 255(4-6) (2005), 286–296]. Experimental
and theoretical studies are joint work with Eric Wille et. al. from the Semiconductor
Optics Group at Darmstadt University of Technology
We study the spectral and dynamical behavior of two identical, mutually delay-coupled
semiconductor lasers experimentally and compare the results with that from the rate
equation model with appropriate parameter values. We concentrate on the short
coupling-time regime where the number of basic states of the system, the compound
laser modes (CLMs), is small so that their individual behavior can be studied both
experimentally and theoretically.
Specifically, for small spectral detuning we find several stable CLMs of the cou-
pled system where both lasers lock onto a common frequency and emit continuous
wave output. A bifurcation analysis of the CLMs in the full rate equation model with
delay reveals the structure of stable and unstable CLMs that are organized by saddle-
node and pitchfork bifurcations. We find a characteristic bifurcation scenario as a
function of the detuning and the coupling phase between the two lasers that explains
experimentally observed multistabilities and mode jumps in the locking region.
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The chapter is structured as follows. In Section 10.1 we describe the experimental
conditions and results. In Section 10.2 this is compared with the theoretical results
from the rate equation model.
10.1 Experimental results
In the experiment two SLs are placed in a face-to-face configuration. We selected two
1540 nm single-mode distributed feedback (DFB) lasers. To achieve almost identical
devices, both lasers where grown on the same wafer. The threshold currents are 9 mA.
Both lasers have a linewidth enhancement factor α that has been determined to be
about α = 2, which is in the typical range for DFB laser used in telecommunication
applications. The temperature of the lasers can be stabilized with an accuracy on the
order of 0.01 K. This allows for temperature induced frequency shifts with control-
lable steps smaller than 300 MHz. The lasers are pumped with two low-noise current
sources.
The beam of each laser is collimated by a lens (L), propagates along the coupling
distance and is refocused into the active region of its opposing counterpart. A beam-
splitter (BS) extracts 50% of the output power of each laser towards the measurement
devices. The detection branches are separated from the SLs by two optical isolators
(ISO) to suppress unwanted feedback. The optical spectra of the lasers are measured
using two optical spectrum analyzers (OSA) with a relative resolution of better than
0.05 nm. To study the dynamical properties of the lasers the optical signal is con-
verted into an electrical signal by a fast avalanche photodiode with a bandwidth of
12 GHz. The electrical signal is analyzed with an electrical spectrum analyzer (ESA).
The time-averaged output power of each laser is measured with two pin-photodiodes
(PIN).
The optical pathlength between the lasers is d = 51 ± 1 mm resulting in a delay
of τ = 170 ± 3 ps. This delay corresponds to the round-trip frequency fext = 2.9 ±
0.1 GHz. Although the scheme of the setup is conceptually simple, it is experimentally
demanding: great care has been taken to achieve stable and well-defined coupling
conditions. In particular, the short coupling distances force high demands on lateral,
transverse, longitudinal and angular alignment. In a first step the parallel alignment
of the two lasers has been adjusted with the help of optical reflections. In a second
step, the relative transverse and lateral positions of the lasers have been aligned by
measuring the photocurrent that is induced in the respective other laser. Only if the
dependence of the photocurrent is symmetric under variations of the transverse and
lateral position of each laser, it is assured that the light is coupled symmetrically into
the active region of the lasers. Specially designed laser mounts have been used in
order to achieve interferometric stability and full control over the coupling phase.
Special attention has been paid to determine the coupling strength and the possible
influence of residual feedback that originates from reflections from the front facets of
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the other laser. By a consideration of the reflectivities, transmittivities and losses
in the experimental setup, we have determined that approximately 5% of the output
power of each laser is injected into the respective other laser. This was complemented
and verified via measurements of the induced photocurrent. The residual feedback
in our setup follows to be about two orders of magnitude smaller than the coupling.
Nevertheless, one has to be aware that even very weak feedback of less than 0.1% can
undamp relaxation oscillations in SLs [20]. Therefore, we measured the influences
of the residual feedback in our coupling scheme by using one unpumped laser as a
mirror. We do not observe any dynamical behavior in the intensity spectra. The optical
spectra exhibit unchanged lineshape when compared to single mode emission without
residual feedback and we did not find side peaks due to relaxation oscillations. Thus,
we conclude that in our experiment the residual feedback can be neglected.
To study how the behavior of the coupled laser system depends on a spectral de-
tuning δ we have chosen the following experimental procedure. The free-running
optical frequency ν01 of laser 1 is kept constant during the experiment, while the free-
running optical frequency ν02 of laser 2 is changed in small steps. This results in a
variable spectral detuning δ = ν02 − ν01. Since we change δ by detuning laser 2, this
laser is called the detuned laser, while laser 1 is called the unchanged laser. The
detuning δ can be varied either by changing the temperature or the injection current
of the detuned laser. Shifting the temperature yields a spectral detuning of approxi-
mately −12 GHz/K, while shifting the injection current yields a spectral detuning of
approximately −1.1 GHz/mA. The exact dependence of the detuning on the injection
current and the temperature is nonlinear; this nonlinear relationship was measured and
used to determine the detuning. After each step of changing the detuning the optical
spectra, the rf-spectra of the intensity dynamics, and the output intensity are recorded
simultaneously. It is important that the coupling conditions remain constant within
the measurement time. This is achieved by using laser mounts with thermal properties
which allow a fast temperature stabilization and sufficient stability to accurately define
the detuning conditions. We note that the presented results have been verified to be
independent of the method of detuning, as well as to interchanging lasers 1 and 2.
In Fig. 10.1 we show the spectral shift of the detuned laser as white circles (◦) and
that of the unchanged laser as black circles (•). The detuning range was −10 ≤ δ ≤
10 GHz, where the detuning has been achieved by varying the temperature of laser
2. To detect hysteresis effects, panel (a) is for increasing detuning and panel (b) for
decreasing detuning as indicated with arrows. We define increasing detuning as the
positive detuning direction and decreasing detuning as the negative detuning direction.
The spectral shift is defined as the difference η1,2 = ν1,2 − ν0stat between the optical
frequency ν1,2 of the respective laser in the coupled system and the free-running fre-
quency ν0stat of the unchanged laser. The lasers were pumped at 6.5 times their thresh-
old; for this pump current their relaxation oscillation frequency has been extrapolated
to be about 15 GHz.
In Fig. 10.1 one can distinguish two different regimes. For a detuning near δ = 0
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Figure 10.1: Spectral shift η of both lasers for positive (a) and negative (b) detun-
ing direction. White circles (◦) indicate the detuned laser and black circles (•) the
unchanged laser. A grey background indicates regions with oscillating intensity dy-
namics outside the locking region.
both lasers are locked to the same optical frequency, i.e., η = η1 = η2. In this locking
region we do not measure any intensity dynamics in the rf-spectra and the lasers emit
on a single optical mode. Small deviations between the measured spectral positions
of both lasers in Fig. 10.1 are due to the limited resolutions of the OSAs. Outside
this locking region both lasers emit with different frequencies, i.e., η1 , η2 . This
region is indicated by a grey background. Here the intensity of both lasers oscillates
with a frequency equal to their spectral separation |η2 − η1|. A detailed discussion of
the oscillatory behavior outside the locking region can be found in [Wu¨nsche et al.
[2005]]. Here, we focus on the locking region. For the positive detuning direction,
shown in Fig. 10.1(a), the locking region ranges from δ = −6.4 GHz to δ = 8.2 GHz.
Inside the locking region we observe three steps of constant frequency situated at
about η = −2.5 GHz, η = 0.1 GHz and η = 2.5 GHz, while the steps cover a tuning
range of 9.1, 2.7 and 2.8 GHz, respectively. When increasing δ, the width of the first
step of the locking region is more than three times larger than that of the other two
steps. For decreasing detuning, shown in Fig. 10.1(b), the locking region is shifted
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Figure 10.2: Spectral shift η of the unchanged laser (a) and measured output power
(b) of both lasers in the locking regime; white circles (◦) are for the detuned laser and
black circles (•) for the unchanged laser. The detuning was achieved by changes in the
pump current of laser 2; in panel (a) the free-running frequency shift of the detuned
laser is indicated with a dashed line, and in panel (b) the continuous line indicates the
output power of the uncoupled detuned laser.
towards lower values of the detuning within −6.9 ≤ δ ≤ 4.6 GHz. Here, the locking
region consists of two steps. The first is situated at about η = 0.4 GHz and the second
at η = −2.1 GHz. Again, the first step covers a tuning range of 9.8 GHz and is
much larger than the second step that covers 1.7 GHz. Comparing Fig. 10.1(a) and
(b) one can see that, within the experimental accuracy, the small step for the negative
detuning direction has the same spectral position η as the large step for the positive
detuning direction. In fact, both overlap around δ = −6 GHz. The same holds around
δ = 4 GHz.
We conclude from these experimental results that the three steps within the lock-
ing region correspond to three stable modes of the delay-coupled laser system. There-
fore, we denote these modes as compound laser modes (CLMs). As is evidenced in
Fig. 10.1, the CLMs exhibit multistabilities. First, two of the CLMs overlap over a
tuning range of about 8 GHz which results in the observed hysteresis of the two large
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steps. Second, at the border of the locking region the CLMs overlap with oscillating
states of the coupled laser system. This results in the discrepancies of the observed
locking boundaries depending on the detuning direction. The frequency separation
between the CLMs of 2.4 GHz and 2.5 GHz, respectively, is related to the round trip
frequency fext = 2.9 GHz of the system. There are two physical reasons for the devia-
tion of the CLM separation from fext. First, the mode separation of two delay-coupled
laser resonators has been shown to be smaller than its round trip frequency [Dente et
al. [1990]] which is mainly due to coupling losses. Second, mutual frequency pulling
between the two lasers influences the mode separation of the coupled system. This
effect is similar to the well-known frequency pulling for SLs with external optical
injection [van Tartwijk et al. [1995]]. For a full description of the structure of the
CLMs, the nonlinearities of the SLs need to be included in the model. This is the
topic of Chapter 7.1.
We now take a more detailed look at the individual CLMs. Fig. 10.2(a) depicts the
spectral shift of the lasers inside the locking region for the negative detuning direction.
For simplicity, only the spectral shift of the unchanged laser is shown as both lasers are
frequency locked. The dashed line indicates the free running frequency of the detuned
laser. In Fig. 10.2 the detuning was achieved by increasing the pump current of the
detuned laser between 36 mA and 47 mA, where δ = 0 corresponds to 40 mA. The
unchanged laser was pumped at 40 mA. Fig. 10.2(b) depicts the output power of the
unchanged and the detuned lasers. For comparison, the output power of the uncoupled
detuned laser is indicated by the continuous line.
The output power of the unchanged laser remains almost constant on each CLM.
When the coupled SLs jump towards a CLM at a lower optical frequency the power
of the unchanged laser decreases by about 20% at each mode jump. The power of
the detuned laser does not remain constant on one CLM but increases in the negative
detuning direction. This increase is not due to the increasing injection current alone:
the slope of the power is significantly steeper for the detuned laser as compared to
solitary operation. In fact, the output power of both lasers depends on the difference
between the frequency of the coupled laser system ν = ν1 = ν2 and the frequency of
the respective solitary laser ν01,2. With increasing difference ν − ν01,2, the power of the
respective laser increases. If ν − ν01,2 changes into the negative direction, the power
of the respective laser decreases. A change of ν − ν01,2 originates from two distinct
mechanisms: in the case of the unchanged laser, only mode jumps result in changes
of ν. For the detuned laser, in addition to mode jumps, a change of ν− ν01,2 occurs also
due to the variation of ν2 (i.e. the detuning). Therefore, in the latter case the steps of
the output power exhibit an underlying slope. Corresponding mode jumps (in different
positions due to the hysteresis) are found for the other detuning direction.
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laser parameter value
α-parameter 2.0
photon decay rate 150 ns−1
electron decay rate 1 ns−1
differential gain 790 s−1
coupling rate 7 ns−1
coupling time 0.17 ns
pump current 6 x threshold
carrier density at threshold 1018
Table 10.1: Laser parameters and their values.
10.2 Comparison between the rate equation model and
the experiments
Again we model this system with a set of rate equations (7.1)–(7.4) for the normal-
ized complex slowly-varying envelope of the optical fields E1,2 and the normalized
inversions N1,2. Moreover, we parameter values which represent the experimental
conditions: τn = 25.49, α = 2.0, κ = 0.047, T = 150.0, and P = 13.17. They can be
derived from those in Table 10.1.
Figure 10.3 depicts how the constant-phase CLMs behave as a function of the
decreasing coupling phase Cp. They are born in the low-inversion region in a saddle-
node bifurcation and then move up to the high-inversion region, where they coalesce
and disappear in another saddle-node bifurcation. We remark, that, because CLMs
are periodic orbits, this bifurcation is a saddle-node bifurcation of periodic orbits: two
periodic orbits (i.e. CLMs) are born in the bifurcation, one of which has one more
unstable direction than the other. Note that the radius of the bifurcating periodic orbit
is non-zero, because R1 and R2 of the CLM are non-zero at the bifurcation. This
bifurcation should not be confused with the bifurcation at lasing threshold of a CLM,
which is a Hopf bifurcation of the trivial solution with |E1,2| = 0; see [Javaloyes et al.
[2003]; Pieroux and Mandel [2003].
The ellipse of constant-phase CLMs in the (ωs, N s)-plane is shown in Fig. 10.3(a)–
(f) for six different values of Cp decreasing from zero to − 56pi. Figure 10.3(g) shows
the curves of constant phase CLMs in projection onto the (Cp, ωs)-plane. The dotted
vertical lines mark the values of Cp in panels (a) to (f), so that the number of in-phase
and anti-phase CLMs can be easily read off. Note that the two curves are each others
image under the symmetry (7.8). Similarly, the pi-cycle in Fig. 10.3(a)–(f) repeats, but
with in-phase and anti-phase CLMs interchanged.
The intermediate-phase CLMs are shown in Fig. 10.4. They are born and de-
stroyed in pitchfork bifurcations of the constant-phase CLMs, which are pitchfork
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Figure 10.3: The constant-phase CLMs for zero detuning as a function of the feedback
phase Cp. Panels (a)–(f) show the constant-phase CLMs in the (ωs, N s, )-plane for six
equally spaced values of Cp in the interval (−pi, 0], starting at Cp = 0 and decreasing
Cp. Full circles (•) denote in-phase CLMs and open circles (◦) denote anti-phase
CLMs. As Cp is decreased constant-phase CLMs move on an ellipse from the low-
inversion region towards the high-inversion region. Note that, because the inversions
of both lasers are the same, each constant-phase CLM corresponds to a single circle
on the ellipse. Panel (g) shows the curves of in-phase CLMs (black) and anti-phase
CLMs (grey) in projection onto the (Cp, ωs)-plane; the dotted vertical lines mark the
values of Cp in panels (a) to (f). The next cycle of Cp over (−2pi, pi] can be obtained,
according to the symmetry (7.8), by exchanging full and open circles in panels (a)
to (f).
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Figure 10.4: The intermediate-phase CLMs for zero detuning as a function of the
feedback phase Cp. Panels (a)–(f) show the intermediate-phase CLMs in the (ωs, N s, )-
plane for six equally spaced values of Cp in the interval (−pi, 0], starting at Cp = 0 and
decreasing Cp. Full squares () denote increasing-phase CLMs and open squares ()
denote decreasing-phase CLMs. As Cp is decreased intermediate-phase CLMs move
on a curve that also resembles an ellipse from the low-inversion region towards the
high-inversion region. Note that, because the inversions of both lasers are different,
each intermediate-phase CLM corresponds to two squares, one on each branch of the
ellipse. Panel (g) shows the curves of increasing-phase CLMs (black) and decreasing-
phase CLMs (grey) in projection onto the (Cp, ωs)-plane; the dotted vertical lines
mark the values of Cp in panels (a) to (f). The next cycle of Cp over (−2pi, pi] can be
obtained, according to the symmetry (7.8), by exchanging open and closed squares in
panels (a) to (f).
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bifurcations of periodic orbits in phase space. In the (ωs, N s)-plane they also lie on an
ellipse. (The curve of intermediate-phase CLMs does not form an ellipse in general.
However, for the values of the parameters considered here it is an ellipse in very good
approximation.) Fig. 10.4(a)–(f) shows the intermediate-phase CLMs for six different
values of decreasing Cp from zero to − 56pi. Again, due to the pi-translational symmetry
(7.8), a full 2pi-cycle can be obtained by interchanging the filled with the open squares.
For decreasing Cp the intermediate-phase CLMs are born in a pitchfork bifurcation in
the low-inversion region, travel along the ellipse and disappear in another pitchfork
bifurcation in the high-inversion region. While moving over the ellipse, intermediate-
phase CLMs accumulate an additional phase shift of pi. Thus, intermediate-phase
CLMs born in a pitchfork bifurcation of an in-phase CLM (open squares) are eventu-
ally destroyed in a pitchfork bifurcation of an anti-phase CLM and vice versa. Recall
that for the intermediate-phase CLMs we have that N s1 , N
s
2. In Fig. 10.4(a)–(f) the
inversions of laser 1 and laser 2 are located on opposite branches of the ellipse. Note
that there are actually two solutions bifurcating from the pitchfork bifurcation, which
are each others image under the reflectional symmetry (7.6) of exchanging laser 1 with
laser 2.
In Fig. 10.6(a) and (b1)/(b2) we show the CLMs in projection onto the (Ω2, ωs)-
plane and the (Ω2, I s1)- and (Ω2, I s2)-planes, respectively, for the value of Cp = 0.63pi.
Note that it is not possible to determine the absolute value of Cp in the experiment.
The value of Cp = 0.63pi was chosen because it represents the best agreement with
the experimental measurements shown in Figs. 10.1 and 10.2(b). We remark that
we performed more measurements than shown, which verify the dependence on the
coupling phase Cp as illustrated in Fig. 10.5.
To interpret the theoretical Fig. 10.6(a) and (b1)/(b2) in terms of the experimen-
tal measurements shown in Fig. 10.2 one needs to consider only the stable (bold)
branches. The mode jumps observed in the experiment, when Ω2 is decreased, cor-
respond to the left endpoints of stable branches. This is illustrated in Fig. 10.6 (c)
and (d), which show what is observed in terms of the frequency ω and the intensities
I1,2 when the rightmost stable CLM is followed for decreasing Ω2. Specifically, the
rightmost stable CLMs is born in a saddle-node bifurcation at Ω2 ≈ 0.16, and it cor-
responds to stable locking where both lasers exhibit stable emission with the common
frequency ωs. This frequency changes slightly as Ω2 decreases [Fig. 10.6(a) and (c)].
Notice that the intensity of the unchanged laser remains almost constant [Fig. 10.6(b1)
and (d)], while that of the detuned laser increases with decreasing Ω2 [Fig. 10.6(b2)
and (d)]. This stable CLM disappears in a saddle-node bifurcation at Ω2 ≈ −0.03 and
the system ‘drops down’ onto the middle stable branch of stable CLMs [Fig. 10.6(c)
and (d)]. The lasers’ frequency ωs and the intensities I s1 of the unchanged and I s2 of the
detuned laser are now lower. When Ω2 is decreased further, ωs and I s1 remain almost
constant, while I s2 increases. In the saddle-node bifurcation at Ω2 ≈ −0.13 also this
CLM disappears and the system drops to the lower stable branch of CLMs. The fre-
quency ωs of the coupled laser system is now at an even lower frequency, again almost
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Figure 10.5: CLMs in the (Ω2, ωs)-plane and their dependence on the feedback phase
Cp. From panels (a) to (f) Cp takes values from 0 to − 56pi. Saddle-node bifurcations
are marked by pluses (+) and Hopf bifurcations by stars (∗); stable regions are plotted
as thick curves.
constant. Also the intensities I s1 and I
s
2 drop in value. Finally, this CLM disappears
in the saddle-node bifurcation at Ω2 ≈ −0.2 and the system leaves the locking region.
The steps and the jumps in the measured frequency and intensities in Fig. 10.2 are
explained well by this scenario.
As is clear from Fig. 10.6(a) and (b1)/(b2), owing to hysteresis loops the jumps be-
tween CLMs will take place at different values whenΩ2 is increased. This explains the
jumps in the intensity at different values of Ω2 depending on the direction of scanning
in the experimental measurements in Fig. 10.1. Note that multistability and hysteresis
loops occur irrespective of the value of Cp, as can be seen from the panels of Fig. 10.5.
Finally, we would like to point out already two other sources of multistability and
possible hysteresis loops, which are both beyond the scope of this thesis. First, there
may be multistability between CLMs and periodic solutions that can emerge from
Hopf bifurcations within the locking region (when they are supercritical). Depending
on the value of Cp there may be small regions of (small amplitude) oscillations inside
the locking region. Second, there is multistability between stable locking and the
dynamics outside the locking region. This has also been observed in experiments,
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for Cp = 0.63pi. Panel (a), (b1), and (b2) show the full branch. Saddle-node bifurca-
tions are marked by pluses (+) and Hopf bifurcations by stars (∗); stable regions are
plotted as thick curves. Panels (c) and (d) show the parts of the branches that followed
for decreasing detuning. In panel (d) closed (•) and open (◦) dots represent laser 1
and laser 2, respectively.
and it is responsible for the different size of the region of measured stable locked
dynamics in Fig. 10.1(a) and (b). These two effects may, in fact, be in competition.
For example, we found that the Hopf bifurcation bounding the lowest step to the right
in Fig. 10.6(a) and (b1)/(b2) is supercritical. However, the locking region is entered
even later for increasing Ω2 because the system is still in another dynamical state that
loses its stability for even larger Ω2. This hints at an interesting interplay of other
stable dynamics with the underlying CLM structure as discussed here. The exact
nature of this interplay is a topic of ongoing research.
Chapter 11
Conclusions and outlook of
Part II
After a more specific overview on the research of mutually delay-coupled laser sys-
tems we introduced the rate equation model, discussed its properties, and defined its
basic solutions — the compound laser modes (CLMs). The delay time in the coupling
due to the spatial distance between the lasers gives rise to a characteristic structure of
compound laser modes (CLM). Because of the transcendental nature of the equation
we used numerical continuation to analyze the structure and stability of the CLMs. In
Section 8 we concentrated on the coupling phase and the detuning. We presented here
a comprehensive geometric picture of the CLMs of two identical delay-coupled lasers
in dependence of the feedback phase and the detuning. This revealed a complicated
structure of different types of CLMs, which form the ‘backbone’ of all dynamics in
the system.
Importantly, we find two different types of CLMs. The constant-phase CLMs and
the intermediate phase CLMs. For the constant-phase CLMs the two laser behave
identically, these CLMs are equivalent to the external cavity modes of a semiconduc-
tor laser with conventional optical feedback [Heil et al., 2003a]. In addition, there are
intermediate-phase CLMs that are a direct consequence of the reflection symmetry of
the system. These CLMs are born in pitchfork bifurcations and are unstable. Further-
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more, there are intermediate-phase CLMs where one laser is off and the other laser is
on, and vice versa. For very large detuning these are the only CLMs which remain.
Together, these two intermediate-phase CLMs (laser 1 off, laser 2 on and laser 1 on,
laser 2 off) can be interpreted physically as the effectively uncoupled behavior found
experimentally for large detuning. For large detuning the two lasers operate in their
respective solitary laser frequency, ignoring the mutual coupling.
The dependence on pump current was addressed in Section 9. There we demon-
strated a strong dependence of the compound laser mode structure of two mutually
delay-coupled identical semiconductor lasers on the pump current. The mode structure
changes substantially below and around the solitary laser threshold and then reaches a
limit that appears to be typical for sufficient pumping above threshold. The figures and
animations of this paper show the transitions involved in a comprehensive geometrical
way. No intricate knowledge of bifurcation theory is required.
In terms of a more physical interpretation, we showed that increasing the pump
current results in an increase of unstable CLMs. For very low pump currents (near
the threshold of the coupled system) the dynamics is rather simple: either the lasers
are off or they emit CW on a constant-phase CLM. The constant-phase CLMs are the
simplest form of synchronization of two lasers. Only when the pump is increased to
a level around the solitary laser threshold, thereby increasing the number of unstable
CLMs, more complicated behavior is possible. The size, shape and transitions at the
boundaries of the locking region are of immediate physical relevance for locking ex-
periments. First of all, CLMs may destabilize via Hopf bifurcations. The frequency
of the resulting self-pulsation depends on other parameters of the system and may
easily be tuned. Secondly, one may encounter saddle-node bifurcations that are asso-
ciated with sudden jumps to different attractors and hysteresis effects. Our results are
in line with first experimental measurements of the system but a detailed study of the
behavior near the locking boundary remains an interesting challenge.
While our study concentrated on obtaining a coherent bifurcation structure near
the locking region of two delay-coupled semiconductor lasers in dependence on the
pump current, we expect our findings to be of relevance to potential future applica-
tions. First of all, to exploit locking or synchronization it will be important to know
how the locking region depends on parameters and especially on the pump current.
Furthermore, transitions near the locking boundary may offer interesting possibilities
for optical switching. Our estimation of the maximum width of the locking region re-
veals the general trends: a broad maximum around solitary laser threshold with a fast
decrease for decreasing pump rates, and a linear decrease for increasing pump rates.
The limiting case for even higher pump rate is left for further investigations.
We remark that the occurrence of stable CW-emission on a compound laser mode
is mainly due to the short time delay we chose, which is on the order of the relaxation
oscillation frequency. For longer coupling times the number of (unstable) modes in-
creases and, therefore, their structure may become much more complicated; see, e.g.,
[Wu¨nsche et al., 2005] or [Heil et al., 2001b]. This is quite similar to the case of
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conventional optical feedback for short and long delay times; see, e.g., [Heil et al.,
2001a],[Sano, 1994].
Indeed the compound laser modes — and this includes the unstable ones — form
the backbone of the dynamics of the overall system in much the same way as the ex-
ternal cavity modes do for the laser with conventional optical feedback. An interesting
and challenging topic of study are the very rich dynamics outside the locking region,
some of which are reported in [Wu¨nsche et al. [2005]]. This includes different types
of regular and irregular oscillations.
Finally we provided a detailed experimental characterization of a system of two
semiconductor lasers that are mutually coupled via the lasing optical field. For small
detuning we found multistabilities between different modes where both lasers lock to
a common optical frequency and exhibit stable emission. When changing the detuning
between the lasers we observed that the coupled laser system undergoes mode jumps
to other stable CLMs within the locking region. The multistability of the CLMs has
been experimentally evidenced by the observation of hysteresis for positive and neg-
ative detuning direction. A second kind of multistability between the locking region
and the regime with oscillating intensity dynamics outside the locking was found in
experiment. Additionally we showed how the output intensity of each laser on an
individual mode depends on the detuning.
Based on the rate equation model we studied the underlying structure of the CLMs.
Indeed, focusing on the locking region around zero detuning, multiple stable CLMs
are found. They typically destabilize via a saddle-node bifurcation that give rise to
the observed hysteresis loops. However, destabilization is also possible in Hopf bifur-
cations, some of which may give rise to amplitude oscillations. How this dynamics
interacts with the stable CLMs is ongoing research.
Our analysis focused on the locking region around zero detuning and the local
bifurcations found there. We find good qualitative agreement between experiment
and theory. In particular, our results show the importance of the coupling phase Cp.
The next step is to understand the dynamics outside the locking region and different
scenarios on the route to locking. Preliminary investigations suggest that this requires
the study of global structures in phase space, which is an interesting topic in its own
right. At the same time, it will bring to light dynamical effects that are crucial for
understanding the performance of coupled laser systems.
Another important question is how similar the two lasers need to be. Indeed, it
is practically impossible to produce two identical lasers. On the other hand, present
experiments in [Wille et al., 2004] show good agreement with the model as studied
here. In other words, apparently it is sufficient that the lasers are similar enough in
terms of their material properties. By performing a bifurcation study in the parameters
α and T it is possible to study this question systematically.
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Figure 11.1: Branches of periodic solutions (red) in the (Cp, N s)-plane. Plotted is
the amplitude of the periodic solution; stable parts are boldfaced. Periodic solutions
emerge from Hopf bifurcations (∗) of CLMs and destabilize in torus bifurcations ().
The branches of in-phase, anti-phase, increasing-phase, and decreasing-phase CLMs
are shown in lighter colors; compare Fig. 8.4.
Periodic bridges
One step towards more complicated dynamics of the coupled lasers system is the anal-
ysis of periodic orbits that are born in Hopf bifurcations, which is now also possible
with numerical continuation. Near the stable region of constant-phase CLMs one finds
stable oscillations of the power, which can then bifurcate further. To give an idea, we
present in Fig. 11.1 branches of periodic orbits in the (Cp, N s)-plane that bifurcate
from branches of constant-phase CLMs, in panel (a), and from branches of interme-
diate-phase CLMs, in panel (b). The branches of constant-phase and intermediate-
phase CLMs are repeated from Fig. 8.4 and plotted in a lighter color. The constant-
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Figure 11.2: Two parameter bifurcation digram in the (Ω2, P)-plane for fixed Cp =
1/6pi and Ω1 = 0 and κ = 0.045; the reaming parameters are as in table 10.1. Saddle-
node bifurcations are blue and Hopf bifurcations are red. The light green region indi-
cates one stable CLM and the dark green region indicates two stable CLMs.
phase CLMs exhibit four different Hopf bifurcation points in total; the symmetric
copies are not taken into account. These Hopf bifurcations are connected in pairs
by branches or ‘bridges’ of periodic orbits. Branches of periodic orbits (red curves)
are represented by plotting the maximum amplitude of the oscillation; stable parts
are boldfaced. A similar picture emerges for the intermediate-phase CLMs plotted in
Fig. 11.1(b). They also exhibit four different Hopf bifurcations, which are pairwise
connected by branches of periodic orbits.
The situation for the constant-phase CLMs is similar to the case of the Lang-
Kobayashi equations for a laser with conventional optical feedback where one finds
‘bridges’ of periodic orbits that connect different branches of external cavity modes
[Haegeman et al. [2002]]. However, in the present situation it emerges that such
bridges of periodic orbits provide a connection between different types of CLMs.
Concentrating on the smaller branch of periodic orbits emerging from the Hopf bi-
furcation of the constant-phase CLMs, it can be seen that this branch connects two
Hopf bifurcations that are located near the intersection of an in-phase CLM branch
and an anti-phase CLM branch, respectively. This branch of periodic orbits is un-
stable throughout, but there is a torus bifurcation point on it. The longer branch of
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periodic orbits connects two Hopf bifurcations near the intersection of an in-phase
CLM with an anti-phase CLMs; one Hopf bifurcation is on the branch of the in-phase
CLMs and the other one is on the branch of the anti-phase CLMs. This branch of
periodic orbits is initially stable, so that one observes stable oscillations of the power
of the two lasers. As Cp is decreased it destabilizes in a torus bifurcation, giving
rise to stable quasiperiodic or locked oscillations of the laser power. This torus then
breaks up and gives rise to a region of chaotic fluctuations. A more detailed study of
connecting bridges and associated routes to chaos is an interesting topic of ongoing
research.
Preliminary studies of the dependence of the locking on the pump current shows
already good qualitative agreement with experimental results. (Indeed this is cur-
rently under investigation.) A two parameter bifurcation digram in the (Ω2, P)-plane
can be seen in Fig. 11.2, where saddle-node bifurcations are blue and Hopf bifurca-
tions are red. The light green region indicates one stable CLM and the dark green
region indicates two stable CLMs. Close to the threshold of the coupled laser system
the bifurcation structure in quite involved as one would expect from Chapter 9, but
becomes less complicated for high pump current. The region of stable locking is large
and almost constant for large pump; compare with Fig. 10.6. Saddle-node and Hopf
bifurcations mark the boundary of stable locking and several codimension-two saddle-
node Hopf points can be identified. Super-critical Hopf bifurcations typically lead to
undamped relaxation oscillation which then encounter torus of period doubling bifur-
cations. Crossing a saddle-node bifurcation for example means that the stable CLM is
completely lost. The system then jumps to different attractor which could indeed be
the quasiperiodic detuning oscillations as found in [Wu¨nsche et al., 2005]. Again the
exact bifurcation structure depends very sensibly on the coupling phase Cp. Investi-
gations to show good qualitative agreement between theory and experiments are very
promising.
Chapter 12
Overall summary
In this thesis we studied the dynamics of delay-coupled semiconductor laser systems
described by delay differential equations for the complex envelope of the optical fields
and the real valued inversion of the lasers. We applied concepts from dynamical sys-
tems theory to study the complex structure of these laser systems.
Our study gives a comprehensive picture of the underlying bifurcation structure.
In particular, we showed how seemingly independent modes are indeed intimately
connected by system coupling parameters like the coupling strength, the coupling
phase, and the detuning, as well as laser internal parameters such as the pump current.
Indeed, geometrically, this mode structure forms a complicated, connected surface in
a the high-dimensional space. This space is the product of the physical space and
the parameter space of the delay differential equation. All bifurcation diagrams are
intersections of this complicated surface with a plane defined by the free bifurcation
parameters.
Necessarily, being quite technical in some parts, we connected our results with re-
cent experimental findings. Experiments on the semiconductor laser subject to filtered
optical feedback have been set-up to and carried out at IUPUI (Indiana University
Purdue University Indianapolis) with kind support of Gautam Vemuri. Experiments
on the mutually delay-coupled semiconductor lasers were set-up and carried out at
Technische Universita¨t Darmstadt by Eric Wille.
In Part I we reported on the dynamics of a semiconductor laser subject to filtered
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optical feedback. We discussed in detail in Chapter 3 the structure of the external fil-
tered modes on the feedback phase, the feedback strength, and the detuning. We found
several codimension-two and codimension-three point which organize the structure of
the external filtered modes and determine their stability. Indeed computing normal
forms coefficients of these point could be an interesting, nevertheless challenging,
mathematical topic. This could also be rewarding for getting new physical insight.
We discussed characteristic oscillations of the laser with filtered optical feedback, the
frequency oscillations and the relaxation oscillations, and their stability in Chapter 4.
There we found that also unstable solutions — unstable external filtered modes —
can influence the dynamics by leading to interaction of frequency oscillations and re-
laxation oscillations. This is yet another, but more sophisticated manifestation of the
complicated connections in the phase space of DDEs. Interacting frequency and re-
laxation oscillations are one way to complicated and possibly chaotic dynamics. The
comparison with experiments in Chapter 5 confirmed the theoretical predictions, such
as the crucial role of the feedback phase and the existence of frequency oscillations
and relaxation oscillations.
In Part II we reported on the bifurcation structure of two mutually delay-coupled
semiconductor lasers which attract attention from both application point of view and
in terms of fundamental research of delay-coupled oscillators. The bifurcation struc-
ture of the compound laser modes is notably more complicated and we encountered
several saddle singularities. We studed the influence of the detuning in Chapter 8 for
pump currents high above the laser threshold. The coupling phase was identified as a
key parameter. The mode structure is organized by the case of zero detuning, which
features the additional phase-space symmetry of exchanging the two lasers. In Chap-
ter 9 we addressed this sensitivity of the CLM structure on the pump current. We
showed the influence of the pump current on the locking region, where both lasers
emit stably with the same frequency. We showed how its shape in the plane of de-
tuning versus the coupling phase changes in dependence of the pump current, and we
discussed what dynamics must be expected when the boundary of the locking region
is crossed. In Chapter 5 we compared results from our bifurcation analysis with exper-
imental findings, which confirmed the existence of compound laser modes and their
dependence on the detuning and the coupling phase.
Overall, this thesis is evidence that techniques of dynamical systems theory can be
applied successfully to real systems that feature delay in order to explain very compli-
cated dynamical behavior. Some of the theoretical findings may looked surprisingly
from the physical point of view, as their interpretation in terms of the dynamics of
the real laser system is not clear yet. However, working on theses problems for three
years showed that this approach is capable of explain all observed dynamics at least
on a qualitative level. Thus, also these surprising theoretical findings can be explained
and verified by real laser systems, eventually.
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Samenvatting
Het onderzoek van dit proefschrift betreft de niet-lineare dynamica van systemen van
halfgeleiderlasers met vertraagde koppeling. Deze systemen worden gemodelleerd
door een stelsel gekoppelde differentiaalvergelijkingen, met vertragingsterm, voor de
complexewaardige e van de optische velden en voor de ree¨elwaardige inversie van de
laser. We bestuderen dit soort systemen met behulp van concepten uit de theorie van
dynamische systemen.
Halfgeleiderlasers worden toegepast in veel technische systemen uit het dagelijks
leven, bijvoorbeeld voor het opslaan en lezen van data op CDs of DVDs, en voor het
overdragen van informatie via glasvezels. Bij zulke toepassingen is de halfgeleider-
laser blootgesteld aan externe optische invloeden, en dit heeft zijn weerslag op het dy-
namische gedrag van het laserlicht: chaotisch laserlicht zou helemaal niet onverwacht
zijn in dit soort toepassing. Het is belangrijk de effecten van deze externe optische
invloeden te begrijpen. Bovendien kan dit leiden tot nieuwe toepassingen: een voor-
beeld is geheime communicatie met behulp van van een chaotische laserbron.
In dit proefschrift bestuderen we twee verschillende lasersystemen. In beide geval-
len is de halfgeleiderlaser blootgesteld aan externe optische invloeden. In het eerste
deel bestaat het systeem uit slechts e´e´n laser, die met vertraging gekoppeld is aan een
filter (halfgeleiderlaser met gefilterde terugkoppeling), en in het tweede deel zijn er
twee identieke lasers die met een vertraging gekoppeld zijn aan elkaar (twee halfgelei-
derlasers met wederzijdse koppeling). Een belangrijk aspect voor beide systemen is
dat er een vertraging bestaat in de koppeling. Het licht heeft namelijk een bepaalde
tijd nodig om de afstand te overbruggen tussen de laser en het filter (in het geval van
een halfgeleiderlaser met gefilterde terugkoppeling), of die tussen de twee lasers (in
het geval van twee halfgeleiderlasers met wederzijdse koppeling).
In dit proefschrift wordt gebruik gemaakt van concepten uit de theorie van niet-
lineaire systemen. Een belangrijk onderwerp in het kader van de beschrijving van deze
systemen is de bifurcatie-analyse. In het eenvoudigste geval kan men een bifurcatie
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opvatten als een kwalitatieve verandering in het dynamische gedrag van een systeem
als een parameter van het systeem wordt veranderd. Met behulp van numerieke meth-
oden wordt de structuur van de “modi” van deze laser-systemen en hun bifurcaties
uitgebreid bestudeerd. Ook worden de theoretische resultaten vergeleken met experi-
menten. De experimenten aan de halfgeleiderlaser met gefilterde terugkoppeling von-
den plaats aan de IUPUI (Indiana University Purdue University Indianapolis) in het
laboratorium van prof. Gautam Vemuri. De experimenten aan de twee halfgeleider-
lasers met wederzijdse koppeling werden uitgevoerd door Dipl. Phys. Eric Wille aan
de Technische Universita¨t Darmstadt in de group van prof. Wolfgang Elsa¨ßer.
In het eerste deel van dit proefschrift wordt de dynamica van e´e´n halfgeleider
laser met gefilterde terugkoppeling behandeld. Gebaseerd op een model van gekop-
pelde differentiaalvergelijkingen (rate equations) met een vertragingsterm wordt de
structuur van de “externe gefilterde modi” gedetailleerd uitgelegd. Het blijkt dat de
fase van de terugkoppling, de sterkte van de terugkoppeling, en het verschill tussen
de frequentie van de laser en het filter belangrijke parameters zijn, die de structuur
en de stabiliteit van de externe gefilterde modi bepalen. Er zijn verschillende punten,
zovel van codimensie twee als van codimensie drie, die deze structuur “organiseren”:
dubbele Hopf-punten, zadelknoop Hopf-punten, Bogdanov-Takens-punten. Verder
vertonen halfgeleiderlasers met gefilterde terugkoppeling twee verschillende karakter-
istieke soorten oscillaties, genoemd “frequentie-oscillaties” en “relaxatie-oscillaties”.
Vervolgens wordt de stabiliteit van deze oscillaties onderzocht. Door experimenten
konden belangrijke voorspellingen worden bevestigd, zoals de invloed van de fase
van de terugkoppeling en de stabiliteit van de frequentie- en relaxatie-oscillaties.
Het tweede deel van dit proefschrift behandelt de dynamica van twee halfgelei-
derlasers met wederzijdse koppeling. Net als in het eerste deel wordt een model van
tempovergelijkingen met een vertragingsterm geanalyseerd. Belangrijke parameters
in dit systeem zijn de fase van de koppeling, de sterkte van de koppeling, het verschil
tussen de frequenties van de twee lasers, en de sterkte waarmee de lasers gepompt
worden. Het blijkt dat de structuur van de modi van het gekoppelde systeem vrij in-
gewikkeld is en wordt georganiseerd door meerdere zadelknoop-singulariteiten. Ook
voor het systeem van twee halfgeleiderlasers met wederzijdse koppeling zijn experi-
menten uitgevoerd. Deze bevestigden ook hier de kwalitatieve overeenkomst tussen
de experimentele resultaten en de theoretische berekeningen.
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