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ІМОВІРНІСНА ЛІНГВІСТИЧНА ЗМІННА
ТА її ВИКОРИСТАННЯ В СИСТЕМАХ КЕРУВАННЯ
ЗНАННЯМИ ВІРТУАЛЬНИХ ОРГАНІЗАЦІЙ
В статті запропоновано розширення поняття лінгвістичної
змінної, введеного Л. Заде, для оперування значеннями
концептів у системах керування знаннями. Також описано
метод автоматичного визначення ймовірностей значень лін-
гвістичної змінної.
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ймовірнісна лінгвістична змінна, концепти.
Для забезпечення функціонування віртуальних організацій
особливу роль відіграють системи керування знаннями.
В основі сучасних систем керування знаннями (СКЗ) лежить
використання онтологій. Так, відомий фахівець у галузі систем
керування знаннями Гаврилова Т. А. відзначає: «Онтологический
инжиниринг — ядро концепции «управлення знаннями» [1].
Однак, побудова онтологій на сьогоднішній день є процесом
складним, трудовитратним і тривалим, оскільки здебільшого
здійснюється фахівцями «вручну» для кожного окремого проек-
ту. Крім того, розробка онтологій вимагає від фахівців певної
предметної області володіння методами виділення, структуру-
вання та формалізації знань (відповідно до правил певної формаль-
ної мови представлення онтологій). І якщо з формалізацією мо-
жуть допомогти спеціалізовані інструментальні засоби на зразок
PROTEGE, WebOnto, OntoSaurus, ВИКОНТ та ін., то решта про-
цесів цілком і повністю залежать від кваліфікації експерта.
Значний прорив у використанні онтологій, на нашу думку,
може бути здійснений шляхом розробки методів та засобів їх
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автоматичного створення (що об’єднуються напрямком під на-
звою «Вивчення та наповнення онтологій» (Ontology learning and
Population), зокрема і відповідно до підходів, описаних нами в [2].
Крім того, тенденція до використання онтологій на різних
стадіях життєвого циклу різноманітних інформаційних систем
призводить до необхідності опису в онтологіях не лише концеп-
тів, відношень між ними та екстенсіональних даних, але й неви-
значеності тієї чи іншої інформації.
На проблему невизначеності при використанні онтологій для
концептуалізації предметних областей чи для забезпечення семан-
тичної взаємодії між гетерогенними системами, вказується також
авторами збірника [3]. Для представлення та оперування з неви-
значенністю онтологічної інформації в робітах збірника запропо-
новано використання тим чи іншим способом мереж Байєса.
Зокрема, в [4], запропоновано мову BayesOWL, що забезпечує
набір правил та процедур для побудови на основі OWL-онтологій
мереж Байєса. В результаті забезпечується логічне виведення,
проте оперування здійснюється лише з таксономіями. На основі
Байєсових мереж для різних онтологій авторами [4] запропоно-
вано відображення онтологій (визначення концептів, спільних,
але по-різному іменованих в різних онтологіях). Однак практичне
застосування даного методу показало значну надлишковість ви-
значених «залежностей» між концептами. Причина, на нашу дум-
ку, криється в тому, що метод передбачає визначення ймовірнос-
тей використання концептів та умовних ймовірностей їх суміс-
ного використання (в межах абзацу) шляхом звичайного статис-
тичного аналізу текстів предметної області (отримання від експер-
тів таких даних малоймовірне) і не враховує лінгвістичні особли-
вості побудови текстів.
Л. Заде в роботі [5] введено поняття лінгвістичної змінної —
змінної, значеннями якої є слова або речення природної або штуч-
ної мови. Наприклад, «Вік» буде лінгвістичною змінною, якщо
прийматиме лінгвістичні, а не числові значення: молодий, не мо-
лодий, дуже молодий, старий, не дуже старий і т. п., а не 20, 21,
22 і т. п.
Більш точно лінгвістична змінна описується набором {X, Т(Х),
U, G, М}, де X — ім’я змінної; Т(X) — множина лінгвістичних
значень змінної X; U — універсальна множина; С — синтаксичне
правило для утворення термів множини Т(Х); М — семантичне
правило, яке кожному лінгвістичному значенню X ставить у від-
повідність його зміст М(Х), нечітку підмножину множини U.
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Саме завдяки визначенню правил М забезпечується машинна об-
робка лінгвістичних змінних.
Введення поняття нечіткої лінгвістичної змінної розширило
можливості використання неформалізованої текстової інформації
у системах штучного інтелекту, лінгвістики, підтримки прийнят-
тя рішень, пошуку інформації та ін.. Важливими в даному напрям-
ку є також роботи Д. О. Поспелова [6], пов’язані з аналізом лінг-
вістичних змінних, що описують просторові та часові відно-
шення.
Однак невизначеність лінгвістичної інформації не обмежуєть-
ся лише нечіткими змінними, що можуть мати числові значення.
Так, при автоматичній обробці текстів (їх категоризації, рубрика-
ції, тощо) в системах керування знаннями, пошукових та іних.
системах, при побудові онтологій для використання в різних ти-
пах систем, виникає також проблема визначення так званих кон-
цептів (про неї згадується, наприклад, у роботі [7]) — синтаксич-
них структур (слів, словосполучень, абревіатур), що можуть
розглядатися як самостійні поняття. При цьому одному концепту
можуть відповідати декілька синонімічних синтаксичних струк-
тур (термів), а також їх аналогів в інших мовах. Наприклад, кон-
цепт, що позначає групу методів інтелектуального аналізу даних,
може приймати значення: «Інтелектуальний аналіз даних», «Data
Maning» «Дейта майнінг» та ін.
З іншого боку, для висловлення одних і тих же думок можуть
бути використані різні слова. Наприклад, словосполучення «чер-
виве яйце» в людини викличе асоціацію з «тухлим яйцем». Ана-
логії між поняттями «червиве» і «тухле» можуть бути проведені
людиною (хоча б через червиве, а отже погане яблуко, і тухле, й
погане яйце). Тоді як для комп’ютерної обробки це не виріше-
на задача, бо слова «червиве» і «тухле» традиційно не є синоні-
мами.
Ми пропонуємо розширити поняття лінгвістичної змінної і на
концепти, які можуть приймати ті чи інші значення, однак не
мають числових значень, що їх характеризують.
При цьому таку лінгвістичну змінну можна вважати ймовірніс-
ною, якщо в результаті використання вона може приймати ті чи
інші значення Т (X) = Х1 + Х2 +... ХN з певною ймовірністю.
Така лінгвістична змінна буде задаватися лише набором {X,
Т(Х), Р(Х)}, де Р(Х) закон розподілу лінгвістичної змінної.
Ідею ймовірнісної лінгвістичної змінної можна розглядати, як
розвиток ідей В. В. Налімова [8] про побудову моделей мови, що
містять у явній формі ймовірнісну структуру змісту концепта.
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Множина всіх можливих значень імовірнісної лінгвістичної
змінної кінечна (виходячи із кінечності слів мови), тому вона
завжди дискретна.
Відповідно, виконуватиметься умова нормування для дискрет-










Завдання закону розподілу ймовірнісної лінгвістичної змінної
можливе на основі статистичного аналізу текстів предметної об-
ласті (за умови, що ми знаємо всі варіанти значень, які може
приймати лінгвістична змінна).
Якщо значення лінгвістичної змінної невідомі, то для автома-
тичного їх виділення та обчислення ймовірностей використання
можна запропонувати наступний метод.
В результаті автоматичного визначення в тексті відношень із
використанням морфологічного і синтаксичного аналізу та роз-
пізнавання «образів» на основі системи інформативних ознак
(детально метод автоматичного розпізнавання відношень описа-
ний у [9]) формується деяка універсальна множина відношень
V. { }nVVVV ,,, 21 K= , де nV  — множина відношень певного типу.
При визначенні відношень визначаються і їх утворюючі еле-
менти. Наприклад, для відношення класифікації визначатиметься
об’єкт класифікації, класифікаційна ознака та класи об’єкта.
{ } ,,,1 >=<= kijkiiki ZAOTV
де Оі — і-ий об’єкт предметної області, ksA  — k-та класифікацій-
на ознака і-ого об’єкта, { }kijZ  — множина j-их значень для і-го
об’єкта за k-ою ознакою.
Приймемо як аксіому те, що лінгвістична змінна в однотипних
відношеннях має відігравати одну і ту ж роль.
Наприклад, якщо автоматично з різних текстів визначилися
класифікації для об’єкта «матеріали» за ознакою «спосіб викори-
стання та призначення» і в одному тексті це класи: сировина; ос-
новні матеріали; напівфабрикати; допоміжні матеріали; відходи;
тара; запасні частини; предмети, що швидко зношуються; а з ін-
шого тексту виділили класи: сировина; основні матеріали; напів-
фабрикати; допоміжні матеріали; відходи; тара; запасні частини;
малоцінні та швидкозношувальні предмети, то можна припусти-
ти, що терми «предмети, що швидко зношуються» та «малоцінні
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та швидкозношувальні предмети» є синонімами, тобто значення-
ми одного й того ж концепта. У відношенні класифікації для од-
ного й того ж об’єкта за однією і тією ж ознакою ці терми віді-
грають одну і ту ж роль.
Тобто, поява лінгвістичної змінної повинна розглядатися в
контексті. Контекст характеризують інші елементи відношення, в
якому використовується змінна, або інші відношення для цієї ж
змінної. Необхідно проаналізувати «досвід» аналогічних відно-
шень з тими ж елементами для пошуку аналогу. А також «до-
свід» інших відношень з даною змінною.
Ймовірність використання значення Хі лінгвістичної змінної X
можна визначити як:
( ) ( ) ( )∑ ⋅=
e
eiei BXPBPXP / ,
де Р(Ве) — ймовірність сумісної появи елементів підмножини є
визначених на множині елементів відношень певного типу nV ,
що визначається як:
( ) ( )
meeee BBBPBP II 21= .
Тоді значеннями лінгвістичної змінної X будуть значення Хі
для яких елементи Ве тотожні або перетинаються значною мірою.
Питання про те, яка кількість елементів відношень того чи іншо-
го типу необхідна і достатня для того, щоб розглядати окремі
відмінні елементи як значення лінгвістичної змінної на нашу ду-
мку, повністю ще не досліджене і виділені нами в [9] елементи
відношень можуть бути доповнені і уточнені.
Висновки
Застосування лінгвістичної змінної в більш широкому тракту-
ванні, запропонованому нами, забезпечує можливість здійснення
логічного виведення та використання різних значень концептів у
системах керування знаннями. Практично, виведення значень
лінгвістичної змінної на основі аналізу застосування у відношен-
нях є виведенням за аналогією.
Звичайно, практична реалізація запропонованого методу об-
числення ймовірностей значень лінгвістичної змінної вимагає
використання деякої універсальної онтології. Однак, на нашу
думку, необхідність широкого використання подібних онтологій
вже назріла. Оскільки віртуальні організації це вже не модна
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МОДЕЛЬ ТОВАРНОГО РИНКУ
ЗА СИСТЕМОЮ НАЦІОНАЛЬНИХ РАХУНКІВ
ТА ЇЇ АНАЛІТИЧНІ МОЖЛИВОСТІ
В статті за методологією Системи національних рахунків
розкрито основні принципи побудови моделі товарного рин-
ку, методу товарних потоків від мікро- до макрорівня, а та-
кож проведено порівняльний аналіз аналітичних показників
окремих галузей економіки України. Запропоновано мето-
дику аналізу розвитку виробництва та використання товарів
і послуг за окремим видом економічної діяльності.
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