Abstract. We study the estimation of nonparametric quantile regression models for censored data, by combining local polynomial smoothing with the idea of 'redistribution-of-mass' (Efron, 1967; Portnoy, 2003) . By applying certain key empirical process results regarding the stochastic equicontinuity properties of non-smooth function of preliminary (nonparametric) estimators, we establish a uniform Bahadur representation of the estimator together with conditions for the remainder term to enjoy the optimal rate are established. On one hand, this provides theoretical evidence that the proposed estimator is more efficient than that of Kong et al (2013) . On the other hand, it enables us to claim that in a nonparametric setting, the asymptotic effect of the use of a preliminary 
Introduction
Let T be a dependent variable of interest, such as the logarithm or other monotonic transformation of the survival time, and X be an observable p × 1 vector of covariates. In survival analysis, quite often the value of T is not directly observable due to possible censoring. What is observed instead is the triple ξ = (Y, X, d), with Y = min{T, C}, d = I(T ≤ C),
where I(.) is the indicator function and C is the censoring variable with a conditional distribution function G(.|X) which might depend on X. The functional relationship between T and X is of the primary interest and for this purpose, the classical Cox proportional hazard model and the accelerated failure time model are often used. By targeting the full spectrum of quantiles, quantile regression offers a powerful alternative, where the function of interest is the conditional τ th quantile of T given X, defined for any given τ ∈ (0, 1) as
or equivalently, Q τ (X) = arg a min E{ρ τ (T − a)|X},
where F 0 (.|.) denotes the conditional distribution function of T given X, and ρ τ (u) = u[τ − I(u < 0)]. We say (1) and (2) collectively define a censored quantile regression (CQR) model . Compared with classical regression, quantile regression (Koenker and Bassett, 1978 ) offers a far more comprehensive analysis of the functional relationship between a response and its covariates. In addition, it is more robust against extreme values, could better accommodate censored observations and thus lends itself to wide applications in survival analysis where censored data are rather common. See, for example, Geling (2001), Portnoy (2003) and Wang and Wang (2009) . So far research in CQR has been largely restricted to linear(parametric) modeling of Q τ (.) . That the advancement has been slow could mainly be attributed to two factors. One is the difficulty with the formulation of the censoring.
Early effort such as Powell (1984 Powell ( , 1986 ) focused on fixed censoring, i.e. C is always observed.
This type of censoring is often encountered in social or economical survey or in biomedical research where the measurements are cut off if beyond some pre-specified quantitative limits.
Another more commonly seen type of censoring especially in clinical trials or pharmaceutical studies, is random censoring where C is a random variable and unobservable, which occurs, for example, when an individual withdraws from the experiment due to unforseen circumstances. Under the strong assumptions that T and C are unconditionally independent, Ying, Jung, and Wei (1995) and Honoré et al (2002) developed estimation procedures that involve algorithmic complications. In Portnoy (2003) and subsequently in Peng and Huang (2008) , the assumption of unconditional independence was relaxed to the more general conditional independence, i.e.
T and C are independent given X;
but again their estimation procedures rely on a very strong global assumption which is often found too restrictive in practice.
The other factor is how to make efficient use of the censored observations. The naive approach which either simply throws away censored observations or substitutes Y for T , is inconsistent, as the former implies biased sampling; while for the latter, Q τ (.) is not the τ th Lindgren (1997) and Bang and Tsiatis (2002) suggested the use of weight w(ξ) = d/[1 − G(Y |X)], referred to as the LBT weight herein, resulting in the thrown-way of all censored observations for which d = 0. A more efficient weighting scheme is based on the idea of 'redistribution-ofmass' (RDW), which first appeared in Efron (1967) and was further developed by Portnoy (2003) , Peng and Huang (2008) and Wang and Wang (2009) . This involves the redistribution to the right of the probability 1 − F 0 (C|X) = P (T > C|X) corresponding to the censored observations. Specifically, in the ideal situation where F 0 (.|.) is known, the RDW weight This paper aims to present the uniform Bahadur representations of estimators obtained through the combination of the RDW weighting scheme and the local polynomial smoothing.
This, at first glance differs from the most recent work in NCQR of Kong et al (2013) merely in that it uses the LBT weight instead of the RDW weight. However, this seemingly trivial alteration has profound consequences. Firstly, unlike the LBT weight which is smooth with respect to G(.|.), the RDW weight is NOT smooth with respect to F 0 (.|.), or its preliminary estimator for that matter. Consequently, the theory to be developed in this paper relies on certain key empirical process results regarding the stochastic equicontinuity properties of nonsmooth function of preliminary (nonparametric) estimators. This is particularly manifested in the differences between the proof of Proposition 5 in this paper and that of Lemma A.2 in Kong et al (2013) , for the latter a relatively straightforward application of results regarding U-processes suffices. Secondly, the estimation efficiency is significantly improved by switching from the LBT weight to the RDW weight. The results to be presented here enable us to argue this is the case as the estimator proposed in this paper does have 'smaller' variance compared to that of Kong et al (2013) ; see Remark 6 in Section 4. Intuitively this is well expected as the use of the LBT weight means the discard of all observations censored, while the RDW weighting scheme tries to get every observation onboard, censored or not. This improvement in efficiency is particularly pronounced in situations where the censoring rate is high; we will give in Section 6 some numerical evidence. Bahadur (1966) representation is often regarded as the most in-depth and useful tool in the study of asymptotics of estimators in robust regression, where the loss function is not smooth and as a result the estimators which are defined as the minima of the empirical loss have no explicit forms. Bahadur representation of an estimator is essentially its approximation by a sum of independent variables with a higher-order remainder (He and Shao, 1996) (2003) and Horowitz and Lee (2005) , and the single-index model, studied in Chaudhuri et al (1997) , Wu et al (2010) and Kong and Xia (2012) , all focusing on uncensored data. Another interesting theoretical discovery of this paper is that in a nonparametric setting the effect of substituting a generalized K-M estimator for the unknown F 0 (.|.) takes different forms depending on the convergence rate of the K-M estimator; a phenomenon not applicable to a parametric setup. However, in the case of a global polynomial model, our results do coincide with those of Wang and Wang (2009) .
The rest of this paper is organized as follows. Section 2 describes the proposed estimation method. Section 3 includes a list of regularity conditions and also some notations. We state in Section 4 the main theoretical results and present in Section 5 two examples to demonstrate their implications in more specified set-ups. Section 6 contains results from a small scale numerical study. All proofs are gathered in Section 7.
2 The estimation method
according to (1) and (2), i.e.
where ε i is the 'error term', which conditional on X has a τ th quantile equal to zero. Our primary goal is the estimation of the unknown function Q τ (.) and its partial derivatives.
For any fixed point x = (x 1 , · · · , x p ) ∈ R p , the estimation of Q τ (x) is based on the assumption that in a neighborhood of x, Q τ (.) is smooth enough to have partial derivatives up to order k, for some positive integer k. Consequently, for X close to x, Q τ (X) can be approximated by the corresponding k−order Taylor expansion:
where r = (r 1 , · · · , r p ) denotes an arbitrary p−dimensional vector of nonnegative integers, 
where
n x r , r ∈ A], a n(A) × 1 vector, and K δn (.) = K(./δ n ), with K(.) usually chosen to be some symmetric density function in R p and a smoothing parameter
This idea of local polynomial smoothing has been studied in Chaudhuri et al (1991 Chaudhuri et al ( , 1997 and Kong et al (2010) , with uncensored data. We now set about describing how to combine this idea with the 'redistribution-of-mass' weighting scheme for the purpose of estimating
Start with the ideal situation where F 0 (.|X i ) is known. Define
In this case, the estimates of [D r Q τ (x), r ∈ A] for any fixed x ∈ R p , can be obtained by minimizing the following weighted function with respect to β ∈ R n(A) :
where Y +∞ is any value chosen to be sufficiently large to exceed all β µ n (X ix ), i = 1, · · · , n.
Since the subgradient of (8) only depends on the signs of the residuals, we may well take Y +∞ = +∞; in practice one could choose Y +∞ = 100 max{Y 1 , · · · , Y n } as suggested in Wang and Wang (2009) .
With F 0 (.|x) unknown, supposeF n (t|x) is an estimate and denote the corresponding weight function w i (F n ) by w in . Consequently, an estimate of the n(A) × 1 vector
is given byβ n (x), which minimizes
a function of β ∈ R n(A) . Since 0 < τ < 1, ρ τ (s) → ∞ as |s| → ∞,β n (x) always exists.
A commonly used estimator of F 0 (.|X i ) is the generalized Kaplan-Meier (K-M) estimator (Gonzalez-Manteigaa and Cadarso-Suarez, 1994) defined aŝ
, and B nk (x), k = 1, · · · , n is a sequence of nonnegative weights adding up to 1. In Wang and Wang (2009) , the Nadaraya-Waston's type weights (local constant weights) were used, with a univariate X in mind. For multivariate X, the so-called 'curse of dimensionality' calls for a larger bandwidth and thus to keep the approximation bias under control we need to engage 'higher order' weights, such as the local polynomial 'equivalent kernel/weight' (Fan and Gijbels, 1996) derived from some possibly different kernel density functionK(.) in R p . For some positive integer κ 1 which depends on the smoothness of F 0 (t|x) seen as a function of x, letÃ = {r :
n x r , r ∈Ã], and
where e 1 is the n(Ã) × 1 vector (1, 0, · · · , 0) , and
A minor complication resulted from using weights such as (11) is that the corresponding generalized K-M estimator (10) is not necessarily a proper survival function as B nk (.) could be negative. In practice, a simple truncation can always be applied to ensure 0 ≤F KM (.|x) ≤ 1 (Spierdijk, 2008) . Another relevant fact aboutF KM (t|x) is that although it can be made arbitrarily smooth respect to x, it has jumps of magnitude GonzalezManteigaa and Cadarso-Suarez (1994) . Were it to be used asF n (.|x) for (9), the fact that F KM (.|x) is not continuous is a nuisance in establishing the asymptotics ofβ n (x). To get around this issue, we suggest instead the use of a smoothed generalized K-M estimator
whereK(.) is a univariate symmetric kernel function and h 1n is the associated smoothing parameter. Through proper choice ofK(.) such as the normal kernel, the resulting smoothed generalized K-M estimatorF s n (t|x) can be made arbitrarily smooth with respect to t. It is to be understood from now on thatβ n (x) stands for the minima of (9), where the weight function w in is derived from this smoothed generalized K-M estimatorF S n (.|x). Nevertheless, we would like to point out that this smoothing of the K-M estimator is purely for sake of technical convenience; our experience suggests numerically it makes very little difference and it is not sensitive to the choice of the smoothing parameter h 1n .
Notations and assumptions
Let q be a generic positive integer and χ, an arbitrary bounded set in R q . For some constants M > 0 and s > 0, we say a function m(.) :
where r = (r 1 , · · · , r q ), a vector of nonnegative integers, s denotes the greatest integer (strictly) smaller than s, and . stands for the Euclidean norm of a vector. C s M (χ) is essentially the class of functions on a bounded set in R q , that possess uniformly bounded partial derivatives up to order s and whose highest partial derivatives are Lipschitz of order s − s . Such a class of functions is of particular interest in empirical processes; its −covering numbers with respect to the supremum norm grows sufficiently slowly for the empirical processes indexed by such class of functions to possess some 'uniform' asymptotic properties. More details will be revealed in the proof of Proposition 5.
and Σ(Ã) is similarly defined. It is assumed throughout this paper that both Σ(A) and Σ(Ã) are invertible.
Let f X (.) be the marginal probability density function of X. For any x ∈ R p , denote by g(.|x) and f 0 (.|x) respectively the probability density functions of C i and T i conditional on
We make the following assumptions, in which the order of smoothness s k , k = 1, · · · , 4, will be specified later, and M stands for a generic positive constant whose value might vary from assumption to assumption.
[A1] X has a compact support D ⊂ R p and f X (.) ∈ C
[A3] The kernel functions K(.) is a symmetric probability density function on R p with finite second moments and bounded first order derivatives.
[A4] The censoring variable C i is conditionally independent of T i given X i ; there exist
[A5] There exists some s 3 > 0 such that F 0 (t|x), seen as a function of x, belongs to C
[A6]K(.) is a symmetric probability density function on R p with finite second moments and bounded first order derivative; the kernel functionK(.) ∈ C [A7] The bandwidths h n , h 1n are chosen such that h n → 0 nh p n / log n → ∞, nh p+4s 3 /3 n / log n < ∞ and h 2 1n /h s 3 n < ∞.
[A1]-[A3] are standard assumptions in nonparametric polynomial smoothing. Specifically, under [A2] with k = s 2 and small enough δ n , for any given x ∈ D and t ∈ [−1, 1] p , the difference between Q τ (x + tδ n ) and the corresponding kth order Taylor expansion
we have
uniformly in t ∈ [−1, 1] p and x ∈ D.
[A4] is a sufficient but not necessary condition to ensure the identifiability of the model; this is a nonparametric extension of condition A3 in Wang and Wang (2009) .
[A6] is imposed so thatF n (.|.) ∈ C 
Convergence rate and asymptotic representation
We first present some results concerning the smoothed generalized Kaplan-Meier estimator
with κ 1 = s 3 , we have with probability one,
uniformly in x ∈ D and t < τ (x), where for k = 1, · · · , n,
Regarding the uniform Bahadur type representation forβ n (x), we have
and that the bandwidths δ n , h n are chosen such that
and E i (.) stands for expectation taken with respect to X i and the expectation in the definition
is with respect to the conditional distribution of C i given X i .
Remark 1. If the bandwidth δ n is set to go to ∞, the kernel weight K δn (.)/(nδ p n ) assigned to all observations are eventually identical; since they must also add up to one (asymptotically at least), each observation must be given weight n −1 . It is thus immediately evident that in the case where Q τ (.) is indeed a polynomial function, i.e. Q τ (.) ≡ Q nτ (., x), the above result reduces to that in Wang and Wang (2009) for linear censored quantile regression.
Remark 2. The first term on the right hand side of (17), referred to as 'staple' term, stands for the stochastic error in the ideal situation where F 0 (.|.) is known. The second term, referred to as the 'correction' term herein, reflects the asymptotic effect of using the smoothed generalized K-M estimator as a substitute for F 0 (.|.) when the latter is unavailable.
, the explicit expression of the 'correction' term takes different forms, depending on the convergence rate of the (smoothed) generalized K-M estimator relative to that of the 'staple' term adjusted for its bias; see (54)- (56) in Section 7. Nevertheless, a common feature as far as convergence rate is concerned, is such that the 'correction' term will converge at a speed identical to that of either the 'staple' term or the K-M estimator, whichever is higher. This finding when projected to a parametric setup, is consistent with the result in Wang and Wang (2009) , where the 'staple' term is of order O p (n −1/2 ), while the K-M estimator converges at a nonparametric thus slower rate and the estimator is nevertheless root-n consistent. We would also like to point out that despite of the fact that in some cases the 'correction' term are negligible relative to the 'staple' term, we choose to keep this term visible in the assertion instead of indiscriminately sweeping it into the remainder term R n (x). The reason is such that in applications which call for averagingβ n (x) over x = X 1 , · · · , X n , both terms can be easily shown to be of order O p (n −1/2 ) and thus play an equally important role in deciding the asymptotics of the resulted estimator; see Section 5 for an example of such nature.
Remark 3. From the previous remark, the 'correction' term has expectation zero and a variance at most comparable to that of the 'staple' term. Therefore, the order of the 'optimal' bandwidth derived from the bias-variance tradeoff solely depends on the 'staple' term. We already know that its variance is of order O((nδ p n ) −1 ). As for its expectation, it followed from equality (38) in Section 7 that by Q nτ (., x) in a neighborhood of x. Thus the optimal bandwidth is of order n −1/(p+2s 2 ) , consistent with what we already know in local polynomial smoothing; see Masry (1996) .
Remark 4. In applications, we have control over the remainder term through proper choice of h n and δ n . For example, if the generalized K-M estimator converges at a comparable rate (i.e.τ n = O(τ n )), then through the use of an infinitely smooth kernelK(.) in (12) (i.e. s 4 = ∞) R n (.) in (17) would be of an order infinitely close to O p ((nδ p n / log n) −3/4 ), the optimal rate according to Kong et al (2010) with uncensored data. The symptotic property of functionals ofβ n (x) then solely depend on that of the two leading terms in (17).
Remark 5. The uniformity over x ∈ D in Theorem 1 can be trivially extended to be over bandwidth δ n , x ∈ D and quantile level τ ∈ [τ * , 1 − τ * ] for some τ * > 0. Of course for this to be true, we need those assumptions on Q τ (.) and the conditions in Theorem 1 regarding δ n are met uniformly over δ n and τ ∈ [τ * , 1 − τ * ] as well. Results as such are relevant either to (cross-validatory) bandwidth selection, or the study of properties of estimators which involve averaging over quantiles such as the composite quantile estimator of Kai et al (2010) .
Remark 6. The RDW-weight estimatorβ n (x) of (17) is more efficient than the LBT-weight estimator of Kong et al (2013) , which similar to (17) also has a 'staple' term as well as a 'correction' term; see Theorem 4.3 in Kong et al (2013) . For illustration purposes, consider the case where for both estimators, the 'staple' term dominates the corresponding correction term. For the LBT-weight estimator, its 'staple' term is given by
which differs from that of (17) in that
Given X i , the second moments of the above two terms are respectively, up to the first order,
and
The higher the censoring rate gauged via 1 − G(T i |X i ), the greater the difference between these two term, hence the greater the gain from using the RDW-weight estimator.
Applications to semi-parametric models
As illustrations of the way in which Theorem 1 may be applied, we will briefly describe in this section how the asymptotic properties of two classes of estimators are established. Based on (17), their derivation roughly follows the same lines given in Kong et al (2013) .
The Average Derivative Estimator (ADE)
Denote by ∇Q τ (x) = ∂Q τ (x)/∂x, the gradient vector of the conditional τ th quantile and define the average gradient vector as
which provides a summary of average quantile-specific regression effects, i.e. the ith component of β 0 indicates the average change in the τ th quantile of the response T as the ith covariate is perturbed while the other p − 1 covariates are held fixed. This parameter has been of great interest in econometrics; see Härdle and Stoker (1989) , Chaudhuri et al (1997) and Kong and Xia (2012) .
Estimation of β 0 in the presence of censoring is carried out as follows. For j = 1, · · · , n,
, the minima of (9) with x = X j . The nonparametric estimator of the gradient vector of ∇Q τ (.) evaluated at X j is thus given by
based on which we could construct the average derivative estimator (ADE) of β 0 aŝ
To illustrate how Theorem 1 is relevant to the study of the asymptotics of estimators such asβ, we limit our attention to the case where δ n /h n → 0; the dealing of the other two cases can be done in a similar manner.
Assume conditions in Theorem 1 hold and in addition, δ n and h n are chosen such that the residual term R n (X j ) = o p (δ n n −1/2 ) and the bias is of order o(n −1/2 ); this usually means under-smoothing, which implies large s 4 as well as large s 2 and s 3 to accommodate large p.
Then according to Theorem 1, we havê
Following roughly the same line of arguments as Section 5.1 in Kong et al (2013), term (19) can be shown to have the following asymptotic form
and for term (20),
Both (21) and (22) 
Additive quantile regression under random censoring
We assume an additive structure for the function Q τ (.) in model (2), i.e.
where c is an unknown constant and Q k (.), k = 1, . . . , p, are unknown functions which have been normalized such that E[Q k (X k )] = 0, k = 1, . . . , p. For previous work on additive quantile regression, see Linton and Härdle (1996) 
where f 2 (x 2 ) is the joint probability density of X 2i . Under the additive structure (23), φ 1 (.)
and Q 1 (.) are identical up to a constant. The replacement of f 2 (x 2 )dx 2 with the empirical distribution of X j2 and Q τ (.) with its estimate results in the following estimator of φ 1 (x 1 ):
whereβ n0 (.) is the first element ofβ n (.). Just like ADE, this is yet another example of the type of estimators defined via the averaging of sub-vector ofβ n (X).
To keep the expositions simple, assume that the same bandwidth is used for all variables.
Let X * k = (x 1 , X k2 ) and X * ik = X i − X * k . It follows from Theorem 1 that
Write Q 2 (x 2 , · · · , x p ) = Q 2 (x 2 ) + · · · + Q p (x p ) and bear in mind the additive structure (23) assumed for Q τ (.). Through proper choice of bandwidths, we havê
As in the case of ADE, we can conclude that the term (24), like (20), is negligible compared to the others. The dealing of term (23) is similar to that of (20). Specifically, we have
where X i1 stands for the first element of X i and K 1 δn (s 1 ) = R p−1 K δn (s 1 , s 2 , · · · , s p )ds 2 · · · ds p . Asymptotic normality can thus be easily established.
Simulation study
We examine the finite sample performance of the newly proposed method (RDW), and compare it with the method that based on the simple weight (SW)
, and the naive method that simply discards the censored observations. To reduce the computational efforts, the bandwidth is decided according to the thumb-of-the-rule. Consider the following (log-transformed) survival models
In both models T is subject to the same censoring scheme, with
where ∼ N (0, 1) is independent of the covariate X = (X 1 , X 2 , X 3 ) , and c is a constant which dictates the the expected censoring rate P (T > C).
In model (A), X 1 = U 0 + U 1 and X 2 = U 0 + U 2 with U 0 , U 1 and U 2 being independent uniform(-1.5,1.5) random variables. It is easy to see that given X, the conditional τ th quantile of T is
where z τ is the τ th quantile of N (0, 1). We calculate estimates of q τ (u i , u j ) for all possible combinations of (u i , u j ) with u i , u j ∈ {−2, −1.6, · · · , 1.6, 2} and define the estimation error
In model (B), X 1 , X 2 ∼ N (0, 1) with corr(X 1 , X 2 ) = 0.5 and X 3 ∼ Uniform(0, 1), independent of X 1 and X 2 . With the conditional quantile function given by
the quantile specific average gradient vector is thus 
The direction of the average gradient vector is thus
τ and in this case the estimation error is defined as
The following conclusions can be drawn based on the simulation results gathered in Table   1 . On one hand, for any of the three methods, there isn't a noticeable disparity among its performance across different quantile levels. On the other hand, as sample size increases or as the censoring rates decreases, we see reduction in the estimation error for all three estimation methods. This is well as expected. From a method-specific point of view, the simple weighted approach (SW) fares better than the naive estimation in most cases, although to a lesser extent especially in the case of model (A). RDW outperforms the other two by a great margin in all cases, more so when the censoring rate is high. The improvement in efficiency by switching from a simple weighted scheme to 'redistribution-of-mass' scheme is significant. RDW is also the most stable among the three based on the interquartile range of the estimates. This is in line with the observations made in Wang and Wang (2009) under parametric models.
Theoretical proofs
Proof of Lemma 1. Theorem 2.2 of Gonzalez-Manteigaa and Cadarso-Suarez (1994) states with the sequence of weights B nk (x) chosen to be the Gasser-Muller's type weights,
, uniformly in x ∈ D and t < τ (x). Their line of arguments is still valid with other forms of weights, as long as n k=1 B nk (x) = 1. Specifically, for the generalized Kaplan-Meier (GKM) estimatorF KM (.|X i ) (10) with local polynomial weights, we have with probability one
Note that with nh p+4/3s 3 n / log n < ∞ (Assumption [A7]), the term h s 3 n can be absorbed to form part of O (nh p n /log n) −3/4 .
Plug (25) into (12), and bear in mind thatK(.) is a symmetric kernel. We have again with probability one,
, we have, with probability one,
With
, Lemma 1 thus follows from (26) and (27). To keep the exposition simple, we restrict K(.) in (9) to be the uniform density on [−1, 1] p . Results presented here hold for any symmetric probability density in R p with a compact support. Rewrite (9) as
where the index set S n (x) = {i : 1 ≤ i ≤ n, |X ix | ≤ δ n } with cardinality N n (x) = (S n (x)).
Denote the minimizer of (28) asβ n (x), to facilitate the discussion on which, we implicity assume the following simple facts; see also Chaudhuri (1991) and Kong et al (2013) .
[FACT1] For any positive integer m, let x be a vector in R m and p(x) be an arbitrary nonzero polynomial in x. Then the Lebesgue measure of the set {x|p(x) = 0} is 0.
[FACT2] The collection of independent random vectors in R m {X (1) , · · · , X (m) } is almost surely linearly independent, if for any given linear subspace H of R m such that dim(H) ≤ m − 1, we have P rob(X (i) ∈ H) = 0 for i = 1, · · · , n.
[FACT3] For any x ∈ D, denote by ω δn (t, x), the conditional density of δ −1 n (X − x), given that |X − x| ≤ δ n , converges to the uniform density on [−1, 1] p uniformly in t as well as in
For any given x ∈ D, let [DX n (x)] be the N n (x) × n(A) matrix with rows {µ n (X ix ), i ∈ S n (x)}, and V Y n (x) be the N n (x) × 1 vector {Y i , i ∈ S n (x)}. For any subset h ⊂ S n (x), such that (h) = n(A), denote by [DX n (x, h)], the n(A)×n(A) matrix with rows {µ n (X ix ), i ∈ h}, and by V Y n (x, h), the n(A) × 1 vector {Y i , i ∈ h}. Define
The following two propositions describe two critical properties ofβ n (x), the minima of (28).
Their proofs follow roughly the same line of arguments used in the proof of Theorem 3.1 in Koenker and Bassett (1978) . Proposition 1. For any given x ∈ D such that [DX n (x)] is rank n(A), then there is a subset h ∈ H n (x), such that (28) has at least one minima of the form
Let 1 n(A) stand for the n(A) × 1 vector of ones, and for any x ∈ D and h ∈ H n (x), define
, and
) is a minima (not necessarily a unique one) of (28), then we must have
Below are some classical results in kernel smoothing which will be repeatedly referred to in the course of this section. With probability one,
Also for notational simplicity, we shall write
and g i (.) respectively. For any given x ∈ R p , β ∈ R n(A) and F (.|x) a conditional distribution function defined for any x ∈ D, write
where E i (.) denotes expectation taken with respect to the joint distribution of
Regarding the convergence rate ofβ n (x) that is uniform in x ∈ D, we have Lemma 3. Under conditions in Theorem 1, we have
Proof of Lemma 3. Firstly, from Proposition 2 we know there exists some finite constant
Secondly, according to the first assertion of Proposition 7,
ifτ 1−α n /{δ 2pα n log n} < ∞. On the other hand, based on Proposition 4 below, there exists positive constants * 1 , c * 1 and M * 2 , such that
uniformly in x and β whenever
where M * 3 > M * 2 . Combining (35), (36) and the fact that (h) = n(A), min x∈D (nδ p n ) −1 (h) > 0 almost surely, we conclude that for large enough
Finally, we invoke Theorem II.37 of Pollard (1984) to show that for large enough K 1 , the probability on the right hand side of the above is of o(1) as n → ∞. To this aim, first note that the following classes of functions (i) :
β ∈ R n(A) , x ∈ D} and (iii) : {I(|X ix | ≤ δ n ) : x ∈ D} are, according to Lemma (2.13) of Pakes and Pollard (1989) and Lemma 18 and Lemma 22 in Nolan and Pollard (1987) , all
Euclidean for a constant envelop. The closer properties for Euclidean classes further dictates that {I(|X ix | ≤ δ n )Z ni (x, β, F 0 ) : β ∈ R n(A) , x ∈ D} is also Euclidean, thus the conditions required by Theorem II.37 of Pollard (1984) are met. The proof is thus complete by noting
As the random vector Z ni (x, β, F (.|.)) plays a central role in the proof of Theorem 1, let us take a look at its expectation. Observing that
we havẽ
In the case where F (.|.) = F 0 (.|.), we have
Proof of Theorem 1. Again, here the generic x ∈ R p should be interpreted as any of the X j , j = 1, · · · , n. The proof consists of the following steps.
Step 1: For any given t ∈ [−1, 1] p , and β close enough to β n0 (x), let s 1 = µ(t) β n0 (x) and s 2 = µ(t) β. Bear in mind the observation that for C i lying above Q τ (X i ), the quantile fit will not be affected if the entire weighted is shifted to Y +∞ ; see also Wang and Wang (2009 
and thus for any β close enough to β n0 (x),
uniformly in t and x.
Step 2: Define the following n(A)−dimensional random vector
As argued in the last paragraph in the proof of Theorem 3, 
n τ n ) uniformly in x ∈ D and β ∈ R n(A) , whenever |β − β n0 (x)| ≤ K 1 τ n , there exists some finite K 1 > 0, such that with probability one,
Step 3: Combining (39), (40), we have
The assertion in Theorem 1 thus follows from Propositions 7, Proposition 2 and Proposition 5.
There exist finite positive constants 1 , c 1 and M 1 , such that
for all x ∈ D, whenever |β −
Proof. This is split into several steps.
Steps 1: We show that there exist M 2 > 0 and
If this is false, we can construct two sequences of vectors {β n * } in R n(A) and {x n * } in R p ,
Without loss of generality, we can assume ∆ n * / ∆ n * → some ∆ * ∈ R n(A) , such that ∆ * = 1 and x n * → some x 0 ∈ D.
As µ(t) β n0 (x) uniformly bounded over t ∈ [−1, 1] p , and x ∈ D, we have for any given t ∈ [−1, 1] p , µ(t) β n * must tend to +∞ or −∞ depending on whether µ(t) ∆ * is positive or negative, respectively. Specifically, for those t ∈ [−1, 1] p such that µ(t) ∆ * < 0,
as n * → ∞; while for those t ∈ [−1, 1] p , such that µ(t) ∆ * > 0, we have as n * → ∞,
Since the region [−1, 1] p ∩ {t : µ(t) ∆ * = 0} must have Legesque measure zero, if |H n (β n * , F, x n * )| → 0, as n * → ∞, then as a result of (42), (43) and a straightforward application of the dominated convergence theorem, we have
Multiplying either side by ∆ * , we get
As 0 < τ < 1 and G(Q τ (x 0 + δ n t)) < 1, for all t Step 2: Note that for any s ∈ R and x ∈ R p ,
For any given β ∈ R n(A) , write ∆ ≡ β − β n (x), and thus for any given t ∈ [−1, 1] p , β µ(t) = ∆ µ(t) + Q τ (x + tδ n ) − r(tδ n , x), and
uniformly in t, x and ∆, where
if ∆ µ(t) = 0, and is defined arbitrarily otherwise, since for nonzero ∆, the set [−1, 1] p ∩ {t : uniformly in x. Suppose s 2 in [A2] and the bandwidth δ n are such that |r(tδ n , x| = O(δ s 2 n ) < b for all x and t. Therefore, there exists some
In a way similar to that (45) is obtained, we have
again uniformly in t, x and ∆, wherẽ
which is always nonnegative.
Step 3: WriteQ nτ (x + tδ n , x) =β n (x)µ(t). Combining the results in
Step 2, we have
where (47) follows from [A4] and (46). Denote by λ 1 (> 0) the smallest e-value of the positive definite matrix
It can be seen that
this together with the conclusion in
Step 1 leads to (41).
Proposition 5. Suppose conditions in Theorem 1 hold. We have
uniformly in x ∈ D, where E i (.) stands for expectation taken with respect to the joint distribution of (X i , Y i ) with the other argument held fixed.
The proof of Proposition 5 is based on the concept of stochastic equicontinuity in empirical process. To start with we introduce the definition of −covering number. Let S be a sample space and S the sigma field. Let P be a probability measure on S and F be a class of measurable functions from S to R d . Denote by (F, . ∞ ) and (F, . L 2 (P ) ), the subset of metric spaces equipped with different norms, the first with the supremum norm and the second the L 2 (P ) norm. The −covering number N ( , . L 2 (P ) , F) is defined to be the the minimum number of balls of radius with respect to the L 1 (P ) norm needed to cover the set F. N ( , . ∞ , F) is similarly defined.
Proof of Proposition 5.
A useful identity is such that for any x ∈ D, F (.|.) and i ∈ S n (x),
µ n (X ix ).
We now set about proving that M ((0, 1) ⊗ D)}. The proof will follows the same lines as those of the Equicontinuity Lemma (pp. 150, Pollard, 1984) , provided that the −covering number N ( , . L 2 (Pn) , H) satisfies Condition (16) therein, where P n (.) denotes the empirical measure that puts mass n −1 at each of Z n1 (ξ i ; x, F (.|.)), i = 1, · · · , n.
To this aim, a useful simple fact is that for any real values a, b, x, y with |a| < 1, |b| < 1, x, y ∈ {0, 1}, |ax − by| 2 ≤ |x − y| + |a − b| 2 , an application of which yields
This in turn implies that the upper bound for −covering number N ( , . L 2 (Pn) , H) is, the product of N ( , . L 2 (Pn) , F 1 ), the 2 −covering number of
and 2 /4−covering number N ( 2 /4, . ∞ , C s 4 M ((0, 1) ⊗ D)). On one hand, by Lemmas 2.6.15, 2.6.18 and 2.6.20 of van der Vaart and Wellner (1989) and Example 38 of Pollard (1984) (pp.35), F 1 of (50) is VC-subgraph class of functions with a constant envelope and thus according to Theorem 2.6.7 of van der Vaart and Wellner (1989) , there exist some universal constants K 1 > 0, W > 0 such that
On the other hand, Theorem 2.7.1 of van der Vaart and Wellner (1989) states that there exists some constant K 2 depending only on p, s 4 and the Legesque measure of the set (0, 1) ⊗ D, This together with (51) implies that there exists some constant K 3 such that sup P log N ( , . L 2 (P ) , H) ≤ K 3 −2(p+1)/s 4 .
If s 4 > p + 1, (52) means that the requirement on the covering integral-Condition (16) of the Equi-continuity Lemma (pp. 150, Pollard, 1984) -is satisfied, and consequently (49) holds.
The handling of Z n2 (ξ i ; x, F (.|.)) is similar but simpler and leads to result similar to (49).
Proposition 6. Suppose conditions in Theorem 1 hold. We have Proof. This implies dealing with the terms introduced in (48). First note that through arguments used to derive (39), for F (.|.) such that F (.|.) − F 0 (.|.) can be arbitrarily small,
we have The second equality above was proved by van der Vaart (1998). With F (.|.) =F S n , invoke Lemma 1 with t = Q τ (X i ), x = X i , plug it into (54) and we have Similarly, we can obtain for the expectation of Z n2 (ξ i ; x, F (.|.)). Note that 
