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In recent years, the wireless mobile markets are witnessing an unprecedented growth. High-quality video service will be greatly
needed as one of the hottest wireless multimedia services in the future generation wireless networks. In this paper, a novel content-
based distortion control scheme is proposed to provide higher quality of the wireless video services. Our scheme adopts rate-
distortion optimization techniques in state-of-the-art video coding standard H.264/AVC. In order to improve the subjective video
quality in the process of encode, we create three visual distortion sensitivity models to minimize the perceptual distortion. We
arrange more bits to visual distortion sensitive macroblocks during rate-distortion optimization process. The perceptual distortion
in these regions is thus eﬃciently controlled with a relatively higher rate. Meanwhile, rate balance is achieved by allotting fewer bits
to macroblocks that are perceptually less sensitive to distortion. Experiments results show that the subjective qualities of encoded
video are improved without compromising PSNR.
Copyright © 2008 Chang Sun et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
In recent years, the wireless mobile markets are witnessing
an unprecedented growth. As the enormous increase of
mobile device users, more wireless information services,
and mobile commerce applications are demanded. The so-
called future generation wireless networks (FGWNs) involve
the concept that the next generation of wireless commu-
nications will be a major move toward ubiquitous wireless
communications systems and high-quality wireless services
[1]. With the promise of greater networking bandwidth
and rapid advances in compression technologies, the quality
of wireless-based multimedia services providing to mobile
device users is likely to be further improved.
Video applications will be extensively used in future
generation wireless multimedia services [2], which include
applications such as multimedia messaging services (MMSs),
packet-switched streaming services (PSSs), and packet-
switched conversational services (PCSs), and so forth; video
transmission over FGWN is a challenging task requiring
high compression eﬃciency. H.264/AVC is the newest video
coding standard that achieves much higher coding eﬃciency
than that of the previous standards. This makes it an
ideal video coder for future generation wireless multimedia
services. Our work aims at oﬀering high quality of service
(QoS) in FGWN by improving subjective coding quality of
the video coder without varying bitrate.
Rate-distortion optimization (RDO) is an eﬀective tech-
nique used in H.264/AVC coder to achieve the best quality
under certain rate constraints [3]. When frame-layer rate
control is enabled, Lagrange multiplier λ was decided only
by QP to minimize the mean absolute diﬀerence (MAD).
However, the human visual system (HVS) does not perceive
quality in the MAD sense [4]. As the ultimate video quality
is judged by the HVS, it is wise to adapt the coding algorithm
to the sensitivity of the human eyes.
Although there are extensive sophisticated perceptual
coding techniques for audio coding and still image coding
[5–7], attempts to incorporate perceptual considerations
into video coding are short. In the past decades, several
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practical methods in perceptual video coding are employed
based on the concept of just noticeable distortion (JND)
[8, 9]. The idea is that the HVS can tolerate certain amount
of noise depending on its sensitivity to the source and
type of noise for a given region in a given frame. It can
be further used for bit allocation. In [10], a video bit
allocation technique adopting a visual distortion sensitivity
model for better rate-visual distortion coding control is
proposed. Apart from these, in very recent literatures, some
methods are suggested to adjust Lagrange multipliers by
considering perceptual characters of the video content [11,
12]. Both of the RDO schemes in [11, 12] can eﬀectively
distinguish texture regions, edged regions, and flat regions
of the encoded frame, and then arrange diﬀerent λ to these
regions according to their contents. Nevertheless, they just
consider one perceptual feature to modulate λ. For achieving
the better RDO performance, a more complete set of the HVS
features should be taken into account.
In this paper, we incorporate three important visual
features into video coding and further establish three visual
distortion sensitivity models. These models are then used for
minimizing the perceptual distortion and helping to adjust
λ adaptively in accordance with the video contents in the
RDO process. Based on these models, λ for every MB of
the encoded frame is further refined. The MBs with more
preattentive features will get more distortion reduction by
assigning a smaller λ. Rate balance is achieved by assigning
a relatively larger λ to the MBs that are visually less sensitive
to distortion so that more distortion is allowed without
noticeable visual degradation in the decoded images.
The rest of the paper is structured as follows. Section 2
gives an overview of video services in FGWN. Section 3
presents the visual distortion sensitive models based on
the HVS. The rate-distortion optimization scheme in
H.264/AVC is briefly introduced in Section 4. Then in
Section 5, we discuss the proposed content-based distortion
control scheme. Experimental results are summarized in
Section 6 followed by conclusions in Section 7.
2. VIDEO SERVICES IN FGWN
2.1. H.264/AVC—an ideal video coder for
wirelessmultimedia services
Most current and future cellular networks, like GSM-GPRS,
UMTS, or CDMA, contain a variety of packet-oriented
transmission modes allowing transport of practically any
type of IP-based traﬃc to and from mobile terminals, thus
providing users with a simple and flexible transport interface
[13]. The third generation partnership project (3GPP) has
selected several multimedia codecs for the inclusion into its
multimedia specifications [14]. To provide basic video ser-
vice in the first release of the third generation (3G) wireless
systems, the well-established and almost identical baseline
H.263 and the MPEG-4 visual simple profile have been
integrated. However, due to the transmitted data volume, the
limited resources bandwidth, and the transmission power in
wireless networks, compression eﬃciency is the main target
for wireless video and multimedia applications in FGWN.
H.264/AVC is state-of-the-art coding standard created by
joint video team (JVT). It adopts several technical strategies
that can achieve much higher coding eﬃciency than that
of the previous standards such as MPEG-2, H.263, H.263+,
H.263++, and the MPEG-4. The main strategies used in
H.264/AVC are multiframe motion-compensated prediction,
adaptive block size for motion compensation, generalized B-
pictures concepts, quartel-pel motion accuracy, intracoding
utilizing prediction in the spatial domain, in-loop deblocking
filters, and eﬃcient entropy-coding methods [15]. All these
advanced techniques significantly increase coding eﬃciency
of H.264/AVC, which makes it the most ideal candidate for
all wireless multimedia services in FGWN including MMS,
PSS, and PCS. A simplified wireless video services system is
illustrated in Figure 1.
2.2. Transmission of H.264/AVC video over FGWN
Video transmission for wireless terminals is likely to be
a major application in FGWN systems and may be a
key factor in their success. A sample protocol we con-
sider for the transport of video over FGWN is shown
in Figure 2. H.264/AVC video distinguishes between two
diﬀerent conceptual layers, the video coding layer (VCL)
and the network abstraction layer (NAL) [15]. The VCL
specifies an eﬃcient representation for the coded video
signal. The NAL of H.264/AVC defines the interface between
the video codec itself and the outside world. It operates
on NAL units which give support for the packet-based
approach of most existing networks. As recommended in
internet engineering task force (IETF), compressed video
can be transported, multiplexed, and synchronized by using
real-time transport protocol (RTP)/UDP/IP protocol stack.
The radio link control (RLC) at data link layer provides
a “best eﬀort” level of reliability for data delivery, with
a maximal number of retransmissions. The physical layer
oﬀers information transfer services to upper layers. One
of the main services provided by the physical layer is the
measurement of various quantities, such as physical-channel
bit-error rate (BER), transport-channel block-error rate
(BLER), transport-channel bitrate, bitrate of each transport
channel, and so forth. All these measured information are
reported to the higher layer for system performance analysis.
3. VISUAL DISTORTION SENSITIVITY MODELS
As the HVS makes final evaluations on the quality of the
video, we seek to minimize the perceptual distortion based
on the encoded video content rather than traditional MAD
distortion in this paper. For achieving this goal, visual
distortion sensitivity models should be established at first.
Three models are presented in the following subsections.
3.1. Motion attentionmodel
The HVS is more attentive and sensitive to the active regions
within a video sequence. When there is a movement, the HVS
tends to concentrate on the moving objects and ignore the
static objects [16]. If the object is moving continuously, the
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HVS can easily notice the moving object and predicts the
position of the object in the future. Therefore, if the same
MAD distortion occurs at an active region and at a static
region, the visual distortion tends to be larger in the active
region.
In order to determine the active regions, an error image
E(x, y,n) at location (x, y) in the nth MB in the encoded







∣I(x, y,n)− I′(x, y,n)∣∣ > T ,
0, otherwise,
(1)
where I and I′ represent the pixel intensity of the current and
the previous pictures, respectively, and T is a predetermined
intensity threshold (T = 5 in our scheme). The motion
attention factor of the nth MB in the encoded frame








where MS is the MB size (MS = 16 in our scheme). We
can find that a larger FMotion corresponds to the active MB,
whereas a smaller FMotion indicates the inactive MB.
3.2. Positionmodel
The HVS is sensitive to the central regions of the image.
Human will be more concentrated on the central regions
than the regions near the boundary of the image. It is due
to intensity and light-sensitive cone cell distribution on the
retina of the eyes. The intensity distribution is Gaussian at
the center of the fovea on the retina [17]. At the center, more
light intensity is received and more region information is
obtained. The image projected by the central regions of the
image is near the center of the retina. For the regions faraway
from the center, the light intensity is lower compared with the
central part. Therefore, the sensitivity of the central region
is higher. Similar to the motion attention case, when the
same MAD distortion occurs at the central and the boundary
regions, the visual distortion is larger in the central regions.
In this paper, we obtain the position information by
employing a 2D Gaussian function. MB is the basic unit in
this subsection. The position factor of the nth MB in the














where (xn, yn) are the coordinates of the nth MB in the
encoded frame; (xM , yM) are the midpoint coordinates of the
image, that is, xM = IW/2, yM = IH/2, where IW and IH
represent the width and height of the image, respectively.
σ is the Gaussian standard deviation, whose value decides
the descending speed of the position factor from the image









where MS is the MB size (MS = 16 in our scheme). We can
find that a larger FPosition corresponds to the central MB,
whereas a smaller FPosition indicates the boundary MB.
3.3. Texture structuremodel
In addition to the active regions and central regions, the HVS
is also sensitive to the regions with edges and curves and
the flat regions [12]. Conversely, the HVS can tolerate large
distortion in random texture regions [12]. Therefore, if the
same MAD distortion occurs at an edged (or flat) region and
at a random texture region, the visual distortion tends to be
larger in the edged (or flat) region.
In this paper, we adopt the texture structure model based
on the gradient-based methods developed in [18]. In the
gradient-based approach, the pixel gradient vectors in an
image are described by the gradient vector of the nth MB
in the encoded frame [Gx(x, y,n), Gy(x, y,n)]
T , which can
be simplified by using Sobel operators [19] as (5) and (6).
These operators take the first derivative of the input image,
and they have the advantages of enabling both a diﬀerencing
and a smoothing eﬀect
Gx(x, y,n) = I(x − 1, y + 1,n) + 2× I(x, y + 1,n)
+ I(x + 1, y + 1,n)− I(x − 1, y − 1,n)
− 2× I(x, y − 1,n)− I(x + 1, y − 1,n),
(5)
Gy(x, y,n) = I(x + 1, y − 1,n) + 2× I(x + 1, y,n)
+ I(x + 1, y + 1,n)− I(x − 1, y − 1,n)
− 2× I(x − 1, y,n)− I(x − 1, y + 1,n),
(6)
where I(x, y,n) represents pixel intensity at location (x, y)
in the nth MB in the current encoded frame. The complex
number representation of the gradient vectors is squared
before averaging. The complex representation of the squared
gradient vectors [Gsx(x, y,n), Gsy(x, y,n)]
T is
Gsx + jGsy = (Gx + j·Gy)2
= (Gx2 −Gy2) + 2 j·GxGy.
(7)
The average squared gradient can be calculated by
















In our scheme W is set to 16. The coherence factor of
the nth MB in the encoded frame FCoh(n) using the squared





























Figure 2: A sample protocol stack for video transmission over
FGWN.
The value of FCoh can provide important information in
classifying image into texture, edged, and flat regions. A FCoh
value of 1 refers to all squared gradient vectors are in the
same direction, which implies that the neighborhood edges
are consistently pointing in the same direction and this is
related to MB with strong edges. On the other hand, a FCoh
value of 0 indicates that the squared gradient vectors are
equally distributed in all directions, which implies that the
neighborhood edges are scattered in all directions and there
are no edges, that is, corresponding to a flat MB. A coherence
factor value near 0.5 implies the random texture MB. So FCoh
is a nonlinear function of the texture structure characters of
the MB.
4. RATE-DISTORTION OPTIMIZATION SCHEME
IN H.264/AVC
The purpose of this section is to briefly review rate-distortion
optimization scheme in H.264/AVC, so that this paper is
self-contained and to provide theoretical foundation of our
scheme described in the next section.
H.264/AVC coder adopts optimization using Lagrange
multipliers to determine a set of coding parameters in the
rate-distortion sense under some coding constraints [3]. For
one image region, the coder decides an optimal set of coding
parameters to minimize the distortion D subject to a rate
constraint R. The Rate-distortion model is based on the
following Lagrangian formulation [3]:
min{J}, where J = D + λR. (10)
The Lagrange cost J is minimized for a given Lagrange
multiplier λ (λ ≥ 0). The multiplier controls the tradeoﬀ
between distortion and rate for diﬀerent coding modes and
motion vectors.
In the motion estimation stage, RDO minimizes
JMotion = DDFD + λMotionRMotion, (11)
where DDFD is the motion compensation prediction error,
λMotion is the Lagrange multiplier, and RMotion is the number
of bit for coding the motion vectors.
In the mode decision stage, RDO minimizes
JMode = DREC + λModeRREC, (12)
where DREC is the distortion between the reconstructed and
the original MBs, λMode is the Lagrange multiplier, and RREC
is the total bits for mode information, motion vectors and the
transform coeﬃcients. λMode is empirically determined by
λMode = 0.85·2(QP−12)/3. (13)




For an MB in the encoded frame, assuming that RD cost
J1 = D1 + λModeR1 and J2 = D2 + λModeR2, respectively, where
D1 < D2, R1 > R2, and J1 < J2 we can easily obtain
λMode <
D2 −D1
R1 − R2 . (15)
If we increase λMode, then (6) may no longer be satisfied
so that the better mode changes from mode 1 to mode 2 (i.e.,
J2 < J1). Therefore, a larger λMode corresponds to higher D
and lower R; the converse is true for lower λMode either. This
implies that changes in the λMode influence the D and the R
of the resulting encoded video, which is the theoretical basis
for the following proposed scheme.
5. PROPOSED CONTENT-BASED DISTORTION
CONTROL SCHEME
In the current H.264/AVC standard, RDO is carried out
on frame level without consideration of the video contents.
However, in this paper, a content-based distortion control
scheme is proposed that can adjust Lagrange multiplier λ
adaptively on MB level based on the perceptual models
created in Section 3. According to the analysis in Section 4,
larger λ should be assigned to MBs that are visually less
sensitive to distortion so that the lower R can be achieved
with the relative higher D. At the same time, smaller λ should
be assigned to the perceptual distortion sensitive MBs to
get the lower D with the increased R. Therefore, we arrange
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smaller λ to the active, central, edged, and flat MBs to control
distortion in these regions, whereas rate balance is realized
by arranging larger λ to the inactive, boundary, and random
texture MBs to permit distortion in these perceptually less
sensitive regions. The proposed scheme is carried out as
follows.
At first, we adjust λ in terms of the three visual distortion
sensitivity models. In the motion attention model, from
FMotion = 0 to FMotion = 1, it suggests a gradual change
of perceptual characteristics from an inactive MB to an
active MB and increasingly less distortion could be tolerated.
We define the adaptive Lagrange multiplier of the motion
attention model in the nth MB of the encoded frame as
λMotion(n), which is a mapping function that gives linearly
decreasing Lagrange multiplier to provide increasingly lower






Here, we assign the lower bound of λMotion(n) to be 0.5λ
and the higher bound 1.2λ, where λ is the original Lagrange
multiplier in H.264/AVC standard, which is calculated by
(2) or (3). Therefore, α1 and β1 should be −0.7 and 1.2,
respectively.
As to the position model, from FPosition = 0 to
FPosition = 1, it indicates a gradual change of perceptual
characteristics from a boundary MB to a central MB and
increasingly less distortion could be tolerated. We define
the adaptive Lagrange multiplier of the position model in
the nth MB of the encoded frame as λPosition(n), which is
an exponential mapping function that gives exponentially
decreasing Lagrange multiplier to provide increasingly lower






We assign the lower bound of λPosition(n) to be 0.5λ and the
higher bound 1.2λ, and α2 and β2 are decided as 1.2 and
−0.875, respectively.
In the texture structure model, from FCoh = 0 to
FCoh = 0.5, it represents a gradual change of perceptual
characteristics from a flat MB to a random texture MB
and increasingly more distortion could be tolerated. Besides,
from FCoh = 0.5 to FCoh = 1, the perceptual characteristics
gradually change from a random texture MB to an edged MB
and less distortion could be tolerated. The adaptive Lagrange
multiplier of the texture structure model in the nth MB of














From FCoh = 0 to FCoh = 0.5, it is a linear mapping
function giving increasingly higher D with the increase of
FCoh; whereas from FCoh = 0.5 to FCoh = 1, it oﬀers
increasingly lower D with the increase of FCoh. The lower
and higher bound of λCoh(n) are also set to be 0.5λ and 1.2λ,
respectively. So α3, β3, α4, and β4 are determined as 1.4, 0.5,
−1.4, and 1.9, respectively.



















Figure 3: Comparison of PSNR results between the reference
software and the proposed scheme for “Foreman.”
Then the final adaptive Lagrange multiplier of the nth
MB of the encoded frame λMB(n) is formulated as
λMB(n) = w1·λMotion(n) + w2·λPosition(n) + w3·λCoh(n),
(19)
where w1, w2, and w3 are the weights for λMotion(n),
λPosition(n), and λCoh(n), and satisfy w1 + w2 + w3 = 1; 0 ≤
w1,w2,w3 ≤ 1. w1, w2, and w3 empirically decided as 0.3,
0.3, and 0.4, respectively.
Finally, we use (20) instead of (10) to minimize the MB-
level Lagrange cost JMB in the encoded frame:
min{JMB}, where JMB = D + λMBR. (20)
6. EXPERIMENTAL RESULTS
We have tested the proposed algorithm on the H.264/AVC
reference software JM 12.2 [20]. The encoded sequences are
CIF versions of “Foreman,” “Bus,” “Mobile,” and “Football”
at 30 fps. For all the tests, context adaptive binary arithmetic
coding (CABAC) and RDO are enabled. The in-loop filter is
also enabled. The first frame is I frame and the others are P
frames. All other parameters such as Hadamard transform
and the numbers of reference frames are carefully selected
to be equivalent. Because of the high throughput ability
of FGWN and high fidelity video services required by
prospective customers, we set comparatively high bitrates in
our experiments, which are between 120 kbps and 550 kbps.
The PSNR results are summarized in Figures 3, 4, 5,
and 6, where illustrate the PSNR comparisons of the results
from the reference software and the proposed algorithm for
the encoded sequences. Figures 7 and 8 show the subjective
performance of the proposed scheme for “Foreman” and
“Football” sequences, respectively. They are also compared
with the results of the reference software.
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Figure 4: Comparison of PSNR results between the reference
software and the proposed scheme for “Bus.”




















Figure 5: Comparison of PSNR results between the reference
software and the proposed scheme for “Mobile.”
For all the sequences tested, the average PSNRs are almost
the same. At some rate points, the proposed algorithm
even outperforms the reference method. This is because
although the proposed scheme allows more local PSNR
losses in the inactive regions, boundary regions, and random
texture regions; the local loss is compensated by gains in
PSNR in the active regions, central regions, edged regions,
and flat regions, in which the restraint of distortion leads
to a gain in perceptual quality. On the other hand, the
increase in distortion in inactive regions and random texture
region is much less visually noticeable. For instance, for



















Figure 6: Comparison of PSNR results between the reference
software and the proposed scheme for “Football.”
      
(a) Reference software (b) Proposed scheme
Figure 7: Decoded frames of “Foreman.”
“Foreman” sequence, there is a slight drop in PSNR at
some rate points. This is because we deliberately emphasize
distortion reduction in the active, central, edge, and flat
regions such as the facial region, while ignore distortions
in the nonactive background regions. The PSNR drop at
some bitrates is mainly due to the drop in the background,
and thus it is not easily noticeable. However, we can easily
find that the perceptual quality of the detailed region (such
as the wrinkles on facial area) is significantly improved by
comparing the two encoded frames in Figure 7. We can also
observe the similar improvement in the detailed region of
“Football” sequence in Figure 8, where the moving football
player in the central area of the image is more visually
legible in the decoded frame of our proposed scheme.
Although not be demonstrated, there are also subjective
quality improvements achieved in the tested “Bus” and
“Mobile” sequences.
In addition, we have performed subjective evaluation by
inviting 30 people from diﬀerent background to be human
observers for our experiment. The test sequences are in CIF
resolution. And the viewing distance is set at three picture
heights (3H). At the end of the evaluation, 26 of the observers
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(a) Reference software (b) Proposed scheme
Figure 8: Decoded frames of “Football.”
said that there are obvious improvements in video quality.
Only 4 of them said that the improvements are negligible or
not noticeable.
7. CONCLUSIONS
High-quality wireless multimedia services will be greatly
demanded by considerable mobile device users in FGWN.
In this paper, a content-based distortion control scheme
is proposed using rate-distortion optimization technologies
and HVS characters to further enhance the quality of wireless
video services. The new scheme builds up three visual distor-
tion sensitivity models based on video content and adaptively
adjusts the value of the Lagrange multiplier at the MB
level according to these visual models. Further perceptual
tuning of the Lagrange multiplier could eﬀectively restrain
distortion in the visually sensitive regions. Experimental
results show that the subjective quality in most perceptually
prominent regions is improved with no loss in PSNR.
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