Better Bounds for an Inequality of the Ostrowski Type with Applications by Barnett, Neil S et al.
BETTER BOUNDS FOR AN INEQUALITY OF THE
OSTROWSKI TYPE WITH APPLICATIONS
N.S. BARNETT, S.S. DRAGOMIR, AND A. SOFO
Abstract. In this paper we improve a recent result by Matic´, Pecˇaric´ and
Ujevic´ [6] and apply it for special means and cumulative probability functions.
1. Introduction
In 1938, A. Ostrowski [1, p. 468] proved the following inequality∣∣∣∣∣f (x)− 1b− a ∫ ba f (t) dt
∣∣∣∣∣ ≤
1
4
+
(
x− a+b2
b− a
)2 (b− a)M(1.1)
for all x ∈ [a, b], provided that f is differentiable on (a, b) and |f ′ (t)| ≤ M for all
t ∈ (a, b).
Using the following representation, which has been obtained by Montgomery in
an equivalent form [1, p. 565]
f (x)− 1
b− a
∫ b
a
f (t) dt =
1
b− a
∫ b
a
p (x, t) f ′ (t) dt(1.2)
for all x ∈ [a, b], provided that f is absolutely continuous on [a, b] and
p (x, t) :=
 t− a if t ∈ [a, x]t− b if t ∈ (x, b} , (x, t) ∈ [a, b]2 ,
we can put in place of M , i.e., in (1.1), the sup norm of f ′, i.e., ‖f ′‖∞ where
‖f ′‖∞ := ess sup
t∈[a,b]
|f ′ (t)| ,
provided that f ′ ∈ L∞ [a, b].
For other Ostrowski type inequalities for mappings of bounded variation, mono-
tonic or Lipschitzian, or generalisations for n−time differentiable mappings, see the
book [1], the paper [2] by A.M. Fink, or the recent papers [3]-[4]. For on-line access
to some related results in preprint, visit the website address
http://rgmia.vu.edu.au/IneqNumAnaly.html
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In [5], Dragomir and Wang, by the use of the Gru¨ss inequality, proved the fol-
lowing perturbed version of Ostrowski’s inequality:∣∣∣∣∣f (x)− 1b− a ∫ ba f (t) dt− f (b)− f (a)b− a
(
x− a+ b
2
)∣∣∣∣∣(1.3)
≤ 1
4
(b− a) (Γ− γ)
for all x ∈ [a, b], provided the derivative f ′ satisfies the condition
γ ≤ f ′ (t) ≤ Γ on (a, b) .(1.4)
Using a pre-Gru¨ss inequality, Matic´, Pecˇaric and Ujevic´ [6] improved the constant
1
4 , in the right hand member of (1.3), with the constant
1
4
√
3
.
For some generalisations of (1.3), see [7] by Fedotov and Dragomir.
An upper bound in terms of the second derivative has been pointed out by
Barnett and Dragomir in [8].
For two mappings g, h : [a, b]→ R, define the Chebychev functional as
T (g, h) :=
1
b− a
∫ b
a
g (t)h (t) dt− 1
b− a
∫ b
a
g (t) dt · 1
b− a
∫ b
a
h (t) dt,
provided the involved integrals exist.
In this note, by the use of Chebychev’s functional, we improve the Matic´-Pecˇaric-
Ujevic´ result by providing a better bound for the first membership of (1.3) in terms
of Euclidean norms. Since the bound in (1.3) will apply for absolutely continuous
mappings whose derivatives are bounded, the new inequality will also apply for the
larger class of absolutely continuous mappings whose derivative f ′ ∈ L2 [a, b]. Some
applications for special means and probability density functions are also given.
2. The Results
The following theorem holds.
Theorem 1. Let f : [a, b] → R be an absolutely continuous mapping whose deriv-
ative f ′ ∈ L2 [a, b]. Then we have the inequality∣∣∣∣∣f (x)− 1b− a ∫ ba f (t) dt− f (b)− f (a)b− a
(
x− a+ b
2
)∣∣∣∣∣(2.1)
≤ (b− a)
2
√
3
[
1
b− a ‖f
′‖22 −
(
f (b)− f (a)
b− a
)2] 12
(
≤ (b− a) (Γ− γ)
4
√
3
if γ ≤ f ′ (t) ≤ Γ for a.e. t on [a, b]
)
for all x ∈ [a, b].
Proof. We use Korkine’s identity:
T (g, h) :=
1
2 (b− a)2
∫ b
a
∫ b
a
(g (t)− g (s)) (h (t)− h (s)) dtds,
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to obtain
1
b− a
∫ b
a
p (x, t) f ′ (t) dt− 1
b− a
∫ b
a
p (x, t) dt · 1
b− a
∫ b
a
f ′ (t) dt(2.2)
=
1
2 (b− a)2
∫ b
a
∫ b
a
(p (x, t)− p (x, s)) (f ′ (t)− f ′ (s)) dtds.
As
1
b− a
∫ b
a
p (x, t) f ′ (t) dt = f (x)− 1
b− a
∫ b
a
f (t) dt,
1
b− a
∫ b
a
p (x, t) dt = x− a+ b
2
and
1
b− a
∫ b
a
f ′ (t) dt = f (b)− f (a)
b− a ,
then, by (2.2), we get the following identity which is of interest in its own right.
f (x)− 1
b− a
∫ b
a
f (t) dt− f (b)− f (a)
b− a
(
x− a+ b
2
)
(2.3)
=
1
2 (b− a)2
∫ b
a
∫ b
a
(p (x, t)− p (x, s)) (f ′ (t)− f ′ (s)) dtds
for all x ∈ [a, b].
Using the Cauchy-Buniakowski-Schwartz inequality for double integrals, we may
write
1
2 (b− a)2
∫ b
a
∫ b
a
(p (x, t)− p (x, s)) (f ′ (t)− f ′ (s)) dtds(2.4)
≤
(
1
2 (b− a)2
∫ b
a
∫ b
a
(p (x, t)− p (x, s))2 dtds
) 1
2
×
(
1
2 (b− a)2
∫ b
a
∫ b
a
(f ′ (t)− f ′ (s))2 dtds
) 1
2
.
However,
1
2 (b− a)2
∫ b
a
∫ b
a
(p (x, t)− p (x, s))2 dtds
=
1
b− a
∫ b
a
p2 (x, t) dt−
(
1
b− a
∫ b
a
p (x, t) dt
)2
=
1
b− a
[∫ x
a
(t− a)2 dt+
∫ b
x
(t− a)2 dt
]
−
(
x− a+ b
2
)2
=
1
b− a
[
(x− a)3 + (b− x)3
3
]
−
(
x− a+ b
2
)2
=
(b− a)2
12
4 N.S. BARNETT, S.S. DRAGOMIR, AND A. SOFO
and
1
2 (b− a)2
∫ b
a
∫ b
a
(f ′ (t)− f ′ (s))2 dtds
=
1
b− a ‖f
′‖22 −
(
f (b)− f (a)
b− a
)2
.
Consequently, by (2.4) and (2.3), we deduce the first inequality in (2.1).
If γ ≤ f ′ (t) ≤ Γ for a.e. t ∈ (a, b), then, by the Gru¨ss inequality, we have:
0 ≤ 1
b− a
∫ b
a
(f ′ (t))2 dt−
(
1
b− a
∫ b
a
f ′ (t) dt
)2
≤ 1
4
(Γ− γ)2 ,
and the last inequality in (2.1) is proved.
Corollary 1. With the above assumptions, we have the mid-point inequality, from
(2.1) with x = a+b2∣∣∣∣∣f (a+ b2 )− 1b− a ∫ ba f (t) dt
∣∣∣∣∣(2.5)
≤ (b− a)
2
√
3
[
1
b− a ‖f
′‖22 −
(
f (b)− f (a)
b− a
)2] 12
(
≤ (b− a) (Γ− γ)
4
√
3
if γ ≤ f ′ (t) ≤ Γ a.e. t on [a, b]
)
.
Remark 1. Since L∞ [a, b] ⊂ L2 [a, b] (and the inclusion is strictly), then we re-
mark that the inequality (2.1) can be applied also for the mappings f whose deriva-
tives are unbounded on (a, b), but f ′ ∈ L2 [a, b].
3. Applications for P.D.F.’s
Let X be a random variable having the p.d.f. f : [a, b]→ R+ and the cumulative
density function F : [a, b]→ [0, 1], i.e.,
F (x) =
∫ x
a
f (t) dt, x ∈ [a, b] .
Then we have the following inequality.
Theorem 2. With the above assumptions and if the p.d.f. f ∈ L2 [a, b], then we
have the inequality∣∣∣∣F (x)− b− E (X)b− a − 1b− a (x− a+ b2 )∣∣∣∣(3.1)
≤ 1
2
√
3
[
(b− a) ‖f‖22 − 1
] 1
2(
≤ (b− a) (M −m)
4
√
3
if m ≤ f ≤M a.e. on [a, b]
)
for all x ∈ [a, b], where E (X) is the expectation of X.
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Proof. Put in (2.1) F instead of f to get∣∣∣∣∣F (x)− 1b− a ∫ ba F (t) dt− F (b)− F (a)b− a
(
x− a+ b
2
)∣∣∣∣∣(3.2)
≤ (b− a)
2
√
3
[
1
b− a ‖f‖
2
2 −
(
F (b)− F (a)
b− a
)2] 12
(
≤ (b− a) (M −m)
4
√
3
if m ≤ f (t) ≤M a.e. t on [a, b]
)
.
As F (a) = 0, F (b) = 1, and∫ b
a
F (t) dt = b− E (X) ,
then, by (3.2), we easily deduce (3.1).
Corollary 2. With the above assumptions, we have:∣∣∣∣Pr(X ≤ a+ b2 )− b− E (X)b− a ∣∣∣∣(3.3)
≤ 1
2
√
3
[
(b− a) ‖f‖22 − 1
] 1
2(
≤ (b− a) (M −m)
4
√
3
where m ≤ f ≤M are as above
)
.
A Beta random variable X with parameters (p, q) has the probability density
function
f (x; p, q) =
xp−1 (1− x)q−1
B (p, q)
, 0 < x < 1;
where
B (p, q) =
∫ 1
0
tp−1 (1− t)q−1 dt
is the Euler Beta function.
We know that
E (X) =
p
p+ q
and
‖f (·; p, q)‖22 =
∫ 1
0
x2(p−1) (1− x)2(q−1)
B2 (p, q)
dx =
B (2p− 1, 2q − 1)
B2 (p, q)
and then, by Theorem 2, we may state the following proposition.
Proposition 1. Let X be a Beta random variable with parameters (p, q). Then we
have the inequality∣∣∣∣Pr (X ≤ x)− pp+ q − x+ 12 ∣∣∣∣ ≤ 12√3 ·
[
B (2p− 1, 2q − 1)−B2 (p, q)] 12
B (p, q)
(3.4)
for all x ∈ [0, 1].
6 N.S. BARNETT, S.S. DRAGOMIR, AND A. SOFO
4. Applications for Special Means
Recall the following means.
(a) The arithmetic mean
A = A (a, b) :=
a+ b
2
, a, b ≥ 0;
(b) The geometric mean
G = G (a, b) :=
√
ab, a, b ≥ 0;
(c) The harmonic mean
H = H (a, b) :=
2
1
a +
1
b
, a, b > 0;
(d) The logarithmic mean
L = L (a, b) :=
 a if a = b,b−a
ln b−ln a if a 6= b,
a, b > 0;
(e) The identric mean
I = I (a, b) :=

a if a = b,
1
e
(
bb
aa
) 1
b−a
if a 6= b,
a, b > 0;
(f) The p−logarithmic mean
Lp = Lp (a, b) :=

[
bp+1−ap+1
(p+1)(b−a)
] 1
p
if a 6= b,
a if a = b,
a, b > 0;
where p ∈ R\ {−1, 0} and a, b > 0.
The following simple relationships are well known in the literature
H ≤ G ≤ L ≤ I ≤ A(4.1)
and
Lp is monotonically increasing in p ∈ R with L0 := I and L−1 := L.(4.2)
1. Consider the mapping f (x) = xp, p ∈ R {−1, 0}. Then
1
b− a
∫ b
a
f (t) dt = Lpp,
f (b)− f (a)
b− a = pL
p−1
p−1,
1
b− a
∫ b
a
|f ′ (t)|2 dt = p2L2(p−1)2(p−1)
and then, by (2.1), we have∣∣∣xp − Lpp − pLp−1p−1 (x−A)∣∣∣ ≤ (b− a)2√3 |p| [L2(p−1)2(p−1) − L2(p−1)p−1 ] 12(4.3)
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for all x ∈ [a, b].
Choosing in (4.3), x = A, we obtain∣∣xp − Lpp∣∣ ≤ b− a2√3 |p| [L2(p−1)2(p−1) − L2(p−1)p−1 ] 12(4.4)
for all x ∈ [a, b].
2. Consider the mapping f (x) = 1x (x ∈ [a, b] ⊂ (0,∞)). Then
1
b− a
∫ b
a
f (t) dt =
1
L
,
f (b)− f (a)
b− a = −
1
G2
,
1
b− a
∫ b
a
|f ′ (t)|2 dt = a
2 + ab+ b2
3a3b3
,
1
b− a
∫ b
a
|f ′ (t)|2 dt−
(
f (b)− f (a)
b− a
)2
=
(b− a)2
3a3b3
and then, by (2.1), we get∣∣∣∣ 1x − 1L + X −AG2 ∣∣∣∣ ≤ (b− a)26 · 1G3(4.5)
for all x ∈ [a, b].
If in (4.5) we choose x = A, we have
0 ≤ A− L ≤ (b− a)
2
6
· AL
G3
.(4.6)
If in (4.5) we choose x = L, then we get
0 ≤ A− L ≤ (b− a)
2
6
· 1
G
.(4.7)
Since we can determine that ALG2 ≥ 1 for b ≥ a, then we can claim that (4.7)
is a sharper bound than (4.6).
3. Finally, let us consider the mapping f (x) = lnx, (x ∈ [a, b] ⊂ (0,∞)). Then
1
b− a
∫ b
a
f (t) dt = ln I,
f (b)− f (a)
b− a = L
−1,
1
b− a
∫ b
a
|f ′ (t)|2 dt = 1
G2
and
1
b− a
∫ b
a
|f ′ (t)|2 dt−
(
f (b)− f (a)
b− a
)2
=
L2 −G2
G2L2
.
Applying (2.1), we get∣∣∣∣lnx− ln I − x−AL ∣∣∣∣ ≤ (b− a)
(
L2 −G2) 12
2
√
3GL
(4.8)
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for all x ∈ [a, b].
If x = A, then, by (4.8), we obtain
I ≤ A
I
≤ exp
 (b− a) (L2 −G2) 12
2
√
3GL
 .(4.9)
If in (4.8) we choose x = I, then we get
0 ≤ A− I ≤ (b− a)
2 (L2 −G2) 12
2
√
3G
.(4.10)
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