Abstract We present a nodal Discontinuous Galerkin (DG) scheme for the Cahn-Hilliard equation that satisfies the summation-by-parts simultaneousapproximation-term (SBP-SAT) property. The latter permits us to show that the discrete free-energy is bounded, and as a result, the scheme is provably stable. The scheme and the stability proof are presented for general curvilinear three-dimensional hexahedral meshes. We use the Bassi-Rebay 1 (BR1) scheme to compute interface fluxes, and an IMplicit-EXplicit (IMEX) scheme to integrate in time. Lastly, we test the theoretical findings numerically and present examples for two and three-dimensional problems.
Introduction
Phase field models describe the phase separation dynamics of two immiscible liquids by minimizing a chosen free-energy. For an arbitrary free-energy function, it is possible to construct different phase field models. Amongst the most popular, one can find the Cahn-Hilliard and the Allen-Cahn models. The popularity of the first one, despite being a fourth order operator in space, comes from its ability to conserve phases [1] .
In this paper we present a nodal Discontinuous Galerkin (DG) spectral element method (DGSEM) for the Cahn-Hilliard equation [2] . In particular, this work uses the Gauss-Lobatto version of the DGSEM, which makes it possible to obtain energy-stable schemes using the summation-by-parts simultaneous-aproximation-term (SBP-SAT) property. Moreover, it handles arbitrary three dimensional curvilinear hexahedral meshes whilst maintaining high-order spectral accuracy and free-energy stability. An alternative, which is not considered in this work, but has been studied in [3] , is to use consistent integration in all quadratures involved in the weak-formulation. However, that alternative yields a considerably more expensive solver when compared to the approach presented here.
The Gauss-Lobatto variant of the DGSEM has seen increased popularity in recent years. Although it is less accurate than its Gauss counterpart (for the same number of quadrature nodes), it satisfies the SBP-SAT property, thus allowing one to construct schemes that are provably stable [4] . Precisely, different authors have presented energy-and entropy-stable schemes using this framework for the linear advection equation [5, 6] , Burgers equation [7, 8] , shallow water equations [9] , Euler and Navier-Stokes equations [10, 8] , and the magneto-hydrodynamics equations [11] , among others.
Following these ideas, we present a free-energy stable approximation for the Cahn-Hilliard equation. The stability analysis presented here is both semidiscrete (assuming exact integration in time) and fully-discrete (i.e. considering the discrete approximation of space and time). Note that previous work on DG schemes satisfying the SBP-SAT property use a semi-discrete energy analysis (i.e. continuous in time), without considering numerical errors introduced by the time discretization. This is because the equations previously considered are of second order at most in space, and hence can be efficiently integrated in time using explicit methods. Since the Cahn-Hilliard equation is fourth order in space, the numerical stiffness of the scheme leads to impractical time step limitations when using explicit methods. Therefore, we study the stability of an IMplicit-EXplicit (IMEX) approximation in time, which has been previously used for the Cahn-Hilliard equation [12] , and whose efficiency is similar to that of explicit methods. This is possible since the scheme is designed to have a constant (in time) coefficient matrix of the linear system, which can be solved using LU factorization and Gauss elimination.
The rest of this paper is organised as follows: In Sec. 2, we introduce the Cahn-Hilliard equation and derive a continuous energy estimate. Next, in Sec. 3, we construct the DG approximation. In Sec. 4, we perform the energy analysis in a semi-discrete fashion in Sec. 4.1 and fully-discrete in Sec. 4.2.
Lastly, we provide numerical experiments in Sec. 5 that assess the capabilities of the method.
Cahn-Hilliard equation and continuous energy estimates
In this section we give a brief description of the Cahn-Hilliard equation and its properties. The Cahn-Hilliard equation describes the phase separation dynamics of binary alloys or two phase flows. The phase field variable, φ, satisfies the evolution equation
where M is a positive parameter named mobility, Ω is the physical domain (with boundaries ∂Ω), and w is a scalar field called chemical potential, that is designed to minimize an arbitrary free-energy functional, F(φ, ∇φ), which depends on the phase field and its gradients,
For the chemical potential, w, we apply an homogeneous Neumann boundary condition to guarantee mass conservation,
The free-energy is constructed so that two opposing effects balance: the chemical free-energy, ψ, which favors phase separation, and the interfacial energy 
In (4) we introduced F v (φ) and F s (φ) as the volumetric and surface freeenergies respectively, where g(φ) represents a boundary energy that will also be minimized with appropriate boundary conditions, and k is the interfacial energy coefficient.
To perform the minimization, one linearizes the free-energy (4) around an equilibrium solution,
where δφ is a small perturbation. Since we will also apply Neumann boundary conditions for φ, the perturbation δφ is not restricted to vanish at the boundaries ∂Ω. We integrate the second term of the first integral in (5) by parts,
which yields both the chemical potential definition
and the appropriate Neumann boundary conditions prescription
In this work we use the polynomial double-well function for the chemical free-energy [2] ,
and a linear function for the boundary energy,
but other choices that are not covered here exist (e.g. logarithmic chemical free-energy [13] ).
Continuous free-energy stability bound
We first show that the free-energy is bounded by that computed with a given initial condition (i.e. the problem free-energy is well-posed). To do so, we follow [3] and transform the fourth order equation into a system of four first order equations. As a result, we construct four weak forms
where we introduced the auxiliary variables q = ∇φ and f = ∇w, two arbitrary L 2 scalar test functions ϕ φ and ϕ w , and their two vectorial counterparts ϕ f and ϕ q . The operator f, g is the L 2 inner product
which induces the L 2 norm,
We integrate (11a) and (11c) by parts,
and apply the boundary conditions (8) and (3) to (14),
Next, we set ϕ φ = w in (15a),
where we used (11b) in the last equality. Similarly, we let ϕ w = dφ/ dt = φ t in (15b),
Lastly, we use the chain rule in time for each of the three terms in (17) ,
which replaced in (17) yields the time derivative of the free-energy F,
Therefore, by substituting w, φ t from (19) into (16) we find the bound for the free-energy time derivative,
which we can integrate in time to show that
As a result, the problem (1) with chemical potential (7) and Neumann boundary conditions (3) and (8) is well-posed in the sense that the free-energy F, defined in (4), is bounded in time, and is the property to be mimicked by the subsequent approximation.
The nodal discontinuous Galerkin spectral element method
In this section we describe the construction of the nodal Discontinuous Galerkin Spectral Element Method (DGSEM). From all the variants, we restrict ourselves to the tensor product DGSEM with Gauss-Lobatto (GL) points (DGSEM-GL), since it satisfies the summation-by-parts simultaneous-approximationterm (SBP-SAT) property. The latter is used to prove the scheme's stability without relying on exact integration.
The computational domain Ω is tessellated with non-overlapping hexahedral elements, which are then geometrically transformed to a reference ele-
3 by means of a polynomial mapping that relates physical (x = (x 1 , x 2 , x 3 ) = (x, y, z)) and local (ξ = (ξ 1 , ξ 2 , ξ 3 ) = (ξ, η, ζ)) coordinates through
Let S L/R (η, ζ), S F/Ba (ξ, ζ), and S T /Bo (ξ, η) be order N polynomial approximations of the (curvilinear) left, right, front, back, top, and bottom faces respectively of an element. We construct the transfinite mapping with a linear interpolation between those,
We use polynomial interpolants of order N to approximate the solutions inside an element E. These polynomials are written as tensor products of the Lagrange interpolating polynomials, l j (ξ),
whose nodes are a set of Gauss-Lobatto points
, and
in the reference element E. The polynomial interpolant of a function u in E is therefore
In (25), U ijk (t) represents the (time dependent) nodal values of an arbitrary function u. Note that we use lower cases for functions, whilst upper cases represent a polynomial interpolant.
The Lagrange polynomials satisfy by construction the cardinal property
where δ ij is the Kronecker delta. To approximate integrals, we use a quadrature rule using GL nodes and weights {w j } N j=0 which provides a precision of order 2N − 1 (see [14] ),
The associated Lagrange polynomials are discretely orthogonal
and the definition of the quadrature weights w i for i = j are
Furthermore, we chose GL nodes since the quadrature rule (27) with weights (29) satisfies the discrete summation-by-parts simultaneous-approximationterm (SBP-SAT) property, that is, the integration by parts rule holds discretely, which in one dimension is
The SBP-SAT property is used to follow the continuous analysis steps that prove the boundedness of the free energy F in (21) discretely.
To construct the integrals that define the discrete weak-formulation of (11) in a general curvilinear 3D configuration, we construct the covariant
and contravariant
vector bases. The covariant and (volume weighted) contravariant bases are related by
where the Jacobian of the transformation is
However, the continuous metric identities
do not hold discretely for (33), since the product a i × a j is a polynomial of order 2N . Therefore, we construct the discrete contravariant basis in curl form
so that they satisfy the metric identities discretely [15] . In (36), Ja i n is the n−th Cartesian component of the contravariant vector Ja i ,x i is the i−th Cartesian unit vector, and ∇ ξ = (∂/∂ξ, ∂/∂η, ∂/∂ζ).
We use the contravariant basis to transform differential operators from physical to computational space. The divergence of a vector is
where,
is the contravariant flux, and
is the Jacobian matrix of the transformation. The gradient of a scalar is
Lastly, using the transformation Jacobian (34), we approximate the three dimensional integrals in an element using Gauss-Lobatto quadrature. Let J be the polynomial approximation of the mapping Jacobian (34) (using (25)), then the quadrature is,
with associated norm ||F || 
In (42),n is the reference space unit outward normal vector at the element faces, dS ξ is the surface local integration variables (dS i ξ = ± dξ j dξ k for ioriented faces). To compute the surface integral, we write two dimensional quadratures in each of the six faces that define the element,
Moreover, we can write surface integrals in either physical or computational space. The relation to the physical surface integration variables is
where we defined the face Jacobian J i f = J a i . We can relate the surface flux in both reference element,F ·n, and physical, F · n, variables through
(45) Therefore, quadratures can be represented both in physical and computational spaces,
and we will use one or the other depending on whether we are studying an isolated element (computational space) or the whole combination of elements in the mesh (physical space).
Discontinuous Galerkin spectral element approximation of the Cahn-Hilliard equation
We now construct the discrete version of (11). We first transform (11) to the local coordinate system as described in (37) and (40), and construct four weak forms inside the reference element E. We do so by multiplying each equation by test functions ϕ Φ , ϕ W (scalar), ϕ F , ϕ Q (vectorial), which are restricted to the order N polynomial space,
Next, we integrate the right hand side terms that contain a ∇ ξ operator by parts, replace the continuous functions by their polynomial approximations, and replace exact integrals by quadratures,
The terms with star superscript in (48) are the numerical fluxes, which make the flux uniquely defined at the boundaries. The DG variant implemented depends on the choice of the numerical fluxes. In this work, we use the Bassi-Rebay 1 scheme (BR1),
where
is the average operator. For the divergence weak forms, we use the average for Q (i.e. the BR1 method). For (M F) we propose to use the average with additional interface dissipation,
where σ is a positive penalty parameter (σ 0). The jump operators (with built-in normal vectors) for a scalar U and a vector F are defined as
They satisfy the algebraic identity,
For the penalty parameter σ, we propose to use the estimate introduced for the DGSEM-GL variant in [16] ,
which has only one dimensionless free parameter, κ σ (also positive), and the dependency of σ on the mesh and the polynomial order are taken into account automatically. In (54), N is the polynomial order, |J f | is the surface Jacobian of the face, and J −1
is the average of the inverse of the Jacobians of the elements that share the face evaluated at the face. It will be shown that the scheme is stable without interface stabilization. Nevertheless, the advantage of adding interface stabilization will be demonstrated with a numerical test. We have not introduced dissipation in Q since it generates non-physical terms in the discrete free-energy, see Appendix B.
For Neumann boundary conditions, we use the adjacent element interior value to compute gradients in (48b) and (48d),
and directly impose Neumann boundary values for divergence weak forms (48a) and (48c),
Note that we have written the physical interface fluxes, rather than the contravariant fluxes, so that we can more easily relate the interface values shared by two elements (recall that the same physical flux yields different contravariant flux values, as it depends on each element geometry).
Stability analysis
In this section, we will follow the steps in Sec. 2.1 for the continuous analysis to show the stability of the numerical scheme (48). We first show in Sec. 4.1 the semi-discrete free-energy estimate assuming exact time integration. Then, in Sec. 4.2 we do the same for a fully discrete approximation in space and time. We cannot follow exactly the continuous steps in the semi-discrete analysis. To obtain the estimate we change the numerical scheme to one whose stability can be verified. Since the spatial approximations have to be different, we require two separate analyses to perform the semi-discrete and the fullydiscrete stability proofs.
Semi-discrete stability analysis
In this section we follow the steps used to derive the free-energy bound (21) to derive an equivalent discrete bound for a modification of (11d) assuming exact time integration. To prove semi-discrete stability, we need to modify the original set of equations (11), replacing (11d) by its time derivative,
whose associated discrete weak formulation is obtained following the same steps used for (48d),
Now we follow the steps performed in the continuous energy analysis (21). First, we need to sum (58) again by parts,
and replace ϕ Q = Q (andφ Q = M T ϕ Q as shown in (47)), to get the time derivative,
(61) Since the time derivative is exact, we can use the chain rule for the chemical free-energy potential derivative,
We subtract (60) multiplied by k from (61), and use the result in (62) to obtain,
(63) Next, we sum (48b) by parts,
and we set ϕ F = M F, so that
(65) Lastly, we set ϕ φ = W in (48a),
and we sum (65) and (66) to find,
Now, (63) and (67) contain the term J W, Φ t E,N on the left hand side, so we can equate both right hand sides to obtain
Rearranging (68) to move time derivatives to the left hand side of the equation, we get
(69) In (69) we used the boundary operator defined as (in both physical and computational spaces according to (45)),
(70) Additionally, we identify the volumetric discrete free-energy of the element,
and thus, we simplify (69) to
In (72), we find that the volumetric free-energy is dissipated in the element interior by the chemical potential flux (similarly to the continuous counterpart (20) ), and exchanged with other elements through the boundary terms BT E,N .
To obtain an energy estimate similar to that in (21), we sum all element contributions, getting
(73) We then split the boundary quadratures e BT E,N = IBT N + PBT N into the combination of interior (IBT N ) and physical boundary (PBT N ) sums. We first transform the sums to physical coordinates using (45),
At interior faces there is a contribution from the left and the right sides. We account for the contribution of the two neighbouring elements in the following way: if E + and E − are two elements that share a face f , the sum of both contributions to the face is
Using the definitions for the jumps at an interface between two elements, the face contributions to the sum over all elements of the boundary terms can be written as
Since interface numerical fluxes are uniquely defined at the interfaces, as noted in (51), we can remove them from the jump operator so
To show stability, we replace the numerical fluxes in (77) with the averages of the BR1 method (see (49) and (51)),
The two first terms in (78) vanish by the algebraic identity (53), and the third is always negative. As a result, the contribution from interior faces only decreases the free-energy (or does not contribute if σ = 0).
For the physical boundary terms,
we set the values specified in (55) and (56), so that the second quadrature vanishes. In the first quadrature we can use the chain rule in time to see that
(80) Hence, we can rewrite (73) to mimic the continuous free-energy bound (20) ,
When integrated in time, we obtain the semi-discrete version of (21),
where we recall that the numerical errors incurred at the interior boundaries IBT N are zero for the BR1 scheme (σ = 0), and dissipative otherwise (σ > 0).
Therefore, the semi-discrete DG scheme (48a)-(48c) and (58) is stable, in the sense that the discrete free-energy,
is bounded in time by its initial value.
4.2 Fully-discrete stability analysis using an IMEX time integrator
Because of the stiffness due to the high order derivatives in the Cahn-Hilliard equation, we use an IMplicit-EXplicit (IMEX) time integrator. We consider equally-spaced time steps ∆t and we use the superscript n to represent state values in t n = n∆t,
In particular, this IMplicit-EXplicit (IMEX) solver combines a forward and backward Euler scheme. We split the equations into implicit and explicit parts to make the algebraic system that needs to be solved linear, despite the original equation being non-linear, so that its solution can be found with a fast, efficient direct linear solver.
We recall the spatially continuous PDE to emphasize the time discretization now
Integrating over one time-step t ∈ [t n , t n+1 ], we find,
Depending on whether we evaluate the right hand side of (86) at t n or t n+1 we obtain forward (explicit) and backward (implicit) Euler schemes respectively.
On the one hand, the interface energy term k∇ 2 φ needs to be implicit, since otherwise explicit time integration requires an impractical time-step restriction. On the other hand, the chemical free-energy term ψ(φ) is nonlinear and is more easily treated explicitly. For these reasons, we evaluate (86) in time as
The time integration scheme (87) is not provably stable because of the non-linearities in the chemical free-energy. Following [12] , we add numerical stabilization proportional to solution time jumps
which maintains first order accuracy, and makes it possible to obtain a stable scheme, as will be seen later.
We then introduce the time discretization (88) into (48) to obtain the fully-discrete discontinuous Galerkin approximation,
where we use the superscript θ for variables (e.g. F θ or W θ ) that are not directly evaluated at t n or t n+1 with the IMEX strategy, but on a combination of those depending on the different terms involved in (89c).
To analyze the stability of the system (89), we start by combining (89c) and (89d). We perform the first manipulations on (89d), which we set for both t n and t n+1 ,
Then we subtract (90b) from (90a), divide the result by ∆t (note that we have defined
and we set ϕ Q = Q n+1 in (91) to obtain
Next, we set
and replace the last inner product in (93) by that in (92),
Using the boundary operator (70),
Next, we combine (89a) and (89b). To do so, we set ϕ F = I N M F θ in (89b) (note we drop the I N operator since the quadrature only requires nodal values, that is
and we set ϕ φ = W θ in (89a),
We then sum (96) and (97), and use the boundary term operator (70),
The final step is to combine (95) and (98). Since they share their left hand sides, we equate both right hand sides and multiply them by the time step ∆t,
We then perform manipulations on the left hand side to get the free-energy F. First, we perform the Taylor expansion of Ψ (Φ) centered on Φ n ,
(100) For the polynomic chemical energy, (9),
and
so, it follows exactly that
We use (105) to write the first volume quadrature in (99) as
where Π Φ n+1 , Φ n is the polynomial function
with
The quantity Π is a second order concave polynomial (elliptic paraboloid), which must remain positive for the time integration to be stable, as will be shown from the stability analysis. Since the function is concave, it will always be negative for sufficiently large values of Φ n+1 or Φ n . However, the solutions of the Cahn-Hilliard equation must remain close to the range φ ∈ [−1, 1]. Thus, we can choose the value S 0 so that Π remains positive in a reasonably large neighborhood of
The elliptical isocontours Π = 0 are shown in Fig. 1 for several S 0 values (as labeled on each contour line). For the approximation to be stable, every pair Φ n , Φ n+1 must remain inside the Π = 0 isoline for the given S 0 value. For instance, given the range Φ ∈ [−1, 1], the scheme is stable for For the interface energy in (99), we complete the square,
and we place (106) and (109) in (99),
We define the discrete volumetric free-energy in an element as,
which simplifies (110) to
Eq. (112) shows that free-energy changes are due to physical dissipation in the element interior by the term ∆t J F θ , M F θ E,N 0 (the discrete counterpart of that obtained for the continuous analysis (20)), numerical dissipation as a result of the IMEX scheme,
and boundary exchanges through all BT E,N terms.
The effect of boundary exchanges can only be studied from the perspective of all elements in the domain. So we sum (112) for all mesh elements,
is the sum of all element volumetric free-energies.
On the one hand, the IBT N is the contribution of all interior boundary quadratures,
Introducing the numerical fluxes obtained with the BR1 scheme we find that since (53) holds, we obtain the same result as in the semi-discrete analysis (78),
Therefore, we conclude that the global contribution from interior boundaries to the free-energy changes is strictly negative (σ > 0), or vanishes if σ = 0.
On the other hand, we consider the physical boundary terms, PBT N ,
Introducing the numerical fluxes (56),
we transform (114) to
The last step is to sum over all time steps n = 0, ..., T − 1,
which shows that the discrete free-energy is bounded by its initial value
and thus, the scheme (89) is stable and satisfies a free-energy bound consistent with the continuous equation (21). Furthermore, spatial under-resolution introduces numerical dissipation proportional to interface jumps in chemical potential, σ W θ 2 , and temporal under-resolution adds dissipation proportional to ∆Φ 2 and ∆Q 2 . Note that (121) induces a time step ∆t restriction, which ensures the free-energy F T,N remains always positive. In practice, we have not experienced instabilities due to large time steps (for values small enough to achieve accurate solutions).
Numerical experiments
In this section we show numerical experiments to address the capabilities and robustness of the fully discrete approximation. First, we perform a convergence study using the method of manufactured solutions. The experiment performed here is two dimensional in a Cartesian mesh with straight sides. Second, we compare our results with two-dimensional results available in the literature, using a Cartesian mesh, a distorted mesh, a distorted mesh with curvilinear faces, and a fully unstructured mesh forming a "T" domain. Lastly, we explore the spinodal-decomposition in a three dimensional cylindrical geometry.
Convergence study
We now address the convergence of the fully discrete scheme. To do so, we follow [17] and consider a two-dimensional unit square, [−1, 1]
2 , and impose the solution:
φ 0 (x, y, t) = cos (παx) cos (παy) cos (t) .
For (122) to be solution of (1), we add a source term to the latter,
whose expression is,
We solve the Cahn-Hilliard equation to a final time t F = 0.1, varying the polynomial order, the element spacing, and the time step size. We check the L 2 norm of the error, defined as
The physical parameters are set to M = 1 and ε = 0.1, and we will vary α analyse space under-resolved and time under-resolved solutions.
Polynomial order convergence study (p-refinement)
In this test the mesh is a fixed 4 × 4 Cartesian mesh, and the polynomial order (represented in the x-axis of the figures) ranges from N = 3 to N = 8, with three time steps ∆t = 10 −3 , 5 · 10 −4 , and 10 −4 . In all these tests we take α = 1, so that the solution is well-resolved in space with relatively coarse meshes. The results are shown in Fig. 2 , where we performed the study for two penalty parameter coefficient values κ σ , which was defined in (54): without stabilization (κ σ = 0) in Fig. 2(a) and with stabilization (κ σ = 3) in Fig. 2(b) .
We find that the convergence is slower without interface stabilization (κ σ = 0), and also that it is uneven. This even-odd phenomena has been also reported in [10] in the context of the compressible Euler equations, where it was tackled by adding interface stabilization. With interface stabilization (Fig. 2(b) ), we find not only that the convergence is smoother, but errors are always lower. The curve shows the typical pattern of a polynomial order convergence study: on the one hand, for low polynomial orders the solution is under-resolved in space, and errors decrease exponentially with the polynomial order (linear decay in semi-logarithmic plot). In this region, errors are not affected by the time step ∆t. On the other hand, for high polynomial orders, the solution is under-resolved in time, and thus it reaches a stagnation with further increase of the polynomial order. In this region, the error is controlled by the time step ∆t, as the different plots in Fig. 2(b) show. We have represented in Fig. 3 the different errors obtained once the stagnation is reached to show that the scheme is first order accurate in time, as designed. Fig. 2 Polynomial order convergence study without and with interface stabilization. We show that the convergence is faster and smoother with interface stabilization, and that the convergence rate is exponential only with interface stabilization
Mesh convergence study (h-refinement)
In this test, we increase the manufactured solution's wavenumber to α = 8, so that we extend the region with spatial under-resolution. We vary the number of elements from a 16 × 16 mesh to a 64 × 64 mesh, and we consider four polynomial orders, from N = 2 to N = 5. The rest of the parameters remain the same as in Sec. 5.1.1, and we use the scheme with interface stabilization. The results are represented in Fig. 4 , where we have drawn the theoretical convergence rates for each polynomial order
We find that despite adding the interface stabilization, there still remains some slight even-odd effect, as the convergence is faster than the theoretical for even polynomial orders, and slower otherwise. Similar behavior was noted in [18] and the reason behind this effect in this particular scheme still remains an open question. Fig. 3 Temporal convergence study. The dashed line represents the theoretical linear convergence rate. We confirm that the scheme is first order accurate in time, as designed
Two dimensional spinodal decomposition
In this section, we compare the scheme when solving a two dimensional spinodal decomposition. The spinodal decomposition describes the phase separation process from an initial mixed state. To trigger the separation, we use the initial condition proposed in [19] , φ 0 (x, y) =0.05 cos (0.105x) cos (0.11z) + (cos (0.13x) cos (0.087z)) 2 + cos (0.025x − 0.15z) cos (0.07x − 0.02z) .
(127) The domain is "T"-shaped, which we mesh using four strategies: a Cartesian mesh ( Fig. 5(a) ), the Cartesian mesh distorted with straight sided elements ( Fig. 5(b) ), the Cartesian mesh distorted with curved elements (Fig. 5(c) ), and an unstructured quad mesh ( Fig. 5(d) ).
The parameters of the Cahn-Hilliard equation used are that of [19] , but adapted to φ ranging from −1 to 1 (in [19] it ranges from 0.3 to 0.7),
and we use a polynomial order N = 4. We monitor the free-energy evolution with time and compare with the results provided in [19] .
We first study the effect of the IMEX parameters K 0 and S 0 in the curved (Fig. 5(c) ) and the unstructured (Fig. 5(d) ) meshes. For K 0 we consider two scenarios: the Crank-Nicolson scheme, K 0 = 1/2, and the backward Euler scheme K 0 = 1. For S 0 we study three values: S 0 = 0, which does not guarantee stability for the non-linear terms, S 0 = 1, which guarantees non-linear term stability for Φ ∈ [−1, 1], and S 0 = 2, which guarantees non-linear term stability for Φ ∈ [−1.29, 1.29] (see Fig. 1 ).
The evolution of the free energy is shown in Fig. 6 for all parameter combinations and the two meshes (curvilinear in Fig. 6(a) , and unstructured in Fig. 6(b) ). The circles represent the reference solution from [19] . On the one hand, for the backward Euler scheme (K 0 = 1, solid lines in Fig. 6 ), there is no high impact of S 0 on the free energy. The scheme is stable even for the lowest S 0 value. Thus, the physical dissipation and the dissipation introduced by backward Euler scheme are enough to balance non-linear instabilities in this case. On the other hand, for the Crank-Nicolson scheme (K 0 = 1/2), the solution depends highly on S 0 . For S 0 = 0 (represented with a dashed line), the scheme is unstable. The physical dissipation is not sufficient to counteract the instabilities that arise from the non-linear terms. For S 0 = 1 (solid line), we obtain approximately the same solution as the backward Euler scheme in both meshes. However, for S 0 = 2 (dot-dash line), and only for the unstructured mesh, the final solution is different from the others, leading to lower free-energy values in the steady-state. Furthermore, in the detailed view (Fig.  6 ) we find small differences in the free-energy evolution when varying S 0 . In a non-intuitive way, the free-energy decreases at a slower rate for higher S 0 values. Nonetheless, this result is still in agreement with the theoretical bound (121).
Overall, we recommend the use of the backward Euler scheme to remove the final solution dependency on S 0 , and to use S 0 = 1 to avoid instabilities from non-linear terms, although they have not appeared in this experiment (with K 0 = 1).
For this scenario, we represent the differences in the free-energy evolution for the rest of the meshes considered in Fig. 5 . First, in Fig. 7 we represent the final state for the curvilinear and unstructured meshes, where we find that the mesh has no visual impact on the solution, since the resulting interfaces are not aligned with the mesh.
To quantify the differences due to the mesh, we consider the Cartesian mesh ( Fig. 5(a) ) as the reference solution, and represent the free-energy difference of the other meshes with that. The result is represented in Fig. 8 . In the y-axis we represent the difference log 10 (F cartesian )−log 10 (F 1 ), between the Cartesian mesh and F 1 stands for the free-energy of the distorted (solid line), curved (dashed line) and unstructured (dash-dot line). In any case, the errors (and more substantially, in the initial and final states) remain low, and all meshes considered were stable and accurate once the IMEX parameters were set-up appropriately. 
Three dimensional spinodal decomposition
We also show the solver's capability to solve the spinodal decomposition in three dimensions. We consider the interior of a cylinder (L = D = 1), which we divide into 920 elements. A representation of the cylinder and the mesh is provided in Fig. 9 . We use order N = 3 polynomials, and the following values 
We run the simulation until the steady-state is reached. We show the evolution of the phases in Fig. 10 , where we have represented the interfaces Fig. 9 Representation of the mesh used for the three dimensional spinodal decomposition simulation and coloured the rest with blue (φ = −1) and red (φ = 1). Each plot in Fig.  10 represents a different time instant, one for each power of 10. The initial condition corresponds to Fig. 10(a) , and the final steady-state is Fig. 10(g) . Note that the final state is achieved with a flat interface separating both phases. Additionally, in Fig. 11 we depict the evolution of the free-energy F, showing that like in two dimensional simulations, it decreases monotonically from the initial condition to the steady state.
Summary
We have developed a nodal Discontinuous Galerkin (DG) spectral element method (DGSEM) to solve the Cahn-Hilliard equation. We used the GaussLobatto variant of the DG method to use the summation-by-parts simultaneousapproximation-term (SBP-SAT) property and showed that it is discretely stable. The spatial discretization uses the Bassi-Rebay 1 (BR1) method to couple inter-element fluxes, and the time discretization uses an efficient IMEX scheme. We first show the semi-discrete stability analysis (i.e. continuous in time), and later we show the fully-discrete one using the IMEX scheme. Both analyses show that the discrete free-energy is bounded in time by the initial value, which is in accordance with the continuous energy estimate. Lastly, we perform a convergence study of the scheme, we compare the scheme with previous results from the literature, and perform a simulation in three-dimensional curvilinear geometries, showing that the scheme is stable (i.e. its free-energy decreases) under all conditions tested herein as proved. It has been shown in (113) that the implicit Euler scheme used for Q in (89c) adds numerical dissipation that is proportional to the jumps in time ∆Q squared,
This dissipation can be effectively controlled using a linear combination of Q n+1 and Q n .
To show this, we define an intermediate state Q θ ,
such that K 0 = 1 recovers backward Euler, K 0 = 1/2 is Crank-Nicolson, and K 0 = 0 is forward (explicit) Euler.
To study the stability, we consider (89c) and (91), where instead of Q n+1 we use Q θ defined in (132),
We replace ϕ Q = Q θ in (133b), so that the left hand side is
When we replace ϕ W =
∆Φ ∆t
, we obtain the more general expression of (95),
Following the rest of the steps in the fully-discrete analysis, which remain the same, we arrive to the same bound in (121), but with new IMEX dissipation, diss 
Thus, the amount of dissipation related to Q added by the implicit scheme varies linearly with K 0 , and vanishes with K 0 = 1/2 (Crank-Nicolson scheme). Note that, with this approach, we cannot confirm that the explicit Euler is stable, which does not necessarily mean that it is unstable. The stability of the explicit Euler scheme is not analyzed in detail in this work as we consider it impractical due to the time step limitation imposed by the fourth order spatial derivate of the Cahn-Hilliard equation. In the numerical experiments, we set K 0 to both 1 (implicit Euler) and 1/2 (Crank-Nicolson) to see whether it is enough with the dissipation provided by − J Π, 1 E,N and the physical dissipation for the approximation to be stable.
B Effect of interface stabilization in Q
We have only considered interface stabilization in the chemical potential gradient weak form, F . We have not considered interface stabilization in the phase field gradient, Q, since we have found that it pollutes the free-energy F . In this Appendix we show the effect of adding interface stabilization also to Q ,
where σq is a positive penalty parameter. When studying the boundary terms generated by (137),
we find that (138) cannot be bounded. By rearranging,
we can see that by modifying the free-energy F to
then the dissipation is bounded and equal to
Although the interface penalization contribution is always positive, and therefore the freeenergy F is bounded in time, we cannot confirm that the free-energy is strictly monotonic in time. In most practical cases it is, and other methods that rely on this stabilization (e.g. the interior penalty method [20] ) have been found by us to work well in practice with the Cahn-Hilliard equation.
