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We consider a simple density topology Ts on the real line generated by the operator Φs .
Let us deﬁne the operator Φαs for a countable ordinal α in the following way: Φ
α
s (E) =
Φ(Φ
β
s (E)) if α = β + 1 and Φαs (E) =
⋂
β<α Φ
β
s (E) for a measurable set E ⊂ R. Then for
each set A ⊂ R its interior in Ts is given by the formula Ints(A) = A ∩ Φβs (B), where B is
any measurable kernel of A and β is the smallest countable ordinal for which Φβs (B) =
Φ
β+1
s (B). Moreover, for each ordinal α, 1 α < ω1, there exists a measurable set A such
that Ints(A) = A ∩ Φαs (A) and Ints(A) = A ∩ Φβs (A) for β < α.
© 2008 Published by Elsevier B.V.
Let S be a σ -algebra of Lebesgue measurable subsets of the real line R and I a σ -ideal of null sets. We shall say that the
sets A, B ∈ S are equivalent (A ∼ B) if and only if λ(A B) = 0, where λ stands for the Lebesgue measure (i.e. if A B ∈ I).
A point x ∈R is a point of density of the set A ∈ S if and only if
lim
h→0+
λ(A ∩ [x− h, x+ h])
2h
= 1
or, equivalently
lim
n→∞
λ(A ∩ [x− 1n , x+ 1n ])
2
n
= 1
(compare [3]).
Let us denote Φ(A) = {x ∈R: x is a point of density of A} for A ∈ S . Then the operation Φ has the following properties:
1. for each A ∈ S Φ(A) ∼ A (the Lebesgue Density Theorem),
2. for each A, B ∈ S , if A ∼ B , then Φ(A) = Φ(B),
3. Φ(∅) = ∅, Φ(R) =R,
4. for each A, B ∈ S Φ(A ∩ B) = Φ(A) ∩ Φ(B).
The family T = {A ∈ S: A ⊂ Φ(A)} is so-called density topology which is strictly stronger than the natural topology on the
real line (see for example [4, Chapter 22]).
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only if the sequence {χn·(A−x)∩[−1,1]}n∈N of characteristic functions converges in measure to χ[−1,1] (see [3]).
In [1] a new topology on the real line has been introduced with the use of so-called simple density points. We recall
basic deﬁnitions and results from that paper.
Deﬁnition 1. We say that x ∈ R is a simple density point of the set A ∈ S if and only if {χn·(A−x)∩[−1,1]}n∈N converges to
χ[−1,1] almost everywhere.
The set of all simple density points of A ∈ S we denote by Φs(A). It is obvious that Φs(A) ⊂ Φ(A) for each A ∈ S .
Theorem A. (See [1, Proposition 2].) For each A, B ∈ S if A ∼ B, then Φs(A) = Φs(B); Φs(∅) = ∅, Φs(R) = R and for each A, B ∈ S
Φs(A ∩ B) = Φs(A) ∩ Φs(B).
Theorem B. (See [1, Proposition 3].) If A ∈ S, then Φs(A) ∈ S.
Theorem C. (See [1, Theorem 2].) The family Ts = {A ∈ S: A ⊂ Φs(A)} is a topology strictly stronger than the natural topology and
weaker than the density topology.
The above Theorems A, B and C show that the simple density operator Φs and the simple density topology are similar
to the operator Φ and the density topology T. However, there are also differences because for the simple density operator
the Lebesgue Density Theorem does not hold:
Theorem D. (See [1, Theorem 1].) For each interval [a,b] and each number c ∈ (0,b − a) there exists a perfect and nowhere dense set
C ⊂ (a,b) such that λ(C) = c and Φs(C) = ∅.
It is well known that the interior of an arbitrary set A ⊂ R in the density topology equals A ∩ Φ(B), where B ⊂ A is
an arbitrary measurable kernel of A (see [3]). In the proof of this fact the Lebesgue Density Theorem plays essential role.
When the LDT is absent, the situation becomes different. In [2] it is proved that in the case of so-called ψ-density topology
(also without the analogue of LDT) to ﬁnd a formula for the interior one must use the transﬁnite iteration of the ψ-density
operator. We shall show that for the simple density topology the situation is similar. The outline of the proofs below is
similar to that in [2], technical details are rather different. Ints(A) will denote the interior of A in Ts .
We shall introduce the transﬁnite sequence of operators deﬁned on S . Put Φ1s (E) = Φs(E) for E ∈ S . If α is an ordinal
number, 1< α < ω1, then:
1o if α has the predecessor, α = β + 1, where 0 β < ω1, then Φαs (E) = Φs(Φβs (E)) for E ∈ S,
2o if α is a limit ordinal, then Φαs (E) =
⋂
1β<α Φ
β
s (E) for E ∈ S.
Theorem 1. For each E ∈ S and arbitrary ordinals α, β if 1 β < α < ω1 , then Φαs (E) ⊂ Φβs (E).
Proof. (Transﬁnite induction.) Take E ∈ S . Suppose that 1 = p <α = 2. Then Φ1s (E) = (Φ1s (E ∩ E)∪ (Φ1s (E) \ E) ∼ Φ1s (E)∩ E ,
since Φ1s (E) ⊂ Φ(E). From the ﬁrst and the third properties of Φs described in Theorem A it follows that
Φ2s (E) = Φ1s
(
Φ1s (E)
)= Φ1s (Φ1s (E) ∩ E)= Φ2s (E) ∩ Φ1s (E),
so Φ2s (E) ⊂ Φ1s (E).
Suppose now that for 1 β < α < γ we have Φαs (E) ⊂ Φβs (E). We shall show that for 1 β < α  γ the same inclusion
holds. It is suﬃcient to show that for each β , 1  β < γ we have Φγs (E) ⊂ Φβs (E). If γ is a limit ordinal then Φγs (E) =⋂
1η<γ Φ
η
s (E) ⊂ Φβ(E). If γ has a predecessor α, we shall consider two cases. First suppose that α also has a predecessor,
α = η + 1. Then Φγs (E) = Φs(Φαs (E)) = Φs(Φs(Φηs (E))) = Φ2s (Φηs (E)) ⊂ Φs(Φηs (E)) = Φαs (E) ⊂ Φβs (E) for β < α from our
supposition.
Now suppose that α is a limit ordinal. Then
Φ
γ
s (E) = Φs
(
Φαs (E)
)= Φs
( ⋂
1β<α
Φ
β
s (E)
)
⊂
⋂
1β<α
Φs
(
Φ
β
s (E)
)= ⋂
2β<α
Φ
β
s (E) = Φαs (E) ⊂ Φβs (E)
for β < α again from our assumption (observe that in the proof of the one but last inclusion we used the fact that if A1 ⊂
A2, then Φs(A1) ⊂ Φs(A2), which is an immediate consequence of the third property of Φs mentioned in Theorem D). 
Theorem 2. For arbitrary set A ⊂ R we have Ints(A) = A ∩ Φβs (B), where B ⊂ A is a measurable kernel of A and β is the smallest
countable ordinal for which Φβs (B) = Φβ+1s (B).
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Φs(U ) ⊂ Φs(A), consequently Ints(A) ⊂ A ∩ Φs(A). By transﬁnite induction one can prove that Ints(A) ⊂ A ∩ Φαs (A) for
each countable ordinal α. Since the transﬁnite sequence {Φαs }1α<ω1 is descendending by virtue of Theorem 1 and the
Lebesgue measure fulﬁlls the countable chain condition, there exists a smallest countable ordinal α0 such that λ(Φ
α0
s (A)) =
λ(Φ
α0+1
s (A)). Hence for β  α0+1 we have Φβs (A) = Φα0+1s (A) by virtue of the ﬁrst property of Φs described in Theorem A.
To prove that Ints(A) = A ∩ Φα0+1s (A) it suﬃces to show that A ∩ Φα0+1s (A) ∈ Ts . Indeed, A ∩ Φα0+1s (A) ⊂ Φα0+1s (A) =
Φ
α0+2
s (A) = Φs(A)∩Φα0+2s (A) = Φs(A∩Φα0+1s (A)), where the last equality follows from the third property of Φs described
in Theorem A.
Now suppose that A ⊂ R is an arbitrary set. If B ⊂ A is a measurable kernel of A, then again by transﬁnite induction
one can prove that Ints(A) ⊂ A ∩ Φαs (B) for each countable ordinal α. Let β be the smallest countable ordinal such that
Φ
β
s (B) = Φγs (B) for each countable ordinal γ  β . We have Ints(A) ⊂ A ∩ Φβs (B). To prove the equality we shall show
that A ∩ Φβs (B) ∈ Ts . Take x ∈ A ∩ Φβ(B). Then x ∈ (B ∪ {x}) ∩ Φβs (B ∪ {x}) and the set (B ∪ {x}) ∩ Φβs (B ∪ {x}) is Ts-open,
because Φs((B ∪ {x}) ∩ Φβs (B ∪ {x})) = Φs(B ∪ {x}) ∩ Φβ+1s (B ∪ {x}) = Φs(B) ∩ Φβ+1s (B) = Φβ+1s (B) = Φβs (B) and (B ∪ {x}) ∩
(Φ
β
s (B ∪{x})) ⊂ Φβs (B ∪{x}) = Φβs (B). Simultaneously (B ∪{x})∩Φβs (B ∪{x}) = (B ∪{x})∩Φβs (B) ⊂ A∩Φβs (B), so each point
x ∈ A ∩ Φβs (B) has a Ts-neighbourhood included in A ∩ Φβs (B) and ﬁnally this set is Ts-open. 
Remark. The above theorems remain true for each operator Φ possessing properties mentioned in Theorem A and such
that Φ(Φ(A)) ⊂ Φ(A).
Now we shall study more thoroughly the behaviour of the transﬁnite sequence (descending by virtue of Theorem 1)
{Φαs (A)}1α<ω1 for A ∈ S . We shall construct a set A ∈ S for which the above sequence is strictly descending to a prescribed
ordinal α.
Deﬁnition 2. (Compare [2, Deﬁnition 12].) We shall say that a countable ordinal α0 (1  α0 < ω1) is an order of A ∈ S
(r(A) = α0) if and only if Φαs (A) = Φα0s (A) for each α > α0 and Φβs (A) \ Φα0s (A) = ∅ for each β , 1 β < α0.
Deﬁnition 3. We say that x ∈ R is a right-hand simple density point of A ∈ S if and only if {χn·(A−x)∩[0,1]}n∈N converges
to χ[0,1] almost everywhere. The deﬁnition of a left-hand simple density point is made in a symmetric way.
Theorem 3. For each ordinal α0 , 1 α0 <ω1 , there exists A ∈ S such that r(A) = α0.
To prove the theorem we shall need following lemmas:
Lemma 1. For each interval [a,b] such that b − a < 1 there exists a perfect nowhere dense set F ⊂ [a,b] such that Φs(F ) = ∅, a is
the right-hand simple density point of F , b is the left-hand simple density point of F , for each t ∈ (a,b] we have λ(F ∩ [a, t]) 
(1 − 12n1 )(t − a), and for each t ∈ [a,b] we have λ(F ∩ [t,b]) (1 − 12n1 )(b − t), where n1 is the greatest positive integer for which
b − a < 2n1 .
Proof. We have a + 1n1+1  b − 1n1+1 and (a,b) =
⋃∞
n=n1+1([a + 1n+1 ,a + 1n ] ∪ [b − 1n ,b − 1n+1 ]) ∪ [a + 1n1+1 ,b − 1n1 ], where
the last term can be degenerated. For simplicity of denotations let In = [a+ 1n+1 ,a+ 1n ], Jn = [b− 1n ,b− 1n+1 ] for n n1 + 1
and I0 = [a+ 1n1+1 ,b− 1n1+1 ]. We shall suppose that I0 is non-degenerated, in the converse case the situation is simpler. Let
kn for n  n1 + 1 be a suﬃciently big natural number to assume that if In is subdivided onto kn equal intervals I1n, . . . , Iknn
(numbered from the left to the right), then
inf Ikn − a
sup Ikn − a
 2
n+1 − 2
2n+1 − 1 for k ∈ {1, . . . ,kn}.
Similarly, let k0 be a suﬃciently big natural number to assure that if I0 is subdivided onto k0 equal intervals I10, . . . , I
k0
0
(numbered from the left to the right), then
inf Ik0 − a
sup Ik0 − a
 2
n1+1 − 2
2n1+1 − 1 for k ∈ {1, . . . ,k0}.
At last, let J1n , . . . , J
kn
n be a subdivision of Jn consisting of kn equal intervals for n n1 + 1. We have obviously
b − sup J kn
k
 2
n+1 − 2
2n+1 − 1 for n n1 + 1 and k ∈ {1, . . . ,kn}b − inf Jn
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b − sup Ik0
b − inf Ik0
 2
n+1 − 2
2n+1 − 1 for k ∈ {1, . . . ,k0}.
Let Fkn ⊂ Int Ikn be a perfect nowhere dense set such that λ(Fkn)  (1 − 12n+1 ) · λ(Ikn) and Φs(Fkn) = ∅ for n  n1 + 1,
k ∈ {1, . . . ,kn}, let Hkn ⊂ J kn be a perfect nowhere dense set such that λ(Hkn) (1− 12n+1 ) ·λ( J kn) and Φs(Hkn) = ∅ for n n1+1,
k ∈ {1, . . . ,kn}, at last let Kk ⊂ Int Ik0 be a perfect nowhere dense set such that λ(Kk)  (1 − 12n1+1 ) · λ(Ik0) and Φs(Kk) = ∅
for k ∈ {1,2, . . . ,k0}. The existence of such sets follows immediately from Theorem D.
Put F = (⋃∞n=n1+1⋃knk=1 Fkn) ∪ (⋃∞n=n1+1⋃knk=1 Hkn) ∪ (⋃k0k=1 Kk). We shall show that for each t ∈ (a,b] we have λ(F ∩
[a,b]) (1 − 12n1 ) · (t − a) (the proof of the second inequality involving F ∩ [t,b] is similar). Suppose that t ∈ (b − 1n1+1 ,b]
(for t ∈ (a,a+ 1n1+1 ] and t ∈ [a+ 1n1+1 ,b − 1n1+1 ] the proof is even simpler). Then there exists nˆ n1 + 1 and p ∈ {1, . . . ,knˆ}
such that t ∈ J p
nˆ
. Hence
F ∩ [a,b] =
( ∞⋃
n=n1+1
kn⋃
k=1
Fkn
)
∪
( k0⋃
k=1
Kk
)
∪
(
nˆ−1⋃
n=n1+1
nk⋃
k=1
Hkn
)
∪
( p−1⋃
i=1
Hinˆ
)
∪ (Hp
nˆ
∩ [inf J p
nˆ
, t
])
.
Further,
λ
(
F ∩ [a, t]) λ(F ∩ [a, inf J knˆ])
∞∑
n=n1+1
kn∑
k=1
(
1− 1
2n+1
)
· λ(Ink)+
k0∑
k=1
(
1− 1
2n1+1
)
· λ(Ik0)
+
nˆ−1∑
n=n1+1
kn∑
k=1
(
1− 1
2n+1
)
· λ( J kn)+
p−1∑
i=1
(
1− 1
2nˆ+1
)
· λ( J in)

(
1− 1
2n1+1
)
· λ([a, inf J k0
nˆ
])= (1− 1
2n1+1
)
· λ([a, t]) · λ([a, inf J k0nˆ ])
λ([a, t]) .
But from the construction of intervals of type J kn it follows that
λ([a, inf J k
nˆ
])
λ([a, t]) 
λ([a, inf J k
nˆ
])
λ([a, sup J j
nˆ
])
 2
nˆ+1 − 2
2nˆ+1 − 1 
2n1+1 − 2
2n1+1 − 1
so at last λ(F ∩ [a, t]) (1− 12n1 )(t − a).
Exactly in the same way (using only sets of the form Fkn for n  nˆ  n1 + 1 one can prove that if t ∈ [a + 1nˆ+1 ,a + 1nˆ ],
then λ(F ∩ [a, t])  (1 − 1
2nˆ
) · (t − a), from which it follows easily that a is the right-hand simple density point of F . The
proof that b is the left-hand simple density point of F is similar. 
In the sequel we shall say that the set F constructed in the above lemma is a useful set for [a,b].
Lemma 2. For arbitrary perfect nowhere dense set C ⊂ (c,d) there exists a nowhere dense set D ⊂ (c,d) such that C ∪ D is a perfect
nowhere dense set and Φs(C ∪ D) = C .
Proof. Let {(ak,bk)}k∈N be a sequence of components of the set (c′,d′) \ C , where c < c′ < infC and supC < d′ < d. Using
Lemma 1 we shall construct a sequence {Fk}k∈N of perfect nowhere dense sets such that Fk is the useful set for [ak,bk],
k ∈ N .
It is not diﬃcult to see that if D =⋃k Fk , then C ∪ D ⊂ (c,d) is a perfect nowhere dense set.
Obviously if x /∈ C ∪ D , then x /∈ Φs(C ∪ D) because C ∪ D is a closed set. Further, if x ∈ D \ C , then x ∈ (ak,bk) for some
k ∈ N , so D ∩ (ak,bk) = Fk \ {ak,bk} and x /∈ Φs(C ∪ D), because Φs(Fk) = ∅. Hence Φs(C ∪ D) ⊂ C .
To prove the converse inclusion we shall show that if x is two-sided point of accumulation of C , then x ∈ Φs(C ∪ D). If x
is isolated in C from one side, the proof is even simpler.
Fix n0 ∈ N . Let n be a positive integer such that [x − 1n , x + 1n ] ⊂ (c′,d′) and [x − 1n , x + 1n ] meets only components of
(c′,d′) \ C whose length is less than 2n0 .
Put N˜ = {k ∈ N: (ak,bk) ∩ [x− 1n , x+ 1n ] = ∅}. We have
(C ∪ D) ∩
[
x− 1
n
, x+ 1
n
]
=
(
C ∩
[
x− 1
n
, x+ 1
n
])
∪
⋃(
(ak,bk) ∩
[
x− 1
n
, x+ 1
n
]
∩ D
)
.k∈N˜
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x+ 1n ∈ (ak2 ,bk2 )
(C ∪ D)′ ∩
[
x− 1
n
, x+ 1
n
]
=
( ⋃
k∈N˜\{k1,k2}
D ′ ∩ (ak,bk)
)
∪
(
D ′ ∩
[
x− 1
n
,bk1
))
∪
(
D ′ ∩
(
ak2 , x+
1
n
])
=
( ⋃
k∈N˜\{k1,k2}
F ′k
)
∪
(
F ′k1 ∩
[
x− 1
n
,bk1
))
∪
(
F ′k2 ∩
(
ak2 , x+
1
n
])
.
Since all components have length less than 2n0 , we have
λ
(
(C ∪ D)′ ∩
[
x− 1
n
, x+ 1
n
])
 1
2n0
· λ
(( ⋃
k∈N˜\{k1,k2}
(ak,bk)
)
∪
[
x− 1
n
,bk1
)
∪
(
ak2 , x+
1
n
])
 1
2n0
· λ
([
x− 1
n
, x+ 1
n
])
.
From this it is easy to see that x ∈ Φs(C ∪ D). Finally C ⊂ Φs(C ∪ D). If x− 1n ∈ C or x+ 1n ∈ C , the proof is even simpler. 
Proof of Theorem 3. Observe that the following conditions are fulﬁlled:
I1 There exists A ∈ S such that r(A) = 1.
II1 For each perfect nowhere dense bounded set E ⊂ R and for each  > 0 there exists a perfect nowhere dense set such
that E ⊂ A ⊂ [inf E − , sup E + ] and Φ1s (A) = E .
To verify I1 it suﬃces to take E = ∅. The condition II1 follows from Lemma 2. (If we put E = C , where C is the set from
Theorem D, then we have Φ1s (A) = C and Φ2s (A) = Φs(C) = ∅, so r(A) = 2.)
Suppose now that the following conditions are fulﬁlled:
I<α For each countable ordinal β , 1 β < α, there exists a set A ∈ S such that Φβs (A) = ∅ and Φγs (A) = ∅ for 1 γ < β
(so r(A) = β).
II<α For each countable ordinal β , 1 β < α, each perfect nowhere dense bounded set E ⊂ R and each  > 0 there exists
a perfect nowhere dense set A ⊂R such that E ⊂ A ⊂ [inf E − , sup E + ] and Φβs (A) = E.
We shall prove that the following conditions hold:
Iα There exists a set A ∈ S such that Φαs (A) = ∅ and Φγs (A) = ∅ for 1 γ < α.
IIα For each perfect nowhere dense bounded set E ⊂ R and each  > 0 there exists a perfect nowhere dense set A ⊂ R
such that E ⊂ A ⊂ [inf E − , inf E + ] and Φαs (A) = E.
Suppose that α has a predecessor, α = β + 1.
Let E be a set from Theorem D. By virtue of II<α there exists a perfect nowhere dense set A ⊂ R such that Φβs (A) = E .
Then Φαs (A) = Φs(Φβs (A)) = Φs(E) = ∅, so Iα is proved (and r(A) = α).
Let E ⊂ R be a bounded perfect nowhere dense set and let  > 0. By virtue of Lemma 2 there exists a set D ∈ S such
that D ∪ E is a perfect nowhere dense set, D ∪ E ⊂ [inf E − 2 , sup E + 2 ] and Φs(D ∪ E) = E . From II<α there exists a
perfect nowhere dense set A ⊂ R such that D ∪ E ⊂ A ⊂ [inf(D ∪ E) − 2 , sup(D ∪ E) + 2 ] and Φβs (A) = D ∪ E . Hence
A ⊂ [inf E − , sup E + ] and Φαs (A) = Φs(Φβs (A)) = Φs(D ∪ E) = E , so IIα is proved.
Now suppose that α is a limit number. Fix a strictly increasing sequence {β}n∈N of countable ordinals convergent to α.
Observe that for each A ∈ S we have Φαs (A) =
⋂∞
n=1 Φ
βn
s (A) by virtue of Theorem 1.
Let {xn}n∈N be a decreasing sequence convergent to 0. From I<α it follows that for each n ∈ N there exists a perfect
nowhere dense set En ⊂ (xn+1, xn) such that r(En) = βn . Put A = {0}∪⋃∞n=1 En . The set A is perfect and nowhere dense and
Φαs (A) = ∅, while for each β < α there exists n ∈ N such that β < βn , so Φβs (A) ⊃ Φβs (En) = ∅. Finally r(A) = α and Iα is
proved.
Let E be a bounded perfect nowhere dense set and let  > 0. Denote by {(an,bn}n3 a sequence of components of
the set [inf E, sup E] \ E and let (a1,b1) = (inf E − , inf E), (a2,b2) = (sup E, sup E + ). By virtue of Lemma 2 there exists
a set D ⊂ [inf E − , sup E + ] such that D ∪ F is a perfect nowhere dense set and Φs(D ∪ E) = E . Let {zn,k}kn be a
V. Aversa, W. Wilczyn´ski / Topology and its Applications 155 (2008) 1974–1979 1979decreasing sequence and {tn,k}kn be an increasing sequence for n 3 such that zn,n = tn,n , limk→∞ zn,k = an , limk→∞ tn,k =
bn , moreover D ∩ ({zn,k: k  n} ∪ {tn,k: k  n}) = ∅. In (a1,b1) we choose only increasing sequence {t1,k}k1 such that
limk→∞ t1,k = b1 and D∪{t1,k: k 1} = ∅, in (a2,b2) we choose only decreasing sequence {z2,k}k2 such that limk→∞ z2,k =
a2 and D∪{z2,k: k 2} = ∅. From the assumption II<α for each n ∈N\{1} and for each k n there exists a perfect nowhere
dense set En,k such that (zn,k+1, zn,k) ∩ D ⊂ En,k ⊂ (zn,k+1, zn,k) and Φβks (En,k) = (zn,k+1, zn,k) ∩ D . From the properties of D
it follows also that Φβk+1s (En,k) = ∅. Similarly for n ∈ N \ {2} and k  n there exists a perfect nowhere dense set Fn,k such
that (tn,k, tn,k+1) ∩ D ⊂ Fn,k ⊂ (tn,k, tn,k+1) and Φβks (Fn,k) = (tn,k, tn,k+1) ∩ D (so also Φβk+1s (Fn,k) = ∅).
Put A = E ∪⋃n∈N\{1}⋃kn En,k ∪⋃n∈N\{2}⋃kn Fn,k . Obviously A ⊃ E ∪ D . We shall prove that Φαs (A) = E.
First observe (simple transﬁnite induction) that for each countable ordinal β the operation Φβs is monotone, i.e.
Φ
β
s (A1) ⊂ Φβs (A2) if A1 ⊂ A2. Hence for each i ∈N we have
Φ
βi
s (A) ⊃
⋃
n∈N\{1}
⋃
kn
Φ
βi
s (En,k) ∪
⋃
n∈N\{2}
⋃
kn
Φ
βi
s (Fn,k) =
⋃
n∈N\{1}
⋃
ki
Φ
βi
s (En,k) ∪
⋃
n∈N\{2}
⋃
ki
Φ
βi
s (Fn,k)
⊃
⋃
n∈N\{1}
⋃
ki
(
(zn,k+1, zn,k) ∩ D
)∪ ⋃
n∈N\{2}
⋃
ki
(
(tn,k, tn,k+1) ∩ D
)
= D \
(⋃
n<i
n =
⋃
nk<i
(zn,k+1, zn,k) ∪
⋃
n<i
n =1
⋃
nk<i
(tn,k, tn,k+1)
)
.
Now we shall show that for each ordinal β , 1 β < α we have Φβs (A) ⊃ E .
Indeed Φ1s (A) ⊃ E , because Φs(E ∪ D) = E and A ⊃ E ∪ D .
Suppose that for each γ < β < α Φγs (A) ⊃ E . If β is a limit ordinal, then Φβs (A) =
⋂
γ<β Φ
β
s (A) ⊃ E from the assump-
tion.
If β = γ + 1 for some γ , the situation is more complicated. We have Φγs (A) ⊃ E and simultaneously for βi > γ
Φ
γ
s (A) ⊃ Φβis (A) ⊃ D \
( ⋃
n<i
n =1
⋃
nk<i
(zn,k+1, zn,k) ∪
⋃
n<i
n =1
⋃
nk<i
(tn,k, tn,k+1)
)
.
From the construction of sequences {zn,k} and {tn,k} it follows that
Φs(E ∪ D) \
( ⋃
n<i
n =1
⋃
nk<i
(zn,k+1, zn,k) ∪
⋃
n<i
n =1
⋃
nk<i
(tn,k, tn,k+1)
)
= E,
because the number of subtracted intervals is ﬁnite and they are distant from E . So Φγ+1s (A) = Φs(Φγs (A)) ⊃ E.
From the above immediately follows that Φαs (A) =
⋂∞
k=1 Φ
βk
s (A) ⊃ E . If x /∈ E and x /∈ [inf E−, sup E+], then obviously
x /∈ Φαs (A). In the case when x ∈ (an,bn) for some n ∈ N \ {1,2} there exists k ∈ N such that x ∈ (xn,k, tn,k) and then x /∈
Φ
βk+1
s (A). The proof in the case n = 1 or 2 is similar. Finally Φαs (A) = E. 
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