In this paper, we study the solvability of a general class of fully nonlinear curvature equations, which can be viewed as generalizations of the equations for Christoffel-Minkowski problem in convex geometry. We will also study the Dirichlet problem of the corresponding degenerate equations as an extension of the equations studied
Introduction
In this paper, we consider the solvability of the following fully nonlinear elliptic equation on sphere S n ,
with W u (x) = u ij (x) + u(x) δ ij being the spherical hessian matrix of the unknown function u : S n → R. Here u ij are the second order covariant derivatives with respect to any orthonormal frame {e 1 , e 2 , · · · , e n } on S n and δ ij is the standard Kronecker symbol. α(x) and α ℓ (x) > 0 with ℓ = 0, 1 · · · , k − 2 are given smooth functions on S n . σ m (A) denotes the m-th elementary symmetric function of an n × n symmetric matrix A given by σ m (A) = σ m (λ(A)) = i 1 <i 2 <···<im λ i 1 λ i 2 · · · λ im where λ(A) = (λ 1 , λ 2 , · · · , λ n ) denotes the eigenvalues of the matrix A for 1 ≤ m ≤ n and σ 0 (A) = 1.
Our interest on the solvability of equation (1.1) is motivated from the study of convex geometry. The classical Christoffel-Minkowski problem is a problem of finding a convex hypersurface in R n+1 with the k-th symmetric function of the principal radii prescribed on its outer normals. It corresponds to finding convex solutions of the following standard Hessian equations σ k (W u (x)) = φ(x), x ∈ S n with the positive definite condition W u > 0 on S n . In the case k = 1, it is the equation for the Christoffel problem and it was solved by Firey [14, 15] and Berg [3] . When k = n, this is the famous Minkowski problem and it has been settled by the works of Minkowski [37], Alexandrov [1] , Lewy [34] , Nirenberg [38] , Pogorelov [43] and Cheng-Yau [8] . The intermediate case was solved by Guan-Ma [22] . It is obvious that the Hessian equation corresponds to the case that α(x) ≡ 0 and α ℓ (x) ≡ 0 for 1 ≤ ℓ ≤ k − 2 in equation (1.1).
Another classical problem from convex geometry is to find convex hypersurfaces in R n+1 whose Weigarten curvatures is prescribed as a function defined on S n in terms of the inverse Gauss map. It corresponds to find convex solutions of the quotient type equation
where φ(x) is a given positive smooth function on S n . This problem has been extensively studied and important progress has been made in Guan-Guan [21] and Guan-Li-Li [24] . One finds that the above equation is also contained in the frame of equation (1.1) if we move σ n−k (W u ) to the right hand side of the equation.
Various extensions of the Christoffel-Minkowski problem have been discussed in the literature of convex geometry. For example, the problem of prescribing convex combination of area measures was proposed in [44] . This type of problem leads to differential equation of the form
where α i with i = 1, · · · , k − 1 are nonnegative constants. The existence and uniqueness of convex solutions to this equation is still open if k−1 i=1 α i > 0 in general (we refer the discussion of uniqueness in the notes of section 7.2 in [44] ). It would be interesting to consider the existence of convex hypersurfaces with prescribing more general functions on curvatures or principal radii. For that, we would like to investigate the solvability of equation (1.1) on sphere. In the first part of the paper, we will prove the following existence result. Theorem 1.1. Assume that α ℓ (x) ∈ C m,1 (S n ), with m ≥ 1 and 0 ≤ ℓ ≤ k − 2, are positive functions and α(x) ∈ C m,1 (S n ). Suppose there is an automorphic group G of S n that has no fixed points. If α(x), α ℓ (x) are invariant under G, i.e., α (g(x)) = α(x) and α ℓ (g(x)) = α ℓ (x) for all g ∈ G and x ∈ S n , then there exists a G-invariant admissible solution u ∈ C m+2,γ , ∀ 0 < γ < 1, such that u satisfies equation (1.1).
Moreover, there is a positive constant C depending only on inf S n α ℓ (x), ||α ℓ || C m,1 (S n ) and ||α|| C m,1 (S n ) such that
We remark that the G-invariant assumption in the above theorem is used to prove the existence of solution by degree theory, which is in the similar case as [21] . As explained in [21] , such an assumption could be dropped if necessary geometric obstructions to the existence of solutions were at hand as all necessary a priori estimates for equation (1.1) are established without such invariance requirement.
On the other hand, the solution obtained in the above theorem is the admissible solution in the sense that λ(W u ) ∈ Γ k−1 cone with Γ k−1 = {λ ∈ R n | σ 1 (λ) > 0, · · · , σ k−1 (λ) > 0}.
This means the solution is known to be in the Γ k−1 cone, but not necessarily in the convex cone Γ n = {λ ∈ R n | σ 1 (λ) > 0, · · · , σ n (λ) > 0}. Therefore, we can not fully recover the existence of convex hypersurface by using this existence result. The main ingredient missing here is a so-called constant rank theorem for equation (1.1) on S n . Such a theorem was established for the Hessian equation by Guan-Ma [22] and it was also the key to obtain the convex solution. In their proof, homogeneous property of the equation plays important role there. It would be an interesting question to prove the constant rank theorem for fully nonlinear equations on S n which are in-homogeneous.
Because of its structure as a combination of elementary symmetric functions, equation (1.1) is also interesting from the PDE point of view. Such type of equations arise naturally from many important geometric problems. One example is the so-called Fu-Yau equation arising from the study of the Hull-Strominger system in theoretical physics, which is an equation that can be written as the linear combination of the first and second elementary symmetric functions,
on n-dimensional compact Kähler manifolds. There have been a lot of works related to this equation recently, see for example, Fu-Yau [16, 17] and Phong-Picard-Zhang [40, 41, 42] . Another important example is the special Lagrangian equations introduced by Harvey and Lawson [27] , which can be written as the alternative combinations of elementary symmetric functions,
A complex analogue of this equation on compact Kähler manifolds also appeared naturally from the study of Mirror Symmetry, see Leung-Yau-Zaslow [33] , Collins-Jacob-Yau [9] and Collins-Yau [11] . Moreover, equations of the form
for some constants b ≥ 0 and C > 0 also arise from the study of J-equation on toric varieties by Collins-Székelyhidi [10] .
The above mentioned examples, Fu-Yau equation and special Lagrangian equation, are of a similar form as equation (1.1), but have their special structures which play essential role in the study of their solvability. It would be desirable to establish a general frame work for this type of equations. Indeed, equation of this general type was already considered by Krylov as an important example for the applications of the general notion of fully nonlinear elliptic equations developed in [32] . More precisely, Krylov considered the case with α(x) ≤ 0 and studied Dirichlet problem of the following degenerate equation in a (k-1)-convex domain D in R n ,
with all the coefficient α l (x) ≥ 0 for 0 ≤ l ≤ k − 1. In [32] , Krylov observed that the above equation is elliptic in the admissible Γ k cone. By using certain concave structure of the elliptic operator, he reduced the above equation to the elliptic Bellman's equation and then applied the general theorems on the Bellman equations to obtain the crucial C 1,1 a priori estimates provided that α l (x) ≥ 0 and α
Using the observation in the study of equation (1.1) on spheres, we can also study the corresponding Dirichlet problem over bounded domains in R n . In comparison with Krylov's equation, a key new feature is that there is no sign requirement for the coefficient function of σ k−1 . In fact, by viewing the above mentioned Fu-Yau equation and special Lagrangian equation, it is important to study the equations formed by linear combinations of elementary symmetric functions with possibly alternative signs. However, as we will see in Section 2, the structure and behavior of the equation will be quite different from Krylov's case with this new feature. In general, examples show that one can not expect the existence of solutions in Γ k cone as Krylov's case, which leads us to look for solutions in a larger cone. On the other hand, the admissible set should not be too large as we still need to keep the important ellipticity and concavity properties of the operator. The key observation given in Proposition 2.2 is that the proper admissible set is Γ k−1 for the new equation. Based on this, we can prove the following C 1,1 a priori estimate for the corresponding degenerate problem.
over a bounded domain Ω ⊂ R n with smooth boundary ∂Ω, and u = φ on ∂Ω for some given smooth function φ(x). Assume that α ℓ (x) ≥ 0 for ℓ = 0, 1, · · · , k − 2. Then
where C is a constant depending on α 1/(k−ℓ) ℓ C 1,1 , α(x) C 1,1 , u C 0 and Ω, but independent of the lower bound inf Ω α ℓ (x) with ℓ = 0, · · · , k − 2.
There is an interesting PDE problem in finding the optimal power p ℓ in the requirement of α 1/p ℓ ℓ ∈ C 1,1 to obtain the above C 1,1 estimate for the degenerate fully nonlinear equations. For Krylov's equation (1.4), C 1,1 estimates were proved with the assumption that p l ≥ k − l + 1 for 0 ≤ l ≤ k − 1, and this was weakened to be p l ≥ k − l by Dong [13] and hence partially confirmed a question proposed by Krylov in [32] . Here, in the above theorem, no assumption is required on the coefficient of σ k−1 , except α(x) ∈ C 1,1 . In particular, we do not require it to be non-negative. For α ℓ with 0 ≤ ℓ ≤ k − 2, we assume that α
But it is still an interesting question whether the estimate still holds if one assumes p ℓ ≥ k − ℓ − 1 for all 1 ≤ ℓ ≤ k − 2. In fact, one expects p ℓ = k − ℓ − 1 to be the optimal power to guarantee the C 1,1 estimate. For the case of Monge-Ampère equation, that is k = n and α ℓ = 0 for 1 ≤ ℓ ≤ n − 1, this was proved by Guan-Trudinger-Wang [26] and the power n − 1 was also shown to be sharp by an example in [47] . For the Hessian equation, that is α ℓ = 0 for 1 ≤ ℓ ≤ k − 1 with k < n, estimate as (1.6) was obtained in [30] with power k − 1 and a modified example shows that k − 1 is the lowest possible power in [12] . An interesting question left open in [30] is to establish the boundary C 1,1 estimate for the solution of the Hessian equation under the optimal condition.
To obtain the global C 1,1 estimate for equation (1.5) , it is enough to derive the estimates on the boundary ∂Ω. Here, we follow the idea by Guan [19, 20] and obtain the boundary estimate under the sub-solution assumption.
be an admissible solution of equation (1.5) with u = φ on the boundary. Suppose α ℓ > 0 ∈ C 1,1 (Ω) and α(x) ∈ C 1,1 (Ω). If there exists an admissible sub-solution u ∈ C 2 (Ω):
Then, there exists a constant C depending on
The paper is organized as follows. In §2, we provide some background and discuss the ellipticity and concavity of equation (1.1). In §3, we prove the a priori estimates for the equation on S n and show the existence of the solution by using degree method. In the last part of §3, we will also derive the C 1,1 estimates on S n for the degenerate case. In §4, we study the Dirichlet problem of equation (1.5) by deriving the interior and boundary C 1,1 estimates.
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Ellipticity and concavity of the equation
In this section, we study the ellipticity and concavity of equation
Those two properties play fundamental role when we solve the equation by the so-called method of continuity, according to the general PDE theories.
In the landmark work [4, 6] , Caffarelli-Nirenberg-Spruck investigated the Hessian equations systematically,
A class of more general Hessian type equations was considered by Krylov [32] . In particular, he observed that the natural admissible cone to make equation
elliptic is also the Γ k -cone, which is the same as the Hessian equation case.
Comparing equation (2.1) with (2.2) or (2.3), it is plausible to guess that the admissible cone should also be Γ k . However, the following simple example indicates that, in general, this is not necessarily true.
Therefore, u is a solution of equation (2.4) if and only if v solves the following equation
According to the solvability of standard Hessian equation in [6] , the admissible cone for equation (2.5) is Γ 2 . This indicates that one should seek the solution for equation (2.4) in a convex set containing Γ := {λ ∈ R n | λ + 1 2 I n ∈ Γ 2 }. On the other hand, it is easy to check that Γ 2 -cone is properly contained in the set Γ. Therefore, we should looking for admissible solutions of equation (2.4) in a convex set which is larger than Γ 2 .
In fact, one can easily verify that u(x 1 ,
There are also similar examples on spheres. It's known ( [2] ) that there exist plenty of functions u ∈ C 4 (S 2 ) such that σ 1 (W u ) = ∆u + 2u > 0 on S 2 while σ 2 (W u )(x 0 ) < 0 for some point x 0 ∈ S 2 . Therefore, u satisfies equation This simple example suggests that we should look for admissible solution for equation (2.1) in a set larger than Γ k cone. However, it should not be too large as we still need to keep the important ellipticity and concavity properties of the operator. The following proposition says that the proper admissible set is Γ k−1 for the new equation.
is elliptic and concave.
Proof. To check the ellipticity, it suffices to show that
By direct computation, it follows that
Note that, for any i, ℓ = 1, · · · , n, we have σ ℓ (λ) = σ ℓ (λ|i) + λ i σ ℓ−1 (λ|i). Thus,
by Newton-Maclaurin inequality. For more detailed computation, please see [23] . Similarly, we can also obtain that
The concavity of operator G(D 2 u) follows from the concavity of operator σ k σ k−1 and convexity of operator σ ℓ σ k−1 for any ℓ = 0, 1, · · · , k − 2.
In fact, it is known that
is concave in the Γ q cone for any 0 ≤ p < q ≤ n, see for example, the last section in [32] . To see the convexity of σ ℓ σ k−1 for 0 ≤ ℓ ≤ k − 2, we simply use the concavity of F :=
. We can write σ ℓ σ k−1 = F −(k−1−ℓ) , and compute
The second term is negative because of the concavity of F . On the other hand, it is a well-known fact proved by Huisken-Sinestrari [28] (see also [35] ) that σ k σ k−1 is concave in the Γ k−1 cone. Therefore, it follows that the operator G is concave in Γ k−1 .
For the convenience of notations, we will denote
Under this notation, for u in the Γ k−1 admissible cone, equation (1.1) is equivalent to
Moreover, it follows from the above proposition, we know the operator G is elliptic and concave in Γ k−1 cone. We will make essential use of these properties in the following sections.
We remark that the ellipticity and concavity of the operator proved in Proposition 2.2 purely rely on the algebraic properties of the elementary symmetric functions. Therefore, Proposition 2.2 still holds if we replace D 2 u by the spherical hessian matrix W u = u ij + u δ ij .
Existence of admissible solutions on spheres
In this section, we will first derive the a priori estimates for the admissible solution of equation (1.1) on S n , that is
and then prove the existence of the solution via the degree method.
We note that for any solution u(x) of (3.1), u(x) + l(x) is also a solution of the equation for any linear function l(x) = n+1 i=1 a i x i . So, we will confine ourselves to solutions satisfying the following orthogonal condition
3.1. The a priori estimates.
In this sub-section, we proceed to derive a priori estimates in the non-degenerate case. We assume u ∈ C 4 (S n ) is an admissible solution of equation (3.1), i.e.
We will derive the a priori C 2 estimate first, which are independent of the group invariance assumption.
Proof: We first note that the positivity of λ max (x) follows from the fact that u is an admissible solution, that is
To obtain the upper bound for λ max , we will consider the auxiliary function
Then, it will be sufficient to derive an upper bound for H. Suppose that the maximum value of H is attained at some point x 0 ∈ S n . We may choose an orthonormal local frame e 1 , e 2 , · · · , e n near x 0 such that u ij (x 0 ) is diagonal. For the standard metric on S n , one may easily check the commutator identity
Next we differentiate equation (3.1) and obtain
where (α ℓ ) p denotes the derivative of function α ℓ (x). Differentiate the equation another time and we obtain n p=1
The above identities imply
Putting (3.7) and (3.5) into (3.6) and using the concavity of
Next, we need to estimate the right hand side of the above inequality. Essentially, we need to get a lower bound for the following terms
It was shown by Krylov in [32] that the operator
It follows that
Then, for any symmetric matrix (X ij ) ∈ R n×n , we have ij,rs
By direct computation, we have
As a consequence, we have
Using this inequality from concavity of the operators, we can estimate
where we used the fact that α ℓ > 0 and G ℓ < 0 to obtain the last inequality for 0 ≤ ℓ ≤ k − 2.
Putting the above estimates back to (3.8) , we obtain,
To get the desired estimate, we still need to get a lower bound for n i=1 G ii . By the definition of operator G and straightforward computation, we have
It follows from the Newton-MacLaurin inequality that
Back to (3.11), we obtain
To get the desired upper bound for H, it is enough to show that
for some uniform constant C and t < 1.
Now, we are in the place to use the non-degeneracy condition in Proposition 3.1. Without loss of generality, we may assume that
where m ≤ k − 2 and α m (x) ≥ c 0 > 0 and α l ≥ 0 for 0 ≤ l ≤ m − 1. We would like to bound σ l σ k−1 from above for any 0 ≤ l ≤ m.
Step 1: Using the non-degenerate assumption α m (x) ≥ c 0 > 0 to control the leading term
Note that, by equation (3.13),
Recall that W u ∈ Γ k−1 and therefore, we have either
Now, we assume that σ k (W u (x 0 )) ≥ 0. We will discuss into two cases.
Then, it follows from the Newton-MacLaurin's inequality that
Step 2: Estimate
We observe that
On the other hand,
By making use of the estimate (3.14) and (3.15), we have, in Case 1,
Putting (3.14), (3.15), (3.16) and (3.17) into (3.12), we see that, in both cases, the first term n−k+1 k H is the higher order term. Therefore,
This proves the estimate for λ max .
To derive the estimate (3.4), we again use the fact that
Then, it follows that
Therefore, we have the desired estimates for λ i (x).
Next, to obtain the a priori estimates up to C 2,γ for some 0 < γ < 1, it is enough to derive the a priori C 2 estimate for u. Then the Hölder estimate for the D 2 u will follow from the Evans-Krylov theorem for concave and uniform elliptic PDEs. The the bootstrapping argument by applying Schauder estimates repeatedly will lead to the estimate on C m+2,γ norm as claimed (1.3) in the main theorem.
In viewing of the estimate obtained in Proposition 3.1, the estimate on D 2 u L ∞ (S n ) will follow from the C 0 estimate of u. In general, for the prescribing curvature problem [21] and the Christoffel-Minkowski problem [22] , the C 0 estimates are obtained by using Cheng-Yau's argument [8] which makes essential use of the quermassintegral inequalities for convex hypersurfaces (that is W u ∈ Γ n ). However, such inequalities are not available for non-convex case as we are working for W u ∈ Γ k−1 . So, we will adapt the alternative argument provided in [21] .
is an admissible solution of equation (3.1) and u satisfies (3.2). Then, there exists a positive constant C depending on n, k, α(
Proof. We will prove the estimate by a blowup argument. Suppose there is no such bound, then there exist u m , m = 1, 2, · · · satisfying equation (3.1), a constantC independent of m and
. Then, for any m = 1, 2, · · · v m L ∞ (S n ) = 1. (3.18) By our previous estimates in Proposition 3.1, we have for any eigenvalues
It is important to note that the constant C here is independent of m. This implies that v m satisfies the following estimates
In particular, we obtain ∆v m + n v m −→ 0.
On the other hand, for a general function w ∈ C 4 (S n ) satisfying W w = w ij + w δ ij ∈ Γ k−1 , we know that there is a constant C depending only on n, max x∈S n λ max (x), and max S n |w| such that
Indeed, the second derivative bound follows from the fact that W w ∈ Γ k−1 ⊂ Γ 1 and the first derivative bound follows from interpolation. Now, we apply this fact to v m . Note that, for v m , we have estimates (3.18) and (3.19) .
Moreover, we also have ∆v + n v = 0 on S n in the distribution sense. By linear elliptic theory, v is in fact smooth. Since v satisfies the orthogonal condition (3.2), we conclude that v ≡ 0 on S n . But this is a contradiction to the fact that v L ∞ (S n ) = 1.
Existence via Degree theory.
The main goal of this subsection is to establish the existence part for equation (3.1). With the a priori estimates obtained in the previous section, one may wish to apply the continuity method to get the existence. This leads to study the linearized operator L of the operator G given in (2.9). However, as in the discussion for quotient operator in [21] , it is difficult to verify the kernel of L. Instead, we will approach the problem using degree theory, which is the only place we need the group invariance assumption.
In order to compute the degree, we need a uniqueness result. The following uniqueness result was proved in [25] . Proposition 3.3. Let Γ be an open, symmetric subset in R n and Γ ⊂ Γ 1 = { λ | n j=1 λ j > 0} is convex. We assume that Q is a C 2,γ function defined in Γ for some 0 < γ < 1 and satisfies the following conditions in Γ:
If u is an admissible solution of the equation
22)
then u = 1 + n+1 j=1 a j x j for some constants a 1 , · · · , a n+1 .
From the discussion on the structure of the operator G in Proposition 2.2, we see that the operator G satisfies conditions (3.20) and (3.21) with Γ = Γ k−1 . As a direct consequence of the above proposition, we obtain Corollary 3.4. Suppose u is an admissible solution of the equation
a j x j for some constants a 1 , · · · , a n+1 . Now, we are ready to prove the main theorem using the derived a priori estimates and the degree method. Here is our main theorem (Theorem 1.1). Proposition 3.5. Assume α ℓ (x) ∈ C m,1 (S n ) with m ≥ 1 and 0 ≤ ℓ ≤ k − 2 are positive functions and α(x) ∈ C m,1 (S n ). Suppose there is an automorphic group G of S n that has no fixed points. If α(x), α l (x) are invariant under G, i.e., α (g(x)) = α(x) and α l (g(x)) = α l (x) for all g ∈ G and x ∈ S n , then there exists a G-invariant admissible solution u ∈ C m+2,γ , ∀ 0 < γ < 1, such that u satisfies equation (3.1).
Moreover, there is a constant C depending only on inf S n α ℓ (x), ||α ℓ || C m,1 (S n ) and ||α|| C m,1 (S n ) such that ||u|| C m+2,γ (S n ) ≤ C.
In particular, for any G-invariant α ∈ C 1,1 (S n ) and 0 < α ℓ (x) ∈ C 1,1 (S n ) with 0 ≤ ℓ ≤ k − 2, equation (3.1) has a (k − 1)-convex G-invariant solution.
Proof. For 0 < γ < 1, ℓ ≥ 0 an integer, we set
for any given large constant R.
Now, for the fixed G-invariant functions α ∈ C m,1 (S n ) and 0 < α ℓ (x) ∈ C m,1 (S n ) with 0 ≤ ℓ ≤ k − 2, and for 0 ≤ t ≤ 1, we consider operator
It is clear that G t is a nonlinear differential operator that maps A m+2,γ into A m,γ for 0 < γ < 1. Moreover, if R is sufficiently large, G t (u) = 0 has no solution on ∂O R by the a priori estimates established in Proposition 3.1. Therefore, the degree of G t is well-defined (see [36] , [39] ). Using the homotopic invariance of the degree, we have
Recall that any G-invariant function is orthogonal to span{x 1 , · · · , x n+1 } (see Proposition 2.4 in [21] ). Therefore, at t = 0, u = 1 is the unique solution of (3.23) in O R by Corollary 3.4. On the other hand, we can compute the degree by the following formula
where µ j are the eigenvalues of the linearized operator of G 0 and β j is its multiplicity.
Furthermore, since G is symmetric, it is easy to show that the linearized operator of G 0 at u = 1 is L 0 = ν(∆ + n) for some constant ν > 0. Because the eigenvalues of the Beltrami-Laplace operator ∆ on S n are strictly less than −n except for the first two eigenvalues 0 and −n, there is only one positive eigenvalue of L 0 with multiplicity 1, namely µ = nν. Therefore,
It implies that there is an admissible solution of equation (3.1). The regularity and estimates of the solution u follow directly from Proposition 3.1 and Schauder estimates.
Estimates for the degenerate case.
In the previous two sub-sections, we derived the a priori estimates and obtained the existence of equation (3.1) for the non-degenerate case. As it is noted in Proposition 3.1, the estimate (3.3) depends on inf S n k−2 ℓ=0 α ℓ (x) > 0. That is to say, the constants c 0 and C 0 may go to infinity as this infimum going to zero. Therefore, estimate (3.3) does not work if we consider the degenerate case for equation (3.1) when only assuming that α ℓ (x) ≥ 0 for 0 ≤ ℓ ≤ k − 2. Indeed, we can refine the estimates in the proof of (3.3) and make the a priori C 2 estimate independent of inf S n k−2 ℓ=0 α ℓ (x). This allows us to obtain C 1,1 solution of equation (3.1) with non-negative α ℓ (x).
First, we consider a simple case Proposition 3.6. Suppose u ∈ C 4 (S n ) is an admissible solution of equation
with α(x) ∈ C 1,1 (S n ) and f (x) = (g(x)) p for some g(x) ∈ C 1,1 (S n ) and p ≥ k − 1. Then, there exists a positive constant C depending only on n, α(x) C 1,1 (S n ) and g(x) C 1,1 (S n ) such that
where λ i (x) are the eigenvalues of W u (x) = u ij + u δ ij .
Proof. We note that the constants in the first inequality of (3.11) do not depend on inf S n α ℓ (x) for 0 ≤ ℓ ≤ k−2. Thus, if we restrict to the case that α ℓ (x) ≡ 0 for 1 ≤ ℓ ≤ k−2 and α 0 (x) = f (x) with f as given above. We obtain
By the assumption on f (x) = (g(x)) p , we have ∆f = ∆ (g(x)) p = p (g(x)) p−1 ∆g + p(p − 1) (g(x)) p−2 |∇g| 2 ≤ C (g(x)) p−1 .
for some constant C > 0 depend on g C 1,1 (S n ) and independent of inf S n g(x). Here, to obtain the inequality above, we used the fact that
. Moreover, we also have
Therefore, we obtain
On the other hand, by a similar computation as in previous section,
Then, (3.27) implies
since H is large. In order to get the the upper bound for H, we need to show that n−k+1 2k H is the higher order term in the above inequality.
Indeed, if C 0 g p−1 1 σ k−1 ≤ δH for some small δ, say δ = n−k+1 4k , then we are done since this gives
And it follows from (3.28) that H ≤ C 1 .
In the following, we will assume that C 0 g p−1 1 σ k−1 ≥ δH for some δ > 0, i.e., assume that 1
for some constant C 2 > 0 independent of inf S n g(x).
Again, by Newton-Maclaurin inequality, it follows that
and then
From this estimate and (3.29), we obtain
whereC 1 andC 2 are constants depending on C 0 , C 2 and C(n, k).
If p ≥ k − 1, we have 1−p k−2 ≤ −1, and thus the right hand side of (3.31) is positive. Plugging this back to (3.28), we get the desired estimate H ≤ C. This proves the upper bound in (3.33) . The lower bound follows from the admissible condition.
In the rest of this section, we extend the trick to general case and prove the C 1,1 estimate for the degenerate case of equation (3.1). Proposition 3.7. Suppose u ∈ C 4 (S n ) is an admissible solution of equation
with α(x) ∈ C 1,1 (S n ) and with α ℓ (x) = (g ℓ (x)) p ℓ for some 0 ≤ g ℓ (x) ∈ C 1,1 (S n ) and p ℓ ≥ k − ℓ. Then, there exists a positive constant C depending on n, α(x) C 1,1 (S n ) and g ℓ (x) C 1,1 (S n ) such that
Proof. Similar as the proof of (3.11) (also (3.27)), we get
Again, by standard Newton-Maclaurin inequality, for 1 ≤ ℓ < k − 1,
Then,
Recall that α ℓ (x) = (g ℓ (x)) p ℓ for some 0 ≤ g ℓ (x) ∈ C 1,1 with ℓ = 0, 1, · · · , k − 2. Using the same trick as the previous simple case, we can get
where C ℓ > 0 is a constant independent of inf S n g ℓ (x) and ℓ = 0, 1, · · · , k − 2. Put this back to (3.35) , we arrive
Again, to get an upper bound for H, we need to show that n−k+1 k H is the dominated term. For this purpose, we divide the indices ℓ = 0, 1, · · · , k − 2 into two groups:
≤ δH, for some small constant δ, say n − k + 1 4k ;
and
It is easy to see that, for those ℓ ∈ N , we are fine since, for ℓ ∈ N , the trouble term C ℓ g p ℓ −1 ℓ σ ℓ σ k−1 could be dominated by n−k+1 4k H. Now, we deal with the terms with ℓ ∈ N c . By the definition of ℓ ∈ N c , we have
Using the same trick as (3.30), we obtain
Thus, for ℓ ∈ N c ,
If p ℓ ≥ k − ℓ, we have 1−p ℓ k−1−ℓ ≤ −1 and then the last term in the above inequalities is non-negative.
Finally, by (3.36), we get
which gives the upper bound H ≤ C.
As mentioned in the introduction, an interesting PDE problem left open is to find the optimal power p ℓ in the requirement of α 1/p ℓ ℓ ∈ C 1,1 to obtain the above C 1,1 estimate for the degenerate fully nonlinear equations. The estimates obtained in Propositions 3.6 and 3.7 can be viewed as studying those problems on compact manifolds case. In general, this would be simpler than the domain case since one do not need to handle the C 1,1 estimates on the boundary of the domain.
In the simple case, Proposition 3.6 derived the estimates under the condition that f 1/(k−1) ∈ C 1,1 (S n ). In viewing of the examples given in [12] on compact manifolds, the power 1/(k − 1) is optimal.
In Proposition 3.7, we assume that p ℓ ≥ k−ℓ for ℓ = 0, 1, · · · , k−2. Indeed, by using the same trick as the previous simple case, we can weak the condition for p 0 to be p 0 ≥ k − 1. But it is still an interesting question that whether the estimate still holds if one assumes p ℓ ≥ k − ℓ − 1 for all ℓ = 1, · · · , k − 2.
Dirichlet Problem
In this section, we consider the following Dirichlet problem
where Ω ∈ R n is a bounded domain with smooth boundary ∂Ω, φ ∈ C ∞ (∂Ω) and D 2 u is the Hessian matrix of the function u.
4.1.
Interior C 1,1 estimate.
We will derive the interior C 1,1 estimates for the solution of the degenerate equation (4.1) under the following assumptions
where C is a constant depending on g ℓ C 1,1 (Ω) and α(x) C 1,1 (Ω) , but independent of
Proof. Consider ω(x) = ∆u(x) + 1 2 M |x| 2 for some large constant M to be determined later. Suppose that ω attains its maximum at x 0 . If x 0 ∈ ∂Ω, we are done. So to prove the estimate, we assume x 0 ∈ Ω. By rotating the coordinates, we may suppose that D 2 u is diagonal at x 0 . Then, at x 0 , we have
This implies, at x 0 ,
By differentiate equation (4.1) twice, we can compute
Then, following the same trick as estimating (3.9), we can make use of the concavity of operator G k and − 1 G l 1 k−1−l for l = 1, · · · , k − 2 and obtain
On the other hand, we can compute
where C ℓ > 0 is a constant independent of inf g ℓ (x). Putting this back to (4.3), we arrive
We note that, if there is a constant N such that
then we obtain the desired estimate since inequality (4.4) becomes
If we take M large enough, this gives contradiction. Therefore, the maximum point of ω(x) can not be in the interior of Ω and we get the estimate (4.2). Based on this observation, we divide the indices into two groups, for some constant N ,
For those ℓ ∈ N , it is easy to handle sincẽ
if we take M large enough.
Next, we deal with terms that ℓ ∈ N c . By the definition of N c , we have
Using the same trick as (3.30) , we obtain
Then, for ℓ ∈ N c ,
If p ℓ ≥ k − ℓ, we have 1−p ℓ k−1−ℓ ≤ −1 and then the last term in the above inequalities is non-negative if we take M large enough. This again gives contradiction in (4.4).
Boundary
We follow the idea in [19, 20] to derive the boundary C 2 estimate under the assumption on sub-solutions.
be an admissible solution of the Dirichlet problem (4.1) with α(x) ∈ C 1,1 (Ω) and α ℓ (x) > 0 ∈ C 1,1 (Ω). Assume that there exists an admissible subsolution u ∈ C 2 (Ω), that is
We assume that φ ∈ C ∞ (∂Ω) is extended smoothly toΩ and still denoted φ. Before proceeding the estimate, we recall that our equation can be written as
where G k and G ℓ are defined in (2.8) . The subsolution condition given in (4.5) is equivalent to
We will follow the main idea in [19, 20] to establish the boundary estimates. Before starting the proof, we want to remark that the boundary estimates in [19, 20] deal with a general family of elliptic equations F (D 2 u) = f (λ(D 2 u)) with f satisfying ellipticity and concavity properties. Here, we are working with operator G(λ(D 2 u)) defined in (4.7). As discussed in §2, the operator G has desired good algebraic properties: ellipticity and concavity. Therefore, the lemmas in the proof only relying on the algebraic properties follow the way same as [19, 20] . However, it is not hard to see that our operator G also depends on the variable x due to the non-constants coefficient functions α ℓ (x). Because of this new feature, new terms will come out when differentiating the equations and we need to modify the arguments and barrier functions to overcome the new trouble terms.
To estimate the second derivatives of u at an arbitrary point on ∂Ω, we may assume that the point is the origin of R n and that the positive x n axis is in direction of the interior normal to ∂Ω at 0. Near the origin 0, ∂Ω can be represented as a graph
First, notice that (u − u)(x ′ , ρ(x ′ )) = 0 for any boundary point and it follows that
Hence, we obtain the second derivative estimate along the tangential directions:
Next, we proceed to estimate u γn (0) for γ < n. We follow the idea from [19] and employ a barrier function of the following form
where d is the distance function from ∂Ω and t, N are positive constants to be determined. We take δ > 0 small enough such that d is smooth in Ω δ := Ω ∩ B δ (0). The key ingredient is the following lemma which follows from Lemma 2.1 in [19] . Lemma 4.3. There exist some uniform positive constants t, δ, ǫ sufficiently small and N sufficiently large such that v satisfies the following
Proof. The proof is essentially the same as Lemma 2.1 in [19] since it only makes use of the algebraic properties of the operator. For completeness, we include an argument here.
We note that to ensure v ≥ 0 inΩ δ , we may require δ ≤ 2t N for t, N to be fixed later. By direct computation, we have
Let λ = λ(u ij ) be the eigenvalues of u ij and µ = µ(u ij ) be the eigenvalues of u ij . Denote
|DG(χ)| to be the unit normal vector to the level hypersurface ∂Γ G(χ) for χ ∈ Γ k−1 .
Note that {µ(x) : x ∈Ω} is a compact subset of Γ k−1 . There exists a uniform constant β ∈ (0, 1 2 √ n ) such that
We consider two cases: Case (a): |ν λ − ν µ | ≥ β. It follows from Lemma 2.1 in [19] that
for some uniform constant ǫ > 0. This estimate makes use of the concavity of operator G(D 2 u). Then, we have
Taking t, δ small enough, such that C(t + N d) < ǫ 2 , we arrive
On the other hand, by the concavity of G, we have
Thus, we have
if |λ| > R for some large constant R. If we are in the case that |λ| < R, it follows that c 1 I n ≤ G ij < C 1 I n for some constants
Taking t, δ small enough, we get
Now, we are in the place to give the estimate for |u γn (0)| for γ < n. Recall the local representation of boundary ∂Ω given in (4.9) and let
for γ < n and T n = ∂ n . Since u = u = φ on ∂Ω, we obtain
and, by differentiate equation (4.7),
for 1 ≤ γ ≤ n − 1. The last term in the above inequality arises from the non-constant coefficient functions. We can estimate it as following
The second inequality follows is derived from the non-degeneracy of the equation, more precisely
where δ is a positive constant such that α ℓ (k − ℓ) ≥ δ for 0 ≤ ℓ ≤ k − 2. Here we make use the assumption that α ℓ (x) > 0.
Putting the estimate into (4.15), we obtain
18)
We remark that the term G ii |λ i | is new trouble term in comparison with the standard Hessian equation or quotient equation. Therefore, we need to construct a barrier function to overcome this term. Here, we use a function introduced by Guan [19] 
with v giving in (4.12). Then, by using the Lemma 4.3 and taking
The calculation follows the same as (4.9) in [19] . The key observation is that the last term in Ψ contributes a good term of the form G ii |λ i | which is used to overcome the new trouble term. Therefore, it follows from the maximum principle
Consequently, |u γn (0)| ≤ Ψ n (0) + |u γn (0)| ≤ C, for 1 ≤ γ < n. Indeed, we only need to show the uniform upper bound u nn (0) < C since Γ k−1 ⊂ Γ 1 implies i u ii (0) ≥ 0 and then the lower bound for u nn (0) follows from the estimates (4.11) and (4.21). Again, we follow the main idea in [19] , which was originally due to Trudinger [45] . To obtain the upper bound, we show that there are uniform constants c 0 , R 0 such that, for all R > R 0 , (λ ′ (u αβ (0)), R) ∈ Γ k−1 and
Here, λ ′ (u γβ ) = (λ ′ 1 , · · · , λ ′ n−1 ) denotes the eigenvalues of the (n − 1) × (n − 1) matrix (u γβ ) 1≤γ,β≤n−1 . Suppose that we have found such c 0 and R 0 , by Lemma 1.2 in [6] , it follows from estimate (4.11) and (4.21) that we can find
where λ(u ij ) = (λ 1 , · · · , λ n ) denotes the eigenvalues of the n × n matrix (u ij ) 1≤i,j≤n . However, the above two inequalities lead
which contradicts to the equation G(λ(D 2 u))(0)) = −α(0). Thus, we obtain the desired bound u nn (0) ≤ R 1 . For a symmetric (n − 1)× (n − 1) matrix (A γβ ) 1≤γ,β≤n−1 with (λ ′ (A γβ ), R) ∈ Γ k−1 when R > 0 is sufficiently large, we define
We want to show thatm ≥ c 0 (4. 25) for some uniform constant c 0 > 0. We assumem < ∞ for otherwise we are done. Suppose thatm is achieved at x 0 ∈ ∂Ω. Choose a local orthonormal frame around x 0 as before. First, we note thatF is finite and concave since G is concave and continuous. Moreover, for any symmetric matrix (A γβ ) with (λ ′ (A γβ ), R) ∈ Γ k−1 , we havẽ
DenoteF γβ 0 = ∂F ∂A γβ (u γβ (x 0 )). Using the concavity, we can computẽ
(α(x) − α(x 0 )) σ ℓ−1 σ k−2 (u γβ (x)).
In particular, this implies, on ∂Ω, ≥F (u γβ (x 0 )) −F (u γβ (x 0 )) =F (u γβ (x 0 )) + α(x 0 ) −m.
We also note that, by the definition of subsolution u in (4.8), for some uniform constant ǫ 1 independent of R. We may assume that η ≥ ǫ 1c onΩ δ by requiring δ small enough. In Ω δ = Ω ∩ B δ (x 0 ), consider
where K is the constant from (4.28). We can check that Φ(x) ≥ 0 for x ∈ ∂Ω near x 0 by using inequality (4.27) . It also follows that Φ(x 0 ) = 0. Moreover, by (4.18), we can compute
Therefore, by using the key lemma and the barrier function Ψ given in (4.19), we can obtain (4.30)
Applying the maximum principle, we have Ψ + Φ ≥ 0 in Ω δ and then Φ n (x 0 ) ≥ −Ψ n (x 0 ) ≥ −C which gives u nn (x 0 ) ≤ C.
As the final step, we need to show that this uniform upper bound holds at any point x ∈ ∂Ω. From the discussion in (4.23)-(4.25), it suffices to show that, if R > 0 large enough, m R = F R λ ′ (u γβ (x 0 )), R + α(x 0 ) ≥ c 0 .
First, we note that the estimate u nn (x 0 ) < C together with (4.11) and (4.21) imply that all eigenvalues of (u ij (x 0 )) 1≤i,j≤n have a priori upper bound, which tells that eigenvalues of (u ij (x 0 )) 1≤i,j≤n are contained in Γ k−1 ∩ B C (0) ⊂ R n . On the other hand, we claim that the eigenvalues can not touch ∂Γ k−1 . If this is true, then, λ(u ij (x 0 )) is contained in a compact subset of Γ k−1 . Therefore, if R > 0 large enough,
So, we only need to show that λ(u ij (x 0 )) can not touch ∂Γ k−1 . Indeed, this is the direct consequence of our non-degeneracy assumption. Recall our equation
Note that, for λ ∈ Γ k−1 , we still have σ k (λ)σ k−2 (λ) ≤ c(n, k)σ Then, σ k (λ) σ k−1 (λ) ≤ 0, as λ → ∂Γ k−1 .
By the non-degeneracy assumption (α ℓ (x 0 ) > 0), if λ(u ij (x 0 )) → ∂Γ k−1 , G (λ(u ij (x 0 ))) → −∞, since σ 0 σ k−1 = 1 σ k−1 → +∞ as λ → ∂Γ k−1 . This contradicts with the condition that α(x) ∈ C 1,1 (Ω).
Further Remarks
We can also generalize the estimates to equations of the following form where χ(x) is a symmetric 2−tensor defined on S n .
Note that we only need to modify the C 2 estimate by considering the test functioñ H = trχ + H. Same as before, the commutator term H n i=1 G ii is the good term and we can use this term to dominate the term comes from χ, n i=1 χ ii G ii since χ ii is bounded from below. Then, all the rest are the same.
By making use of this generalization, we can deal with the following general equations which are closely related to the special Lagrangian equations in dimension 3. To make this equation fit into the frame (5.1), we want to make β(x) = 0. Note that we have no assumption on the sign of α(x). Indeed, for this case, we do not need γ(x) ≥ 0. Since if γ(x) ≤ 0, then we considerλ ′ = −λ and the equation reduce to be
with −γ(x) ≥ 0 and it is solvable forλ ′ . To make sure that we can findc(x) such that β(x) = 0, we need to assume b(x) ≤ (n − 1)a 2 (x) 2(n − 2) .
From this simple example, we see that it is important to release the sign requirement for α(x) because one might lead to an overdetermined system for the original coefficients a(x), b(x) and c(x) if we still have restriction on α(x).
