We derive a matrix model, under unitary similarity, of an n-by-n matrix A such that A, A 2 , . . . , A k (k ≥ 1) are all partial isometries, which generalizes the known fact that if A is a partial isometry, then it is unitarily similar to a matrix of the form
Introduction
An n-by-n complex matrix A is a partial isometry if Ax = x for any vector x in the orthogonal complement (ker A) ⊥ in C n of the kernel of A, where · denotes the standard norm in C n . The study of such matrices or, more generally, such operators on a Hilbert space dates back to 1962 [6] . Their general properties have since been summarized in [5, Chapter 15] .
In this paper, we study matrices A such that, for some k ≥ 1, the powers A, A 2 , . . . , A k are all partial isometries. In Section 2 below, we derive matrix models, W (A) is a circular disc centered at the origin, (b) A is unitarily similar to a direct sum J k 1 ⊕ J k 2 ⊕ · · · ⊕ J k ℓ with k = k 1 ≥ k 2 ≥ · · · ≥ k ℓ ≥ 1, and (c) A has no unitary part and A j is a partial isometry for all j ≥ 1 (Theorem 2.6). An example is given, which shows that the number "k − 1" in the above assumption is sharp (Example 2.7).
In Section 3, we consider the class of S n -matrices. Recall that an n-by-n matrix A is of class S n if A is a contraction ( A ≡ max{ Ax : x ∈ C n , x = 1} ≤ 1), its eigenvalues are all in D (≡ {z ∈ C : |z| < 1}), and it satisfies rank (I n − A * A) = 1.
Such matrices are the finite-dimensional versions of the compression of the shift S(φ), first studied by Sarason [10] . They also feature prominently in the Sz.-Nagy-Foiaş contraction theory [11] . It turns out that a hitherto unnoticed property of such matrices is that if A is of class S n and k is its ascent, then A, A 2 , . . . , A k are all partial isometries. Thus the structure theorems in Section 2 are applicable to A or even to A ⊗ A, the tensor product of A with itself. As a consequence, we obtain that, for an S n -matrix A, the numerical range W (A) (resp., W (A ⊗ A)) is a circular disc centered at the origin if and only if A is unitarily similar to the Jordan block J n
(Theorem 3.3). The assertion concerning W (A) is known before (cf. [12, Lemma 5]).
Finally, we give examples to show that if A is a general matrix, then the conditions for the circularity (at the origin) of W (A) and W (A ⊗ A) are independent of each other (Examples 3.5 and 3.6).
We use I n and 0 n to denote the n-by-n identity and zero matrices, respectively.
An identity or zero matrix with unspecified size is simply denoted by I or 0. For an n-by-n matrix A, nullity A is used for dim ker A, and rank A for its rank. The real part of A is Re A = (A + A * )/2. The geometric and algebraic multiplicities of an eigenvalue λ of A are nullity (A − λI n ) and the multiplicity of the zero λ in the characteristic polynomial det(zI n − A) of A, respectively. An n-by-n diagonal matrix with diagonal entries a 1 , . . . , a n is denoted by diag (a 1 , . . . , a n ).
Power Partial Isometries
We start with the following characterizations of partial isometries.
Lemma 2.1. The following conditions are equivalent for an n-by-n matrix A: In this case,
Its easy proof is left to the readers.
The next theorem gives the matrix model, under unitary similarity, of a matrix A
Theorem 2.2. Let A be an n-by-n matrix, ℓ ≥ 1, and k = min{ℓ, a(A)}. Then the following conditions are equivalent:
A is unitarily similar to a matrix of the form
where the A j 's satisfy A * j A j = I n j+1 for 1 ≤ j ≤ k − 1, and B and C satisfy B * B +
and m = rank A k , (c) A is unitarily similar to a matrix of the form
where the n j 's, 1 ≤ j ≤ k, and m are as in (b), and B and C satisfy B * B +C * C = I m .
For the proof of Theorem 2.2, we need the following lemma.
n i,j=1 be a block matrix with A ≤ 1, and let α be a nonempty subset of {1, 2, . . . , n}. If for some j 0 , 1 ≤ j 0 ≤ n, we have i∈α A * ij 0 A ij 0 = I, then A ij 0 = 0 for all i not in α.
Proof. Since A ≤ 1, we have A * A ≤ I. Thus the same is true for the
Together with our assumption that i∈α A * ij 0
A ij 0 ≤ 0. It follows immediately that
at most H 1 , . . . , H k+1 are present. Hence A is unitarily similar to the block matrix
It is easily seen that A ij = 0 for any
For the brevity of notation, let
, and C = A k+1,k+1 . We now check, by induction on j, that A * j A j = I n j+1 for all j, and
For j = 1, since A is a partial isometry, A * A is an (orthogonal) projection by Lemma 2.1. We obviously have A * A = 0 on H 1 = ker A and 
. But from 
we have Finally, we check that B * B + C * C = I m . If this is the case, then all the blocks in A ′ above B and C are zero by Lemma 2.3 again and we will be done. As above,
, and the (orthogonal) projection
which is equal to I. Similarly,
is also equal to I m . We deduce from (1), (2) and A *
To complete the proof, we need only show that (
as asserted. We conclude from (3) that B * B + C * C = I m . Moreover, the sizes of the blocks in A ′ are as asserted from our construction. This proves (a) ⇒ (b).
Next we prove (b) ⇒ (c). Let A ′ be as in (b), and let n 1 , . . . , n k , m be the sizes of the diagonal blocks of
. Proceeding inductively, we obtain a unitary U j of size
Note that this last matrix is unitarily similar to the one asserted in (c).
To prove (c) ⇒ (a), we may assume that
This is because powers of any Jordan block are all partial isometries and the direct sums of partial isometries are again partial isometries.
Simple computations show that
Hence A ′′j * A ′′j = 0 ⊕ I, which implies that A ′′j is a partial isometry by Lemma 2.1
A consequence of Theorem 2.2 is the following. The equivalence of (b) and (c) here is the finite-dimensional version of a result of
Halmos and Wallen [7, Theorem] .
Proof of Theorem 2.4. Since ℓ > k ≡ a(A), Theorem 2.2 (a) ⇒ (b) says that A is unitarily similar to a matrix of the form
with the A j 's, B and C satisfying the properties asserted therein. As k is the ascent of A, nullity A k equals the algebraic multiplicity of eigenvalue 0 of A. Since nullity A k = nullity A ′k = k j=1 n j , it is seen from the structure of A ′ that the eigenvalue 0 appears fully in the diagonal 0 n j 's. This shows that 0 cannot be an eigenvalue of C or C is invertible.
A simple computation yields that
where, after simplification by using A *
As A ′k+1 is a partial isometry, A ′k+1 * A ′k+1 is a projection by Lemma 2.1.
Moreover, we also have
where the second equality holds because of k = a(A ′ ). Thus we obtain from (4) that
This shows that C is unitary and hence B = 0 (from As for (b), if p(A) = n − 1, then a(A) = n will lead to a contradiction as above.
Thus we must have a(A) = n − 1. Theorem 2.2 implies that A is unitarily similar to a matrix of the form (5) In this case, W (A) = {z ∈ C : |z| ≤ cos(π/(a(A) + 1))} and p(A) = ∞.
Here a matrix is said to have no unitary part if it is not unitarily similar to one with a unitary summand.
Note that, in the preceding theorem, the condition p(A) ≥ a(A) − 1 cannot be replaced by the weaker p(A) ≥ a(A) − 2. This is seen by the next example. Lemma 2.8. Let
where the A j 's satisfy A *
is a circular disc centered at the origin with radius r larger than cos(π/(k + 1)), then C is not invertible.
Proof. Since W (A) = {z ∈ C : |z| ≤ r}, r is the maximum eigenvalue of Re (e iθ A)
and hence det(rI n − Re (e iθ A)) = 0 for all real θ. We have and which is also in ker A. Thus A 2 e p+1 = 0 or e p+1 ∈ ker A 2 . Our assumption on the multiplicities of 0 implies that ker A = ker A 2 = · · · . Hence we obtain e p+1 ∈ ker A or Ae p+1 = 0, which yields that
The following lemma is the main tool in proving, under the condition of circular
is a circular disc centered at the origin with radius r larger than cos(π/(k + 1)), then A is unitarily similar to a matrix of the form
Proof. Since W (A) = {z ∈ C : |z| ≤ r}, we have det(rI n − Re (e iθ A)) = 0 for all real θ. As in the proof of Lemma 2.8, we have the factorization det(rI n −Re (e iθ A)) =
, where D k−1 (θ), E(θ) and F (θ) are as in (7) and (8) with
unitarily similar to rI −Re J, where J = (
Hence we have F (θ) = (a/4)B * B. As before, from det D k−1 (θ) = 0, we obtain det(E(θ) − F (θ)) = 0. Thus
We claim that r = a/4. Indeed, since det(
Therefore, r = a/4 if and only if det(rI k − Re J k ) = 0. The latter would imply r ≤ cos(π/(k + 1)) contradicting our assumption that r > cos(π/(k + 1)). Hence r = a/4 as asserted. Using the Schur complement, we infer from (9) that Note that
and
Since the first column of C 2 is zero, the same is true for the (p + 1)st columns of
A j )BC, we need Lemma 2.9. Because k = a(A), the geometric and algebraic multiplicities of the eigenvalue 0 of A k coincide. Hence we may apply Lemma 2.9 to A k to infer that the (( k−1 j=1 n j ) + p + 1)st column of A k is zero. In particular, since ker(
is zero and thus the first column of C 1 is zero. Together with the zero first column of C 2 , this yields C =
. As
we infer that the first column of B 1 is a unit vector. After another unitary similarity, we may further assume that
Applying the above arguments again, we have
Continuing this process, we obtain (ii) w(A) > cos(π/(k + 1)). Since A, A 2 , . . . , A k−1 are partial isometries, Theorem 2.2 yields the unitary similarity of A to a matrix of the form Our assertion then follows from Corollary 2.5.
Note that, in the preceding proposition, the number "a(A) − 1" is sharp as was seen from Example 2.7.
We are now ready to prove Theorem 2.6. 
S n -matrices
In this section, we apply the results in Section 2 to the class of S n -matrices. This we start with the following.
Proposition 3.1. Let A be a noninvertible S n -matrix. Then 
Proof. Let k = a(A). and C is invertible. Then A j is unitarily similar to
for some j-by-(n−k) matrix B j . Since the first k−j rows and the last n−k rows of A ′j are linearly independent, we infer that rank
The next corollary complements Corollary 2.5: it shows that any allowable value for p(A) can actually be attained by some matrix A. 
Basic properties of tensor products can be found in [9, Chapter 4] . Our main concern here is when W (A) and W (A⊗A) are circular discs (centered at the origin). Problems of this nature have also been considered in [1] . The main result of this section is the following theorem.
Theorem 3.3. Let A be an S n -matrix. Then the following conditions are equivalent:
(a) W (A) is a circular disc centered at the origin,
is a circular disc centered at the origin, and (c) A is unitarily similar to J n .
In preparation for its proof, we need the next lemma.
Lemma 3.4. Let A and B be an n-by-n and m-by-m nonzero matrices, respectively.
(a) The proof makes use of the facts that (i) if A (resp., B) is similar to A ′ (resp.,
, and (ii) if the eigenvalues of A (resp., B) are a i , and Finally, we are ready to prove Theorem 3.3.
Proof of Theorem 3.3. To prove (a) ⇒ (c) (resp., (b) ⇒ (c)), note that the center of the circular W (A) (resp., W (A ⊗ A)) must be an eigenvalue of A (resp., A ⊗ A) (cf. We remark that the equivalence of (a) and (c) in 
