Abstract.
Introduction
The existence of explicit constructions of some nontrivial "standard" modules is one of the most interesting features of the representation theory of affine Lie algebras. In recent years it has been established that the existence of such constructions gives rise to a number of important connections of affine Lie algebras with different branches of mathematics and physics.
The study of level two standard sÍ(«,C)~-module was started in [8, 9] . In [8, 9] , among other results, the level two standard modules for the affine Lie algebras sl(3,C)~ and sl(5,C)~ were explicitly constructed.
However, the arguments involved some explicit computations which could not be generalized to arbitrary rank case.
The main result of this paper is Theorem 3.15, which gives an explicit basis of all level two standard sl(2k + 1 ,C)~-modules. In order to accomplish this we have strongly used the fact that the "principal" characters of these modules differ from the product sides of the generalized Rogers-Ramanujan identities by a simple factor. Furthermore, throughout the paper, our arguments are very much influenced by two recent papers, [6] and [7] . We are thankful to Robert L. Wilson for some valuable suggestions.
Preliminaries
In this section we will recall some notation and facts from [9] . There will be minor changes in the notation which will be self-explanatory. For more details see [9] .
Consider the (complex) simple Lie algebra g -sl(n + 1 ,C), with n > 2. The associated affine Lie algebra g has a basis (see [2, 9] 
for m +1 t¿ n + 1, l cDÔ(co'rx/r2) + S(colCx/C2)[B(C2) -BicomÇ2)], form + l = n+\.
Let a = C(£) denote the centralizer of £ in g . Then a = spanc{E,E , ... ,7s"} and o is a Cartan subalgebra of g. Let h denote the Cartan subalgebra of g in apposition to a (cf. [5] ). Note that h is the usual Cartan subalgebra spanned by the (n + 1 ) x (n + 1 ) diagonal matrices of trace zero. Let Ei, F(, 77;, i = l,2,...,«, denote the usual canonical generators of g with respect to the Cartan subalgebra h,. Let E0 be a lowest root vector and F0 a highest root vector suitably normalized such that Then fj is an abelian subalgebra of g which is spanned by {hQ,hx, ... ,hn,d} . Let X E rj*. A g-module V generated by vector vx ^ 0 such that ei -vx -0 for i' = 0,l,...,« and h -vx = X(h)vx for all h El) is called a highest weight module with highest weight X . Such a vector t^ is called a highest weight vector and is unique up to a scalar multiple. The scalar X(c) is said to be the level of V . A highest weight g-module with highest weight X and corresponding highest weight vector vx is called a standard (or integrable highest weight) g-module if there is an integer r > 1 such that fi[ • vx -0, 0 < i < n , which in turn implies that X is dominant integral, that is, X(h¡) E N, for 0 < / < « (see [1, 3] ). For each dominant integral X E t)*, there is a unique (up to isomorphism) standard g-module L(X) and it is irreducible (see [1, 3] ). For convenience we will restrict our attention to L(X) when X(d) = 0, so that X E span{/z* |0 < / < n} ç fj* where h*(h}) = Ó¡J and h*(d) = 0, 0 < /,j < n .
Denote by L¡ ç L(X) the eigenspace of d with eigenvalue i eZ. Then In this paper we will focus our attention on the level two standard ¿-modules LiX) with Xid) -0. To be more precise, we will study the standard g-modules L(A) where X = h*0 + h*, 0 < I < t-1, where t = [(«+ l)/2] + 1, [•] denoting the greatest integer. Note that up to an isomorphism of the Dynkin diagram of g it is enough to consider only the cases X -h* + h* with 0 < / < í -1 . Other level two standard g-modules can be studied similarly. By direct computation it can easily be checked that for X = h* + h*, 0 < I < t -1,
if /<(« + l)/2,and
if / = (« + l)/2 (i.e., (n + 1) is even), where
It is important to observe that ^(L(A)) differs from the product side of the generalized Rogers-Ramanujan identities due to Gordon, Andrews, and Bressoud (cf. [4] ) by a simple factor. 
. On the level one standard Q-module L(h*), 0 < I < n, we have From here on, for convenience, we will denote the operators E (-1,0, X(l, C), X(\, i) and the constants c)x), 0 < I < n , by E±(C), X(Q , X(i), and c,, respectively.
Generating function identities
Let L(X) be any standard g-module with highest weight X and highest weight vector vx . Let A(Ç) and C(£) be the following Laurent series in commuting indeterminates Ç and ¿; with coefficients in End(L(A)) : is a well-defined Laurent series in two indeterminates £ and £, with coefficients in End(L(A)). However, if we set Ç = £ in (2.2), the product
is not defined in general. We can write (2.3) if one of the following three conditions holds (see [7] ).
Whenever (2.3) is well defined, we will sometimes also write (see [7] )
Now for products of type (2.2) involving more than two commuting indeterminates extend this definition of limit inductively.
Theorem 2.1. For commuting indeterminates Ç,, Ç2, ... , £ , set
1<KJ<P
Then for every permutation o E S , we have (2-9) ^aiX),...,ca{p)) = Fp(cx,...,t:p). exists, where bx = 0, b2 -I, ... ,blX = t -2, and for k > t -1, b, = bk, where k = k' mod(/ -1 ), k' < t -1.
Proof. This corollary follows from Theorem 2.1 and definition of limit by an argument similar to Corollary 5.8 in [7] . D Proof. We will prove that the identity (2.13) holds on the g-module L(h*Q) ® L(h*), hence it holds on the standard g-module L(X) with highest weight X = h*0+h*, 0 < / < t -1. where " ~ " means "delete the corresponding term" and for any set S, \S\ denotes the cardinality of the set S . Now take limit of (2.14) as C,■ -> oe ' C ■ Then using Lemma 1.2, Proposition 1.3, 1.4, 2.3, and Theorem 2.1 and reindexing after neglecting the zero terms, we have
\{i,j}n{j,.¿}|=l
•{77i_r.l(C,w2C,...,^,C,...,wUC,...,w2('-2)C) ®Fr+x(Ç,co2j>Ç, ... ,co2jrQ + Fr+x(C,co2j'C, ... ,<o2j'C) ®Ft_r_x(t:,co2t:, ... ,co2hC,...,coij'C,
• e e n ■d-co2'-2j+x)(i-co2'-2j-x) Then clearly for any sequence 6 = (rx,r2, ... ,r ), q > 0, of integers we have for some scalar a ^ 0, where X(p ;n) denotes X((p ;n)).
For a sequence p = (mx, ... ,mr), mx < ■ ■ ■ < mr, we say that p satisfies the difference two condition if for every ie{l.rr+1} we have mi < -2 + m¡ x . Observe that for n E Z the sequence (t;n) does not satisfy the difference two condition. In (3.13), first collecting the coefficient of Ç~ ■ ■ ■ Ç by using Lemma 3.9 and then taking the limit, we get (3-14)
x-ft4j{c0(l+col))-alftt_2r(cQ(l+oel))]X(p(r))vxELp{r).
But ft<t<r(c0(I + co1)) -alfill_2r(cr)(l+ co1)) = fu,(c0(l + to1)) -ac~x(c0(l+co'))fitJ_2j(c0(l +co)) + aftt_2r(c0(Y+co)).
Hence setting s,M) = f,,,Ax) -acöixfu-2,M) + aft,t-2,M)
we have the desired result from (3.14). □
The following lemma is an immediate consequence of formulas (1.12) and (1.14) (see [6, Corollary 13.14]) since here (n+3)-(/+l) = 2/C+3-/-1 >/+l for 0 < / < t -1 = k.
Lemma 3.11. Ifi r < I, X = h* + h*, 0 < I < t -1, then X(p(r))vxiLß(r).
Proposition 3.12. For X = h* + h*, 0 < I < t -I, we have X(p(l+l))vxEL{ßU+X)).
Proof. If r < t, then by Proposition 3.10 and Lemma 3.11 we have glr(c0(l+col)) = 0 forl = r,r+l,...,t-\.
But since gt r has degree t -r, this implies that as desired. □
We say that a sequence p -(mx, ... ,ms) eS° satisfies the initial condition if at most I (0 < I < t -I) elements mi are equal to -1 , that is, if ms_¡ < -2 . 
