ABSTRACT High computational complexity and difficulty in taking an analytical expression of detection statistics are some of the problems encountered when using the statistical resolution limit (SRL) analysis in the generalized likelihood ratio test (GLRT). A Rao test-based method is used in this paper to analyze the 1-D SRL of two closely spaced signals, which can simplify the derivation of detection statistics, reduce the computational complexity, and improve the detection performance in some scenarios. In the proposed approach, two cases are considered based on the interference sources that are either involved or not in the received signals. Moreover, in each case, the detection statistic is derived by assuming the known or unknown variance of the added noise, respectively. For the performance comparison, the GLRT detection statistic is also identified. The relationship between the SRL and the required minimum signal-to-noise ratio/signal-tointerference-plus-noise ratio is also obtained to resolve the two adjacent signal sources. Then, the detection performance and computational complexity are evaluated. The simulation results are used to verify the effectiveness and superiority of the Rao test.
I. INTRODUCTION
In radar, sonar, and communication fields, receivers are necessary to distinguish different signal sources, which are close to the distance, angle, and speed that correspond to the signal parameters, time delay, phase, and frequency, respectively. The difference between the closely spaced signal sources and the parameters of interest is minimal. The statistical resolution limit (SRL) of two signals is defined as an essential index that describes the distance between the parameters of interest [1] when the adjacent signals are correctly resolved. SRL is a significant tool used to quantify the performance in parameter estimation issues, which can be defined based on various criteria.
Generally, SRL is defined in three ways. The first method is based on the null spectrum [2] , [3] . Based on the assumption that the two adjacent signals are parameterized by frequencies f 1 and f 2 , two criteria are applied to analyze SRL. The first criterion is called Cox [2] , where the two signals can be resolved if the mean null spectrums at frequencies f 1 and f 2 are lower than those at frequency (f 1 + f 2 )/2. The other criterion is proposed in [3] , which showed that two adjacent signals are resolved if the second derivative of the mean null spectrum at the frequency (f 1 + f 2 )/2 is negative. The SRL based on the null spectra are related to a particular highresolution algorithm. The second approach was based on the estimation accuracy criterion [4] - [11] , which commonly exploited the Cramer-Rao bound (CRB) to describe the SRL. In addition, two criteria for analyzing SRL are proposed. One is the Lee criterion [4] , which provides the following result: If max √ CRB (f 1 ), √ CRB (f 2 ) is less than 2 |f 1 − f 2 |, then the two adjacent signals can be resolved. The disadvantage of the Lee criterion is that it does not consider the coupling between the interest parameters of the adjacent signals. The other criterion was proposed by Smith [5] . If |f 1 − f 2 | is greater than √ CRB (|f 1 − f 2 |), then the two adjacent signals are distinguished. Some applications are based on this method, such as the SRL analysis on the direction of arrival of two adjacent signal sources [6] , [7] , powersum-based sampling signals [8] , and multidimensional parameters and multiple signals [9] . However, the application of the CRB-based method is limited because the CRB of the parameters of interest is required to exist. The third approach employed the statistical detection theory [12] - [14] . The main idea of the theory is the use of a hypothesis test to identify whether one or two signals are presented in the observation model. The challenge is to connect the minimum distance between the two signal sources such as the difference between the frequencies to the false alarm probability and the detection probability under the given signal-to-noise ratio (SNR).
Among the three approaches, the method based on the statistical detection theory has received the most attention because of its high adaptability. Specifically, as a classic statistical detection method, the generalized likelihood ratio test (GLRT) has become the research focus for two reasons. First, it does not require any previous information on the interest parameters. Second, it can solve any problem where an optimal detector is hardly designed with a Neyman-Pearson criterion, when the distance between the parameters of interest is unknown. However, for a binary hypothesis test problem, as the GLRT detection statistics need the maximum likelihood estimate (MLE) of the unknown parameters under both hypotheses, the calculation is relatively complex [15] - [19] , especially in the study of multidimensional SRL [20] - [22] . If the statistical properties of the noise are unknown and the number of unknown parameters increases, then the MLE derivation becomes more complex and the analytical expression of the GLRT detection statistics is difficult to obtain.
Compared with GLRT, Rao test has similar asymptotic performance [30] , and it simplifies the derivation and reduces the computational complexity in some scenarios because it only needs to calculate the MLE of the unknown parameters under the null hypothesis H 0 . Thus, the Rao test has been applied to many situations [23] - [27] . However, to the best of the authors' knowledge, the Rao test has not been used for SRL analysis. Additionally, interference has not received significant attention in the existing works related to the SRL analysis. In actuality, in a complex electromagnetic environment interference can be inevitably presented due to electronic countermeasure systems. In [28] , the SRL was derived based on GLRT to resolve two closely spaced targets in clutter interference using a MIMO radar with widely separated antennas. In [29] , the SRL and the minimum signalto-interference-plus-noise ratio (SINR) required to resolve two closely spaced sources were derived using a CRB-based method and by assuming that the two sources of interest are corrupted by subspace interference and broadband noise.
In this study, the SRL of the two adjacent signals based on Rao test is evaluated. The two adjacent signal sources are assumed to be the deterministic far-field signals and the angle of arrival (AOA), which is selected as the parameter of interest. Moreover, two cases are considered. One is a signal source that involves the interference sources and the other is the received signal that has only the two sources of interest. Furthermore, in each case, we obtain the detection statistics, assuming that the variance of the added noise is known or unknown. For performance comparison, the detection statistics of the GLRT are also derived. This paper is organized as follows. The SRL for the known/unknown noise variance without interference is studied in Section II. The SRL with known/unknown noise variance assuming several interference sources is presented in Section III. The numerical simulations used to verify the effectiveness of the proposed method are provided in Section IV. The extended applications of the Rao test-based method are discussed in Section V. The details of this paper are summarized in Section VI.
II. SRL ANALYSIS WITHOUT INTERFERENCE
In this section, the signal model is introduced to formulate a binary hypothesis test to analyze the SRL.
A. SIGNAL MODEL
The two signal sources in a linear array with N sensors are considered. The two adjacent signals are expressed as
where L is the number of snapshots. The signal sources are assumed as the deterministic far-field and narrow-band sources. Each signal source is located by the AOA, which is denoted by θ m , m = 1, 2. Let ω m = (2π sin θ m )/λ be the parameter of interest of the mth source. λ represents the wavelength of the signals. For the ith snapshot, the observation model of the array is given by
where l = 1, . . . , L. The steering vector of the two signals is denoted by
where d n , n = 1, · · · , N stands for the distance between the first sensor and the nth sensor. We assume that the elements of v(l) are independent and identically distributed (i.i.d) zero-mean complex Gaussian random variables, i.e., v(l)
T and also assume s 1 = s 2 and
= L. Then, the received signal in vector form can be written as
where the symbol ⊗ represents the Kronecker product, and the covariance matrix is y ∼ CN (
Generally, the detection probability can be used to represent the resolvability of two adjacent signals. The problem of the signal resolution can be modeled as a binary hypothesis test, which is presented as follows:
where δ = ω 1 − ω 2 denotes the distance between the parameters of interest, which is also equivalent to the difference between the AOA. Hypothesis H 0 shows that the two adjacent sources are not distinguishable, and hypothesis H 1 indicates that the two adjacent sources can be resolved. A larger distance between the two target signals leads to easyto-distinguish signals and higher detection probability of the two targets. To simplify the calculation, we assume ω 1 > ω 2 .
We focus on the case of closely spaced signal sources, and hence δ is small. The first-order Taylor expansion at δ = 0 to expand α (ω 1 ) and α (ω 2 ) can be used, and the following is obtained:
where
ω=ω c . Then, the linear approximation of (3) is given by
We define a new observational statistic z = y − (s 1 + s 2 ) ⊗ α (ω c ). Then, the binary hypothesis test in (4) becomes
B. SRL ANALYSIS
The following analysis is based on whether the noise variance is known or not.
1) KNOWN NOISE VARIANCE
According to the statistical detection theory, the detection statistics of the Rao test of the hypothesis test in (7) can be calculated by
where θ is the unknown parameter vector and θ = δ, which is the only unknown parameter of (7).θ 0 is the estimation of the unknown parameter vector under the hypothesis H 0 . η indicates the detection threshold. p (z; θ ) is the probability density function (PDF) of the random vector z. I −1 θ 0 is the inverse matrix of the Fisher information matrix I θ 0 . δ H 0 is the value of δ under the hypothesis H 0 , which in this case is δ H 0 = 0. In this case, the Fisher information matrix is a onedimensional (1D) matrix I (δ) that can be calculated by
where E [·] is the expectation operator. A simplified expression of the last item in (9) is adopted because no random variable is available. Then, by substituting (9) into (8) with some derivations, the detection statistic of the Rao test is given by
where Re {·} is the operator used to obtain the real part of a complex number. Comparison with the detection statistic of the GLRT in [29] shows that they have identical detection statistics.
The Rao test has the same asymptotic performance as the GLRT, and it can be equivalently represented in the following binary hypothesis test [30] :
where χ 2 1 and χ 2 1 λ P fa , P d denote the PDF of the central χ 2 distribution and the non-central χ 2 distribution with one degree of freedom. P fa and P d denote false-alarm probability and detection probability. The non-central parameter is given by
When P fa is given, the detection threshold η can be calculated, and P d can be obtained. Then the non-central parameter can be calculated by
are the inverse of the right tail of the PDF of χ 2 1 and χ 2 1 λ P fa , P d . Once the non-center parameter is available, using the definition SNR
, the minimum SNR required to resolve the two adjacent signals is
Based on (14), we can see that the required minimum SNR is inversely proportional to the SRL.
2) UNKNOWN NOISE VARIANCE
In this case, two unknown parameters exist, which are written in a vector θ = [δ σ 2 ]. First, we calculate the MLE of the noise variance under hypothesis H 0 , that is,
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Then, the Fisher information matrix I θ 0 can be calculated as follows:
Through some calculations, the top-left-corner element of the inverse matrix of (16) is given by
When (16) and (17) are substituted into (8) , the detection statistic is obtained as
The computational complexity of (18) is O(3NL). The asymptotic performance of (18) is the same as that of (11), but the non-center parameter becomes
Using the definition of SNR and (19), it is easy to derive the minimum SNR required to resolve two adjacent signals in this case is
Similar to (14) , the required minimum SNR varies inversely with the SRL. To compare the two tests, the SRL based on the GLRT for the case of the unknown noise variance should be derived as most of the existing GLRT-based works assume that the noise variance is known. The MLE of the unknown parameters, δ and σ 2 i , must be calculated by solving the logarithmic likelihood equations, which are given bŷ
whereδ denotes the MLE of δ under hypothesis H 1 andσ 2 i denotes the MLE of σ 2 under hypothesis H i . By theoretical derivation, the detection statistics of GLRT is given by
The computational complexity of (22) is O (5NL). By comparing the calculation processes of the two kinds of the detection statistics, we find that the GLRT needs to calculate the MLE of the unknown parameters under the two cited hypotheses, but the Rao test only needs to calculate the MLE under hypothesis H 0 . Moreover, the computational complexity of the detection statistics of the Rao test is lower than that of the GLRT.
III. SRL ANALYSIS WITH INTERFERENCE A. SIGNAL MODEL
In this case, M signal sources are considered, denoted by {s 1 (t) , . . . , s M (t)}, where two signals are the sources of interest and M − 2 signals are the sources of interference. The receiving linear array has N sensors, and all the signal sources are deterministic far-field and narrow-band signals, which are the same as the signal model described in Section II. The signals received by the nth sensor at the tth snapshot are given by
where L denotes the number of snapshots, ω m = 2π sin (θ m )/λ is the parameter of interest of the mth signal source, and λ denotes signal wavelength. d n indicates the distance between the nth sensor and the first sensor. v n (t) stands for an i.i.d complex additive Gaussian white noise vector with mean zero and variance σ 2 I. Thus, the observed vector received by the linear array at the tth snapshot is given by
T and the steering vector α m is given
Thus, the observed quantity can be obtained and shown as
Three assumptions are made as follows: 1. Without loss of generality, the two sources of interest are assumed to be s 1 and s 2 (s 1 = s 2 ). Therefore, the SRL is defined as δ ω 1 − ω 2 .
2. The other M −2 sources are considered to be interference signals, which are denoted by {s 3 , . . . , s M }. The interference space of the interfering signal is assumed to be known (i.e., the AOA of the interfering signal is known).
3. The signal-to-interference-and-noise ratio (SINR) of the measurement of the sources of interest embedded in the interference background is defined as
The problem is regarded as deriving the required theoretical minimum SINR and the SRL to resolve the signal sources of interest in the structured interference (M −2 signal sources) and the unstructured interference (noise).
The issue of differentiating the two adjacent signals based on their parameters of interest can be constructed as a binary hypothesis test, which is the same as (4). The derivation of the estimation of the δ in this case is highly nonlinear and tricky to optimize. Thus, the closed-form expression of the MLE of δ is not available. In addition, because of the test problem (4) is not directly related to the observation signal, the detection statistics are not easy to obtain. Thus, we have to take a transformation of the signal model in (24) with an approximate technique to obtain an equivalent hypothesis test model of (4), which would derive the detection statistics easily.
First, the so-called center parameter is defined as ω c = (ω 1 + ω 2 )/2. The distance between the parameters of interest is small. Thus, the first-order Taylor expansion can be used to expand the observation y around δ = 0, and we can obtain its approximation, which is presented as follows: [29] y ≈ As + + δBs − + eCv, (27) where
T and a c as the steering vector considered for the center parameter ω c , we define
where ⊗ and represent the Kronecker and Hadamard products, respectively, and
In the following derivation, parameters ω c and C are assumed to be previously estimated [29] . As + in (27) has no unknown parameters. Thus, defining a new observation variable z = y − As + is possible. Then, the hypothesis test in (4) changes to
where w = Bs − .
B. SRL ANALYSIS
The detection statistic of the Rao test is rewritten as
where θ = δ ρ T T represents a set of unknown parameters and ρ indicates nuisance parameters. p (z; θ) denotes the PDF of the signal observation z with respect to the unknown parameter θ, and η indicates the detection threshold.θ 0 denotes the MLE of the unknown parameter θ under hypothesis H 0 .
[·] δδ stands for the top-left-corner element of the inverse matrix of the Fisher information matrix. If the detection statistic T Rao (z) is greater than the threshold η, then the two adjacent signals can be resolved. In the following sections, the two cases of known noise variance and unknown noise variance are analyzed.
1) KNOWN NOISE VARIANCE
The unknown parameter of the signal is θ = δ s T T . The logarithmic PDF of z with respect to the unknown parameters is given by ln p (z; θ) = ln π σ
The MLE of the interference signal under hypothesis H 0 is [11] 
where C † = C H C −1 C H and † denotes the Moore-Penrose pseudoinverse. By calculating the Fisher information matrix under the hypothesis H 0 , we obtain
Subsequently, we have to derive the inverse of the Fisher information matrix so that its top-left-corner element can be obtained. This element is calculated by
where P ⊥ C = I−C C H C −1 C H . Finally, we obtain the detection statistics of the Rao test by substituting (34) and (32) into (30) , which is
The GLRT detection statistics in [29] are identical with (35). The asymptotic distribution of the detection statistics of the Rao test is the same as shown in (11) , except that the non-central parameter becomes
The minimum SINR required to resolve two closely spaced sources can be calculated by
2) UNKNOWN NOISE VARIANCE When the noise variance is unknown, the nuisance parameters are ρ = s T σ 2 T . First, the MLEs of the nuisance parameters under the hypothesis H 0 are given aŝ
By some calculations, the Fisher information matrix under the hypothesis H 0 is
The inverse matrix of (39) is then given as
where The top-left-corner element of the inverse of (39) is given by [31] 
By substituting (38) and (42) into (30), the detection statistic of the Rao test is represented by
The computational complexity of (44) 
The asymptotic distribution of (44) is the same as that in (11), except that the non-central parameter changes to
When the noise variance is unknown, the minimum SINR required to resolve the two adjacent signals is given by
Both (37) and (46) show that the SINR is inversely proportional to the SRL. Table 1 summarizes the theoretical results of the required minimum SNR/SINR with regard to SRL.
To compare with the GLRT-based method, we have to derive the analytical expression of the GLRT detection statistics, which are neglected in the existing studies. The MLEs of all the unknown parameters should be estimated first, and they are given bŷ
Then, the GLRT detection statistics are derived as follows:
From (48), the computational complexity of the detection statistic of the GLRT is
Compared to (44), the Rao test has lower computation complexity than that of the GLRT.
IV. NUMERICAL SIMULATIONS AND RESULT ANALYSIS
To verify the performance of the Rao test and compare it with GLRT, the numerical simulations are conducted. We assume that the two signal sources transmit the deterministic sinusoidal signals with a center frequency of 150 MHz. The sampling frequency is 10 GHz. The number of snapshots L is 256. The number of sensors N is 9. The distance between the adjacent sensors is half a wavelength. The AOA of the first source is set to 30 • and the false alarm probability is set to 0.01. Fig. 1 shows the theoretical and experimental values of the required minimum SNR to resolve two adjacent signals. The results show that the required minimum SNR decreases when the SRL increases. This finding is consistent with the theoretical results of (14) and (20) . Moreover, it demonstrates that the experimental values of the required minimum SNR match the theoretical values well.
A. SRL ANALYSIS WITHOUT INTERFERENCE
In Figs. 2-3 , the detection performance in relation to the SRL and the SNR for the two test methods and two cases of known and unknown noise variance is evaluated. On the basis of the results presented in Figs. 2-3 , the detection probability increases when the SRL and SNR are raised. This finding means that a large SRL and a high SNR lead to an easy discrimination between the two closely spaced signals. More- over, when the noise variance is known, the curves based on the GLRT and Rao test are coincident, thereby indicating that the two test approaches have the same detection performance. The two test methods have the same detection statistic as shown in (10) . As shown in Figs. 2-3 , when the SRL ranges from 0.16 to 0.26 and the SNR ranges from 19 dB to 23 dB in the unknown noise variance, the detection probabilities of the Rao test are, on average, 1% higher than those of the GLRT. In other ranges, the two test methods have almost the same detection performance. On the basis of the observation, the Rao test has better detection performance than the GLRT in this case. In addition, the results show that the detection probabilities of the two tests when noise variance is known are much larger than those of the two tests when the noise variance is unknown.
B. SRL ANALYSIS WITH INTERFERENCE
The relationship between the minimum SINR required to resolve two closely spaced signals and the SRL is shown in Fig. 4 . The results in Fig. 4 indicate that the SINR varies inversely with the SRL, which is related to (37). Fig. 4 also shows that the required SINR under the known noise variance is less than that of the case of the unknown noise variance. Prior information on the noise variance can improve the performance of distinguishing the two adjacent signals. Figs. 5 and 6 show the detection probability in relation to the SRL and SINR for the two test methods under the two cases of known noise variance and unknown noise variance, respectively. The results in Figs. 2 and 5 explicitly show the same behavior. Moreover, the results in Fig. 6 have the same behavior as those in Fig. 3 . First, the detection probabilities increase with an increase in the SRL and SINR, implying that the greater the SRL and SINR are, the easier is the resolution of the two adjacent signals. Second, the curves overlapped based on the two test methods when the noise variance is known, because the two test methods have the same detection statistics as shown in (35). Third, although the two test methods have almost the same detection performance in the other ranges, the detection probabilities of the Rao test are, on average, 5% higher than those of the GLRT when the SRL is in the range of (0.15, 0.50) and the SINR is in the range of (15 dB, 35 dB). This finding indicates that the detection performance of the Rao test is better than that of the GLRT. Fourth, the detection performance is improved if the noise variance is known in advance. When the interference is added, by comparing the results in Figs. 5-6 with those in Figs. 2-3 , the improvement degree is not as good as in the case where the interference is not considered.
V. DISCUSSION A. APPLICATION TO MULTIPLE SIGNAL SOURCES
The SRL analysis approach using the Rao test can be easily applied to the case of multiple signal sources. We can solve the binary detection problems such as (7) or (29) 
B. APPLICATION TO MULTIDIMENSIONAL PARAMETERS OF INTEREST
Research on the SRL analysis of multiple parameters of interest is scarce, especially when the parameters of interest are more than two. Moreover, the explicit expression of the detection statistic is difficult to derive when a GLRT method is used [21] , [22] . Similar to the GLRT-based method, when using the Rao test for the SRL analysis of multidimensional parameters of interest, the derivation of the detection statistic is also difficult. The demerit of the Rao test lies in the calculation of the inverse of the Fisher information matrix. When the dimension of the parameters is greater than two, the explicit expression of the inverse of the Fisher information matrix is difficult to obtain. Thus, the Rao test-based method has a similar application limitation as that of the GLRT-based method.
C. APPLICATION TO OTHER SCENARIOS
In practice, the effects of applying Rao test for other scenarios, such as array geometry, number of snapshots, number of sensors, prior knowledge of the source (amplitudes, phases etc.) and orthogonal signal sources etc., should be considered and evaluated. Since the main aims of this paper are to derive the closed form expressions of the detection statistics and to get the relationship between the SRL and SNR/SINR based on the Rao test, the evaluation of the effects for other scenarios is beyond the scope of this paper. But it worth noting that these scenarios should analyzed theoretically and experimentally in the future works.
VI. CONCLUSION
In summary, the analysis of 1D SRL of the two closely spaced signals based on the Rao test is evaluated. The two types of cases are considered. One is two signal sources embedded in some interference sources, and the other is the received signal containing only the two sources of interest. By theoretical derivation, the detection statistics of the Rao test is identical to those of the GLRT when the noise variance is known in both cases. Thus, they have the same detection performance and computational complexity. When the noise variance is unknown, the computation complexity of the detection statistics of the Rao test is lower than that of the GLRT. Moreover, the detection performance of the Rao test is superior to that of the GLRT when the SRL is in the range of (0.16, 0.26) and the SNR is in the range of (19 dB, 23 dB) in the case that the interference is not considered and when SRL is in the range of (0.15, 0.50) and the SINR is in the range of (15 dB, 35 dB) in the case that the interference is presented. In other ranges, the two test methods have almost the same detection performance. In addition, if one has prior information on the noise variance, then the detection performance is improved. Dr. Song is a Senior Member of ACM. He was a very first recipient of the Golden Bear Scholar Award, the highest campus-wide recognition for research excellence at the West Virginia University Institute of Technology in 2016.
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