This paper considers a scheduling problem of minimizing the maximum completion time (i.e., the makespan) for an automated flowshop manufacturing system such as FMS which consists of m machining cells with sufficient buffers, an AGV (automated guided vehicle) and loading/unloading stations. For this problem we propose a heuristic algorithm based on a fuzzy approximation (called fuzzy scheduling), and a branch-and-bound algorithm with fuzzy inferences. Computational experiences show that the fuzzy scheduling can give optimal or near optimal solutions in very short time, and the branch-and-bound algorithm can efficiently give optimal solutions to problem instances with three-machines and up to 400 parts with high probability over 90%.
have studied a problem of sequencing parts and robot moves in a flow line manufacturing system without WIP buffer at each machine. They have developed a cycle time formulas and obt,ained necessary and sufficient conditions for various robot cycles to be optimal in two alnd three machine cells for producing a single part type. They have shown that the problem of scheduling different kinds of parts for a specific sequence of robot moves in a two-machine cell can be formulated as a solvable case of traveling salesman problem. Hall et al. [7] have also studied robot move and part sequencing problems for the same system as Set hi et al.'s. They have provided an efficient algorithm that simultaneously optimizes the robot move and part sequencing for multiple part type problems in a two machine cell. For a three machine cell producing multiple part types, they have proved tha,t four out of the six potentially optimal robot move cycles for producing one unit allow efficient identification of the optimal part sequence.
Kats [l21 has considered a problem of cyclic no-wait scheduling of identical parts on several sequential machines in a production line when the transportation of the parts between the machines is performed by a number of identical robots. He has found the minimal number of robots needed t,o meet a given schedule for all possible cycle lengths and given a,n 0 (~n~) time optimal algorithm. Hitz [8] studied the input sequence problem of a dedicated flowshop with periodic demand. An optimal off-line scheme and a heuristic were developed.
There are a number of studies on the scheduling of parts and AGV's in general FMS enviroments using simulation. Kimemia and Gershwin [l31 have used a simulation model to evaluate an off-line scheduling algorithm for the system simila,r t,o Hitz's except tha,t routimg flexibility was allowed. Their systems include four ma,chines and two part types, and they have considered machine brea,kdown and in-system storage capacity. Above st,udiesi however, have not considered the irnpa,ct of the makerial haandling system on the FMS scheduling problem. Sabuncuoglu a, nd Hommertzheim [21] have considered an FMS scheduling problem by using a sirnula,tion model. They have analyzed the rela,tive performances of machine and AGV scheduling rules against various due-date criteria. Ishii and Tala,va,ge [l11 have proposed a mixed dispatching rule for each machine based on discrete event ~imula~tion in FMS scheduling. Their system includes two loading/unloading stations, four machines, three AGV's and six part types.
In this paper we deal with an automated flowshop manufacturing system such as FMS that consists of a loading station, m machining cells with unlimited WIP buffer, an unloading station and an AGV (or a moving robot) that sends at most one part a t a time, and discuss an optimal scheduling problem that asks to minimize the makespan (i.e., the maximum completion time) of the n parts to be processed by the system. We can find many FMS's, FMCis or FTL's in real situations that can be modeled by this system (e.g., see [l] ). The above review, however, shows that there have so far been few algorithms that can efficiently give exact optimal solutions to such systems with 3 or more cells, due to the baxrier of the NP-ha,rdness. This paper aims to develop a branch-and-bound (BAB) algorithm that could efficiently solve large problem instances with high pr~ba~bility. The config~ra~tion of this paper is as follows.
Section 2 describes the problem in deta,il. Section 3 formulates the problem exactly. Section 4 shows that the problem ca,n approximately be reduced to an (m + l)-machine flowshop problem, and proposes a heuristic algorithm (called fuzzy scheduling) based on the (m + 1)-rna,chine flowshop problem. Section 5 proposes a branch-a,nd-bound algorithm utilizing fuzzy inference for solving the problem exa,ctly. Section 6 provides computational experiences.
2 Model Description Figure 1 shows the physical layout of a,n FMS for study in this paper, which has a. The times required for the AGV to carry a part from SL to Ml, from Ml to Ma, -+ -, from Mm to Su and from Su to SL, including pickup and drop times, are known and
The set-up time mentioned under assumption (7) may actually be dependent on the processing sequence. However, the variance in set-up times is insignificant relative to the processing times when the material handling is implemented by automated equipments such as automalted pallet changers (APC's), automated tool changers (ATC's), and/or robot ha,nds.
Hereafter, this problem will be called the a,utomated flowshop scheduling problem (denoted AFSP).
Formulation of Scheduling Problem
The time when lWL finishes processing part i is represented by F; (i), and the time when AGV picks up part z from M, by X (2) . Furthermore, the time when part z is released from SL and the time when part i is delivered to Su are represented by To(i) and F ( i ) , respectively.
Then, the schedule of the A-th part jk in any sequence, S = (jl, j2, . , jn), can be formulated as follows.
By assumption (6) , it can be seen that
From assumptions (l)w (8), Mi can start processing part jk only after it has finished the processing part jkPl and part jk has been transferred to Mi by the AGV, so the time F,(jk) when MJ. finishes processing part jk is equivalent to the sum of the processing time Pi{jk) and the maximum between the time Fl(J'k_i) when M; finishes processing part and the arrival time (2), (6) and (7), and the maximum completion time Fmkx(s) under the sequence S is Hereafter, the optimal sequence that minimizes Fmax{s) is represented by S*.
4 Fuzzy Scheduling Problem AFSP is NP-hard, even for the case of m = 2 [15] . Thus, we need good heuristic algorithm for practical purposes. However, the above formulation that expresses ma,kespan Fmax through recursive equations (l), (2) , (6), (7) and (8) makes us somewhat difficult even to have a,n insight for a good heuristic I11 order to overcome this difficulty, we here take the following approach. We firstly show that the AFSP approximately reduces to a classical flowshop scheduling problem (denoted FSP) that has no AGV. This approximation tell us that the fuzzy scheduling method that has already been developed, and demonstrated to be a good heuristic for the FSP [5] , could also be good for our AFSP. That is, the sequence for the FSP obtained by the fuzzy heuristic can also be used as a sequence for the AFSP to obtain a good schedule. Later, this schedule will, furthermore, be improved by a branch-and-bound algorithm.
An approximation of makespan
We consider the following approximation of Fmax{s).
In Eq. (6) we relax assumption (5) to the one that the AGV can simultaneously carry parts existing in a buffer except SL. Then the time when the AGV leaves cell Ml is given by e ( j k ) is a lower bound of Ti(jk) in Eq. (6) .
Let ki[jk) be the time when Ms finishes part jk, F[jk) be the time when part jk arrives a,t unloa,ding station Sy and Frnaa-(S) be the rnakespan, all of which are computed by Eq. (6) 
a,nd q(0), q ( l ) , --, q(m -1) are integers that satisfy 1 < q(0) < q(1) < ---< q(m -1) < n.
Fuzzy scheduling method
The fuzzy scheduling method has been proposed to yield nearly optimal solutions for an m-machine FSP [5] . The basic idea of this heuristic is to use a membership function in the context of fuzzy inference for obtaining an approximate solution. The membership function represents a possibility that the dominance relation between parts holds even if its precondition does not hold. We describe it briefly below. The rule determining i* by this way is referred to as fuzzy rule and the scheduling based 011 the fuzzy rule is referred to as fuzzy scheduling. We use a sequence obtained by applying the fuzzy scheduling to the FSP as that of the AFSP, and then compute its makespan ( by Eq. (6)), that will be used as an initial upper bound value of the BAB algorithm proposed next for the original AFSP.
BAB Algorithm
It is assumed that the basic principle of BAB algorithm is well known (e.g., see 19, 101).
Hence only the basic components of BAB algorithm are stated below.
Let the sequence of the first k parts fixed be sk = ( j l , . . . , j k ) . The problem of determining an optimal sequence of the remaining r(= n -k ) parts under the sequence sk is called a subproblem of depth k and is represented by P ( s k ) .
. 2 Lower bound
Lemma 3. For a given sequence of the first k parts, sk (for V k = 0,1,. 
where A, (2) = max{P; (2) ) tv}, 1 <^ I < m. Also Tv(jn) must be dependent on tv and the number of times the AGV goes around the loop track till Tv(jn) (see Eq. (3)), then it can be easily seen by Eq. (20) through Eq. (23) that is a lower bound of TV(&) for subproblem P(sk). Then, is a lower bound for subproblem P(sd.
We employ as a lower bound for P(sk). Lower bound g(sk) for any subproblem P(sk) except P(@), (i.e., the original problem) can be computed in O(m2n) time and g(@), the lower bound of the original problem in O(m2n log n) time.
Fuzzy scheduling and fuzzy search
As mentioned before, we use the fuzzy scheduling for obtaining an initial incumbent solution for the BAB that plays a role of an upper bound of optimal value. We adopt a depth-first search for the BAB that selects a subproblem with the smallest lower bound among the most recently generated ones, breaking ties by the fuzzy rule described in Section 4.2. We call such search method fuzzy search. Tables 1 and 2 shows the effectiveness of the optimization by the fuzzy scheduling. Table 2 also shows the influence of the number of parts, n on the performance of the fuzzy scheduling. As a result, solutions by the fuzzy scheduling are closer to optimal ones as n becomes larger. Table 3 shows how many problem instances can be optimally solved by the fuzzy scheduling.
We can conclude from these results that the fuzzy scheduling is superior to the FCFS scheduling especially for problem instances with m = 3.
Evaluation of BAB algorithms
To examine the performance of the BAB algorithm with fuzzy inference, the following four kinds of BAB algorithms were implemented for the purpose of comparison.
(1) A: BAB algorithm with fuzzy inference proposed here; (2) AI : BAB algorithm A without fuzzy search (i.e., the ordinary depth-first search method is adopted) ; (3) A2: BAB algorithm A without fuzzy scheduling (i.e., the initial incumbent value is set to m); (4) As: BAB algorithm Ag without fuzzy search (i.e., the one without fuzzy inference).
The rates of problem instances solved by these algorithms are shown in Table 4 for m = 3 Tables 5 and 6 show the influences of the turnaround time of AGV, the number of parts and the number of cells on the solvability of Algorithm A. We can conclude from results in these tables that the BAB algorithm A can solve problem instances with 400 parts with high probability over 90% if the number of cells, m is restricted to 3.
Conclusion
In this paper we have considered a scheduling problem of minimizing the makespan for an automated m-machine flowshop such as FMS that consists of a few machining cells with sufficient buffers, an AGV and loading/unloading stations, and shown that the problem can be approximately reduced to a flowshop scheduling problem. Based on this reduction we proposed a heuristic algorithm called fuzzy scheduling, and a branch-and-bound algorithm with fuzzy inference. Extensive numerical experiments show that the fuzzy scheduling can give optimal or near optimal solutions in short time, a,nd the branch-and-bound algorithm wit h fuzzy inference can efficiently give optimal solutions to problem instances with threemachines a,nd up to 400 parts with high probability. These facts suggest that a,pproximate and/or exact algorithms proposed here can successfully be applied to real manufacturing systems such as FMS's, FTL7s and especially FMC's with a few machining centers.
Other possible topics for future resea,rch include the use of multiple AGV's in automated flowshops as a means of reducing the waiting time of parts and the idling time of ma,chining cells. The scheduling of automated flowshops with limited buffer storage and the design of polynomial time approximation algorithms for such intractable problems are also important. 
