Learning effective embedding has been proved to be useful in many real-world problems, such as recommender systems, search ranking and online advertisement. However, one of the challenges is data sparsity in learning large-scale item embedding, as users' historical behavior data are usually lacking or insufficient in an individual domain. In fact, user's behaviors from different domains regarding the same items are usually relevant. Therefore, we can learn complete user behaviors to alleviate the sparsity using complementary information from correlated domains. It is intuitive to model users' behaviors using graph, and graph neural networks (GNNs) have recently shown the great power for representation learning, which can be used to learn item embedding. However, it is challenging to transfer the information across domains and learn cross-domain representation using the existing GNNs. To address these challenges, in this paper, we propose a novel model -Deep Multi-Graph Embedding (DMGE) to learn cross-domain representation. Specifically, we first construct a multi-graph based on users' behaviors from different domains, and then propose a multi-graph neural network to learn cross-domain representation in an unsupervised manner. Particularly, we present a multiplegradient descent optimizer for efficiently training the model. We evaluate our approach on various large-scale real-world datasets, and the experimental results show that DMGE outperforms other state-of-art embedding methods in various tasks.
INTRODUCTION
Recently, many online personalized services have utilized users' historical behavior data to characterize user preferences, such as: online video sites [6] , App stores [4] , online advertisements [13] and E-commmerce sites [32, 37] . Learning the representation from user-item interactions is an essential issue in most personalized services. Usually, low-dimensional embeddings can effectively represent attributes of items and preferences of users in a uniform latent semantic space, which are helpful to provide personalized services and improve user experience. Moreover, the representation of users and items has been widely applied to many research topics related to above real-world scenarios, including: large-scale recommendation [32, 35] , search ranking [5, 11] , cold-start problem [37] .
In large-scale personalized services, there are usually a relative small portion of active users, and a majority of non-active users often interact with only a small number of items, users' behavior data is thus lacking or insufficient in an individual domain, which makes it difficult to learn effective embeddings [33] . On the other hand, though data from a single domain is sparse, users' behaviors from correlated domains regarding the same items are usually complementary [39] . Take the App store as an example, there are two ways users interact (e.g., download) with items (i.e., Apps). One is downloading Apps recommended on the homepage or category pages of App store (i.e., recommendation domain), the other is by searching (i.e., search domain). User behaviors in the search domain reflect user's current needs or intention, while that in the recommendation domain represent user's relative long-term interests. Leveraging the interaction data from the search domain can improve the performance of recommendation. On the other hand, interaction data from the recommendation domain can also help to explore user's personalized interests and therefore optimize the ranking list in search domain. Therefore, we are motivated to leverage the complementary information from correlated domains to alleviate the sparsity problem.
Generally, users' behaviors are sequential [16] (take the App store as example, as shown in Figure 1 (a)), and graph can be used to model users' sequential behaviors intuitively [32] . Specifically, in each domain (as shown in Figure 1 (b)), we can construct an item graph by modeling the items as nodes, the item co-occurrences as edges, and the number of co-occurrences in all users' behavior sequences as the weights of edges. Through applying graph embedding methods such as DeepWalk [28, 32] , it can generate abundant item sequences by running random walk on the item graph, and then use the Skip-Gram algorithm [24, 25] to learn item embedding. Compared with the random walk based graph embedding methods [12, 28] , graph neural networks (GNNs) have shown the great power for representation learning on graphs recently [34] . As a state-of-the-art GNN, graph convolutional network (GCN) [18] is proposed based on convolutional neural networks, and generates node embedding by operating convolution on the graph. The graph convolution operation in GCN is to encode node attributes and graph structure using neural networks, thus GCN performs well in graph embedding, and can be used for item embedding. However, these methods are developed for learning single graph embedding, i.e., single domain embedding. Users' behaviors in cross-domain are more complex, and it is more reasonable to model user's behaviors as multi-graph (as shown in Figure 1 (c) ), which consists a set of nodes and multiple types of edges (i.e., solid and dashed lines represent two types of edges). Concretely, nodes represent the same items across domains and each type of edge denotes the co-occurrences of item pairs in each domain. In multi-graph, there may exist multiple types of edges between pairs of nodes, each type of edge forms a certain subgraph (i.e., a domain), and these subgraphs are related to each other, as all of them share the same nodes. Thus, it is likely that each node (i.e. item) in different subgraph (i.e. domain) has a different representation, and all these representations of a node are relevant to each other.
However, the existing single graph embedding methods fail to fuse the complex relations in multi-graph, and generate effective node embeddings. The cross-domain scenario poses challenges to transfer the information across domains and learn cross-domain representation. On the other hand, though GCN is effective, stacking many convolutional layers makes GCN difficult to train, as the iterative graph convolution operation is prone to overfit, as stated in [21] . It brings additional complexity and challenges to apply GCN to learn cross-domain (or multi-graph) representation. Thus, to better utilize the power of GCN, dedicated efforts are desired to design a novel neural network architecture based on GCN for crossdomain representation learning, and optimize the neural network efficiently to overcome the disadvantages of GCN.
To address these challenges, in this paper, we propose a novel embedding model, named Deep Multi-Graph Embedding (DMGE). We first construct the item graph as a multi-graph based on users' sequential behaviors from different domains. Specifically, the nodes in multi-graph represent items, and two nodes are connected by an edge if they consecutively occur in one user's sequence. Thus, learning the item embedding is converted to learn node embedding in the multi-graph. To utilize the power of GCN on graph embedding, we propose a graph neural network inspired by multitask learning regime, which extends GCN to learn cross-domain representation. Specifically, each domain is viewed as a task in the model, and we design the domain-specific layers to generate domain-specific representation for each domain, all domains are correlated by the domain-shared layers, which generate domainshared representation. The model is then trained in an unsupervised manner by learning the graph structure. Besides, to overcome the disadvantages of GCN, we introduce a multiple-gradient descent optimizer to train the proposed model, which can adaptively adjust the weight of each domain. Particularly, It updates the parameters of the domain-shared layers by using the weighted summation of the gradients of all domains, and parameters of the domain-specific layers by using the gradients of the specific domain. The main contributions of our work are summarized as follows:
• We focus on learning cross-domain representation. Innovatively, we model users' behaviors in cross-domain as multigraph, and propose a graph neural network to learn domainshared and domain-specific representation, simultaneously.
• We propose a novel embedding model named Deep MultiGraph Embedding (DMGE), which is a graph neural network based on multi-task learning. Particularly, we present a multiple-gradient descent optimizer to efficiently train the model in an unsupervised manner.
• We evaluate DMGE on various large-scale real-world datasets, and the experimental results show that DMGE outperforms other state-of-the-art embedding methods in various tasks.
DEEP MULTI-GRAPH EMBEDDING
In this section, we elaborate the Deep Multi-Graph Embedding (DMGE) model for cross-domain item embedding. We first present the problem definition. Then, we propose a multi-graph neural network to learn node embedding in the multi-graph. Finally, we present an multiple-gradient descent optimizer to efficiently train the model in an unsupervised manner.
Problem Definition
Suppose there are D domains. For each domain d (d = {1, ..., D}), we first construct the item graph as an undirected weighted graph
As these D domains are correlated and share the same set of items, we then construct the cross-domain item graph as an undirected weighted multi-graph G = (V, E), which contains the node set V with N nodes and the edge set E with D types of edges, i.e., E = {E 1 , ..., E D }. Our problem can be formally stated as follows, with an undirected weighted multi-graph G = (V, E), and the node feature matrix X ∈ R N ×M , representing input for each node as an Mdimensional feature vector, our goal is to learn a set of embedding for all nodes in each subgraph G d , i.e., X = {X 1 , ..., X D } (X d ∈ R N ×E is the node embedding in subgraph G d , with each node has an E-dimensional embedding) by solving the following optimization problem:
...
where p(v j |v i , d) is the probability that there exists an edge between node v i and node v j in the subgraph G d , and N (v i , d) is the set of neighborhood of node v i in the subgraph G d .
Multi-Graph Neural Network
As is discussed, graph neural networks (GNNs) [34, 38] have emerged as a powerful approach for representation learning on graphs recently, such as GCN [18] . Thus we emphasize on applying GCN for multi-graph embedding. In a multi-graph, the same set of nodes are shared in all subgraphs. For each node, it has different neighbors in different subgraph, thus it is likely that it has different representation in different subgraph. Moreover, all these representations belong to the same node, thus they are inherently related to each other. We present two types of representation of nodes in the multigraph, for each node, it has a shared representation, which denotes the shared information in the multi-graph. Besides, it also has a specific representation in each subgraph, which encodes the specific information in the subgraph.
To learn multiple types of node representations, the architecture of DMGE is presented in Figure 2 , which follows the multi-task learning regime [3, 29] . Specifically, the domain-shared layers are graph convolutional layers on multi-graph, which is used to learn shared representation across domains. The domain-specific layers are also graph convolutional layers, which is used to learn specific representation on each subgraph for each domain. The outputs of graph convolutional layers are node embeddings, which model the probability that an link existing between these nodes.
The graph convolutional layers can efficiently learn node embedding based on the neighborhood aggregation scheme. In DMGE, the shared graph convolutional layers are used to generate shared node embedding by encoding node attributes and multi-graph structure. Based on the shared embedding, the specific graph convolutional layers are used to generate specific node embedding on each subgraph by the same rule.
To learn shared embedding, the shared graph convolutional layers are defined as follows:
where X (l +1) s ∈ R N ×E s is the shared embedding of multi-graph G in l-th layer, and X (0) s = X ∈ R N ×M is the matrix of node feature. A = A+I N ∈ R N ×N is the adjacency matrix of graph G with added self-connections, A ∈ R N ×N is the adjacency matrix, and A(i, j) = 1 if there are any links between node v i and v j , and I N is the identity matrix.W ∈ R N ×N is a diagonal matrix, andW(i, i) = jÃ (i, j).
s is the shared weight matrix of l-th layer. The output of the l-th shared graph convolutional layer is the shared node embedding X s .
Based on the shared embedding, the specific graph convolutional layers are defined as follows:
where
is the specific weight matrix of l+1-th layer. The output of the specific graph convolutional layers is the set of node embedding X = {X 1 , ..., X D }.
To learn node embeddings, we train the neural network in an unsupervised manner by modeling the graph structure. We use the embeddings to generate the linkage between two nodes, i.e. the probability that there exists an edge between these nodes. Therefore, we formulate the embedding learning as a binary classification problem by using the embeddings of two nodes.
The probability that there exists an edge between node v i and node v j in subgraph G d is defined in Eq. (4), and the probability that there exists no edge between node v i and node v k in subgraph G d is defined in Eq. (5):
where x d,i is the i-th row of X d , which is the embedding vector of
is the sigmoid function. Therefore, the objective is to generate the embedding by maximizing the log-likelihood function as follows: max log
where S d,p is the set of positive samples in subgraph G d , which contains the tuples (v i , v j , d) with an edge between node v i and node v j in subgraph G d . S d,n = {v k |k = 1, ..., S } is the set of negative samples in subgraph G d . The negative samples are sampled from node set V by using negative sampling [24, 25] , which contains the tuples (v i , v k , d) with no edge between node v i and node
Therefore, the objective function is defined as Eq. (7), in which
Optimization
In our model, the parameter set Θ s of shared graph convolutional layers is shared across domains, while parameter sets
.., D}) of specific graph convolutional layers are domain-specific. To train DMGE and benefit all domains, we need to optimize all the objectives L d (Θ s , Θ d ). In multi-task learning [3, 29] , a commonly used method to optimize the objective function Eq. (7) is to solve the weighted summation of all L d . However, stacking multiple layers brings additional difficulties to train the model [21] , and it is time-consuming to tune the weight to obtain the optimal solution. Therefore, we formulate the problem as multi-objective optimization, and the optimization objective is defined as follows:
The goal of Eq. (8) is to find the solution which is optimal for each objective (i.e., each domain). To solve the multi-objective optimization, we introduce a multiple-gradient descent optimizer. Firstly, we state the Karush-Kuhn-Tucker (KKT) conditions [20] for the multiobjective optimization in Eq. (8), which is a necessary condition for the optimal solution of multi-objective optimization:
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Conference'17, July 2017, Washington, DC, USA As proved in [9] , either the solution to Eq. (10) is 0 and the result satisfies the KKT conditions Eq. (9), or the solution gives a descent direction that improves all objectives in Eq. (8) . Thus, solving the KKT conditions Eq. (9) is equivalent to optimizing Eq. (10) .
To clearly illustrate how the optimizer works, we consider the case of two domains. The optimization objective Eq. (10) can be simplified as:
where α is the weight of L 1 (Θ s , Θ 1 ). The Eq. (11) is a unary quadratic equation of α, and the solution to Eq. (11) is:
where U =
With the weight α, we update the parameters of the model as follows, as the parameter sets Θ 1 and Θ 2 are domain-specific, we update Θ 1 and Θ 2 by using Eq. (13) for each domain, respectively. The parameter set Θ s is shared across domains, thus we apply the weighted gradient α
as a gradient update to the shared parameters as defined in Eq. (14) . Notice that α is trained by the optimizer according to the gradient of each domain.
Finally, we summarize the learning procedure of DMGE in Algorithm 1. In DMGE, the input includes the multi-graph G and the node feature matrix X. In line 1, we first initialize the parameter sets Θ s , Θ d and the weight α d of each domain. Then, we operate convolution on the multi-graph G in line 2. For each subgraph G d , we sample a set of negative samples in line 5. We use the link information to train DMGE, compute the gradients and update the parameters of specific graph convolutional layers in line 6, and we compute the gradients of shared graph convolutional layers in line 7. Based on the gradients, we compute α d in line 8, and update the parameters of shared graph convolutional layers in line 9. Finally, we return a set of node embeddings in line 12.
Algorithm 1 Deep Multi-Graph Embedding
Input: A multi-graph G = (V, {E 1 , ..., E D }), and the node feature matrix X ∈ R N ×M Parameter:
Sample a set of negative samples S d,n .
6:
Compute gradients of Θ s :
Compute α d by using Eq. (12).
9:
end for 11: end for 12: return A set of node embedding X = {X 1 , ..., X D } 
EXPERIMENTS
In this section, we first present the research questions about DMGE. Then, we introduce the datasets and experimental settings. Finally, we present the experimental results to demonstrate the effectiveness of DMGE. We first present the following three research questions:
• RQ1: How does DMGE perform in the recommendation task compared with other state-of-the-art embedding methods for recommendation? • RQ2: How does the parameter sensitivity affect the performance of DMGE for recommendation? • RQ3: How does DMGE perform in the classic task on graph (e.g., link prediction) compared with other state-of-the-art graph embedding methods?
Datasets
We evaluate our model on two real-world datasets, the details of datasets are as follows and the statistics of datasets are presented in Table 1 .
• Tencent App Store: It is the App download records from a company App store, which contains recommendation domain and search domain. The time span of the dataset is 31 days, the number of Apps is 18,229, and the number of user is 1,011,567. Based on users' download records, we construct the item graph for each domain, and the statistics of graph is presented in Table 1 . We use this dataset for App recommendation task.
• Youtube 1 : YouTube dataset [36] consists of two types of relation among users, i.e. friendship and co-friends. Specifically, the friendship relation means two users are friends, and the co-friends means two users have shared friends. We use this dataset for link prediction task.
Experimental Settings
3.2.1 Baseline Methods. For both tasks, we choose the following state-of-the-art graph embedding methods as baselines:
• DeepWalk [28] : It applies random walk on graph to generate node sequences, and uses Skip-Gram algorithm to learn embedding. We apply DeepWalk to each subgraph separately.
• LINE [30] : It learns node embedding through preserving both local and global graph structures. We apply LINE to each subgraph separately.
• node2vec [12] : It designs a biased random walk procedure, and can explore diverse neighborhoods. We apply node2vec to each subgraph separately.
• GCN [18] : It operates convolution on graph, and can generate node embedding based on neighborhoods. We apply GCN to each subgraph separately.
• mGCN [22] : It applies graph convolutional networks for multi-graph embedding. It can generate both general embeddings to capture the information for nodes over the entire graph and dimension-specific embeddings to capture the information for nodes in each subgraph. For the App recommendation task, besides the above baselines, we also compare with the matrix factorization (MF) [19] , which factorizes user-item matrix into user embedding and item embedding, respectively. We apply MF to each domain separately.
Evaluation Metrics.
To evaluate the performance of recommendation, we compare the recommended top-N list R u with the corresponding ground truth list T u for each user u ∈ U, and use the following metrics to evaluate the top-N recommended results:
• Recall@N : It calculates the fraction of the ground truth (i.e., the user downloaded Apps) that are recommended by different algorithms in Eq. (15), where U is the user set, h u denotes the number of downloaded Apps hits in the candidate top-N App list R u for user u, and t u denotes the number of downloaded App list T u of user u. A larger value of recall@N means better performance.
• MRR@N : Mean Reciprocal Rank (MRR) uses the multiplicative inverse of the rank of the first hit item among top-N item list to evaluate the performance of rank in Eq. (16) 
To evaluate the performance of link prediction, we use the metrics of binary classification: AUC and F1.
Model Parameters.
The parameters of DMGE are set as follows:
• Network architecture. The number of shared and specific graph convolutional layers are both 1, shared hidden size is 64, and specific hidden size is 16.
• Initialization. The node feature matrix can be initialized randomly, or by other embedding methods, we initialize it as the identity matrix.
• Gradient normalization. We normalize the gradient of shared parameter Θ s of each domain, and then use the normalized gradient to calculating α in Eq. (12) . The normalized gradient
is the unnormalized gradient.
• Other hyper-parameters. The number of negative samples is 2; the embedding dimension is 16; the dropout of shared graph convolutional layers is 0.3 and that is 0.1 of specific graph convolutional layers; the batch size is 256 and we train the model for a maximum of 10 epochs using Adam.
In all methods, the dimension of embedding is set to 16. The parameters of baselines are fine-tuning, and set as follows:
• MF. It is implemented using LibMF 2 .
• DeepWalk. The length of context window is 5; the length of random walk is 20; the number of walks per node is 50.
• LINE. The number of negative samples is 2.
• node2vec. The length of context window is 5; the length of random walk is 20; the number of walks per node is 50; the number of negative samples is 2; p is 1 and q is 0.25.
• GCN. The number of graph convolutional layers is 1.
• mGCN. The initial general representation size is 64, other parameter settings are the same as [22] , and we train the model for a maximum of 20 epochs using Adam.
• DMGE (α). Considering that both domains are important, we set the weight α to 0.5; the other parameter settings are the same as DMGE.
Embedding for Recommendation
To demonstrate the performance of DMGE in recommendation task (RQ1), we compare DMGE with other state-of-the-art embedding methods. The intuition is that learning better item embeddings will achieve better performance of recommendation. Generally, users' preferences can be characterized by the items they have interacted with, thus we represent users by aggregating embeddings of their interacted items. There are several ways to aggregate item embeddings, such as: average [37] , RNN [27] . We apply average here, and represent users by using the average item embeddings of their interacted items:
where u d is the embedding of user u ∈ U in domain d, I d is the number of items user u has interacted with, and x d,i is the embedding of item i in domain d.
For each domain, we measure user-item similarity by computing the cosine distance between user embedding and item embedding. Based on the user-item similarity, we then generate candidate top-N items for each user. We use consecutive 26 days data to train item embedding, and measure the performance of recommendation in the next 5 days by using the metric Recall@N and MRR@N . The performance of different methods for recommendation domain and search domain is presented in Table 2 , Table 3 , Table 4 and Table 5 . (Note that the best results are indicated by the bold font.)
Based on the results, we have the following observations:
• We first compare the performance of single-domain methods, including: MF, DeepWalk, LINE, node2vec and GCN. We can observe the graph embedding methods outperforms MF, as MF only takes into account the explicit user-item interactions, while ignoring item co-occurrences in users' behaviors, which can be captured by graph embedding methods.
• The overall performance of cross-domain methods (i.e., mGCN, DMGE (α), DMGE) is better than the single domain methods, which demonstrates that fusing information from correlated domains is helpful to learn better cross-domain representation, and can improve the performance of recommendation in both domains. When N is less than 40 in recommendation domain and N is less than 30 in search domain, the Recall of mGCN is worse than the single domain methods, the possible reason is that weight between within-domain and acrossdomain in mGCN is a hyper-parameter to be tuned, and can not be adaptively learned by the importance of each domain. Both DMGE and DMGE (α) are consistently outperforms the single domain methods.
• Compared the cross-domain embedding methods, both DMGE (α) and DMGE outperform mGCN, which indicates that our proposed graph neural network is effective to learn better representations.
• DMGE outperforms DMGE (α) (except Recall@1000 in recommendation domain). The average of α in DMGE is 0.4409, thus when α = 0.5, DMGE (α) can also achieve good performance. However, in DMGE (α), it is time-consuming and computationally expensive to tune the hyper-parameter α to obtain the optimal result. While in DMGE, α is a trainable parameter. Thus, we recommend to use the multiple-gradient descent optimizer to train the model.
Overall, the proposed DMGE outperforms the state-of-the-art embedding methods, and improves the performance of recommendation in both domains.
Parameter Sensitivity
The key parameter that affects the performance of embedding is the dimension size (RQ2), we analyze how does the dimension size of learned embedding in DMGE affect the performance of recommendation. In particular, we test the dimension size = {8, 16, 32, 64}. Figure 3 show the results of different embedding dimension in recommendation and search domain, and the evaluation metric is Recall@100.
As shown in Figure 3 , in both domains, when the dimension of embedding is 16, our model performs best regarding the metric Recall@100. Therefore, we set the dimension of embedding as 16.
Link Prediction
To demonstrate the performance of DMGE in the link prediction task (RQ3), we compare DMGE with other state-of-the-art graph embedding methods. The intuition is that learning better node embeddings will achieve better performance of link prediction.
In the multi-graph, we perform link prediction in different subgraph separately. In each subgraph, we randomly remove 30% of edges, and we aim to predict whether these removed edges exist. We formulate the link prediction task as a binary classification problem by using the embeddings of two nodes, and there are two types of combination: element-wise addition, element-wise multiplication.
In training set, we use the remaining node pairs as positive samples, and randomly sample an equal number of not connected node pairs as negative samples. In testing set, we use the removed node pairs as positive samples, and randomly sample an equal number of not connected node pairs as negative samples. We train a binary classifier using logistic regression on the training set, and evaluate the performance of link prediction on the testing set. For each method, we select the optimal combination of embeddings and present the best results. The results of different methods are presented in Figure 4 , including the results of each relation, and the average performance over all dimensions.
• The multi-graph embedding methods (i.e., mGCN, DMGE (α), DMGE) outperforms the single graph embedding methods (i.e., DeepWalk, LINE, node2vec, GCN), which indicates that using multiple relations in the multi-graph is helpful to learn better representation.
• DMGE (α) and DMGE outperform mGCN, which indicates that our proposed graph neural network is effective to learn better representations. Domain  Recall@N  10  20  30  40  50  60  70  80  90  100 • The average performance of DMGE is better than DMGE (α), which indicates the effectiveness of training the model using multi-objective optimization.
Discussion
3.6.1 The Usage of Embedding. The embeddings of DMGE can be used for candidate items generation in the recall stage. Through calculating the pairwise similarities between the embeddings of users and items, we can generate a candidate set of items which users may like, and the candidate set can be further used in the ranking stage to generate the final recommendation set of items [6] . Besides, the embeddings can also be used for transfer learning [26] , and alleviating the sparsity and cold start problem [37] .
3.6.2 Cross-Domain Representation Leaning. Not only designed for two domains, DMGE can also easily be extended to more domains. Using the Frank-Wolfe algorithm [10, 17] , we can solve the optimization problem in Eq. (10) efficiently, when there are more domains.
3.6.3 Scalability. The graph convolutional layers in DMGE adopt the graph convolution operator defined in GCN [18] . However, GCN requires the full graph Laplacian, thus it is computationally expensive to apply GCN for large-scale graph embedding.
To apply DMGE for large-scale multi-graph embedding, we have the following strategies: 1) we can adopt GraphSAGE [14] as the graph convolutional layers in DMGE, as GraphSAGE generates embeddings by sampling and aggregating features from a node's local neighborhood, and only requires local graph structures; 2) we can replace the graph convolutional layers in DMGE with the graph attentional layers, which are presented in GAT [31] , as GAT is computationally efficient and parallelizable across all nodes in the graph, and doesn't require the entire graph structure upfront.
RELATED WORK 4.1 Embedding Methods
Representation learning [1] is one of the most fundamental problems in deep learning. As a practical application, effective embedding has been proved to be useful and achieve significant improvement in recommender systems (RSs) including: E-commerce [32, 37] , search ranking [5, 11] and social media [35] .
The embedding methods in RSs can be divided into two categories: word embedding based methods and graph embedding based methods. The word embedding based methods [11, 37] learn embedding by modeling the item co-occurrence in users' behavior sequences. Specifically, they model the items as words and user's behavior sequences as sentences, and apply word embedding methods [24, 25] to represent items in a low-dimensional space. The graph embedding based methods [32, 35] construct item graph based on users' behaviors, they model the items as nodes and item co-occurrences as edges, and apply the graph embedding methods [7, 14, 15, 28] to learn embedding. However, these embedding methods are developed to learn embedding in a single domain, which fail to learn effective cross-domain embedding. Although there are several cross-domain recommendation methods [23] , they aim to improve the recommendation in target domain by transferring the information from source domain. In our work, we adopt graph neural network to learn more effective cross-domain embeddings to benefit all domains.
Graph Neural Networks
Graph neural networks (GNNs) [34, 38] have emerged as a powerful approach for representation learning on graphs recently, such as GCN [18] , GraphSAGE [14] . Through a recursive neighborhood aggregation scheme, GNNs can generate node embedding by aggregating features of neighbors. In this part, we focus on reviewing related works about the convolution based GNNs, which can be categorized as spectral approaches and non-spectral approaches.
The spectral approaches depend on the theory of spectral graph convolutions. Bruna et al. [2] first propose a generalization of convolutional neural networks (CNNs) to graphs, however, it is computationally expensive. Defferrard et al. [8] design K-localized convolutional filters on graphs based on spectral graph theory, which is more computationally efficient. Kipf et al. [18] limit the layerwise convolution operation to K = 1 to avoid overfitting, and propose the graph convolutional network (GCN), which can be applied to encode both local graph structure and features of nodes through layer-wise propagation. The non-spectral approaches operate spatial convolutions on the graph. Hamilton et al. [14] propose GraphSAGE to generates node embeddings by sampling and aggregating features from a node's local neighborhood, which can be applied for large-scale graph embedding. However, these GNNs are developed for single graph embedding, which fail to learn effective multi-graph embedding.
CONCLUSION
In this paper, we focus on learning effective cross-domain representation. We propose the Deep Multi-Graph Embedding (DMGE) model, which is a multi-graph neural network based on multi-task learning. We construct the item graphs as a multi-graph based on usersâĂŹ behaviors from different domains, and then design a graph neural network to learn multi-graph embedding in an unsupervised manner. Particularly, we introduce a multiple-gradient descent optimizer for efficiently training the model. We evaluate our approach on various large-scale real-world datasets, and the experimental results show that DMGE outperforms other state-of-the-art embedding methods in various tasks.
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