ABSTRACT. Some aspects of weak sufficiency of quantum statistics are investigated. In particular, we give necessary and sufficient conditions for the existence of a weakly sufficient statistic for a given family of vector states, investigate the problem of its minimality, and find the relation between weak sufficiency and other notions of sufficiency employed so far.
Introduction
Weak sufficiency of a quantum statistic was introduced in [1] (under the name of 'sufficiency'), and afterwards analyzed in [5] . The definition of weak sufficiency is closely related to the classical factorization criterion, and seems to be especially well motivated in the case when we are dealing with the full algebra of bounded operators on a Hilbert space together with vector states. In the present paper, which can be considered as a follow-up to [5] , we continue the investigation of this notion. Three questions are dealt with: the problem of the existence of a weakly sufficient statistic for a given family of states, minimality of weakly sufficient statistics, and the relation of weak sufficiency to other notions of sufficiency. In particular, we show that, essentially, weak sufficiency follows from any of the notions of sufficiency employed so far. We shall not use any advanced theory of von Neumann algebras; some basic necessary facts can be found for instance in [3, 4, 8] .
The σ-field of Borel subsets of the real line R will be denoted by B(R).
The most basic 'probability space' employed to describe a quantum system consists of a separable Hilbert space H and the so-called pure (or vector) state represented by a unit vector ϕ ∈ H. A 'noncommutative (or quantum) random variable', called usually observable, is a selfadjoint operator T on H, so that for the spectral decomposition
of T , where e : B(R) → P(H) is the spectral (≡ projection-valued) measure of T , the quantity e(E)ϕ, ϕ = e(E)ϕ 2 
, E ∈ B(R),
represents the probability that being in the state ϕ the observable T takes value in the set E.
WEAKLY SUFFICIENT QUANTUM STATISTICS
The function µ ϕ (·) = e(·)ϕ, ϕ is a genuine probability distribution on the space (R, B(R)) of all possible values of the observable T . In quantum statistics we are dealing with a family ϕ θ : θ ∈ Θ of possible states from which we want to pick up the true state of our physical system. Consequently, a 'quantum statistical space' in our case is H, {ϕ θ : θ ∈ Θ} . As in the classical case, various observables (i.e., 'quantum random variables') prove useful in obtaining information about this true state, so we shall use for them the name of (quantum) statistics.
A family of vector states {ϕ θ : θ ∈ Θ} is said to be faithful if for each x 0 from B(H) the equality xϕ θ , ϕ θ = 0 for all θ ∈ Θ implies x = 0. It is easily seen that {ϕ θ : θ ∈ Θ} is faithful if and only if {ϕ θ : θ ∈ Θ} = H, where for K ⊂ H, [K] stands for the smallest closed linear subspace of H containing K.
Let N be the von Neumann algebra generated by a quantum statistic T . Then for T having the spectral decomposition given by equation (1) we have
Thus N is an abelian von Neumann algebra determined by the spectral measure e. Note that the statistic T itself needn't belong to the algebra N since the function Φ(λ) = λ is not bounded. We shall be concerned with statistics of the form
where Φ is a real-valued Borel function. Such statistics, which are selfadjoint operators, are said to be affiliated with N .
The most general notion of sufficiency was introduced in [6, 7] (and further studied in [2] ) as follows. Let M be a von Neumann algebra and let N be its von Neumann subalgebra. N is said to be sufficient for a family of (arbitrary, not necessarily vector) states {ϕ θ : θ ∈ Θ} if there exists a two-positive normal unital map α from M into N such that
In particular, if α is a conditional expectation then we obtain the notion of sufficiency introduced by H. Umegaki (see [9, 10] ). In our case the algebra N is the abelian algebra generated by a selfadjoint operator T (or equivalently by its spectral measure), M = B(H), and the states ϕ θ are vector states.
The definition of weak sufficiency we adopt was introduced in [1] and consists in, roughly speaking, the possibility of obtaining the vectors ϕ θ by applying functions of T to a given vector χ ∈ H, in accordance with the classical factorization criterion. However, since for any vector state ϕ and any complex number c of modulus one the vector cϕ determines the same state as ϕ, in the definition of weak sufficiency we should take this fact into account. To put it in a simple way, let us agree to call a vector ϕ a version of the vector ϕ if there is a complex number c of modulus one such that
Now the definition of weak sufficiency reads:
Ò Ø ÓÒ 1º A statistic T is weakly sufficient for a family of vector states {ϕ θ : θ ∈ Θ} if there exist Borel functions Φ θ : R → R, a unit vector χ in H, and a version ϕ θ of ϕ θ for each θ ∈ Θ, such that
Obviously, the requirement that χ = 1 is inessential, and we shall omit it in the sequel.
For later use we state here two main results from [5] . 
Ì ÓÖ Ñ 2 (Discrete case)º Let T be a quantum statistic on a separable Hilbert space H with the spectral decomposition
where {e k } is a countable partition of the identity, and λ k ∈ R are different eigenvalues of T , and let {ϕ θ : θ ∈ Θ} be a family of vector states in H. The following conditions are equivalent:
(ii) For each k, dim {e k ϕ θ : θ ∈ Θ} = 0 or 1, and for each θ ∈ Θ there is a version ϕ θ of ϕ θ such that for each k and any θ , θ ∈ Θ, we have e k ϕ θ , ϕ θ ∈ R.
Existence and minimality of weakly sufficient quantum statistics
We begin our analysis from the problem of the existence of a sufficient quantum statistic. The theorem below was proved in [1] for a finite number of states.
Ì ÓÖ Ñ 3º Let {ϕ θ : θ ∈ Θ} be an arbitrary family of vector states. There exists a weakly sufficient statistic for this family if and only if for each
P r o o f. Assume that for each θ we have a version ϕ θ of ϕ θ such that condition (4) holds. Since H is separable there is a countable subset ϕ θ n : n = 1, 2, . . .
Certainly, we may assume that { ϕ θ n } are linearly independent. Let {ξ n } be the Gramm-Schmidt orthogonalization of { ϕ θ n }. Then
and condition (4) implies that γ
where λ n are arbitrary different real numbers. We have
on account of condition (4) . From Theorem 2 we obtain that T is weakly sufficient for {ϕ θ : θ ∈ Θ}.
Let now T be a weakly sufficient statistic for {ϕ θ : θ ∈ Θ}. From Theorem 1 we get that for each θ ∈ Θ there is a version ϕ θ of ϕ θ such that for any Borel set E ⊂ R and any θ , θ ∈ Θ we have
where e is the spectral measure of T . Putting E = R we obtain condition (4). Now we want to address the question of minimality of a weakly sufficient statistic. Let us recall that in the classical case a sufficient statistic S is said to be minimal if it is a function of any other sufficient statistic. In our situation this definition is too general and doesn't make much sense. Indeed, Theorem 3 shows that for a given family of states {ϕ θ : θ ∈ Θ} satisfying condition (4) there are many weakly sufficient statistics having different spectral decompositions, while the classical definition of minimality of S would require that S = Φ(T ) for any weakly sufficient statistic T , i.e., roughly speaking, the spectral measure of S should be a function of the spectral measure of T . However, it makes sense to speak about minimality with respect to the algebra N generated by a weakly sufficient statistic T . In the following definition the phrase "weakly sufficient" means "weakly sufficient for a given family of vector states {ϕ θ : θ ∈ Θ}". Ò Ø ÓÒ 2º Let T be a weakly sufficient statistic. A weakly sufficient statistic S is said to be minimal with respect to T if for any weakly sufficient statistic U affiliated with the von Neumann algebra N generated by T , there is a real-valued Borel function Ψ such that S = Ψ(U ).
In what follows we shall investigate in detail the question of the existence of a minimal statistic with respect to a given weakly sufficient statistic T in the case when T has discrete spectral decomposition. Thus assume that T is given by equation (3), where {e k } is a countable partition of the identity, and λ k ∈ R are different eigenvalues of T . To fix attention, assume that k runs over all positive WEAKLY SUFFICIENT QUANTUM STATISTICS integers N. Let Φ be an arbitrary Borel function. Then
The set N can be divided into nonempty disjoint sets I k such that for j, m ∈ I k we have Φ(λ j ) = Φ(λ m ).
Putting
we obtain the representation
where {f k } is a partition of the identity, and β k are different eigenvalues of Φ(T ) (Φ(T ) is often called coarse-graining of T ). Let T as above be a weakly sufficient statistic for a family of vector states {ϕ θ : θ ∈ Θ}. Condition (i) of Theorem 2 can be rewritten in the form (i ) for each k there exist a function θ → γ k (θ) and a unit vector ξ k such that
Moreover, since e k are orthogonal we have ξ j ⊥ ξ m for j = m. With the help of condition (i ) we define in N an equivalence relation ∼ as follows:
The proposition below characterizes weakly sufficient statistics affiliated with the von Neumann algebra N . 
ÈÖÓÔÓ× Ø ÓÒ 4º Let Φ be a real-valued function, and let U = Φ(T ) has form
Assume that (i) holds. Then according to Theorem 2 for each k dim {f k ϕ θ : θ ∈ Θ} = 0 or 1,
i.e., for each fixed k we have
for some function γ and a unit vector η. Consequently, for j, m ∈ I k ,
If the functions γ j , γ m are non-zero then
and we obtain
showing that j ∼ m. Now let (ii) hold. Then for each k
where the sum is taken over these j in I k for which γ j is non-zero. From the equivalence of all these j we obtain that there exist j 0 and numbers β j = 0 such that for each j as above we have
showing that dim {f k ϕ θ : θ ∈ Θ} = 0 or 1. Furthermore, since T is weakly sufficient we have for each k e k ϕ θ , ϕ θ ∈ R for some version ϕ θ of ϕ θ and all θ , θ ∈ Θ, thus for this version
for each k and all θ , θ ∈ Θ, which proves that U is weakly sufficient.
WEAKLY SUFFICIENT QUANTUM STATISTICS
Now we can give a solution to the problem of the existence of a minimal weakly sufficient statistic with respect to a given weakly sufficient discrete statistic. Let us agree to call a family of vector states {ϕ θ : θ ∈ Θ} nontrivial if dim {ϕ θ : θ ∈ Θ} 2.
Ì ÓÖ Ñ 5º Let T be a discrete statistic weakly sufficient for a nontrivial family of vector states {ϕ θ : θ ∈ Θ}, and assume that T has form (3). There exists a weakly sufficient statistic minimal with respect to T if and only if for each k dim {e k ϕ θ : θ ∈ Θ} = 1.
P r o o f. Assume first that condition (7) holds. The equivalence relation ∼ divides the set N into nonempty pairwise disjoint sets J m consisting of all mutually equivalent elements. Put
Let ε m be arbitrary different real numbers, and let
We shall show that S is minimal. It is easily seen that S is weakly sufficient. Let U be an arbitrary weakly sufficient statistic affiliated with N . Then U = Φ(T ) for some real-valued Borel function Φ, thus we may assume that U has form (6), with f k given by equation (5) . From assumption (7) and Proposition 4 it follows that for each k all elements in I k are equivalent, thus for each k there is an m such that I k ⊂ J m , so each J m is a sum of some I k 's. Since 
It is easily seen that S = Ψ(U ), which shows that S is minimal.
Assume now that there exists a minimal weakly sufficient statistic S, and that condition (7) fails. For the simplicity of notation let dim {e 1 ϕ θ : θ ∈ Θ} = 0.
For n 2 define statistics T n by the formula
where λ k and e k are as in (3). Since (e 1 + e n )ϕ θ = e n ϕ θ , and T is weakly sufficient, it follows that the T n are weakly sufficient too. From the minimality of S there are real-valued Borel functions Ψ, Ψ n , such that
We have
which implies that for each n ∈ N Ψ n (λ n ) = Ψ(λ 1 ) = Ψ(λ n ).
Consequently,
which contradicts the weak sufficiency of S.
Sufficiency vs weak sufficiency for quantum statistics
In our further analysis we want to investigate in some detail the notion of sufficiency in the sense of Petz (cf. [6, 7] and [2] ) adapted to the present setup, and to compare it with weak sufficiency. Since the algebra N is abelian, the two-positivity of the map α : B(H) → N defining sufficiency is equivalent to its positivity. Thus let us assume that α : B(H) → N is a normal positive 
P r o o f. For a fixed orthonormal basis in H, let H 0 be the set of all finite linear combinations of elements of this basis with 'rational complex' coefficients, where by a 'rational complex number' is meant a complex number of the form β + γi with β and γ rational numbers. Then H 0 is a dense countable subset of H, closed with respect to addition and multiplication by rational complex numbers. For arbitrary ξ, η ∈ H let t ξ,η be operators on H defined by the formula
It is obvious that for any ξ 1 , ξ 2 , ξ, η 1 , η 2 , η ∈ H, γ ∈ C we have
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Consequently, for any ξ 1 , ξ 2 , η ∈ H 0 we get
and thus
i.e., there is a set Λ ξ 1 ,ξ 2 ,η of full e-measure such that for all λ ∈ Λ ξ 1 ,ξ 2 ,η equality (9) holds. Similarly with addition in the second position and multiplication by a rational complex number, thus taking (countable!) intersection of all these sets of full e-measure we obtain a set Λ 1 of full e-measure such that for all λ ∈ Λ 1 , all ξ 1 , ξ 2 , η 1 , η 2 ∈ H 0 , and all rational complex numbers γ we have
Further, for each ξ ∈ H 0 we have t ξ,ξ 0, thus
which means that Φ(λ; t ξ,ξ ) 0 e-a.e.
Consequently, there is a set Λ ξ of full e-measure such that for all λ ∈ Λ ξ Φ(λ; t ξ,ξ ) 0.
we obtain a set Λ 2 of full e-measure such that for all λ ∈ Λ 2 and all ξ ∈ H 0 Φ(λ; t ξ,ξ ) 0.
For any fixed ξ, η ∈ H 0 there is a set Λ ξ,η of full e-measure such that for all λ ∈ Λ ξ,η we have
Then Λ 3 is of full e-measure, and we have for all λ ∈ Λ 3 and all ξ, η ∈ H 0
Then Λ is of full e-measure, and for all λ ∈ Λ, all ξ 1 , ξ 2 , ξ, η 1 , η 2 , η ∈ H 0 , and all rational complex numbers γ relations (10), (11) and (12) hold.
For λ ∈ Λ we define on
Obviously, for all ξ, η ∈ H 0 , h(·; ξ, η) is a Borel function. h(λ; ·, ·) is a sesquilinear form on H 0 × H 0 with respect to multiplication by rational complex numbers; moreover, we have
thus we can define for λ ∈ Λ, a function h(λ; ·, ·) on H × H by the formula
where ξ n , η n are as before. The reasoning as in (13) shows that h(λ; ξ, η) does not depend on the approximating sequences {ξ n }, {η n }. Again, we immediately notice that for all ξ, η ∈ H, h(·; ξ, η) is a Borel function. h(λ; ·, ·) is clearly a sesquilinear form on H × H, and
Thus there exists an operator a(λ) of norm 1, such that
moreover, the operator-valued function λ → a(λ) is weakly Borel measurable. For ξ, η ∈ H 0 we have
In particular, for
Let now ϕ be an α-invariant vector state. Define an operator a (depending on ϕ) as a weak integral
i.e.,
For ξ, η ∈ H 0 we have
which shows that a = P [ϕ] .
and since
On account of relation (15), the above equality yields
For ξ ⊥ ϕ we have
and thus a(λ)ξ = 0 e(·)ϕ 2 -a.e.
Consequently, we obtain
thus there is a set E ϕ ∈ B(R) with
such that for all λ ∈ E ϕ a(λ) = P [ϕ] .
Relation (14) now yields for all ξ, η ∈ H 0 and all
Observe that since e(E ϕ ) is a projection, from equality (16) it follows that
Let now ϕ and ψ be two different α-invariant vector states. Then we have
giving the equality P [ϕ] = P [ψ] . In particular, since Λ is of full e-measure we obtain by (18)
showing that different α-invariant vector states are orthogonal. Let now {ϕ θ : θ ∈ Θ} be a family of α-invariant vector states. Since ϕ θ are pairwise orthogonal we have {ϕ θ } = {ϕ θ n }. Denote ϕ θ n = ϕ n , and let E ϕ n be the sets as above. Put
Then E n are pairwise disjoint, so e n are orthogonal, P [ϕ n ] e n , and for ξ, η ∈ H 0 we have on account of (17)
From (20) we get for each n e n α(t ξ,η ) = t ξ,η ϕ n , ϕ n e n , and taking into account the continuity of α we obtain by approximation e n α(x) = xϕ n , ϕ n e n for each x ∈ B(H). Consequently,
Remarkº It should be noted that representation (8) is non-unique since the sets E n are non-unique, and consequently, the projections e n are non-unique. However, in any case we have P [ϕ n ] e n and e n e m = 0 for n = m.
It turns out that despite its non-uniqueness representation (8) yields a number of interesting consequences. First, denote by N 0 the algebra
and define a map α p : B(H) → N 0 by the formula
where p is given by (19). Then α p is a normal positive projection of norm one onto the algebra N 0 . In particular, if the family {ϕ n } of states is faithful, then it is an orthonormal basis in H, so
It follows that N 0 = N . Indeed, we have N 0 ⊂ N and since N 0 is generated by the minimal projections
thus α is a conditional expectation onto N . Next, it turns out that the notions of sufficiency and weak sufficiency are related in a natural way. 
Ì ÓÖ Ñ 7º
α(x)ϕ θ , ϕ θ = xϕ θ , ϕ θ for all x ∈ B(H), θ ∈ Θ.
If α(B(H)) = N , then T is weakly sufficient.
Remarkº Observe that the theorem gives a full answer to the problem of the relation between weak sufficiency and sufficiency in the sense of Umegaki because then α is a conditional expectation, and thus 'onto'. P r o o f. Adopting the notation as before we have {ϕ θ } = {ϕ n }, and formula (8) for α. From the assumption that α is 'onto' it follows that e n are minimal projections in N . Indeed, if q e n , for a projection q in N , then
for some x ∈ B(H), and we get q = qe n = α(x)e n = xϕ n , ϕ n e n , thus q = e n .
From the minimality of e n and the relation P [ϕ n ] e n it follows that
giving e n q = e n qe n = 0, and since e n q is a projection in N such that e n q e n , we get e n q = e n because e n is minimal. Hence
Then p is a projection in N . The elements of the algebra N p have the form
and since the von Neumann algebra N p is generated by the minimal projections P Remarkº As seen from the above proof, the assumption that α is unital may be abandoned.
The following simple example shows that weak sufficiency is indeed weaker than sufficiency in the sense of Petz.
Example. Let H = C 2 ,
, and let T be represented in the standard basis of C 2 as
T is weakly sufficient for the family of states {ϕ 1 , ϕ 2 }. Indeed, taking for instance χ = ϕ 2 ,
we immediately verify that 
