The problem of dynamic reconstruction of an unknown coordinate in a system of nonlinear equations describing the process of innovation diffusion from results of observations of phase state is considered. An algorithm for solving this problem, which is stable with respect to informational noises and computational errors, is suggested. The algorithm is based on the principle of auxiliary models with adaptive controls.
Introduction
In this paper, we design an algorithm of reconstructing an unknown coordinate of a second order system of differential equations. Analogous systems were introduced in [1, 2] for describing the process of innovation diffusion in a social medium. A solving algorithm is expected to be used in real time; in other words, it must be dynamic. The information on initial data is uncertain and, in general, time-varying. The algorithm is regularizing in the sense that the final result improves if the input information becomes more accurate.
Similar problems were considered in [3, 4] , where different algorithms based on the method of controlled models [5] [6] [7] [8] [9] [10] [11] [12] were suggested. Model controls in the papers mentioned above was found by means of the method of extremal shift (of a smoothing functional). In the present paper, we suggest an algorithm for the case when a model control is constructed on the basis of the discrepancy method [13] .
Problem statement
We consider a system described by the equations:
x 1 (t) = k(t)x 2 (t) + x 1 (t)(λx 2 (t) − ν),
It is assumed that the constants λ, ν, μ and the functions k(·) and γ(·) are known but the function x 2 (t) is uncertain. We consider the situation when the function γ(t) (a Lebesque measurable function satisfying the condition γ(t) ∈ P = [γ, −γ], t ∈ T ) acts upon the system. Here γ = const ∈ (0, +∞). At discrete, frequent enough, time moments
where h ∈ (0, 1) is a level of informational noise, |x| is the modulus of x. It is required to specify an algorithm allowing us to reconstruct the unknown coordinate x 2 (·). This is the meaningful statement of the problem under investigation in the present paper. Hereinafter, we assume that the following condition is fulfilled.
Condition 2.1 a) The real input
b) The function k(t) is Lebesque measurable and bounded.
The algorithm for solving the problem consists in the following. An auxiliary dynamic system M (a model) is introduced. The model is an instrument for dynamic reconstruction of the unknown coordinate. This model operating on the time interval T has an unknown input (control) u h (·) and an output w h (·). Then, the problem of reconstructing the coordinate x 2 (·) is replaced by the problem of forming a control u h (·) in the model (by the feedback principle) in such a way that the deviation of x 2 (·) from u h (·) in the L 2 -metric is small if the measurement accuracy h is small enough. The process of synchronous feedback control of systems (1) and M is organized on the interval T . This process is decomposed into (m − 1) identical steps. At the i-th step carried out on the time interval δ i = [τ i , τ i+1 ), the following actions are fulfilled. First, at the time moment τ i , according to the chosen rule u h , the control
is calculated. Then (till the moment τ i+1 ), the control u
, is fed onto the input of the system M. The value w h (τ i+1 ) is the result of the work of the algorithm at the i-th step. Thus, the complexity of solving the problem is reduced to the appropriate choice of the model M and the function u h (·). So, the procedure for solving the reconstruction problem is, in essence, equivalent to the procedure for solving the following two problems: a) the problem of choosing the model M; b) the problem of choosing the rule u h for forming the model control.
Let us proceed to the rigorous statement of the problem in question. Fix a family of partitions of the interval T :
Problem. It is required to specify differential equations of the model Ṁ
and the rule for forming controls u h i at the moments τ i as some mapping
such that the convergence
takes place as h tends to 0. Here, u
The solving method
From now on, it is assumed that we know numbers d 1 , d 2 , k, and γ such that
In virtue of (8) and (9), the following inequalities
are valid. Besides, for t ∈ [τ i−1 , τ i ], in virtue of (2), the inequality:
holds. We give auxiliary constructions, which are necessary in what follows.
Introduce a family of sets
Introduce some notation:
Fix a family Δ h of partitions of the interval T of form (4) and some auxiliary function α(h) : (0, 1) → (0, 1) and choose a linear system M (a model) described by the following equation: (3) and (6)) be defined by the rule:
take place.
Proof. To prove the lemma, let us estimate the variation of the value
Use the following notation
where
For all q ∈ R, |q| ≤ d 2 and all t ∈ [τ i−1 , τ i ], in virtue of (8), (9) and (13), we have
where f 1 (t, x 1 , q) = f (t, x 1 )q − νx 1 . In view of (8), (11), (14), (13) , and (2), we obtain
Taking into account two last inequalities and (19), we have
Using (18), (21) and (22), we derive
Further, we have
(24) The statement of the lemma follows from (23) and (24). The lemma is proved.
Lemma 3.2 The following inequalities
Proof. It is easily seen that the relation
is true. Using the inequality
as well as (2), (8) and (11), we derive
Further, by (14), (20) and (8), we have (11), we conclude that the following estimation is true:
From (27)- (29), we obtain
Taking into account (30) and the rule of choosing the control u
From (31) it follows that for all i ∈ [1 :
takes place. The lemma is proved.
Lemma 3.3 The inequality
. By virtue of (11) and (26), we have
On the other hand,
. By (9) and (13), the last term in the right-hand part of (33) should not exceed the value
In this case, (33) implies the estimate
Using (33), (34), and Lemma 3.2, we obtain
h ). The lemma is proved.
Note that, under condition 2.1.a), one can specify a number E > 0 such that the following inequality is valid: var(T ; (k(t) + λx 1 (t)) −1 x 2 (t)) ≤ E.
Lemma 3.4 Let condition 2.1 be fulfilled. Then the estimate
is true. Here,ũ h (t) = u h (t + δ) for t ∈ T δ .
The proof of this lemma is performed by the standard scheme and is based on lemma 1.3.3 [6] . 
Conclusion
In this paper, the algorithm for reconstructing characteristics of a system of nonlinear differential equations describing the process of innovation diffusion (see [1, 2] ) is designed. This algorithm is based on constructions of the theory of stable dynamic inversion.
