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The present study analyzed the impact of rural high school attendance on science
grades, science scores, and choosing a college major, controlling for student and
school characteristics.

This analysis was conducted using data· from the

NELS:88/2000 database, including variables measured between 1990 and 2000.
While rurality is commonly believed to negatively influence student outcomes, this
study provides no evidence that this is the case for science outcomes. Science grades
were measured for the entire high school career, while standardized science scores
were measured in both the 10th and the 12th grades. The study also includes analyses
of both respondent's first major upon entering college and the major of his or her first
college degree. The relationship between rurality and the measured achievement and
attainment outcomes seems to be relatively weak, and is more suggestive of a positive
relationship between rurality and science outcomes than of a negative relationship.
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Chapter 1
Introduction

The current state of science education in the United States has been largely
questioned by the popular media, as well as in educational trade publications.
Publications ranging from Science and Bioscience to Christian Science Monitor and
Business Week have raised concerns regarding the effectiveness of science education

in the United States. These articles often cite a lack of science knowledge among
American students compared to students in other countries, as evidenced by TIMSS
(Third International Mathematics and Science Study) and other international
comparisons.
One author likens science education to the canaries used by miners to detect
the presence of poisonous gases, a canary that in her estimation is no longer singing.
The problems in science education, she argues, are indicative oflarger problems in
American education as a whole. She bemoans the lack of attention being paid to the
current crisis in science education, despite the fact that said crisis has been broadly
recognized since the 1980s, and points to poverty and decentralized education as key
contributors to the problem (MacVicar 1990). These concerns are echoed by another
article which points out that, while American students may know very little about
science, they also know little about history, literature, geography, and politics, or
other subjects that we would expect them to learn about in schools. However, she
disagrees about the root of the problem. This author blames the problem on a
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breakdown in the American family and the "feminization of poverty'' that has resulted
from the increase in mother-headed households (Eve 1991 ).
TIMSS has also received attention. The results of the TIMSS study suggest
that American students do well in math and science at the fourth grade level, ranking
among the highest in the world. However, they fall behind by the eighth grade,
performing below the international average in math and just above average in science.
Many point to the lack of a standard curriculum and quality textbooks as sources of
the problem. Those countries that did well in the study tended to have a national
math/science curriculum, and used textbooks that were more focused on depth (rather
than breadth) than U.S. textbooks (NEA Today 1997, Hiraoka 1998, Valverde and
Schmidt 1997).
Many of these articles propose various actions aimed at improving science
education-increased lab use and hands-on learning (Marek and Rowe 1994, Lanier
1999, Mathews 2001), a standardized science curriculum (Lanier 1999, Ehlers 2000,
Bardeen 1998), better trained/qualified teachers (Lanier 1999, Ehlers 2000, Mathews
2001, Goodstein 2001), increased funding and parent intervention (Mathews 2001),
or new testing strategies (Carey 1997). Others blame professional scientists for
creating an environment in which science courses weed out most students, alienating
them from science education, in order to find those few who are likely to pursue
science careers (Hazen 1991, Goodstein 2001, Shapley 1996). Still others place
blame on Christian groups opposed to teaching certain subject matter, such as the Big
Bang and evolutionary theories (Holden 1999, Scott 2000). One article suggests that
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the key lies in simply getting children involved in science, and keeping them involved
as adults, largely through informal means such as science museums and an
improvement in the way that science reports are handled by the media (Cooper 1998).
In many cases the solutions proposed in professional educational circles are
similar to those proposed by the popular media: a national curriculum (The American
Chemical Society 1990), better science teachers (The American Chemical Society
1990), a focus on including women and minorities in science (Ahlgren 1991, Gilroy
2002, Thom 2002), greater guidance for students in choosing classes (Gilroy 2002),
the need for role models, and the use of active and cooperative learning (Thom 2002).
Regardless of how the authors of these articles propose to fix the problem or where
they place the blame, they are all in agreement about one thing: there are problems
with science education in the United States.
Surprisingly, this focus on the problems in science education has not been
mirrored by researchers in either education or the sociology of education.
International comparisons of science education, or studies concerned with the
apparent low level of science achievement in the United States, are nonexistent.
Given the widespread attitude presented in the popular media and among educators
that American science education is in a crisis, it is not clear why these types of studies
are not more prevalent. While international comparisons of science achievement are
not common, science education inequalities between groups within the United States,
such as studies focusing on female and minority gaps in science education, have
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received a great deal of attention. The body of literature reviewed here outlines these
inequalities.
Influences on Science Education Outcomes

Past research has identified several variables that are important in determining
the success of students in scientific fields as well as their decisions to pursue a
science-related career. Two of the more striking distinctions in science achievement
and attainment are found in the differences between men and women, and the
differences between Caucasian students and members ofracial minorities.
Socioeconomic status has also been identified as a determining factor in science
success, as has parents' educational aspirations for their children. Previous research
dealing with each of these issues will be discussed.
The Science Pipeline. Research in the field of education often focuses on

science education as a potential stepping-stone toward the pursuit of a career in
science. This process is referred to as the science pipeline. According to this model,
the pipeline begins in the early stages of education and continues throughout the
educational process and into the labor market. Along the way, individuals may drop
into and out of the pipeline. However, early and continued participation in the
pipeline is important in eventually achieving a science career (Hanson, Schaub and
Baker 1996).
Level of experience in the pipeline can be viewed in terms of several sciencerelated experiences, including those of achievement, access and attitudes.
Achievement refers to standardized test scores in math and science, while access
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refers to such things as taking science courses. Attitudes toward math and science,
feelings about math and science classes as well as ability level, are of importance as
well (Hanson 1996).
The science pipeline model was also employed by Trusty (2002), who
investigated the effects of taking challenging math and science courses in high school
on the likelihood of choosing a math or science career in college. Using data from
the National Education Longitudinal Study of 1988, he found that courses taken in
high school influenced the decision to choose a math/science major, although the
effect was different for women and men. For women, taking difficult math courses in
high school was of great importance; taking calculus in high school more than
doubled the likelihood that female respondents would major in math or science. For
men, the effect was weaker; only the decision to take physics was important, and this
effect was not particularly strong.

Gender Stratification. Hanson et al. (1996) explored the gender stratification
that exists in pipeline participation in seven countries using the Second International
Mathematics Study (SIMS) and Second International Science Study (SISS) databases.
SIMS is a database that provides information regarding the mathematics experiences
of250,000 students in 20 educational systems from eighteen countries. It consists of
data collected between the years of 1980 and 1982. SISS, a database collected from
1983 to 1986, sampled over 200,000 students in a number of countries.
The researchers found that science experiences were different for males and
females in several ways. While there is little stratification in mathematics. at the
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eighth grade level, by the end of high school males are more likely to be participating
in the pipeline by taking mathematics courses. This is true for all countries in the
sample except for Finland and New Zealand. Females who remain in the pipeline,
however, seem to have training similar to that of males.
In their analysis of the relationship between science systems in these
countries, the researchers found an interesting interaction between levels of gender
inclusiveness in the educational system and science stratification. Countries in which
overall gender inclusiveness was low (i.e., in which the high school completion rate
was much lower for female students than for male students) showed greater gender
equality in terms of science participation. The United States and Japan, the countries
exhibiting the highest levels of inclusiveness, also have the greatest levels of gender
stratification in science. In Thailand, the country with the lowest level of
inclusiveness, women have high levels of science participation.
Another study, focusing on the science experiences of women in the United
States, made use of data obtained from the Career Motivation and Achievement
Planning Study (CMAP). CMAP is a longitudinal study of 459 ninth and twelfth
graders in which data were collected in 1980 and again in 1990. It explored the types
of stratification existing in attainment of science degrees and occupations using the
cognitive learning theory developed by Bandura (1986). Through structural equation
modeling, Farmer, Wardrop and Rotella (1999) identified four types of factors
important in determining science participation for men and women: demographic,
cognitive, environmental, and behavioral factors.
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Overall, the model was able to explain much more of the variance for men (R2
=

.74) than for women (R2 = .36). The researchers found that ethnicity was the only

demographic variable that was important in explaining differences between male and
female participation. Ethnic background was more important for women than men in
determining participation. Beliefs were found to be of particularly high importance in
explaining female participation. Those females who valued the career relevance of
math and science were much more likely to participate. While career aspirations at a
young age were important, aspirations at the end of high school were important only
for men. The researchers did not find important differences in environmental factors
such as parent and teacher influences, but contribute this to the fact that they included
an excess number of variables in their model (Farmer, Wardrop and Rotella, 1999).
Hanson (1996) found similar relationships between sex and pipeline
participation in a study of High School and Beyond (HSB 1) data. In Hanson's study,
only data from the sophomore cohort was used. The results of the study indicate that
males were more likely to be in the access pipeline (take science courses). Females,
on the other hand, were more likely to remain high achievers (perform well on
standardized science tests). Among women, 46% of those who showed signs of talent
through grades and high test scores exited the pipeline, compared to a somewhat
smaller 43% of men.

1

HSB is a national longitudinal study that started with a 1980 survey of more than 25,000 high school
sophomores from more than a thousand public and private schools in the United States. Follow-up
interviews were conducted in 1984 and 1986, focusing on experiences beyond high school.
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Lee (2002) ,investigates the experiences of participants in a science,
mathematics and engineering (SME) summer camp, focusing on differences in the
experiences of male and female participants. He found that the ability of both male
and female participants to form relationships that favored involvement in science and
math was important in determining their level of interest, though this effect was
stronger for female students. He suggests that, when girls form relationships that do
not value science and math involvement, they will be likely to remove themselves
from participation in the science pipeline. The results of the study also suggest that
females are more susceptible to changes in their sense of identity than males. Thus,
female college students have a greater need for supportive relationships with faculty
in order to remain involved with math and science.
While gender stratification in science obviously exists, the perceived
inequality may differ among male and female scientists. A qualitative study of
individuals within science careers found that female scientists perceive a lack of
gender equity in access to science education and careers. Female participants in the
study frequently pointed to instances in which they or their peers were discriminated
against because of their sex. One woman, for instance, recounted stories of male
professors who stated that they did not bother trying to explain things to women,
since women do not belong in science anyway. Others expressed feelings that males
and females were not treated equally, and that female scientists seeking employment
in the field had to avoid minor imperfections that were overlooked in male
candidates. Some expressed the opinion that discrimination went unchecked because
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it was easy to point. to these minor flaws in female candidates as reasons that they
were not suitable for the position (Jones 1998).
In a separate study, the attitudes and interests of high-ability students between
the ages of nine and 13 were compared by gender. The researchers employed a pair
of previously developed surveys in the process of data collection, the Test of ScienceRelated Attitudes (TOSRA) and a modified version of the Science Experiences
Survey. The TOSRA includes seven subscales, each designed to address a different
aspect of science attitude. For instance, the subscale "social implications of science"
measures attitudes regarding how positive or negative the influence of science is on
society, while the subscale "career interest in science" measures the level of interest
that the student has in pursuing a career in science. The purpose of the Science
Experiences Survey is to identify science experiences that occur outside the
classroom, such as the use ofLegos and participation in boy or girl scout projects.
Subjects were also asked to complete a course selection sheet listing both science and
non-science classes that they would like to take in the following academic year.
The findings of the study suggest that students develop the perception of
science as either an appropriate or inappropriate field of study at a relatively early
age, before the age of nine. Male students were more likely to favor physical
sciences, while female students tended to rate life sciences more highly. Informal
science experiences were found to be important as well (Joyce and Farenga 1999).

Racial Stratification. Racial differences have also been identified in science
participation. A review article by Pearson (1987) identifies differences between
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Black and White student participation. While Black students in 1978-79
accounted for about 13% of the country's age-22 population, only about 4% attained
bachelor's degrees in science and math fields. A disproportionate number of Black
students drop out of the science pipeline, particularly at the masters and doctoral
levels. At the baccalaureate level, the proportion of Black students majoring in
science and mathematics is about 60% that of the national average. At the masters
level, this proportion drops to 40% and at the doctoral level it is 33% the national
average. Farmer et al. (1999) found that racial differences are particularly profound
among females. Race, in fact, was one of the most important variables in determining
whether females would pursue a science career.
The qualitative report identifying perceived inequalities among female
scientists also identified perceived inequalities among Black respondents. Black
participants often pointed to the same concerns raised by female participants, as well
as problems that surface when members of"comfortable" minorities are given jobs as
"minority hires." Participants who pointed to this concern expressed the idea that
some minority members were more readily accepted than others, particularly those
whose physical appearance more closely resembles that of the majority.
The brunt of the discrimination seemed to be felt by Black women. Many feel
that they must face the discrimination doled out to both groups. According to some,
there seems to be a hierarchy involved in the science field. At the top of this
hierarchy is the White male, followed by the White woman and Black man, who are

at about the same level. At the bottom of the hierarchy is the Black female (Jones
1998).
Several factors have been identified in relation to the lack of Black student
participation in the science pipeline. Parental education, for instance, tends to be
lower for Black students. Lower standardized test scores is also identified as a
contributing factor for Black students, though there is evidence to indicate that this
difference is decreasing. Lower test scores are linked to less access among Black
students to science instruction. Black students take fewer science and math courses
than White students. A lack ofrole models is also identified as a factor in the lack of
Black talent in the science pipeline. At historically Black colleges, for instance, a
disproportionate number of Black students succeed in science and engineering fields
when compared to predqminantly White colleges (Pearson 1986/87).
SES and Science Outcomes. Socioeconomic status has also been identified as

an important factor in determining choice of postsecondary major and occupation.
For men, the decision to choose a traditionally female-dominated college
major/occupation becomes more likely at lower levels of SES. For females, on the
other hand, the relationship is curvilinear. Those at both the low and high ends of the
socioeconomic spectrum are more likely to choose traditionally male-dominated
careers (Trusty et al., 2000).
Laboratory Use. At least one study has explored the relationship between use

oflaboratory equipment and science achievement and attitudes. Freedman (2001)
randomly assigned ninth grade students to science classrooms in which laboratory
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exercises were or were not used. For the treatment group, 36 weekly group
laboratory experiments were integrated into the curriculum, while traditional teaching
methods were employed in the control classroom. At the end of the term students
were tested for science knowledge and attitudes. Students in the treatment group
performed higher on the test of science knowledge, although there was no difference
in science attitudes.

Rurality and Educational Outcomes.

Attainment in Rural Areas. One factor that is important for success in all
areas of education is the makeup of the community from which the student comes. It
is important to remember that the process of education does not take place in a
vacuum. Instead, virtually all aspects of a student's home and community life are
significant in understanding how successful the student will be in school. Smith,
Beaulieu, and Seraphine (1995), for instance, found that the decision to attend college
is influenced by the structure of the community from which the student comes. They
were interested in two main factors, family income and parents' educational level,
and how they were related to geographical setting. The researchers used the High
School and Beyond (HSB) dataset to investigate this relationship. The researchers
controlled for family structure, family processes, and community social capital.
Family structure variables included mother's work status, number of parents in the
home, and number of siblings. Family processes refer to the education-relevant
aspects of family life: whether the parent monitors homework, always knows what
the child is doing, and expects the child to attend college. Finally, community social
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capital was a measure of the student's level of social integration and availability of
social interaction. These variables included number of moves since fifth grade and
church attendance.
Smith et al. found that rural students were less likely to attend college than
students in other areas, with 45% attending college. Students from small towns of
less than 50,000 were also relatively unlikely to attend college, with attendance rates
at 53%. Students from urban areas and suburban areas were most likely to attend,
with college attendance rates of 62% and 67%, respectively. When other factors are
controlled, family structure does little to explain college attendance. Parents'
expectation that the student would attend college was strongly associated with
outcome, but other family process indicators were found to be relatively unimportant.
Number of moves had a strong negative influence on college enrollment, while
church attendance had a strong positive influence.

In a study making use of the National Longitudinal Study of Youth (NLSY)
database, Blackwell and McLaughlin (1999) compared the educational aspirations
and attainment of rural and urban students. The researchers found that rural students
had slightly lower educational aspirations compared to urban students. While the gap
between attainments is small for rural and urban students, it is larger for rural students
oflow socioeconomic status, as well as female students.
Qualities ofRural Areas. According to Khattri, Riley and Kane (1997),

students in rural areas are exposed to a number of experiences different from those of
students in non-rural areas. Rural students come from families with lower average

13

incomes, have parents who are less likely to have graduated from college, and have
fewer role models in their communities with high levels of education. They generally
attend smaller schools that offer a less comprehensive number of courses and have
fewer resources available. The range of extracurricular activities available to students
in rural areas is more limited, and it is often necessary for these students to travel
farther in order to attend a postsecondary institution.
While rural schools have traditionally had the advantage of being smaller in
size than their urban counterparts, recent trends have pushed towards school
consolidation and therefore larger school sizes. Consolidation has also resulted in
longer commutes to·school for many students, leading to high costs for transportation
on the part of either the school or the student.
Per-pupil expenditures tend to be lower in rural areas as well. In 1993, rural
schools had an expenditure of$4,358, compared to $5,560 in urban schools. The
relatively smaller student bodies of rural schools and the fact that they are spread over
a wider geographic area compound the impact of their lower budgets. While the
impact of school revenue is still debated, there are many areas in which it may have
an influence. For instance, availability of equipment may be limited, and teacher
salaries are likely to be lower. School revenues may also influence course offerings.
Course availability and course-taking patterns are also different in rural areas.
Because rural schools tend to be smaller than their urban counterparts, they are
simply unable to offer the same number of courses. High-level courses, such as
advanced placement and college preparatory courses, are offered less frequently. For
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instance, while half of all urban schools and a full two-thirds of all suburban schools
in the early 1980s offered calculus courses, only about a third of rural schools offered
such a course. Rural students are more likely to take courses in vocational education,
but less likely to take Advanced Placement tests. In fact, in many rural schools no
students take these tests. For instance, Khattri et al. (1997) cite a North Carolina
study which found 26 poor, mostly rural districts in which there were no students who
took advanced placement tests. Special programs, such as gifted and talented
programs and programs for pregnant teenagers, are less common in rural areas as
well.
Access to various technologies is affected by rurality. Fewer computers tend
to be present in rural schools, although they are equally as likely to be connected to
the internet and are used with similar frequency. Distance learning is a common
method used by rural schools to expand course offerings, but the equipment tends to
be outdated and oflower quality (Khattri et al. 1997).
One problem faced by rural areas is a mismatch of values and opportunities.
Educators and parents often encourage students to have high educational aspirations.
These aspirations are further encouraged by images of the education, employment,
and culture available in urban areas as portrayed on television and the Internet.
However, many jobs in rural areas are based on industries such as fishing, farming
and mining and are not likely to require advanced training. Students are often faced
with the choice of either forsaking higher education and remaining in the rural area or
migrating to a more urban area in order to find employment. Those who attempt to
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seek a college education and return to the rural area in which they grew up may find
that they are overeducated for the job market (Shaffer and Seyfrit 1999).

A Multilevel Consideration ofRural Student Outcomes. Rosigno and Crowley
(2001) drew data from the National Education Longitudinal Study (NELS:88) in
order to develop a multilevel model identifying the relationship between rurality and
school achievement and attainment. The researchers also used data from the
Common Core of Data (CCD) regarding racial composition and educational
spending. They identified four basic types oflinks between rurality and
achievement/attainment: family resources, family investments, school resources, and
school investments.
Family resources included income, parental education, single/dual parent
households, presence of a parent/stepparent, and number of siblings. The researchers
found that students in rural areas tend to have lower family incomes and parental
education, and higher numbers of siblings. School resources included percentage of
students receiving free lunch, percentage of white/nonwhite students, and per-pupil
expenditure. In rural schools, both lower per-pupil expenditures and a larger number
of poor students contributed to reduced student outcomes.
Family investments addressed in the model included the presence of
household educational items, cultural capital, and parental expectations. Both
cultural capital and parental expectations were lower in rural areas. School
investments incorporated into the multilevel model included student-teacher ratio,
number of advanced placement (AP) courses offered, and teacher expectations.
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Student-teacher ratios were higher for rural areas, while fewer AP courses were
taught and teacher expectations were lower. In addition to these indirect effects of
rurality on achievement and attainment, school and family resources were found to
affect school and family investments, respectively. When all of these factors are
controlled rurality exerts a positive but nonsignificant influence on achievement and
attainment.
Positive Aspects ofRural Education. It is important to note, however, that not
all research dealing with the relationship between rurality and achievement has found
negative effects. In their review article, for instance, Khattri et al. (1997) report
evidence that achievement is higher in poor rural areas than in poor urban areas. In
one study, for instance, students in extreme rural areas populated largely by farm
families were compared to students in disadvantaged urban areas in which a high
percentage of families are on welfare. The researchers found higher levels of
achievement among the rural students. However, poverty was not specifically
controlled among rural students in the study. Another study reviewed by the authors
found that fourth grade students in large towns and urban fringe (suburban) areas
outperformed students in both central city and rural areas. Rural students in the
study, however, outperformed students in central cities.
In addition, dropout rates have been found to be lower in rural than in urban
areas. While urban areas had a dropout rate of about ten percent, the rate for rural
students was only about five percent. However, dropout rates among rural African
American students seem to be no different than that of urban students. Evidence from
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two other studies reviewed by Khattri et al. indicated that rural students are less likely
to return to complete their education after dropping out, although this may be largely
an effect of impoverishment among rural dropouts.

Rurality and Science Education. Baird (1995) discusses the types of science
teachers who work at rural versus urban schools. Teachers in rural schools tend to be
younger and less experienced. Some evidence is presented suggesting that this lack
of experience leads to lack of preparation and weaker science backgrounds. This may
lead to lower educational quality. In addition, rural science teachers tend to report a
greater dependence on lecture style instruction. Leaming groups, laboratory
activities, inquiry teaching, and individualized teaching strategies were reported less
often among rural teachers. While access to computers was found to be similar for
urban and rural areas, use of computers for science instruction was less common in
rural schools.
According to Mann, Price and Kellogg (1993), an organization known as The
National Committee for the Study of Options for a Rural Science Agenda was formed
by a group of rural science teachers who were concerned by the special needs
involved in teaching science in rural schools. The group administered a survey of
rural science teachers in order to identify these needs. The survey, adapted from an
established instrument for needs assessment called the Moore Assessment Profile,
was administered to teachers in six states. The sample included a total of just over
1500 participants.
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The survey revealed that a large number of participants were required to teach
several different science courses each day, although there was a lot of variation
between states. This problem was most prominent in Kansas and least prominent in
Texas. Sixty-two percent ofrespondents from the state of Kansas reported preparing
for more than four different classes per day, compared with only about eight percent
of teachers in Texas.
Science teachers who completed the survey also tended to report inadequate
science equipment and supplies. In five of the six states, more than half of
respondents rated the availability of equipment and supplies nonexistent or barely
adequate. Incredibly, just under 18% ofrespondents from Arkansas reported that no
access was available. The same was true for nearly 13% of teachers in Kansas and
11 % of teachers in Oklahoma. While these important needs have been identified,
unfortunately no comparison was made to teachers in urban schools.
Although a number of variables related to both science education and rural
education have been identified, few studies have specifically considered the factors
influencing science education in rural areas. It seems plausible that such a
relationship might exist, although the direct negative effects of rurality on any single
achievement- or attainment-related variable are likely to be weak. Instead, rurality
seems most likely to indirectly influence students in various ways that lead to an
overall negative effect large enough to be of significance.
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The Present Study

Previous research has not dealt specifically with the relationship between rural
schools and students' science outcomes. The goal of the present study is a
preliminary attempt at determining whether such a relationship exists and, if so, what
the relationship might be. Several research questions will be addressed. First, is
there a relationship between rural high school education and science grades? If such
a relationship exists, is it direct, indirect, or both? Is it different for students who do
and do not attain college degrees? Second, is there a relationship between rural
school education and science knowledge (measured here as scores on a standardized
science test)? If so, is the relationship direct, indirect, or both? Is it different for
students who do and do not attain college degrees? Third, is there a relationship
between rural school education and the initial decision to choose an undergraduate
science college major? And what is the relationship between obtaining a rural high
school education and successfully completing a postsecondary degree in a scientific
field? If either of these relationships exists, is the relationship direct, indirect, or
both? A final issue is how to create a useful operational definition of"science
major." As will be seen, this is not as simple as one might think; and two methods of
defining science major are used for the present study.
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Chapter2
Data and Methods
Instrument
The present analysis made use of the National Education Longitudinal Study
(NELS:88/2000), specifically the follow-up waves for 1990, 1992, 1994, and 2000.
NELS is a longitudinal study sampling students across the nation as well as their
parents, teachers, and school administrators. Conducted by the National Center for
Education Statistics (NCES), NELS was designed primarily to explore variables
related to school achievement and provides data regarding a number of achievementrelated factors.
The 1988 base year sample was made up of eighth grade students from
randomly selected schools across the nation and included a total of about 26,000
student participants. In each follow-up the sample was freshened to compensate for
students who had dropped out of the study. (Due to attrition and missing responses
for some ·questions, the sample used in the present study is considerably smaller.
Data were collected using self-administered questionnaires and tests. In addition to
student questionnaires, a survey was administered to one parent and two teachers of
each student, as well as a school administrator.
Students were selected using a two-stage, stratified sample design; probability
sampling was used in both stages of the design. Schools were first selected for
participation, followed by a random sampling of students from each selected school.

In the school-selection stage of sampling, the sample was balanced based on region,
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urbanicity and minority composition, and excluded BIA schools, special ed. schools,
vocational schools without direct enrollment, and schools for dependents of overseas
military personnel Schools that no longer existed or that did not enroll eighth graders
were also excluded. Both public and private schools were included in the sample. A
total of 1655 schools were randomly selected for the study, 1057 of which
participated (a 64% participation rate at the school level). Schools which did not
choose to participate were replaced.
Once schools had been selected for the study, students were randomly chosen
from within these schools. At the school level, a sampling frame was devised that
included all students except those who met certain exclusion criteria (primary
enrollment in another school, physical disability, mental disability, dropout at time of
study, insufficient command of English, transfer, or deceased). A total of 5.35% of
the potential sample (only students who were enrolled in sample schools) was
excluded, mostly due to mental disability or language problems. Because the
exclusion of these students raises the potential for bias in a longitudinal study
concerned with the changing student body over time, a "freshening" process was used
to allow previously excluded students whose status has changed some opportunity to
become involved in the study, as well as to introduce a sample of transfer students.
Oversampling of Hispanic and Asian/Pacific Islander students was also employed. In
addition, all students who qualified as hearing-impaired were included in the sample
(Schneider 1993).
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Variables
NELS:88/2000 includes data collected from several sources: self-report
information collected from students, information provided by parents, teachers, and
administrators, and various other types of information about the student (such as
standardized test scores) collected by the researchers. In addition, this information
was collected for each student in several waves. Data from the first wave, conducted
in 1988, is referred to as BY (base-year) data and provides information about the
student when he or she is in the 8th grade. While many variables were collected
during each wave of the study, others were collected only once or for some waves but
not others.
The second wave, conducted in 1990, is referred to as Fl (first follow-up)
data. The third and fourth waves (F2 and F3) were conducted in 1992 and 1994,
respectively. The 1994 follow-up was conducted two years after the majority of
students in the sample had graduated from high school, and includes information
about college and/or employment. The most recent, fourth follow-up was conducted
in 2000, eight years after the NELS cohort had graduated from high school. A
description of predictor variables used in this study, including information about the
original NELS:88/2000 variables from which they were constructed, can be found in
Appendix I. Correlations between the variables are presented separately for
respondents with a college degree, respondents without a college degree, and all
respondents combined in Appendix N.
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Table 1 contains the descriptive statistics for the operationalized variables that
are described below. Separate descriptive statistics are provided for respondents who
had obtained a college degree by the fourth follow-up, for respondents who had not
obtained a college degree, and for respondents as a whole. Descriptive statistics are
shown for the two methods of defining science major (see below) as well as for first
major and first degree (see below). The table reveals that differences between these
groups are small.
While it is not convention in the social sciences, individual level
characteristics were used as predictors of school level characteristics in these
analyses. This was done based on the belief that individual characteristics influence
the kinds of schools that individuals will attend. For instance, a student from a lowSES background may be more likely to attend a school with a high percentage of
free/reduced lunch; similarly, a student from a high-SES background may be more
likely to attend a private school.
Male. The sex of the student (male= 1) was based upon an F2 measure, and

is the most complete measure of sex available for the NELS data. In earlier waves,
data for this variable were sometimes missing, but for the F2 measure data is
available for all students. Missing data from Fl were supplemented by F2 data, and
imputation based upon student's first name was used where data were still missing.
Private School. This measure (private = 1) was based upon an F2 measure

which separated public school students from students at several types of private
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Table I. Descriptive Statistics for Variables Used in the Study
Scaled Method
First Major
First Des:!:ee
Mean SD
N
Mean SD
N

Blocked Method
First Major
First Degree
Mean SD
N
Mean SD
N

12949
10827
12337
14452
12509
12365
10538

48.16 23.43
53.48 9.83
53.35 9.69
6.39 2.65
0.16 0.78
3.12
1.11
2.10 0.71
2.49 0.70

6616
5996
5269
5760
6501
5782
5906
5563

48.48 23.48
50.06 10.08
50.04 10.07
7.52 2.75
-0.12 0.83
2.64
1.19
2.11
0.75
2.50 0.72

4518
3884
3275
3685
4367
3734
3701
3218

1.70
55.38
55.06
6.19
0.35
3.21
2.12
2.46

0.81
9.69
9.24
2.49
0.78
1.11
0.70
0.70

2910
2645
2272
2519
2857
2530
2590
2493

2.02
50.07
50.09
7.50
-0.11
2.67
2.13
2.54

0.76
10.14
10.14
2.69
0.83
1.18
0.75
0.74

1732
1469
1239
1390
1671
1412
1396
1232

0.31
0.46 11660
22.86 21.75 11971
-2.66 3.94 12778

0.32 0.47
20.47 21.26
-2.49 3.93

5185
5621
6007

0.27 0.44
23.71 22.46
-2.68 3.93

4438
3568
3824

0.32 0.46
17.19 19.44
-2.08 3.88

2249
2474
2657

0.20 0.40
23.10 22.34
-2.63
3.92

1715
1377
1462

Male
0.49 0.50 14915
0.47 0.49
0.Q7 0.26 14840
Asian
0.10 0.30
Hispanic
0.14 0.35 14840
0.12 0.32
Black
0.11
0.32 14840
0.10 0.30
Native American
0.01
0.11 14840
0.01
0.09
Private School
0.12 0.32 14210
0.17 0.37
1. These variables were created using factor analysis. See Appendix I.

6616
6592
6592
6592
6592
6490

Variables

Overall
Mean SD

N

Student Characteristics

Science Major
Test Score (Grade 10)
Test Score (Grade 12)
Low Science Grades
SES
Science Courses
Lab Use (Grade 10)1
Lab Use (Grade 12)1

50.35
50.41
7.43
-0.89
2.65
0.00
0.00

10.05
9.98
2.77
0.81
1.21
1.00
1.00

School Characteristics

Rural School
% Free/Red Lunch
# Advanced Courses (In)
Controls

0.50
0.09
0.15
0.13
0.01
0.11

0.50
0.28
0.36
0.34
0.11
0.32

4518
4495
4495
4495
4495
4287

0.49
0.12
0.11

0.Q7
0.01
0.21

0.50
0.33
0.31
0.25
0.09
0.41

2910
2902
2902
2902
2902
2854

0.48
0.10
0.16
0.12

0.Ql
0.12

0.50
0.31
0.36
0.33
0.10
0.33

1732
1722
1722
1722
1722
1644

schools. For these analyses, all types of private schools (Catholic, Other Religious,
and Non-Religious) have been collapsed into a single category.
Race. Race was measured in the second follow-up. As with the variable

measuring sex, this is the most complete measure ofrace available for NELS.
Missing data for race in earlier waves were supplemented by information provided in
later waves. Race has been coded as a series of dummy variables with "White" as the
reference category.
Rnral School. Measured in the second follow-up, this variable categorized

students as attending either rural or non-rural schools, based upon information
provided by a school administrator. While NELS provides multiple measures of
rurality, information provided by the administrator was chosen as the best
representative of this variable because it provides some allowance for the
consideration of components of rurality, such as proximity to urban areas rather than
simple size of place.
Advanced Courses. This variable provides a sum of all advanced-placement

and college science courses offered by the school, as reported by a school
representative. Because the availability of advanced courses is not normally
distributed across the sample, a natural log transformation was used.
SES. The socioeconomic status of the student was obtained from an F2

variable, although that variable was based upon base-year data wherever possible.
When base year data were not available, Fl or F2 data were used as the best possible
estimate of SES at the base year. The SES variable used here is an index of parents'
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education, occupation, and total household items. This measure has been
standardized, with a mean of zero and standard deviation of one.

% Free/Reduced Lunch. The percentage of students in the school receiving
free or reduced lunch, measured in the first follow-up, was used as a measure of the
overall socioeconomic status of the school's student body. Higher scores on this
variable represent higher percentages of students receiving free or reduced lunch.
Lab Use. NELS provides both student and teacher information concerning
students' frequency of laboratory use. However, due to the data collection procedure
used for information from teachers, those data are only available for a minority of
students. Self-report measures by students are used for this reason. This variable
includes students' self-reported frequency of writing laboratory reports, watching the
teacher demonstrate an experiment, and conducting an independent experiment in
science class. Two measures oflab use are provided, one for a science course taken
during the first two years of high school (measured at Fl) and one for a science
course taken during the last two years of high school (measured at F2).
Courses Taken. The number of science courses taken by the student, derived
from information collected at the second follow-up, is also self-reported. This
variable is measured as the total number of years of science taken, in half-year
increments. The types of science courses included in this measure are general
science, physical science, biology, earth science, chemistry, and physics.
Low Science Grades. Two measures of student science grades were
available. The first, a self-report of grades in various types of science classes, was
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available for the base year and the first follow-up, but not for the second follow-up.
The second measure, obtained from school records, was recorded in reverse; high
values represented low science grades and low values represented high science
grades. Because the interest of this study is in the entire high school experience, the
measure of low science grades (rather than the self-reports which do not include the
last two years of school) was used.
Standardized Science Test Score. This variable, measured in both the first

and the second follow-up, represents the student's score on a standardized science test
administered by NELS. Because the correlation between Fl and F2 standardized
scores is high, both scores are not reported simultaneously in any analyses.
Science Major. NELS offers several alternative measures of college major.

During the third follow-up, respondents who had attended college were asked to
report their first college major, their most recent college major, and the college major
which tney had held for the longest period of time. During the fourth follow-up,
respondents were asked to report their major for each college degree received.
This study separately considers the first college major ofrespondents and the
college major in which respondents first received a degree. It is reasoned that high
school experiences will be important in the selection of a respondent's first major
upon entering college. However, subsequent changes in college major may be
strongly influenced by post-high school factors. Thus, the major with which one
graduates may be influenced less strongly by experiences in high school than by
experiences which occur subsequent to high school graduation.
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It was also decided that for the purpose of these analyses the focus should be
placed on first college degree obtained rather than on subsequent degrees. While it is,
of course, desirable to develop an understanding of the processes by which
individuals pursue postgraduate degrees and multiple undergraduate degrees, it was
decided that only first college degree would be included because high school
experiences seemed likely to have a stronger influence on first degree than on
subsequent degrees. In addition, because little is known about the influence of
rurality on science education, it seemed important to begin building a foundation of
knowledge regarding the ways in which rurality influences science major before
attempting to create complex models which include multiple degrees.
Four measures of science major were used in this analysis. For the first two
measures, specific college majors were selected which were believed to represent
varying levels of involvement in science. The first group consisted of natural and
mathematical science majors, the second of social science majors, and the third of
non-science majors. (For a full listing of majors included in each group, see
Appendix II.) For both first college major and major of first college degree, science
majors were coded as 3, social science majors were coded as 2, and non-science
majors were coded as 1. (In Table 1 and subsequent text, this will be referred to as
the blocked method.) Majors that did not clearly fall within one of the three
categories were excluded. A clear consequence of this categorization scheme is that
many fields that are applied in nature (e.g., engineering, medicine, communications)
were excluded. This has the potential of excluding particular types of individuals
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from the analysis (those more likely to select applied fields), but it is not clear what
the impact might be on the results of the analyses, and it seems likely that the results
may be mixed. For instance, while women may be more likely to choose careers
based in medicine, such as nursing, men may be more likely to choose careers in
engineering. The decision to exclude many college majors from the analysis,
focusing on only these three groups, was based upon the problem of subjectivity in
assigning majors to groups on the basis of their "scientificness." By only selecting
groups which clearly have differences in the degree to which they are scientific, it
was possible to overcome the subjective nature of such group assignments. These
three categories of academic disciplines were chosen as disciplines engaging in
identifiably different levels of knowledge seeking on the basis of empirical testing
using scientific methodology as well as ability to accurately make and test predictions
on the basis of known information. The use of mathematics and statistics in the
process of knowledge building was also used as a criteria for differentiating between
various levels of science in disciplines.
For the second two measures, the problem of subjectivity was addressed in a
more rigorous way. The Occupational Information Network version 4.0 (O*Net) was
used to assign a science skills score to each major included in the first college major
and the major of first degree variables. O*Net was created by the U.S. Department of
Labor to replace the Dictionary of Occupational Titles, and has been publicly
available since the fall of 1998. The database, which can be accessed online at
http://online.onetcenter.org, provides occupational codes for numerous occupations as
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well as the job tasks, job skills, job interests, related occupations, and various other
types of information common to each occupation. The section of O*Net which
provides information about required job skills was used in creating a science skills
index for college majors. The job skills analysis provided for each occupation
includes a ranking from Oto 100 for 35 different categories of skills that are
commonly needed in order to perform various jobs.
In order to create a comparison which was as uniform as possible, the skills

required of postsecondary teachers in each discipline were compared. Postsecondary
teacher was selected as the best occupational choice for several reasons. First, the
occupations chosen by graduates within a given major often vary widely, making it
difficult in many cases to choose occupations that accurately reflect the skills needed
by all individuals with that college major. Second, for most college majors there was
a corresponding postsecondary teacher classification available on O*Net, increasing
the likelihood of identifying an appropriate occupation to represent any given major.
Third, the skills needed by teachers in a given field are likely to be the same
skills that they encourage in their students, and as such are likely to be generally
reflective of the expectations for that college major. Finally, the skills that are
required of postsecondary teachers are similar in many ways. The extent to which
they differ is likely to be primarily a measure of the differences in skills required for
that general field. On the other hand, the differences in skills required for other
occupations are likely to reflect not only the differences in skills required for the field
in general but differences in a variety of other components of the occupations as well.
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In order to develop the science skills index, it was necessary to select the job
skills that would be included as well as to determine how the relative importance of
these skills would be rated. Because the physical sciences are commonly seen as the
most scientific of all disciplines, it was decided that the skills required for physical
science majors would form the basis of comparison for the degree to which all other
college majors are scientific. The "science" and "mathematics" skills ratings were
selected to represent the degree to which each major is scientific2 •
NELS identifies four categories of physical science majors: chemistry,
physics, earth science, and other. The postsecondary teacher of earth science listing
is a new occupational category in O*Net, and skills assessment is not yet available.
There is no general (i.e., "other") classification for postsecondary physical science
teacher. Therefore, postsecondary chemistry and physics teachers were selected as
the two occupations which epitomized science skills. Skills rankings for these two
occupations were used to weight the skills rankings of other occupations. The science
and mathematics skills scores for each occupation were multiplied by the average of
their respective rankings for chemistry and physics professors. Consequently, science
skills were weighted somewhat more strongly than mathematics skills in determining
the degree to which various majors were scientific. For instance, the biological
sciences received science scores of 83 and math scores of 67. In order to create a
2

Initially, each skill with a ranking of 80 or greater (ont of a possible I 00) for these two occupations
was identified as a scientific skill, with the exception of skills which were clearly related to the
instructional component of the teaching profession (e.g., "instruction" and "public speaking"). It was
believed that this would provide a richer portrayal of science. However, when this method was used
the variation in science index scores was relatively small, and analyses using this method (not shown)
yielded few significant results.
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science skills index score for biology, the O*Net science score for biology was
multiplied by 96 (the science score for the physical sciences) and the resulting
number was divided by one hundred; the O*Net math score for biology was
multiplied by 92 (the math score for the physical sciences) and the resulting number
was divided by one hundred. These two numbers were then added together and
divided by two to create the biological sciences science skills index score of70.66.
The resulting science skills index score for each discipline was used as the science
major measure, as it reflected the degree to which a given major was a science major.
In some cases a listing for postsecondary teacher was not available for a
college major. When this occurred, an attempt was made to find a replacement listing
(other than postsecondary teacher) only when a single occupation was the likely
outcome of obtaining the degree and the skills required for the two occupations were
believed to be similar in most other ways. This sort of substitution was done for 11 of
the 116 major classifications. This method was used in only a few cases, with the
justification that a slightly inaccurate classification was preferable to no classification
at all. For a further 26 majors, no suitable classification could be found. Individuals
with these majors were excluded from the analyses. In subsequent text, this method
of measuring college major will be referred to as the scaled method. A table listing
the O*Net occupational code used for each major, as well as its corresponding
science index score, can be found in Appendix III.
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Methods of Analysis
This study employs several series of analyses in attempt to answer the
research questions that have been identified. Each of these series separately analyzes
the influence of rurality and other factors on a different science outcome. Influences
on standardized science scores are first analyzed in Series I. Series II considers the
influences on low science grades, while Series III uses structural equation modeling
to simultaneously assess the influences of rurality and various other characteristics on
science scores, low science grades, and choice of science major. Separate analyses
are conducted for each of the four measures of science major. It is in this series that
direct and indirect influences are compared.
Series I. The first series consists oflinear regression models assessing the
impact of rurality as well as various other school and individual influences on
standardized science scores. Separate analyses are provided for 10th and 12th grade
science scores, as well as for respondents with and without college degrees. Four
models are presented: for college degree versus no college degree and 1Qth grade
science score versus 12th grade science score.
Series II. The second series presents linear regression models assessing the
influence of rurality and other school and individual characteristics on low science
grades. Analyses are presented separately for respondents with and without college
degrees. Three models are presented in this series.
Series Ill The final series presents the results of four structural equation
models in which all outcome variables are considered simultaneously, and in which
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low science grades and standardized science test scores are also used as predictors of
decision to choose a first science major (blocked method and scaled method) and for
first college degree (blocked method and scaled method). The use of structural
equation modeling also allows for separate consideration of direct and indirect
effects; in previous analyses, only direct effects were considered.
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Chapter3
Findings
In this chapter the findings of each series of analytical models are presented.
Series I Regression Models
Model 1. Table 2 presents results for the first series of analyses. Model 1
reports the regression of 10th grade science scores on rurality as well as school and
student characteristics. A total of38% of the variation in science scores was
explained by these variables.
All three control variables included in the model were important predictors of
science score. Male respondents had moderately higher science scores, with a
standardized coefficient of0.16. In addition, race was an important predictor of
scores. While the scores of Asian students were not found to differ significantly from
those of White students, there was a weak negative relationship between being
Hispanic (-0.08) or Native American (-0.03) and science scores; there was a stronger
negative relationship (-0.22) between being Black and science scores. Private school
attendance influenced standardized science scores only slightly (-0.03).
One of the three school characteristics in the model was a significant predictor
of science scores. The percentage of students in the school receiving free or reduced
lunch had a weak negative relationship with science score, with a regression
coefficient of-0.05. The number of advanced courses offered in the school did not
predict scores. In addition, rurality of school was not significantly related to 1Oth
grade science scores.
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Table 2. Metric and Standardized Coefficients for Regression of Standardized Science Test Scores on Student and School Characteristics
Colles:e Des:!:ee
Model I
Model 2
1Otb Grade Science Score
12tb Grade Science Score
Metric
Standardized
Metric
Standardized
Intercept
Student Characteristics
Test Score (Grade 10)
Low Science Grades
SES
Science Courses
Lab Use (Grade 10)
Lab Use (Grade 12)

42.63 (0.65)

18.27 (1.19)

***
**"'

2.69 (0.22)
3.12 (0.14)
-0.13 (0.20)

0.22
0.34
-0.01

School Characteristics
Rural School
% Free/Red Lunch
# Advanced Courses (In)

0.38 (0.32)
-0.02 (0.01)
0.05 (0.04)

0.02
-0.05 **
0.02

Controls
Male
Asian
Hispanic
Black
Native American
Private School
N
R2

2.87 (0.29)
-0.22 (0.51)
-2.40 (0.49)
-6.67 (0.49)
-3.15 (1.58)
1.03 (0.48)
2932
0.38

0.15
-0.01
-0.08
-0.22
-0.03
-0.03

Ad".R 2
Standard errors in parentheses.
*p<.05, **p<.01, ***p<.001

0.37

***
***
***
*
*

0.67
-0.35
0.63
0.68
0.05
-0.38

(0.02)
(0.06)
(0.17)
(0.13)
(0.16)
(0.17)

42.68 (0.63)

0.67 ***
-0.09 •••
0.05 ***
0.07 ***
0.00
-0.03 *

0.12 (0.24)
-0.01 (0.01)
0.03 (0.03)

0.01
-0.01
0.01

1.20 (0.23)
-0.07 (0.38)
-0.45 (0.38)
-2.38 (0.38)
-1.22 (1.19)
0.45 (0.34)
2457
0.70

0.06
0.00
-0.01
-0.08
-0.01
0.02

0.70

No College Degi:ee
Model 3
Model4
10th Grade Science Score
12th Grade Science Score
Metric
Standardized
Metric
Standardized

***
***

19.26 (1.13)

**"'
***

2.89 (0.21)
3.20 (0.14)
-0.16 (0.19)

0.24
0.36
-0.01

-0.0 I (0.29)
-0.02 (0.01)
0.06 (0.04)

0.00
-0.05 **
0.03

2.80 (0.28)
-0.77 (0.57)
-2.60 (0.49)
-5.93 (0.48)
-3.62 (1.54)
0.24 (0.43)
2967
0.38

0.15
-0.02
-0.08
-0.19
-0.03
0.01

0.38

***
***
***
*

0.65 (0.02)
-0.33 (0.05)
0.81 (0.17)
0.70 (0.13)
0.01 (0.16)
-0.3 (0.16)

0.66 ***
-0.09 ***
0.07 ***
0.07 ***
0.00
-0.02 •

-0. 13 (0.23)
-0.01 (0.01)
0.05 (0.03)

-0.01
-0.03
0.02

1.67 (0.22)
-1.15 (0.42)
-0.89 (0.38)
-2.07 (0.39)
0.05 (1.21)
-0.32 (0.32)
2467
0.68

0.09 •••
-0.03 **
-0.03 *
-0.07 ***
0.00
-0.01

0.68

*

Two of the three student characteristics included in the model were significant
predictors of science scores. The student's SES was positively related to science
score, with a regression coefficient of0.22. The number of science courses taken by
the student was also an important predictor of science score; this relationship was
moderate and positive (0.34). Lab use in the 10th grade was not significant.
Model 2. The second model reports the regression of 12th grade science score

on rurality and other characteristics. For this model, 70% of the variation in science
score is explained by the variables in the model.
Two of the three control variables included in the model were significant
predictors of science scores. There was a significant but weak relationship between
being male and science score (0.06). In addition, race was a significant predictor of
scores. While Asian, Hispanic, and Native American respondents did not differ
significantly from White students in their science scores, there was a weak negative
relationship (-0.08) between being Black and science score.
None of the school characteristics included in the model were found to be
significant predictors of science score. Unlike the first model, the percentage of
students receiving free or reduced lunch did not predict scores. As before, the
numbers of advanced science courses offered as well as rurality of the school were
not important in predicting science scores.
Five of the six student characteristics were significant predictors of 12th grade
science score. Tenth grade score was the strongest predictor, with a regression
coefficient of0.67. Having low science grades was negatively related to standardized
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science scores (-0.09). The importance of SES decreases in the second model. While
it is still significant, the coefficient decreases from a moderate relationship of 0.22 to
a weak relationship of 0.05. Similarly, the number of science courses taken becomes
a less important predictor of science score, with a standardized coefficient of0.07,
compared to 0.31 in the first model. Lab use remains a weak but significant predictor
(-0.03), with greater levels oflab use associated with slightly lower standardized test
scores. As in the previous model, 10th grade lab use was not an important predictor of
scores.

Model 3. The third model reports a regression of 10th grade science scores for
respondents without a college degree. In this analysis, 37% of the total variation in
science score is explained by the variables included in the model.
Consistent with Model 1, two of the three control variables were significant
predictors of science scores. There was a positive relationship between being male
and science score (0.15). Race was also important in determining science score.
While Asian students did not differ significantly from White students in their science
scores, there was a weak negative effect of being Hispanic(-0.08) or Native American
(-0.03) on scores and a moderate negative effect of being Black on scores (-0.19).
Again, rurality of school and the number of advanced courses offered by the
school were not important predictors of science scores. Consistent with the first
model, there was a weak negative relationship (-0.05) between the percentage of
students in the school receiving free or reduced lunch and students' science scores.
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Three of the four student characteristics in the model were important
predictors of science score. The SES of the student was positively related to science
score (0.24). There was also a moderate positive relationship between the number of
science courses taken by the student and the student's science score (0.36). Number
of science courses taken was the strongest predictor of science scores for the model.
As in the first model, there was not a significant relationship between 10th grade lab
use and science score.

Model 4. The final model in the series presents a regression of 12th grade
science scores on rurality and other characteristics for respondents who do not have a
college degree. The variables in the model explain a total of 68% of the variation
seen in science scores.
For this model, two of the three control variables were again found to be
important predictors of science score. There was a weak, positive relationship
between being male and science score (0.09). Race was also an important predictor
of science score. On average, Asian, Hispanic, and Black students all had lower
science scores than White students. Asian students had a standardized coefficient of
-0.03, Hispanic students had a coefficient of -0.03, and Black students had a
coefficient of -0.07. No significant difference was found between Native American
and White Students. As in the previous models, no significant difference was found
for students attending private schools.
Of the three school characteristics included in the model, only the percentage
of students who received free or reduced lunch was significantly related to science
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scores. The relationship between free/reduced lunch and science score was weak and
negative (-0.03). There was no significant relationship between the number of
advanced science courses offered by the school and science scores. There was also
no significant relationship between rurality of the school and the science scores of
students.
Five of the six student characteristics included in the model were important
predictors of 12th grade science scores. The strongest predictor was 10th grade
science score, with a standardized coefficient of 0.66. Low science grades were
negatively associated with science score (-0.09), though the relationship was weak.

In addition, SES was a weak but significant predictor of science score (0.07), as was
the number of science courses taken by the student (0.07). Consistent with previous
models in the series, 12th grade lab use had a weak but significant negative influence
(-0.02) on science scores. ~ab use in the 10th grade was not significantly related to
scores.
Series II Regression Models

Model 1. The results for the analyses in Series II can be seen in Table 3. The
first model in the series displays the regression oflow science grades on rurality of
school and other school and student characteristics among respondents who had a
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Table 3. Metric and Standardized Coefficients for Regression of Low Science Grades
on Student and School Characteristics
Model I
College Degree
Metric
Standardized

Intercept

14.30 (0.31)

Model 2
No College De12:ee
Metric
Standardized
13.32 (0.30)

Student Characteristics
Test Score (Grade I 0)
SES
Science Courses
Lab Use (Grade 10)
Lab Use (Grade 12)

-0.09 (0.01)
-0.22 (0.06)
-0.86 (0.04)
0.01 (0.06)
-0.03 (0.06)

-0.36 •••
-0.07 •••
-0.34. ***
0.00
-0.01

-0.08 (0.09)
-0.01 (0.00)
0.01 (0.01)

-0.01
-0.04
0.02

0.68 (0.08)
-0.75 (0.13)
-0.01 (0.13)
0.55 (0.13)
0.52 (0.42)
-0.25 (0.12)
2722
0.42

0.13 "'"'"'
-0.09 •••
0.00
0.07 ***
0.02
-0.03 *

-0.09 (0.01)
-0.16 (0.06)
-0.79 (0.04)
0.14 (0.06)
0.03 (0.06)

-0.35 "'**
-0.05 ••
-0.32
0.04
0.01

***
*

School Characteristics
Rural School
% Free/Red Lunch
# Advanced Courses (In)

*

0.16 (0.08)
0.00 (0.00)
0.02,(0.01)

0.03
0.00
0.04

*
*

Controls
Male
Asian
Hispanic
Black
Native American
Private School
N
R'

Ad'. R 2
Standard errors in parentheses.
*p<.05, **p<.01, ***p<.001

0.41

0.81 (0.08)
-0.60 (0.15)
-0.08 (0.13)
0.40 (0.14)
0.74 (0.43)
-0.32 (0.11)
2750
0.39
0.38

0.16 ...
-0.06 •••
-0.01
0.05 ••
0.03
-0.03 *

college degree. A total of 42% of the variation mlow science grades is explained by
variables in the model.
A majority of the control variables in the model were significant predictors of
low science grades. Male respondents had lower science grades than female
respondents (0.13). The grades of Hispanic and Native American students did not
significantly differ from those of White students. However, being Asian was
negatively associated with low science grades (-0.09), though the relationship was
weak. Black students, on the other hand, had lower science grades than White
students, though this relationship was also weak (0.07). Private school students had
slightly higher science grades than public school students (-0.03).
Of the school characteristics reported here, only the percentage of students
receiving free or reduced lunch was a significant predictor of grades. Free/reduced
lunch was negatively associated with low science grades (-0.04), indicating a slight
tendency among schools with economically disadvantaged students for higher science
grade achievement. The number of advanced science courses offered by the school
was not a significant predictor of low science grades. Rurality of the school was .also
not significant.
Three student characteristics were significantly related to low science grades.
Tenth grade science test scores were the strongest predictor oflow science grades
(-0.36). (Separate analyses using 12th grade scores for both models in the series
resulted in almost identical results, and are not shown.) The number of science
courses taken by the student was also a relatively important predictor oflow science
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grades, with a coefficient of -0.34. SES was a significant but weak predictor (-0.07)
of low grades. The coefficient for SES, while weak, suggests that higher-SES
students received slightly higher science grades. Lab use, both in the 10th and 12th
grades, was not a significant predictor of science grades.
Model 2. The second model in the series presents the results of a regression of

low science grades on rurality and other characteristics for students with no college
degree. Combined, the student, school and control variables predict a total of 39% of
the variation in low science grades.
As with the previous model, four of the control variables were significant
predictors oflow grades. Being male was positively related to low science grades
(0.16), indicating that male students had lower science grades. Race was also
significantly related to science grades in some cases. Hispanic and Native American
students did not differ significantly from White students in their science grades.
Asian students, however, had slightly higher science grades, indicated by a
standardized coefficient of -0.06. Black students had slightly lower science grades,
indicated by a coefficient of0.05. Private school had a coefficient of-0.03 indicating
a small positive influence on grades.
Two of three school characteristics were significantly related to low science
grades. The number of advanced courses offered in the school had a weak positive
effect on low science grades (0.04), indicating that science grades were slightly lower

in schools with more advanced course offerings. In addition, rural school had a weak
but significant positive relationship with low science grades (0.03), suggesting a
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slight tendency for rural students to receive lower science grades, compared to nonrural students. The percentage of students receiving free or reduced lunch was not
significantly related to science grades.
Four of the five student characteristics included in the model were
significantly related to low science grades. Science test scores in the 10th grade were
the strongest predictor oflow science grades (-0.35); higher test scores indicated
higher science grades. (Again, a separate analysis using 12'h grade science scores
yielded almost identical results, and is not shown.) The number of science courses
taken by the student was also an important predictor of low science grades (-0.32),
with students taking more science courses receiving higher science grades. SES was
th

also significantly related to low science grades (-0.05), as was lab use in the 10
grade (0.04). On the other hand, the coefficient for 12th grade lab use, was

nonsignificant, suggesting that continued lab use beyond the 10th grade has no effect
on science grades.
Series III Structural Equation Models.

Model I. The first structural equation model assesses the influence of student
and school characteristics on low science grades, science test scores, and first college
major (blocked method). Results for this analysis are displayed in Table 4.
This section will first describe the effects of exogenous variables on mediating
predictors. The direct and indirect effects of all variables on the three outcomes of
interest will then be discussed. In this model we see that two of the exogenous
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Table 4. Standardized Coefficients for the Structural §guation Model ofFactors that Predict Low Science Grades 1 Science Test Scores, and First Science Major for Blocked Science Major
Direct Effects on Endogenous Predictors
Low Science Grades
Science Test Scores {Grade 12}
Science Major
Indirect
Lab Use
Science
Free/Red
Advanced
Direct
Total
Indirect
Direct
Total
Indirect
Direct
Total
Lunch
Courses
Effects
Effects
Effects
Effects
Effects
Effects
Effects
Effects
Effects
(12th grade} Courses
R 2 = 0.13
R 2 = 0.07
R1 = 0.24
R 2 =0.03
R =0.32
R =0.32
R =0.14

Student Characteristics
Test Score (Grade 12)
Low Science Grades

SES
Science Courses
Lab Use (Grade 10)
Lab Use (Grade 12)

-0.04
0.35 •••
-

0.20 •••

-

-

-

-

-

-0.20 •••

0.16 •••

-

-

-0.02

-0.04

-

-

-0.13 •••
-0.45 •••

-

-0.21
-0.45

-

-

-

-

-0.08
--

-

-

-

0.20 •••
0.35 •••

-

0.28
0.35

-

0.08
-

0.09 •••
-0.12 •••
-0.02
0.23 •••

-0.02

-

-

0.05 •

0.09
-0.12
0.05
0.31
0.02
0.05

0.09
0,09
0,02
0,00

School Characteristics
Rural School

% Free/Red Lunch
# Advanced Courses On)

0.05

-

0.06 •

-

-

-

0.01
-0.02
0.07 •••

-0.02
-0.02
0.07

o.to •••

0.10
-0.12
0.07
0.15
0.07
-0.03

-0.03

-

0.02
-0.05 •
0.01

0.04
-0.05
0.01

0.02

0.13
-0.03
-0.10
-0.21
-0.05
0.02

0.13
0.01
-0.13
-0.23
-0.05
0.02

0.00
0.04
-0.03
-0.02
-0.0t
0.01

-

-0.03

0.01
0.00
-0.04

-0.01

-0.01
0.06 ••
0.04 •
0.11 •••
0.00
0.02

0.00
0.10
0.00
0.07
-0.01
0.02

0.00
0.04
-0.04
-0.04
-0.01
0.00

o.oo

0.02

o.oo

Controls
Male
0.03
0.001
0.11 •••
Asian
-0.03
-0.07 •••
Hispanic
0.00
-0,03
Black
0.03
Native American
0.00
0.05 •
Private School
-0.02
-0.0Z
N=2910
Goodness ofFit CMIN =524.67; dfe2 117, p<.001
Tucker-Lewis Index= 0.989
RMSEA = 0.035
•p<.05, ..p<.01, ...p<.001

0.01
0.02
0.15
0.12
0.10
-0.29

•••
•••
•••
•••

0.01
0.07 •••
0.07 ••
0.02
-0.03
0.02

-0.08
0.04
0.13
0.08
-0.05

•••
•
•••
•••
•

o.ot
-0.05
0.03
0.01
0.00
0.01

•••
•••
•••
••

variables have a significant effect on frequency of lab use in the 12th grade: lab use in
the I 0th grade (0.35) and race. Of the race categories, only Native American has an
effect (0.05); Native American students report slightly more participation in science
laboratories. A total of 13 percent of the variation in this variable was explained by
the model.
For number of science courses taken by the student, three exogenous variables
were important predictors. The SES of the student was moderately related to number
of science courses, with a standardized coefficient of 0.20. Rural school was
positively associated with number of science courses, though the relationship was
relatively weak (0.06). In addition, race was a significant predictor; Asian students
were likely to take more science classes (0.11 ), while Black students were likely to
take fewer science classes (-0.07). The model explained 7 percent of the variation in
number of science courses taken.
For the socioeconomic composition of the school (percent free/reduced
lunch), the SES of the student had a moderate negative relationship (-0.20). Race and
private school attendance were also important. Hispanic (0.15), Black (0.12), and
Native American (0.10) students were all more likely to attend school with high rates
of free and reduced lunch, compared to White students. There was a negative
relationship between private school attendance and the SES of the school, with a
coefficient of -0.29. Twenty-four percent of the variation in free/reduced lunch was
explained by the variables included in the model.
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The number of advanced courses offered by the school was influenced by two
characteristics, SES and the race of the student. SES was positively related to number
of advanced courses (0.16); higher-SES students tended to attend schools which
offered a large number of advanced courses. In addition, race was a significant
predictor of number of advanced courses. Both Asian (0.07) and Hispanic (0.07)
students were more likely to attend schools which offered more advanced courses.
The model was able to explain only 3 percent of the variation in number of advanced
courses offered by the school.
In terms of low science grades, a number of variables were found to be

important predictors. All of the control variables included in the model were
important predictors. Male students were likely to receive lower science grades
(0.10), as were Hispanic (0.04), Black (0.13), and Native American (0.08) students.
Asian students, meanwhile, were likely to receive higher science grades than White
students (-0.08), and private school students were more likely to receive high science
grades than public school students (-0.05). Of the school characteristics, only one
was a significant predictor of low science grades. The number of advanced science
courses offered by the school was related to lower science grades (-0.07). Rurality of
school and percent free/reduced lunch were not significant predictors. There were
also significant direct effects of both of the student characteristics included for this
measure. SES of the student (-0.13) was associated with higher science grades, as
was number of science courses taken by the student (-0.45). The indirect effects for
the variable were all relatively small; none of the standardized coefficients for
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indirect effects exceeded 0.08 in absolute value. In all, 32 percent of the variation in
low science grades was explained by the model.
There were also several important predictors of standardized science test
scores in the model. All of the control variables, with the exception of private school,
were significantly related to science score. Male students outperformed female
students on standardized science tests, with a coefficient of0.13. In addition, White
students outperformed Hispanic (-0.10), Black (-0.21), and Native American (-0.05)
students. Asian students did not differ significantly from White students in their
science scores. Among school characteristics only free/reduced lunch had a
significant effect on science test scores, and it was negative and weak (-0.05).
Student SES and science courses taken both had positive effects (0.20 and 0.35
respectively). Again, the indirect effects on science test scores were relatively weak
for the model. The strongest, for number of science courses taken, was only 0.08.
All others had coefficients with an absolute value of0.04 or below. A total of32
percent of variation in standardized science test scores was explained by variables
included in the model.
Several variables predicted first science major (blocked method) as well.
Race was the only control variable that was significantly related to first science
major. Asian (0.06), Hispanic (0.04), and Black (0.11) students were all found to be
more likely than White students to select science majors. None of the school
characteristics included here (rural school, percent free/reduced lunch, and number of
advanced science courses offered) were significantly related to choice of major. Of
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the student characteristics, all except SES were significant predictors of science
major. Test scores were positively associated with choice of science major (0.09),
while low science scores were negatively related to the variable (-0.12). Number of
science courses taken was the strongest predictor of science major, with a coefficient
of 0.23. Finally, frequency of lab use in the 12th grade was significantly related to
science major (0.05). The strongest indirect effects on science major were those of
SES (0.09) and number of science courses taken (0.09). No other indirect effects had
coefficients with absolute values of greater than 0.04. The total effects of student and
school characteristics were similar to the direct effects in most cases, since indirect
effects were weak in the model. Only the total effect of science classes differed
substantially from the variable's direct effect; the coefficient for this variable
increased from 0.23 for the direct effect to 0.31 for the total effect. In total, 14
percent of the variation in science major was explained in the model.

Model 2. The second structural equation model, shown in Table 5, assesses
the influence of student and school characteristics on low science grades, science test
scores, and first college major (scaled method). The model shows that three of the
exogenous variables are significant predictors of 12th grade lab use. There is a weak
negative relationship between lab use and SES (-0.04). In addition, there is a
moderately strong positive relationship between 10th grade lab use and 12th grade lab
use (0.33). Race also has an influence, such that Asian students report slightly less
lab use (-0.04) and Native American students report slightly more lab use (0.04).

50

Table 5. Standardized Coefficients for the Structural gguation Model of Factors that Predict Low Science Grades, Science Test Scores, and First Science Major for Scaled Science Major
Low Science Grades
Science Test Scores {Grade 12)
Science Major
Direct Effects on Endosenous Predictors
Lab Use
Science
Free/Red
Advanced
Direct
Total
Indirect
Direct
Total
Indirect
Direct
Total
Indirect
Effects
Effects
Effects
Effects
Effects
(12th grade) Courses
Lunch
Courses
Effects
Effects
Effects
Effects
7
Ri=0.03
R7 =0.IO
R7 =0.26
R =0.33
R =0.36
R = 0.07
R ""0.13

Student Characteristics
Test Score (Grade 12)
Low Science Grades
SES
Science Courses
Lab Use (Grade 10)
Lab Use (Grade 12)

-0.04 u
0.33 ...
-

0.25 •••
-

-0.01

0.05 u

-0.23 •••
-

0.15 •••
-

-

-0.13
-0.46 •••

-

-

-0.23
-0.46

-

-0.10
-

0.23 •••
0.34 •••

-

-

0.32
0.34

-

0,09
-

0.12 ...
-0.05 ••
-0,01
0.17 •••

-

0.12
-0.05
0.08
0.23

o.oo

0.09
0.06
0.00
0,00

-0,01

-0.01

0.00

0.02
0.00
-0.01

0.ot

0.02
0.06
0.01
0.04
0.00
0.01

0.02
0.02
-0.03
-0.04
-0.01
0.00

Sc/100! Cliaracteristics
Rural School
% Free/Red Lunch
# Advanced Courses (In)

-

-

-0.04 ••

0.01

-

-

0.01
-0.01
0.05 •••

-0.02
-0.01
0.05

-0.02

0.08
-0.05
0.06
0.14
0.05
-0.03

0.07
-0.09
0.09
0.16
0.06
-0.03

-0.01
-0.04
0.03
0.02
0.01
0.00

-

0.ot
-0.03 *
0.01

0.03
-0.03
0.01

0.02

0.16
0.00
-0.14
-0.22
-0.05
0.02

0.01
0.03
-0.03
-0.02
-0.01
0.01

-

0.ot
-0.01

0.00
0.00

Controls
Male
0.03
0.02
0.09 ...
Asian
-0.04 •
-0.06 ...
Hispanic
0.01
-0.03 ••
Black
0.03
0.04 ••
Native American
-0.03 •
Private School
-0.03 •
0.01
N =6616
Goodness ofFit: CMIN= 1070.32; df= 117, p<.001
Tucker-Lewis Index= 0.989
RMSEA=0.o35
*p<.05, **p<.01, ·••p<.001

0.01
0.04
0.19
0.15
0.08
-0.27

•
...
•••
•••
...

0.01
0.08
0.05
0.04
-0.01
0.03

•••
•••
••
•

...
...
...
•••
...
•

0.15
-0.03
-0.11
-0.20
-0.03

0.ot

•••
•
...
•••
••

0.00
0.04 ••
0.04 ••
0.08 •••
0.01
0.01

There is also a significant effect of private school, with a coefficient of-0.03.
The model explains 13% of the variation in this variable.
For the number of science courses taken, all exogenous variables except for
male and private school are significant predictors of outcomes. SES is positively
related to number of science courses (0.25), as is rural school (0.05). Race is also
significantly related to number of science courses taken. Asian students enrolled in
more science courses compared to White students (0.09), while Hispanic (-0.06),
Black (-0.03), and Native American (-0.03) students enrolled in fewer science courses
relative to White students. The model was able to explain 10% of the variation in
science courses taken.
Four of the exogenous variables were important predictors of free/reduced
lunch in the school. The SES of the student was negatively related to free/reduced
lunch (-0.23). Race was also related to percent free/reduced lunch for all race
categories. Asian (0.04), Hispanic (0.19), Black (0.15), and Native American (0.08)
students were all more likely to attend schools with a high percentage of free/reduced
lunch than were White students. In addition, private school attendance was
negatively related to percentage of free/reduced lunch students in the school (-0.27).
A total of26% of the variation in this variable was explained by the exogenous
variables in the model.
Number of advanced courses offered by the school was predicted by four of
the five exogenous variables in the model. SES was positively related to number of
advanced courses (0.15), while rural school was negatively related to this variable
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(-0.04). In addition, race was a significant predictor: Asian students (0.08), Hispanic
students (0.05), and Black students (0.04) were all somewhat more likely to attend
schools which offered more advanced courses; Native American students did not
differ significantly from White students. Private school also had a weak positive
association (0.03) with number of advanced courses offered. Only 3 percent of the
variation in number of advanced courses offered was explained by variables in the
model.
For low science grades, all of the control variables were significant predictors.
Male students were somewhat more likely to have low science grades (0.08). Asian
students had somewhat better science grades than White students, with a coefficient
of-0.05. However, Hispanic (0.06), Black (0.14), and Native American (0.05)
students all tended to have lower science scores. Private school attendance was
weakly associated with low science grades (-0.03); the science grades of private
school students tended to be slightly higher. Science courses taken improved science
grades (-0.46), while student SES had no influence. Among school characteristics,
only advanced courses had a significant effect by increasing low grades (0.05). As in
the previous model, indirect effects on science grades tended to be relatively weak.
The strongest indirect effect was for SES (-0.10). The coefficients of all other
indirect effects had absolute values of0.04 or less. In total, 33 percent of the
variation in low science grades was explained by this model.
Science test scores were predicted by many of the variables as well. All of the
control variables in the model except for private school were important in predicting

53

science scores. Male students received higher science scores (0.15) than female
students, while members of racial minorities received scores that were lower than
those of White students; Asian (-0.03), Hispanic (-0.11), Black (-0.20), and Native
American (-0.03) students all had somewhat lower science test scores than White
students. Of the school characteristics, only percentage of free/reduced lunch
students (-0.03) was significantly related to science test scores. Rural school and
number of advanced courses offered did not significantly influence science scores.
Finally, both of the student characteristics included in the model were significant
predictors of science test scores. SES of the student (0.23) and number of science
courses taken (0.34) were both positively associated with science test scores. Again,
few indirect effects were evident. SES had the strongest indirect effect (0.09); all
other indirect effects had coefficients with absolute values of 0.03 or less. Overall, 36
percent of the variation in science test scores was explained.
For first science major (scaled method), the only significant control variable
was race. Asian (0.04), Hispanic (0.04), and Black (0.08) students were all more
likely to choose science majors than White students. Native American students did
not differ significantly from White students. Male and private school were also not
significant. In this model, none of the school characteristics (rural school, percent
free/reduced lunch, and number of advanced courses offered) were significant
predictors of science major. However, all of the student characteristics except for
SES were significant. Test score (0.12) was positively related to science major, while
low science grades (-0.05) was negatively related (suggesting that higher science
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grades were associated with a greater tendency to choose a science major). The
number of science courses taken was also significant (0.17). Indirect effects on
science major were generally weak. The strongest was the indirect effect of SES
(0.09). Except in the case of SES, total effects were almost identical to direct effects
for the model. For SES, direct effects were -0.01, while total effects were 0.08. In
all, 7 percent of the variation in science major was explained in this model.

Model 3. As seen in Table 6, the third structural equation model assesses the
influence of student and school characteristics on low science grades, science test
th

scores, and science major for first college degree (blocked method). For 12 grade
lab use, the table shows that only 10th grade lab use had a significant effect (0.44).
All other relationships were nonsignificant. A total of 10 percent of the variation in
12th grade lab use is explained.
For science courses, SES has a significant effect (0.32), as does race. Asian
students were likely to take more courses than White students (0.10), while Hispanic
students were likely to take fewer courses than White students (-0.07). Black and
Native American students did not differ significantly from White students. Fourteen
percent of the variation in science courses was explained by the model.
SES of the student was important in explaining differences in the percentage
of free/reduced lunch in the school (-0.27) as well. Race and private school
attendance were also important variables in explaining the percentage of students
receiving free lunch in the school. Asian students were more likely to attend schools
with high levels of free/reduced lunch (0.10), as were Hispanic (0.19), Black (0.20),
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Table 6. Standardized Coefficients for the Structural gguation Model of Factors that Predict Low Science Grad!:!z Science Test Scores, and Science Major of First Collcse De~e for Blocked Science Major
Low Science Grades
Science Test Scores {Grade 12}
Science Major
Direct Effects on Endosenous Predictors
Indirect
Direct
Total
Indirect
Lab Use
Science
Free/Red
Advanced
Direct
Total
Direct
Total
Indirect
'Effects
Effects
Effects
Effects
Effects
Effects
Effects
Effects
Effects
Lunch
Courses
{12th&!!de} Courses
Ri=0,04
Ri=0.14
Ri=0.27
Ri"" 0.10
R =0.42
R =0.42
R =0.02

Student Characteristics
TestScore(Grade 12)
Low Science Grades
SES
Science Courses
Lab Use (Grade IO)
Lab Use (Grade 12)

-0.06

0.32 ...

-0.27 •••

0.18 •••

-0.14 •••
-0.54 •••

-0.31
-0.54

-0.17

0.20 •••
0.39 •••

0.34
0.39

0.15

0.08 •
0.08 •
-0.05
0.02

0.44 •••
0.01

0.08
0.08
--0.04
0.01
0.00
0.01

0.01
-0.01
0.00
0.00

School Characteristics
Rural School
% Free/Red Lunch
# Advanced Courses (In)

--0.04

0.00

-0.07 ••

0.02

0.00
0.00
0.05 •

-0.0t

-0.01

o.oo
0.05

0.02
-0,08 ••
0.01

0.02
-0.08
0.01

o.oo

0.08 ••
-0.05
-0.07 ••

0.08
-0.06
-0.06

0.00
-0.0t
0.00

0.14
0.03
-0.13
-0.20
-0.04
0.08
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and Native American (0.08) students. Private school attendance was negatively
associated with percent free/reduced lunch (-0.20). A total of27 percent of the
variation in this variable was explained in the model.
For advanced courses, all variables except male were significant. SES was
positively associated with number of advanced science course offerings (0.18). Rural
school was negatively associated with the number of advanced courses that were
offered (-0.07). Asian (0.07) and Hispanic (0.08) students were more likely than
White students to attend schools which offered more advanced courses, though Black
and Native American students did not differ significantly from Whites. Private
school attendance was negatively associated with the number of advanced courses
offered (-0.07). In total, 4 percent of the variation in advanced courses was
·explained.
All of the control variables in the model were important for explaining
differences in low science grades. Male students had lower science grades than
female students (0.07). Asian (-0.08) and Hispanic (-0.06) students had higher
science scores than White students, while Black and Native American students did
not differ significantly from White students. Private school attendance (-0.06) also
tended to raise students' science grades. Of the school characteristics, only the
number of advanced courses offered in the school was significant. This variable was
positively related to -low science grades (0.05). Both student characteristics, SES and
science courses, were important predictors oflow science grades, and both were
negatively related to outcomes for low science grades. SES had a standardized
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coefficient of-0.14, while the coefficient for science courses was -0.54. Overall, 42
percent of the variation in low science grades was explained.
For test scores, all of the control variables in the model were significant. Male
students had higher test scores than female students (0.14). Hispanic students (-0.09)
and Black students (-0.19) had lower test scores than White students, while Asian and
Native American students did not differ significantly from White students in their test
scores. Private school had a small, positive effect (0.06). The percentage of students
receiving free and reduced lunch (-0.08) was the only school characteristic which was
significantly related to science test scores. Neither rurality of the school nor number
of advanced courses offered was important in explaining students' standardized
science scores. Both of the student characteristics in the model, on the other hand,
were related to science scores. SES (0.20) and number of science courses taken
(0.39) were both positively related to science test scores. The strongest indirect effect
for science test scores was that of SES (0.15). All other indirect effects were weak;
none had coefficients with absolute values greater than 0.04. Forty-two percent of the
observed variation in standardized science test scores was explained by the variables
included in the model.
None of the control variables included in the model (male, race, private
school) were important in predicting science major of first college degree (blocked
method). However, two of the school characteristics were important; only percent
free/reduced lunch was not significantly related to science major. Rural school
attendance was positively related to science major, with a coefficient of0.08.
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Number of advanced courses offered, however, was negatively related to science
major (-0.07). Finally, both test score (0.08) and low science grades (0.08) were
associated with a greater likelihood of graduating with a science major. SES, number
of science courses taken, and lab use were not significantly related to science major.
Compared to first college major, the effects seen on first college degree were weak.
This model explained 2 percent of the variation observed for science major.

Model 4. In Table 7, the results of a structural equation model for the effects
of student and school characteristics on low science grades, standardized science test
scores, and graduating with a science major (scaled method) are presented. The table
reveals that the only significant influence on 12th grade lab use is 10th grade lab use,
with a standardized coefficient of0.26. A total of7 percent of the variation in 12th
grade lab use is explained.
For number of science courses taken by the student, all of the variables in the
model were significant. SES (0.33) was the strongest predictor of number of science
courses. However, there was also a weak but significant positive relationship
between rural school and science courses (0.03) and a weak but significant negative
effect of male on science courses (-0.03). Asian students were more likely to take
science courses (0.10), while Hispanic (-0.05) and Native American (-0.04) students
were less likely than White students to take science courses. Private school
attendance was positively associated with number of science courses taken (0.05).
For this variable, 16 percent of the observed variation was explained by the model.
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Table 7. Standardized Coefficients for the Structural Equation Model ofFactors that Predict Low Science Grades, Science Test Scores, and Science Major of First College Degree for Scaled Science Major
Low Science Grades
Science Test Scores {Grade 12}
Science Major
Direct Effects on Endosenous Predictors
Indirect
Advanced
Direct
Total
Indirect
Direct
Total
Indirect
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Total
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0.02
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-0.13 •••
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Percent free and reduced lunch was significantly related to three of the
exogenous variables in the model: SES, race, and private school attendance. SES was
negatively related to percent free/reduced lunch (-0.25). Asian students, (0.06),
Hispanic students (0.18), Black students (0.18), and Native American students (0.09)
were all more likely to attend schools with high rates of free/reduced lunch. Private
school students, on the other hand were less likely to attend schools with high levels
of free/reduced lunch (-0.21). Twenty-five percent of the variation in free/reduced
lunch was explained by variables in the model.
Number of advanced courses offered at the school was positively associated
with student SES (0.19). It was also negatively associated with rurality of school
(-0.06). Of the control variables, only race was an important predictor of advanced
courses. Asian (0.07) Hispanic (0.08), and Black (0.07) students were all more likely
to attend schools which offered more advanced courses, compared to White students.
In total, 4 percent of the variation in advanced courses was explained.
All of the control variables in the model were significantly related to low
science grades. Male students were more likely to receive low grades (0.08).
Hispanic students were unlikely to receive lower science grades than White students.
Black (0.12) and Native American (0.03) students, on the other hand, were both more
likely to receive low science grades. Private school students (-0.04) were somewhat
less likely to receive low science grades. The indirect effect of SES on science grades
(-0.17) was the strongest of the indirect effects for the model. All other indirect
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effects for science grades were relatively small; the largest had an absolute value of
0.05. For this model 42 percent of the variation in low science grades was explained.
As with science grades, all of the control variables in the model were
significantly related to standardized science scores. Male students received higher
scores (0.14) than female students, while Hispanic (-0.09), Black (-0.21), and Native
American (-0.03) students received lower scores than White students. Private school
students received somewhat higher science test scores (0.03). Of the school
characteristics in the model, only percent free/reduced lunch (-0.05) was a significant
predictor of science scores. Rural school and number of advanced classes offered
were not significantly associated with test scores. Both of the student characteristics,
however, were significant predictors of scores. SES (0.24) and number of science
courses taken (0.34) were both positively associated with better standardized science
test scores. The only indirect effect for test scores of any significance is that of SES
(0.14). Other indirect effects had coefficients with absolute values of0.03 or less. A
total of 42 percent of variation in science scores was explained by variables included
in the model.
For science major of first college degree (scaled method), only private school
attendance was a significant predictor (0.04). Other control variables in the analysis
(male and race) were not significantly related to science major. In addition, school
characteristics (rural school, percent free/reduced lunch, and number of advanced
courses offered) and student characteristics (test scores, low science grades, SES,
science courses taken, and grade 10 and grade 12 science lab participation) were not
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significantly associated with obtaining a degree in science. No direct effects for the
model (absolute values) were greater than 0.01, and the variation explained by the
model was less than one percent.
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Chapter4
Discussion

The findings for these analyses are generally consistent with those of previous
research, and with expected findings, although the study found fewer effects of
rurality than were expected. Roscigno and Crowley (2001 ), for instance, find that
rurality negatively influences student outcomes, a finding that is not replicated here.
There was a small effect of rurality on grades, only for students who did not attend
college. In addition, there was a positive effect on science major for first college
degree in one measure, but not for the other. Rurality did not seem to influence
science scores. There were also no indirect effects of rurality to speak of, a finding
which did not correspond with the expectations. There is no previous research on the
effects of rurality with which to compare these findings. However, these results
reflect a certain degree of consistency within the study, in that when effects of rurality
are found they are always positive. This seems to suggest that, to the degree to which
rurality has an effect on science achievement and the decision to major in science, the
effect is positive, albeit weak.
Male respondents had lower science grades across analyses, which is
consistent with the finding in previous research that while males remain in the science
participation pipeline they tend to be exceeded by female students in terms of
achievement. While male students tended to have higher science test scores across
analyses, it is not clear that this is inconsistent with previous research. The higher
test scores of male students could be a result of greater participation in the science
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pipeline. Because male students are more involved in science, and likely have been
since the earliest years of education, it may be that they have obtained more science
knowledge in spite ofreceiving somewhat lower grades in any particular science
course. It is also true that grades in general tend to be lower for male students, and
may in part reflect noncognitive components of male student behavior.
This study found no difference between male and female students in their
levels of participation in science majors. This is not consistent with previous
research, which has generally found greater levels of participation among male
students (Hanson 1996, Lee 2002). In these analyses, both science grades and
standardized science score are controlled. Because these variables have not been
controlled simultaneously in earlier studies, this may help to explain the lack of
significant differences between male and female students found in this study.
Another possibility is that this research uses data collected more recently than that for
other studies of the gender gap in science education, and this gap has decreased in the
intervening years. It seems likely that participation of female students relative to that
of male students would show some increase, and this may be reflected in the results
presented here.
The effects of race seen here are also generally consistent with those found in
other studies. Asian students had higher science grades, though their science scores
generally did not differ from those of White students. They were more likely to be
involved in science majors for the measures of first major, but not for measures for
first college degree. The reasons behind this are not readily apparent, but might
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suggest that the education benefits of Asian students decrease at higher levels of
education. The relatively small number of Asian students in the sample, coupled with
smaller sample sizes for respondents receiving their first college degree, may also be
a factor. Previous research has not focused on the science outcomes of Asian
students, so it is not clear whether these findings would be supported by other
research.
For Hispanic students, both grades and test scores tended to be lower than
those of White students but higher than those of Black students. This is consistent
with research on the relative performance of these groups in education in general,
though research has not looked specifically at the performance of Hispanic students in
science. For first science major, the effects of being Hispanic were positive for both
measures of first major, though the direct effects were rather small. While contrary
to expectations, this could be the result of selection factors which influence which
Hispanic students attend college as well as the fact that achievement measures are
controlled.
The findings for Black students parallel those for Hispanic students, but are
more severe. Black students, as would be expected on the basis of prior research,
have lower grades and test scores than White students and Hispanic students. As with
Hispanic students, the effect of being Black was positive for first science major,
though the strength of the relationship was relatively weak. Again, this may be partly
an issue of selection (Black students who attend college are more likely to be science-
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oriented than Black students in general) or may be due to the fact that both grades and
test scores were controlled.
For Native American students, the results were less consistently significant for
other groups. The general finding was that being Native American was detrimental to
science grades and scores. There was no effect of being Native American on science
major. The most likely explanation for the lack of consistently significant results for
this group is the small number of Native American students in the sample. At any
rate, while research has not specifically addressed the science achievement of Native
American students, the results of these analyses are generally consistent with the
expectation that Native American students would perform less well than White
students.
Attending a private school also seems to have positive effects on science
outcomes. Private school students have somewhat better science grades, as well as
higher standardized test scores for science. There was also a positive but weak effect
of private school attendance for one measure of science major. The general results
for private school attendance are in line with prior studies of the influence of private
school attendance on various educational outcomes, and (as with some race
categories) the small percentage ofrespondents who attended private schools may
have decreased the ability to identify effects of this variable with more clarity.
Previous research has not explored the influence of school level characteristics
on science achievement/attainment. The effects of percent free and reduced lunch in
the schools is consistent, however, with the results that would be expected. This
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variable is associated with lower science scores, and in some analyses lower science
grades. Based on previous research, we would not expect that any school
characteristics would have effects as strong as those of student characteristics, so it is
not especially surprising that the results for percent free/reduced lunch are not always
significant, or that this variable has no effect on the decision to major in science.
Multilevel modeling could have detected greater significance for school
characteristics than was found in the present study, but in all likelihood the strength
of the regression coefficients would have remained weak.
In terms of advanced science courses offered in the school, the results which
have been found for these analyses are somewhat perplexing. While one might
expect that an increased number of advanced science classes offered in the school
would if anything increase science aptitude, this is not what has been found. Instead,
there is a relatively consistent tendency of this variable to negatively affect science
outcomes. The reasons for this are not clear. However, the availability of advanced
courses might indicate extensive tracking in the science curriculum of the school that
would have negative consequences for weaker students.
The student characteristics included in these models tended to have the most
pronounced effects. Student test scores were related to higher science scores as well
as an increased likelihood of majoring in science. This relationship seems to work in
the expected direction.
The same is true for science grades. Better science grades are associated with
better science test scores, and in some models are associated with a higher likelihood
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of majoring in a science field for first college major. For first college degree, higher
science grades are negatively related to higher levels of science major; this is a
statistically significant difference for one model of first college degree but not for the
other. One potential explanation for this finding is that a few students enroll in
rigorous advanced science courses with high grading standards while the majority of
students enroll in less difficult science courses. The reasons for this finding are also
unclear. Indirect effects of science grades are not measured, so it is possible that this
is a result of some other variable, such as standardized science score or number of
science classes taken, overpowering the effect of science grades. When standardized
scores are high and a student has taken many science courses, it may be that students
become more likely to do well in spite of poor science grades. It is also possible that
college graduates who majored in science fields were more likely to take more
difficult science courses in high school, such as AP or even college courses. Because
the expectations are much higher .in these courses, grades would be lower even when
other measures (such as standardized science score) of science achievement might
indicate a higher level of science learning.
The effects of SES are also generally consistent with the existing body of
education literature. SES is among the stronger influences on standardized scores and
science grades, as might be expected on the basis of previous findings regarding the
influence of SES on school outcomes. There is, however, no effect of SES on college
major. It may be that, while high-SES students tend to attend more prestigious
schools, the majors that students select at those schools are not strongly dependent
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upon their SES. It may also be that, ifit were possible to control for prestige of
school, a stronger effect of SES on college major would be evident. In other words,
within a given type of postsecondary institution, SES may play a role in determining
students' college majors, but the SES differences between different types of schools
may cloud these differences.
The findings of this study were consistent with research done by Trusty
(2002), which suggests that taking difficult math and science courses in high school
increased the likelihood of majoring in science in college. Number of science courses
was consistently a strong predictor of science grades and science scores, and was a
predictor of major in three of the four structural equation models. Part of the
relationship between number of science courses and science outcomes might reflect
self-selection of students who are already good at science into larger numbers of
science classes. It is also possible, however, that there is a real effect of taking more
science courses on science outcomes, including the likelihood of majoring in science.
There is also no precedent for the effect of laboratory use on these outcomes.
Only one study has addressed the importance of lab use (Freedman 2001 ); this study
was unpublished and characterized by somewhat weak methodology. There is some
evidence of an effect of lab use on science test scores, though not in the expected
direction. Science test scores seem to suffer when lab use is more frequent. One
possible explanation for this finding is that science labs take away from more
conventional instructional time, leading to less science knowledge. However, another
possible explanation is that laboratory-rich science classrooms place a greater
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emphasis on the more abstract and integrative components of science knowledge that
might be more important in gaining a true understanding of scientific processes but
which are difficult to measure on standardized multiple choice exams. This study
also found a positive effect oflab use on science major for one of the measures of
first college major. This is more consistent with the expected relationship between
lab use and science outcomes. It may be that significance was not obtained for other
measures of science major because the measure of lab use employed here, while the
best measure available in the dataset, was not particularly strong.
Analyses in Series I which compared students who do and do not have college
degrees yielded very similar results. This suggests that separate processes are
probably not at work in determining the influences of various characteristics on
science outcomes for higher and lower achieving students. Instead, the same
influences seem to be at work in determining the science grades and science scores of
students regardless of whether they complete college. These analyses suggests that
10th grade test scores, science grades, SES, number of science cour;es taken, 12th
grade lab use, free/reduced lunch, male, and race are all consistently important
predictors of science test scores.
In Series II, there is also a considerable amount of consistency between
outcomes for those with and without college degrees. Test scores, number of science
courses taken, male, race, and private school are all consistently related to science
grades. It is only the school characteristics which seem to have unequal influences
for those who do and do not have degrees. As with science test scores, the effects of
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variables on science grades seems to be consistent for those who have and have not
graduate from college.

In Series ill, there were some differences in outcomes for first science major
and science major for first college degree. For first major, test score, science grades,
number of science courses, and race seem to be consistently important predictors of
outcome. For first college degree, on the other hand, there is less consistency
between measures. For blocked science major, test scores, grades, rural school, and
number of advanced courses offered were all important predictors. For scaled science
major, it was only private school that was a significant influence. The differences in
sample sizes for the blocked and scaled measures of science major are substantial,
which could account for the instability across measures. But it is also possible that
these two measures get at the issue of what science is in somewhat different ways
which do not become apparent for outcomes until actual success in completing a
degree is considered.
It is somewhat surprising that high school characteristics would be

significantly related to outcomes for first college degree, but not for first college
major. Part of the motivation behind including both of these measures was the belief
that high school influences might be more important early on in the college career,
but that subsequent changes in college major would be more strongly influenced by
post-high school experiences. Regardless of whether this is the case, there may be an
effect of rural school on success in science major that operates independent of
subsequent life experiences. It may be that this effect is not observable until later in
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the life course when individuals have generally completed their educations and settled
into careers; it is only then that it becomes clear which aspiring science majors have
and have not succeeded in completing degrees in science
This study was able to make some initial progress in answering questions
about the significance of rurality for science education outcomes. In answer to the
first set of questions regarding the relationship between rurality and science grades,
there is little evidence for either direct or indirect effects. There is some evidence that
a relationship may exist for non-college graduates but not for college graduates;
however, the effect for non-graduates is relatively weak and has not been supported
elsewhere.
Similar findings are apparent for the relationship between rurality and science
test scores. Rurality was not significant for any of the analyses in Series II or in
Series III in terms of effects on science scores. There is no evidence of either direct
or indirect effects. There is also no evidence that the relationship differs for students
who are and are not college graduates. These results were not consistent with those
of several researchers who have considered the influence of rurality on educational
outcomes (Smith 1995, Blackwell and McLaughlin 1999, Roscigno and Crowley
2001). It is important to remember, however, that while much of the research in this
area points to negative outcomes for rural students there is also evidence of positive
influences of rurality; for instance, K.hattri et al. (1997) discuss some evidence for
positive outcomes of rurality.
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In these analyses it is only for science major that there is some evidence of an
effect of rurality. For first degree, blocked method (but not for measures of first
major or for first degree using the scaled method), there was some evidence that
rurality was positively associated with success in completing a science major. To the
extent that this relationship does exist, it seems to be direct rather than indirect.

74

Chapter 5
Conclnsions

The findings of this analysis suggest that there are no siguificant effects of
rurality on either science grades or standardized science test scores. There is some
evidence that rurality influences the likelihood that respondents' first college degree
will be a science degree, but this evidence does not hold for respondent's first major
upon entering college. This effect has also not been supported either by consistency
across measures in this study or by consistency of measures across studies (because
this is the first study to assess the influence of rurality on science outcomes). Thus,
the results of this study should be treated as preliminary pending further research.
The analyses presented here have identified a number ofresearch questions
that should be addressed by subsequent research. Greater attention should be paid to
the relative likelihood of male and female students majoring in science. It is
important to understand whether differences between the two groups are explained by
differences in achievement. It is also important to understand whether the likelihood
of females majoring in science is becoming more similar to the likelihood of male
students.
Further research is also warranted regarding the positive effects on science
major for some racial minorities. Research should investigate whether this finding
stands up when standardized science scores are controlled for other data sources, or
whether this eff~ct is only apparent in the NELS data. Research should also address
the possibility that minority students who are successful in school and attend college
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are a select group of students. While the overall rates of participation in science
majors may be low for minority members, participation among these minorities might
be relatively high among high-achieving minority students. It would also be
advisable to investigate the ways in which the influence of race and gender may
interact with rurality.

In addition, this study was not able to control for the difficulty of science
courses taken. While the relative importance of number of science courses taken
seems to indicate that taking science courses has positive outcomes regardless of their
difficulty, future research should make attempts to include a control of this potential
influence. This might be done in a rough way, for instance, using high school
transcripts available in the restricted NELS data.
This is the first study to assess the importance of number of science classes
taken. This variable was found to be an important predictor of science outcomes, but
the reasons behind this are unclear. Subsequent research in this area should focus on
differentiating between selection factors into science classes and the effects that these
classes have separate from selection, as well as the effects of tracking and selfselection on the decision to take easy or difficult science courses. For instance, it
would be worthwhile in subsequent research to include measures of attitudes
regarding science which may drive students to choose to enroll in science courses.
The influence of laboratory use on science outcomes is also an
underresearched topic. In particular, the finding that science scores are lower for
students with more lab exposure should be investigated more closely. It is important
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to understand whether this is a result of an actual decrease in science knowledge as a
result of lab use or a shift from factual knowledge to a more general understanding of
scientific processes. The influence of high school lab use on the decision to choose a
science major should also be explored further.
Because this is the first study to assess the influence of rurality on science
outcomes, this relationship should be further analyzed in order to lend support to the
findings presented here or, perhaps, to refute the findings of this study. One potential
approach in future research might be to separate rural, urban, and suburban
communities and to consider each separately. In addition, it seems that research
could (and should) make more explicit attempts to identify the positive and negative
influences of rurality on science outcomes, and to differentiate between their effects.
This would create a better understanding of how rurality impacts students'
educations, and might lead to an increased ability to mediate the negative influences
of rural communities as well as to find ways of modeling some of the positive
influences of rural communities for urban communities in order to improve student
outcomes.
Perhaps the most important goal of future research in this area should involve
a better conceptualization of what science is and how it should be measured. There
are a myriad of possible ways of defining science, and there is little consensus among
individuals (including self-described scientists) regarding which particular disciplines
should be seen as science. There are questions, for instance, regarding how strongly
mathematical and scientific disciplines should be separated, as well as how strongly
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natural and social sciences should be separated (or whether the social sciences should
be seen as sciences at all). This study has attempted to create two reasonable
definitions of science that could be used to operationalize a measure of science
majors. However, further attempts should be made to identify new methods of
operationalizing science which would engender greater levels of agreement between
individuals, or at least to identify the different ways in which science might be
defined and to analyze the effects of various characteristics on science outcomes on
the basis of each way of defining science.

78

References
Ahlgren, Priscilla. (1991). Closing the math and science gap. The Education Digest,
57(1 ), 46-48.
American Chemical Society, The. (1990). Science education policies for national
survival. The Education Digest, 55(7), 47-50.
Anonymous. (1997). A worthwhile international comparison. NEA Today, 15(6),
17.
Baird, Bill. (1995). Status of science education in rural schools. Science education
in the rural United States. Implications for the twenty-first century. Paul B.
Otto, Ed. Vermillion, SD: University of South Dakota Press.
Bandura, Albert. (1986). Social foundations of thought and action: A social
cognitive theory. Englewood Cliffs, NJ: Prentice Hall.
Bardeen, Marjorie G. and Leon M. Lederman. (1998). Coherence in science
education. Science, 281(5347), 178-179.
Blackwell, Debra L. and Diane K. McLaughlin. (1999). Do rural youth attain their
educational goals? Rural Development Perspectives, 13(3), 37-44.
Carey, John. (1997). Everyone knows E=MC2 - Now who can explain it? Business
Week, 3547, 66-69.
Cooper, Will. Science in the public eye. The Skeptical Inquirer, 22(2), 25-28.
Ehlers, Vernon J. (2000). Science education and our nation's future. Bioscience,
50(9), 731.

79

Eve, Raymond A. (1991). What's wrong with science education? The Sceptical
Inquirer, 15(3), 296-299.
Farmer, Helen S., James L. Wardrop, and Susanne C. Rotella. (1999). Antecedent
factors differentiating women and men in science/nonscience careers.
Psychology ofWomen Quarterly. 23, 763-780.
Freedman, Michael P. (2001 ). The influence of laboratory instruction on science
achievement and attitude across gender differences. Unpublished document.
Gilroy, Marilyn. (2002). Waking up students' math/science attitudes and
achievement. The Education Digest, 68(4), 39-44.
Goodstein, David. (2001). Science education paradox. Technology Review, 104(7),
90-91.
Hanson, Sandra L. (1996). Gender, family resources, and success in science.
Journal of Family Issues, 17, 83-113.
Hanson, Sandra L., Maryellen Schaub, and David P. Baker. (1996). Gender
stratification in the science pipeline: A comparative analysis of seven
countries. Gender and Society, 10(3), 271-290.
Hazen,R.M. (1991). Whymykidshatescience. Newsweek, 117(8), 7.
Hiraoka, Leona. (1998). The international test scores are in .... NEA Today, 16(9),
19.
Jones, Leslie S. (1998). The myth of meritocracy and delusions of equity: Cultural
impediments to diversity in natural science programs. Paper presented at the

80

Annual Meeting of the American Educational Research Association. San
Diego, CA., April 13-17.
Joyce, Beverly A. and Stephen J. Farenga. (1999). Informal science experience,
attitudes, future interest in science, and gender of high-ability students: An
exploratory study. School Science & Mathematics 99(8), 431-43 7.
Khattri, Nidhi, Kevin W. Riley and Michael B. Kane. (1997). Students at risk in
poor, rural areas: A review of the research. Journal of Research in Rural
Education, 13(2), 79-100.
Lanier, Kristina. (1999). Science ed under the microscope. Christian Science
Monitor, 91(80), 16.
Lee, James Daniel. (2002). More than ability: gender and personal relationships
influence science and technology involvement. Sociology of Education,
75(4), 349-374.
MacVicar, Margarte L.A. (1990). Biting the bullet on science education. Issues in
Science and Technology. 7(1), 36-39.
Mann, George, John Price, and Don Kellogg. (1993). Rural secondary school
science teachers: What they need to be successful. Paper presented at the
Annual Meeting of the Mid-South Educational Research Association. New
Orleans, LA: November 10-12, 1993.
Marek, Edmund A. and Wayne Rowe. (1993). Improving science teaching in the
United States. The Skeptical Inquirer, 17(2), 175-179.

81

Matthews, Jay. (2001). What's wrong with science education? Scientific American
Explorations, 4(4), 32-36.
Pearson, Willie, Jr. (1987). The flow of black scientific talent: leaks in the pipeline.
Humboldt Journal of Social Relations, 14(1&2), 44-60.
Roscigno, Vincent J. and Martha L. Crowley. (2001). Rurality, institutional
disadvantage, and achievement/attainment. Rural Sociology. 66(2), 268-293.
Schneider, Barbara. (1993). Parents, their children, and schools: An introduction.
Parents. their children. and schools. Barbara Schneider and James S.
Coleman, Eds. Boulder, CO: Westview Press, Inc.
Scott, Eugenia C. (2000). Not (just) in Kansas anymore. Science, 288(5467), 813814.
Shaffer, Leigh S. and Carole L. Seyfrit. (1999). Rural youth and their transitions and
pathways connecting school and work: A white paper. From the conference
"Rural youth and their transition from school to work." Norfolk, VA:
November 4-6, 1999.
Shapley, Deborah. (1996). Science and the education crisis. Christian Science
Monitor, 88(92), 20.
Smith, Mark H., Lionel J. Beaulieu, and Ann Seraphine. (1995). Social capital, place
ofresidence, and college attendance. Rural Sociology. 60(3), 363-380.
Thom, Mary. (2002). Girls in science and technology: what's new, what's next?
The Education Digest, 67(5), 17-24.

82

Trusty, Jerry, Chester R. Robinson, Maximino Plata, and Kok-Mun Ng. (2000).
Effects of gender, socioeconomic status, and early academic performance on
postsecondary educational choice. Journal of Counseling and Development,
78(4), 463-473.
Trusty, Jerry. (2002). Effects of high school course taking and other variables on
choice of science and mathematics college majors. Journal of Counseling &
Development, 80, 464-474.
Valverde, Gilbert A. and Schmidt, William H. (1997). Refocusing U.S. Math and
Science Education. Issues in Science and Technology. 14(2), 61-66.

83

Appendix I.

Description of Measures.

84

Description of Measures.
Each of the variables used in the study is listed below. The study variable
name (the name used in the text and tables within the study) is printed in bold. The
name(s) in italics which follow represent the original NELS:88/2000 variable or
variables used in constructing the resulting variable. The original variable name(s)
are followed by a description of the study variable.
Male. j2sex. Sex of student. Composite of earlier self-report measures, with sex
inferred from name when data were missing or discrepancies occurred. Female= 0,
Male= 1.
Private School. gl 2ctrl. Student attends private school. All types of private schools
(Catholic, other religious, and nonreligious) were collapsed for this variable. Private
school= 1, Public school= 0.
Race. j2racel. Four dummy variables (Asian, Hispanic, Black, Native American)
are used in the anal~ses, with White as the reference category. This variable is
measured in the 12' grade, but is a composite of earlier self-report measures which
provides the most complete measure ofrace available.
Rural School. gl 2urbn3 Student attends rural school. Urban and suburban districts
were collapsed for the purpose of this study. Rural school= 1, Non-rural school= 0.
Advanced Courses. fl75a3,fl75a4,fl75b3,fl75b4,fl75c3,fl75c4,fl75d3,

fl 75d4, fl 75e3, fl 75e4, fl 75/3, fl 75f4, fl 75g3, fl 75g4, fl 75h3, fl 75h4, fl 7 i3,

fl~fl~fl~fl~fl~fl~fl~fl~~fl~~fl~

fl75n4. Number of advanced science courses (AP and college courses) offered in the
school. Natural log transformation of the sum of all school reported advanced
placement and college science courses offered.
SES. f2ses. Socioeconomic status of student. Ranges from -3.24 to 2.75. This is a
12th grade measure, but uses earlier values for SES whenever possible. It is the most
complete measure of SES available in the dataset.

% Free/Reduced Lunch. fl c30a. Percentage of students receiving free or reduced
lunch is used as an estimate of overall school socioeconomic status. For the original
variable, the categories were: 0=0%; 1-10%; 2=11-50%; 3=51-100%. For this study,
categories were recoded to their midpoints to create a rough representation of the
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degree of difference between schools. The new categories are: 0=0%; 5.50=1-l 0%;
30.50=11-50%; 75.50=51-100%.
10 th Grade Lab Use. f1s29d,f1s29g,fls29n. Self-reported frequency oflaboratory
use by the student. Composite of three variables regarding frequency with which the
student writes laboratory reports, watches the teacher demonstrate an experiment, and
conducts an independent experiment in science class. Exploratory factor analysis was
used to create a factor score for these variables. Factor analysis suggested that all
three variables should be measured as one factor. Loadings were 0.75 for writes lab
report, 0.66 for conducts own experiment, and 0.72 for watches teacher demonstrate
th
experiment. For structural equation modeling, a latent measure of I 0 grade lab use
was employed; for regression analyses, the factor scores created by exploratory factor
analysis were used.
12th Grade Lab Use. f2s15be, f2s15bf. f2s15bg, f2s15bh, f2s15bk. Self-reported
frequency oflaboratory use by the student. Composite of five variables regarding
frequency with which the student watches the teacher demonstrate an experiment,
conducts an independent experiment alone or in a group, uses books to show how to
do an experiment, writes lab reports, and conducts own experiments in science class.
Exploratory factor analysis was used to create a factor score for five variables. Factor
analysis suggested that all five variables should be measured as one factor. Loadings
were 0.69 for watches teacher do experiment, 0.83 for does experiment alone/in
group, 0.76 for uses books to show how to do experiment, 0.79 for writes lab reports,
and 0.49 for does own experiment. For structural equation modeling, a latent
measure of 12th grade lab use was employed; for regression analyses, the factor scores
created by exploratory factor analysis were used.
Science Courses. flrhsc _ c. Sum of science courses taken by student in high school.
Consistent with HSB method of measuring this variable.
Science Grades. j2rhscg2. Sum of science grades for high school. Consistent with
HSB method of measuring this variable.
Standardized Science Test Score. Fl 2xsstd. Student's score on a standardized
science test.
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Groupings for Science Major (Blocked Method).
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Groupings for Science Major (Blocked Method).
Created from variable psefirmj (first major) and variable f4emj 1d (first degree).

Science Majors (coded as 3)
Biological Science-zoology
Biological Science-botany
Biological Science-biochemistry
Biological Science-all other
Mathematics-statistics
Mathematics-not statistics
Interdisciplinary- biopsychology
Interdisciplinary-integrated science
Physical Sciences-chemistry
Physical Sciences-earth science
Physical Sciences-physics
Physical Sciences-other
Social Science Majors (coded as 2)
Psychology
Economics
Geography
History
Sociology
Political Science
Non Science Majors (coded as 1)
Spanish
Foreign Language-non European
Foreign Language-European
Letters-American/English Lit
Letters-Creative/Technical Writing
Letters-All Other
Arts-commercial art
Arts-design
Arts-speech/drama
Arts-film arts
Arts-music
Arts-visual/performing/fine
Arts-crafts/folk art/artisan
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Appendix III
Scale Scores for Science Major (Scaled Method).
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Nels Category for Major
agriculture
agricultural science
natural resources
forestry
architecture
american civilization
area studies
african-american studies
ethnic studies-not black/area studies
accounting

business-finance
business-business/management systems
business-management/administration
business-secretarial
business-business support
business-marketing/distribution
journalism
communications
communications technology
computer programming
data processing technology
computer and information sciences
consumer services-cosmetology
consumer services-mortuary
education-early childhood
education-elementary
education-secondary
education-special
education-physical education
education-other
engineering-electrical
engineering-chemical
engineering-civil
engineering-mechanical
engineering-all other
engineering technology
spanish
foreign language-non european
foreign language-eurpoean (not spanish)
health/allied-dental/med tech
health/allied-ther/mentalhlth
health/physed/recreation
nursing-nurse assisting
health/allied-general and other
nursing-nursing, post-m
health-audiology
health-cllinical health science
health-dentistry
health-medicine
health-veterin~ medicine

25-1041.00
25-1041.00
25-1043.00
25-1043.00
25-1032.00
25-1125.00
25-1062.00
25-1062.00
25-1062.00
25-1194.00
25-1194.00
25-1194.00
25-1194.00
25-1194.00
25-1194.00
25-1194.00

Science
Score
83
83
83
83
83
58
58
58
58
10
10
10
10
10
10
10

25-1021.00
25-1021.00
25-1021.00
*39-5012.00
*11-9061.00
*25-2021.00
*25-2021.00

58
58
58
15
13
54
54

83
83
83
30
33
58
58

66.02
66.02
66.02
21
21.42
52.6
52.6

*25-2042.00

17

63

37.14

25-1032.00
25-1032.00
25-1032.00
25-1032.00
25-1032.00
25-1032.00
25-1124.00
25-1124.00
25-1124.00
25-1071.00
25-1066.00
25-1193.00

83
83
83
83
83
83
4
4
4
96
58

92
92
92
92
92
92
33
33
33
54
71

82.16
82.16
82.16
82.16
82.16
82.16
17.1
17.1
17.1
70.92
60.5

25-1072.00
25-1072.00
25-1071.00
25-1071.00
25-1071.00
25-1071.00
*29-1131.00

79
79
96
96
96
96
100

21
21
54
54
54
54
58

47.58
47.58
70.92
70.92
70.92
70.92
74.68

O*Net 0cc.
Code

Math Score

Science
Scale

67
67
67
67
92
71
71
71
71
35
35
35
35
35
35
35

70.66
70.66
70.66
70.66
82.16
60.5
60.5
60.5
60.5
20.9
20.9
20.9
20.9
20.9
20.9
20.9

Nels Category for Major
nursing-registered nurse
health-health/hospital administration
health-public health
health-preparatory programs
health-dietetics
textiles
home economics -all other
health-chiropractic
health-pharmacy
health-optometry
vocational home ec-child care
vocational home ec-other
law-paralegal (inclu prelaw)
law
letters-american/english literature
letters-creative/tech writing
letters-all other
liberal studies
library/archival science
biological science-zoology
biological science-botany
biological science-biochemistry
biological science-all other
mathematics-statistics
mathematics-not statistics
military sciences

women's studies
interdisc-environ studies
interdisc-biopsychology
interdisc-integrated science
interdisc-all other
leisure studies
basic/personal skills
philosophy
religious studies
clinical pastoral care
physical sciences-chemistry
physical sciences-earth science
physical sciences-physics
physical sciences-other
psychology

Science
Score

Math Score

Science
Scale

79
13
96
96
96

21
46
54
54
54

47.58
27.4
70.92
70.92
70.92

83
88
83

46
83
67

61
80.42
70.66

4
4
4

33
33
33

17.1
17.1
17.1

83
83
83
83
42
42
10
58
83
83

67
67
67
67
100
100
35
67
67

70.66
70.66
70.66
70.66
66.16
66.16
20.9
60.5
70.66
70.66

25-1126.00
25-1126.00
25-1126.00
25-1052.00
25-1052.00
25-1054.00
25-1054.00
25-1066.00

96
96
96
96
58

92
92
92
92
71

88.4
88.4
88.4
88.4
60.5

25-1069.99
25-1069.99
25-1061.00
25-1063.00
25-1061.00
25-1125.00
25-1067.00
25-1065.00

58
58
58
58
58
58

71

60.5
60.5
60.5
60.5
60.5
60.5

O*NetOcc.
Code
25-1072.00
*11-9111.00
25-1071.00
25-1071.00
25-1071.00
25-1192.00
25-1192.00
100 29-1011.
*29-1051.00
*25-1071.00
25-1192.00
25-1192.00
25-1112.00
25-1112.00
25-1123.00
25-1123.00
25-1123.00
25-1082.00
25-1042.00
25-1042.00
25-1042.00
25-1042.00
25-1022.00
25-1022.00
25-1194.00
25-1062.00
25-1043.00
25-1042.00

71

25-1193.00

protective services
social work
public admin-not social work
anthropology/archaeology
economics
geography
history
sociology
Eolitical science

71

71
71
71

71

Nels Category for Major
international relations
city planning
industrial arts-construction
mechanics-transportation
industrial arts-electronics
mechanics-all other
arts-commercial art
precision production
transportation-air
transportation-not air
arts-design
arts-speech/drama
arts-film arts

arts-music
arts-visual/performing/fine
arts-crafts/folk art/artisa!!!I

O*Net 0cc.
Code

Science
Score

Math Score

Science
Scale

25-1065.00

58

71

60.5

25-1194.00
25-1194.00
25-1194.00
25-1194.00
25-1121.00
25-1194.00
*11-3071.01
*11-3071.01
25-1121.00
25-1121.00
25-1121.00
25-1121.00
25-1121.00
25-1121.00

10
10

35
35
35
35
42
35
58
58
42
42
42
42
42
42

20.9
20.9
20.9
20.9
23.16
20.9
28.6
28.6
23.16
23.16
23.16
23.16
23.16
23.16

IO
10
8
10
4
4
8
8
8
8
8
8

Asterisks in front of Occupational Code indicate that an occupation other than postsecondary teacher,
or a postsecondary teacher occupation for a similar field of study, was used.

Created from variable psefirmj (first major) and variable f4emj Id (first degree).
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Bivariate Relationships

93

Table IVa. Table of Overall Bivariate Correlations
Variables
Student Characteristics
1 Science Major
2 Test Score (Grade 10)
3 Test Score (Grade 12)
4 Low Science Grades
5 SES
6 Science Courses
7 Lab Use (Grade 10)
8 Lab Use (Grade 12)

-0.01
-0.01
0.02
-0.01
-0.02
0.04 *
0.00

0.81
-0.53
0.45
0.48
0.00
-0.10

School Characten·stics
9 Rural School
10 % Free/Red Lunch
11 # Advanced Courses

-0.05
0.00
-0.03

0.04 •• 0.03 * -0.02 * 0.02 * 0.05 •• -0.01
0.00
.0.03 •• -0.01
-0.25 •• -0.25 •• 0.14 •• -0.38 •• -0.14 •• -0.02 •
-0.03 •• -0.19 ••
0.08 ** 0.09 •• -0.03 ** 0.16 ** 0.07 •• 0.06 •• -0.01

Controls
12 Male
13 Asian
14 Hispanic
15 Black
16 Native American
17 Private School
*p<.05, **p<.01

2

0.00
0.00

0.Ql
0.00
0.00
0.03 *

0.13
0.09
-0.18
-0.23
-0.06
0.18

3

••
•• -0.51 "'*
•• 0.44 "'*
•• 0.48 **
0.00
•• -0.11 ••

••
••
••
••
••
••

0.15 ••
0.08 ••
-0.17••
0.25 ••
.0.069 ••
0.19 ••

4

5

6

-0.34 ••
-0.61 •• 0.37 ••
0.05 •• 0.03 ••
0.Ql
0.06 •• -0.03 •• -0.05 ••

0.09
-0.15
0.11
0.17
0.06
-0.16

••
••
••
••
••
••

0.03
0.09
-0.25
-0.15
-0.05
0.32

•• -0.01
** 0.14 ••
•• -0.13 ••
•• -0.09 ••
•• -0.04 ••
•• 0.17 ••

7

8

9

10

II

12

13

14

15

16

0.23 ••

0.06
0.06
0.05
0.04

••
••
••
••

0.03 •• 0.00
-0.01
-0.02 •• -0.03 ••
0.Ql
0.03 •• -0.04 •• 0.22 ••
0.05 •• -0.02 * 0.20 **
0.04 •• 0.00
0.Ql
0.09 **
·0.04 •• -0.03 •• 0.Ql
-0.33 ••

0.Ql
0.07 •• 0.Ql
-0.01
-0.01
0.00
-0.01
0.00
-0.01
0.07 •• 0.01

-0.11 ••
-0.10 •• -0.15 ••
-0.03 ** -0.05 •• -0.04 *"'
-0.07 •• -0.06 •• -0.03 ••
-0.01

Table IVb. Table of Bivariate Correlations for College Graduates
Variables
Student Characteristics
1 Science Major
2 Test Score (Grade 10)
3 Test Score (Grade 12)
4 Low Science Grades
5 SES
6 Science Courses
7 Lab Use (Grade 10)
8 Lab Use (Grade 12)
School Characteristics
9 Rural School
IO % Free/Red Lunch
11 # Advanced Courses
Controls
12 Male
13 Asian
14 Hispanic
15 Black
16 Native American
17 Private School
*p<.05, **p<.01

4

5

6

7

B

2

3

-0.01
-0.01
0.02
-0.01
-0.02
0.04 •
0.00

0.81 ••
-0.53 ••
0.45 ••
0.48 ••
-0.01
-0.12 ••

-0.51 ••
0.45 ••
0.47 ••
-0.01
-0.12 ••

-0.05
0.00
-0.03

0.05 •• -0.01
0.04 •• 0.04 • -0.04 ** 0.02
-0.01
0.Q3
-0.28 •• -0.26 ** 0.15 •• -0.39 •• -0.15 •• -0.02 •
0.07 •• 0.08 •• -0.04 •• 0.15 •• 0.07 ** 0.07 •• 0.00

0.00
0.00
0.01
0.00
0.00
0.03

*

0.13 **
0.08 ••
-0.19 ••
-0.26 ••
-0.05,.,.
0.20 ••

0.15 ••
0.09 ••
-0.19 ••
-0.26 ••
-0.04 **
0.21 ••

-0.34 ••
-0.61 •• 0.37 ••
0.02
0.02
0.00
0.06 •• -0.04 • -0.05 ••

0.07
-0.17
0.11
0.19
0.05
-0.17

**
••
••
••
••

**

9

10

II

12

13

14

15

16

0.25 ••

0.04 .. -0.01
0.06 ** 0.04 ••
0.10 •• 0.13 •• 0.06 •• 0.QI
-0.27 •• -0.14 ** 0.06 •• 0.04 ••
0.06 ••
-0.17 •• -0.09 •• 0.05
-0.03 •• -0.05 ** -0.01
0.03 **
0.32 •• 0~17 •• 0.02
-0.06 ••

0.00
-0.06 •• -0.17 ••

0.QI
-0.03 •
-0.06 ••
-0.02
-0.01
0.00

0.QI
0.00
0.07 •• 0.QI
0.00
0.22 •• 0.01
-0.03 •
0.21 •• 0.02
-0.01
0.00
0.07 "'* -0.02
-0.33 •• 0.04 * 0.02

-0.13 ••
-0.12 •• -0.16 ••
-0.03 • -0.05 •• -0.04 "'*
-0.08 •• -0.09 •• -0.03
-0.02

*

Table IVe. Table of Bivariate Correlations for Non-Graduates
Variables
Student Characteristics
I Science Major
2 Test Score (Grade 10)
3 Test Score (Grade 12)
4 Low Science Grades

S SES
6 Science Courses
7 Lab Use (Grade 10)
8 Lab Use (Grade 12)
School Characteristics
9 Rural School
10 % Free/Red Lunch
11 # Advanced Courses
Controls
12 Male
13 Asian
14 Hispanic
15 Black
16 'Native American
17 Private School
*p<.05, **p<.0 I

2

3

s

4

6

0.81 ••
-0.52 ** -0.50 ••
0.47 •• 0.50 •• -0.35 **
0.49 •• 0.48 •• -0.61 •• 0.40 ••
0.05 •• 0.02
0.01
0.01
0.01
-0.08 •• -0.10 •• 0.05 •• -0.03 • -0.04 *

-0.01
0.03 •
0.02
-0.23 •• -0.25 ** 0.16
0.07 •• 0.08 •• -0.02

0.13
0.10
-0.17
-0.24
-0.05
0.21

**
••
••
••
••
••

0.16 ••
0.007 ••
-0.16 ••
-0.27 ••
-0.05 ••
0.21 ••

0.10
-0.16
0.11
0.17
0.05
-0.18

**

7

9

10

0.ot
0.04
0.00

-0.02
-0.01

-0.19

II

12

13

14

IS

16

0.22 ••

0.05 •• -0.08
0.02
-0.38 •• -0.16 •• -0.01
0.14 ** 0.06 •• 0.07

** 0.03 ** -0.02
•• 0.10 •• 0.14 ••
•• -0.24 •• -0.14 ••
•• -0.17 •• -0.10 ••
•• ,50.05 •• -0.05 ••
•• 0.35 •• 0.20 ••

8

**

0.06 •• 0.02 •• 0.00
0.00
0.07 ** 0.00
-0.02
0.05 ** 0.02
0.06 •• -0.02
0.03
0.04 •
0.00
0.02
0.05 •• -0.01
0.01

**

0.01
-0.04 •
0.17 ••
0.22 ••
0.03 •
-0.36 ••

0.00
0.06 •• -0.01
-0.01
-0.01
0.00
-0.01
-0.ot
0.ot
0.07 •
0.00

-0.10 **
-0.10 •• -0.15 ••
-0.03 • -0.04 •• -0.04 ••
-0.09 •• -0.08 •• -0.02 *
-0.01

