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Abstract
Humanoid robots are considered as complex and challenging platforms, and the state of the art
in robotics. Humanoid robots are naturally expected to perform a wide variety of tasks using the
same tools as humans, to operate in unconstrained environments, and to interact with other robots
and humans in the same way we do. Humanoid robots are envisaged to be used in hazardous
environments and as assistants to humans in the home or work place. In space, these platforms
are considered as pre-human explorers operating in dangerous environments. The suitability of
humanoid robots for space exploration has been acknowledged by NASA with the launch of the
humanoid Robonaut to the International Space Station.
As the expectations of these platforms continues to grow, many challenges still exist on how
to control and manipulate such systems to perform the tasks expected humans. For example,
maintaining the robots balance under different perturbation, as well as generating a stable, fast
and efficient walking gait, is an important requirement that has to be naturally inherited in these
platforms. However, the large number of degrees of freedom, and the non-linear chaotic nature of
robot dynamics, result in the increased difficulty in manipulating the full body behaviours of these
robots.
The main goal of this research is to develop an efficient model that captures the full body
behaviour accurately, while restoring balance and controlling the locomotion system. The Spherical
Inverted Pendulum (SIP) concept was developed to model the biped robot centre of mass motion
using the ankle joints. A novel balancing control law based on the principles of dissipative systems
is developed and presented. It has been demonstrated that this controller restores balance by
dissipating the kinetic energy introduced in the system as a result of disturbances. The SIP model
is later used in the development of a balance and locomotion control framework using the concept of
passive dynamic walking, and full body inverse kinetics, to achieve efficient and robust locomotion
gait for the biped robot. Simulations were used to validate the SIP model and the new control
framework for balance restoration and walking. Hardware validation of the multi-task manipulation
and the simultaneous execution of tasks is also developed and presented in this thesis using the
Nao humanoid robot.
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Chapter 1
Introduction
The history of robotic systems can be traced back to ancient Greek mythology in one way or
another. However, the current understanding of robots began to develop with the beginning of the
Industrial Revolution and subsequent developments. The first modern robots to be built and used
outside of research institutes were industrial robots. These were simple fixed machines capable of
performing a specific tasks without human assistance. The first industrial robot made by Unimation
Ltd. went to work in the 1960 [Engelberger, 1985].
From the very beginning of coining the term Robot and Robotics in science fiction in the 1920s
and 1940s novels by Cˇapek [Cˇapek, 2001] and Asimov [Asimov, 1991], robots performed tasks
that are designed for people in environments where people are present. These machines were
considered experts in performing those tasks with high level of safety guarantees. They gave no
special consideration to the tools, terrain or even the techniques in which they were operating.
Humanoid robots research beyond the realm of science fiction started around 30 years ago, with
increased momentum in the last 10 years due to the vast technological advancements in a number
of different fields ranging from material sciences, mechanical engineering to software engineering,
and perception. The main goal being that one day humanoids will be able to function similarly to
what was depicted in the science fiction novels.
Achieving this goal requires exposing the robots to a non-constrained unstructured environment,
that is very different from a factory, which is specifically designed to be suitable for robot operations.
Despite such research efforts and aims, the real humanoid robots of today are disappointingly
limited in terms of their mobility and suitability for the human environment. Research in humanoid
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robots mobility is still at early stage and subject to further investigation.
The author’s vision is that one day we will have robotic assistants in our homes and offices
offering help to the elderly or those who have lost autonomy. There will also be a class of humanoids
that will be used in dangerous environments, such as nuclear power plants and space exploration
missions. These robots will carry out important tasks before exposing human beings to such
severe circumstances. Of paramount importance to biped robots applications is the ability to walk
around on different terrains while performing other tasks in real time. Traditional methods (such
as the Zero-Moment Point ZMP criteria and the static stability measure) result in robots that
currently lack speed, power efficiency, disturbance handling, and natural appearance compared to
human walking [Wisse and Martijn, 2007]. These shortcomings prevent the exploitation of the full
potential of humanoid robots as assistants to humans in everyday life.
This thesis is concerned with the problem of generating a natural and efficient walking gait for
humanoid robots and performing upper-body tasks while maintaining dynamic balance. It is focused
on overcoming one of the fundamental difficulties with such systems. The small base of support
limits the control forces and torques that can be applied to maintain and achieve standing balance.
For large pushes, the support must be changed by stepping, however this cannot be performed
instantantly. Therefore, the controller should consider the effects of its future actions. This thesis
aims to develop and propose algorithms to give humanoid robots the speed and agility required for
human-robot interaction and collaboration. These algorithms will also give the system the ability
to perform simultaneous tasks in real time.
1.1 Problem Definition
As the name suggests, humanoid robots take after humans in their mechanical structures. They
are more anthropomorphic than other robot systems such as industrial, wheeled, or multi-legged
robots. Most of the times, humanoid robots have two legs used for locomotion. Similarly, other
characteristics may include head, eyes, arms and hands.
The humanoid robot design problem can be divided into two sub problems. First, hardware
design and optimisation. The high level of complexity of such systems and the large number of
degrees of freedom require an ingenious mechanical design for the joints and links of the robot.
Second, software and control of the robot. In this thesis we focus mainly on the software that
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runs and controls the robot. The control system on the robot is normally described in a layered
hierarchy as shown in figure 1.1. The Deliberation/Behavioural Layer is where all the high level
sensor data, such as cameras, range finders and GPS systems are integrated and decisions are made
based on the human user task input. The motion manager then decides on the required motion to
achieve the task demands. In the intermediate/Action layer the motion is planned based on the
environment sensors and a whole body behaviour is chosen. Finally, the reaction/execution layer
interacts directly with the hardware on the robot by executing the individual joint controllers.
Figure 1.1: Robot hierarchical layered architecture [Lee, 2009].
This research concentrates mainly on the last two layers of the robot software hierarchy. That is
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motion planning and execution. More specifically, this thesis will address problems of coordination
of the legs for balance and locomotion while allowing upper body parts to perform the required
task of the robot.
Standing balance refers to the ability to maintain balance when subjected to disturbances. This
can be divided further into maintaining balance while performing tasks (Small disturbances), and
push recovery modelled as large short impulses. Balance is maintained through the execution of
one of three strategies as discussed in section 3.1 and shown in Figure 3.1. Standing balance is
an interesting topic because it explores the limits on the system’s performance. By maintaining
balance for a wide range of disturbances, it is most likely that the stability of the system during
normal operations will be improved.
Control refers to the execution of different actions based on the state of the system. The state
can either be a representation of the physical condition of the system, or virtual variables based on
the task that is being executed as decided by the Behavioural Layer. The complexity of humanoid
robots mechanical design is reflected in the increased complexity of the control problem due to the
large number of states and actions.
1.2 Motivation
Humanoid robots are considered to be one of the most complex mechanical and robotic machines.
Since their inception humanoid robots have been interacting with human beings in the environment.
The vision of humanoid robot researchers is inline with that seen in science fiction novels, in that
they see humanoid robots being used as assistants in the office or to the elderly. However, the
current state of the art is still limited in achieving this vision. One of the most notable limitation
is the ability to maintain standing balance in the presence of different disturbances. Also the
generated walking gait, even though stable, results in unnatural motion.
Along with the above limitations, the mechanical design, perception and control are some of the
remaining open questions in this field. The fact that human robots are still not part of everyday
life due to the above and other limiting factors has been the main motivation for this work.
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1.3 Aims and Objectives
This research project aims to:
• Develop a unified whole body control framework for biped robots, that allows the robots to
maintain balance in real time.
• Development of a prioritized multi-task control strategy that would allow the robot to main-
tain balance and perform other tasks simultaneously.
The following objectives have been set in order to accomplish the research aims:
• The proposal and development of a new Spherical Inverted Pendulum Model for the humanoid
robot to develop a robust controller for standing balance recovery in real time.
• The proposal, development, and validation of a novel efficient real time walking gait genera-
tion algorithm.
• The proposal and validation of a prioritized multi-task control architecture that allows the
robot to maintain a balanced walk while performing other tasks based on inverse kinematic
principles.
• Implement these methods on an actual human-like robot hardware in order to validate the
simulation results.
1.4 Novel Contributions
The primary novel contributions of this research effort are summarized below:
• Standing balance control
– Robust balance recovery control architecture has been proposed and developed for the
biped robot based on the Spherical Inverted Pendulum Model.
– Development of a novel efficient energy based controller for the Spherical Inverted Pen-
dulum Model.
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– Two balance strategies that incorporate whole body motion have been proposed and
validated by simulation.
• Walking gait generation algorithm
– The limits cycle walking concept was used to generate a walking gait for an actuated
robot on flat surface.
– Validation of the algorithm have demonstrated a more efficient and practical solution
for real-time purposes in comparison to other methods.
• Development of a realizable multi-task control system for an actual human-like robot.
1.5 Publications
This section lists the publications which resulted from this research.
Journal Papers
• Elhasairi, A., Pechev, A.,“Standing balance and Walking Gait generation using the Spherical
Inverted Pendulum Model”, IEEE Transactions on Robotics. Status: under review.
• Elhasairi, A., Pechev, A., “Humanoid Robot Balance Control using the Spherical Inverted
Pendulum Model”, Frontiers in Robotics and AI, section Humanoid Robotics. Status: to be
published.
1.6 Thesis Structure
The remainder of the thesis is organised as follows: after this introduction, a review of the current
literature and state of the art in humanoid robot walking gait generations and balance control will
be presented in Chapter 2. Next, Chapter 3 derives a number of simplified models that are used
in the analysis and control of bipedal robot motion. These models are used as the basis for the
derivation of the humanoid robot model developed in this thesis. Humanoid robots are designed
to be controlled in joint space. However, these models map the balance control problem from joint
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space to the reduced dimensionality problem of modelling and controlling the centre of mass state
in the Cartesian space. The inverse kinematic problem of converting from Cartesian to joint space
is discussed in Chapter 3.6. Along with the different methods for solving the high redundancy
problem through joint limit optimisation and multi-task control.
Chapter 4, defines the different strategies used by humans to maintain standing balance. These
strategies are used to analyse the different models introduced in the previous chapters to define
bounds on their stability. These bounds can be used to decide between the different strategies,
and/or as a metric on the different balance approaches.
Chapter 5 introduces the novel Spherical Inverted Pendulum (SIP) model. A discussion of the
different control algorithms for maintaining a stable up-right pendulum is also included. Finally
this chapter, develops the novel Energy Based stability controller. After that, a novel control
framework for maintaining balance is developed in chapter 6. This framework uses the SIP model
with energy based controllers to achieve standing balance using two different strategies. Namely
the ankle and step strategies. Furthermore, it extends this control framework to achieve forward
and omnidirectional walking.
Chapter 7 presents the results of the hardware implementation of the control framework de-
veloped in the previous chapters. Finally, Chapter 8 lists the conclusions of this research effort
along with its limitations and future research direction.
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Chapter 2
Background and Literature Review
This chapter presents a condensed background of the fundamental concepts necessary for under-
standing this thesis. The objective is to lead the reader from basic concepts of humanoid robots to
the wider research in bipedal locomotion and simultaneous multi-task control. Emphasis is given
to bipedal locomotion and the different balance criterion used in their design. Moreover, a brief
review of the different simultaneous multi-task control methods is included in order to provide
context for this work. This chapter concludes that the limitations of the current state of the art in
humanoid robot design, mobility, and control strategies motivate the approach of using the limits
cycle walking. Specifically combining this approach with whole body inverse kinematic to develop
a stable walking gait controler and full body task execution framework.
The system’s complexity imposes difficulties in the modelling and computational requirements for
any full body control systems. Subsequently the development of simplified models that encompass
all the necessary parameters required for the design and control of a balanced locomotion system
for the biped robot becomes a requirement for to achieve real-time locomotion control. As a result,
the current state of the art in biped locomotion suffers from a number of limitations, such as the
speed, efficiency, and aesthetics of the resulting motion. This opens up the need for a different
modelling and control approach to full body humanoid control.
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2.1 The Biomechanics of Balance
The bipedal nature of the human body creates a major challenge to the balance control system.
Because two-thirds of the body mass is located around two-thrids of the body’s height from the
ground, the human body can be considered as an inherintly unstable system unless an active control
system is employed [Winter, 1995].
In spite of the epidemiological evidence that most falls occurs during a form of locomotion as
described by [Ashley et al., 1977] and [Overstall et al., 1977], a large body of research into balance
during purturbed quiet standing has evovled. This research has resulted in the understanding of the
three major sensory systems used by humans and how they interact with each other. Specifically,
these systems can be defined as follow:
• The vision system is primarily involved in locomotion planning, and in avoiding obstacles
along the way [Warren Jr, 1998].
• The vestibular system is the human body ‘Interial Measurement Unit’, responsible for sensing
linear and angular accelerations [Winter, 1995].
• The somatosensory system is a combination of different sensors that sense the states of all
body segments; their position, velocity, contact with external objects and the orientation of
gravity. [Grillner and Wallen, 1985]
2.1.1 Quiet Standing
The major measure of stability that has been recorded when studying human quiet standing is the
difference between the centre of mass (CoM), and the centre of pressure (CoP), [Spaepen et al.,
1976] [Roberts and Stenhouse, 1976] as shown in Fig. 2.1. Here, the subject is swaying back and
forth while standing quietly on a force platform. Time 1 has the body’s CoM ahead of the CoP,
represented by the vertical force W and R respectively. These forces act at a distance g and p
from the Ankle joint. Modeling the body as an inverted pendulum pivoting about the ankles and
neglecting the mass of the feet, a counterclockwise moment equal to Rp, and a clockwise moment
equal to Wg will be acting. If Wg > Rp as is the case at Time 1, the body will experience a
clockwise angular acceleration. To correct this forward imbalance the subject has to increase his
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plantarflexor activation, which will increase the CoP such that at Time 2 the CoP is anterior to
the CoM. Now Rp > Wg and the angular acceleration α is reversed and the body will experience a
backward sway. As a result the subject has to decease his CoP by reducing plantarflexor activation.
Now Wg > Rp and α will reverse and the cycle continues. From this sequence of events it is evident
that the plantarflexors/dorsiflexors vary the net ankle moment to control the CoP, and as a result
requlating the CoM. However, the range of the CoP must be somewhat greater than that for the
CoM to restore balance. If the CoM is allowed to move within a few centimeters of the toes, it
is possible that moving the CoP to the exteremes of the support area might not be adequate to
reverse the sway of the uppoer body, and the subject must take a step to interupt the fall.
Figure 2.1: A subject swaying back and forth while standing on a force platform. Five
points in times are described, showing the CoM (g) and CoP (p) locations along with the
angular acceleration (α) and angular velocities (ω). [Winter, 2009]
In an inverted pendulum model the horizontal acceleration of the CoM can be described as a
function of the angular acceleration as discussed above. [Winter, 1995] described the difference
between the CoP and CoM as being the ‘error’ signal in the quiet standing balance control system
which controls the horizontal acceleration of the centre of mass.
In the anterior/posterior (A/P) direction, the CoP is controlled by the ankle dorsiflexors/plan-
torflexors [Horak and Nashner, 1986], whereas in the medial-lateral (M/L) direction, the CoP is
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controlled by the hip abductors/adductors in what has been known as the “load/unload” mechan-
ism [Winter et al., 1996]. This“load/unload”mechanism is accomplished by hip abductor/adductor
moments that are exactly equal in magnitude and 180◦ out of phase. Analysis of the CoP and CoM
trajectories has associated this motor sequence of the hips to a stiffness control [Winter et al., 1998].
This is not a reactive controller since there is no phase difference between the CoP and CoM except
that the CoP has a larger magnitude than the CoM and the difference between the CoP and CoM
keeps accelerating the CoM towards a central position. The fact that the quiet standing balance
mechanism does not include any continuous reactive control allows all reactive sensors to be ready
to react to an unexpected perturbatation.
2.1.2 Balance and Posture in Human Gait
During the gait cycle, there are two periods of single support (each about 40% of the gait cycle) and
two short periods of double-support when both feet are on the ground.The walking gait provides
a challenging balance task to the central nervous system (CNS) and it is largerly different from
that during quiet and perturbed standing. From the analysis of the CoP trajectories under the
feet and the CoM of the total body during a walk, two main observations can be made. The first
observation is that the CoM never passes through the base of the foot, instead it moves forward
passing just medial of the inside of each foot. Thus the ankle muscles are no longer of importance
because the balance task has changed [Winter et al., 1990], any activity of the stance ankle muscles
cannot prevent a fall, they can only fine tune the anterioposterior or mediolateral acceleration of
the CoM.
The second challenge is the distribution of the body mass is such that most of the mass is in
the Head, Arms and Trunk (HAT) and is located two-thirds of the body height above the ground.
This represents a challenge to the CNS in that the human is never more than about 400ms away
from a fall and it is the trajectory of the swing foot that decided its future position and therfore,
its stability for the next single support period. [Winter, 2009]
Finally, in the presence of all these challenging control problems the CNS manages to keep the
upper body in an upright posture during walking with minimal head accelerations [Thorstensson
et al., 1984]. The dynamic balance control of HAT in both the plane of progression as well as
the frontal plane is analysed based on an inverted pendulum model as discussed in [Winter, 1995]
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[Thorstensson et al., 1984].
This section has provided a brief discussion of the biomechanics of the biped nature of the
human body with the main focus being on quiet standing and walking gait balance. It was shown
that three major sensory systems are used for standing and walking control. Furthermore, it was
found that the difference between the CoP and the CoM represents the error signal in the balance
control system. The aim of robotisicst is to develop humanoid robots that are able to replicate the
mechanism introduced here and others that are employed by the human body. The mechanism
allow the robots to maintain and restore their balance during quiet standing and walking as will
be discussed in the following sections.
2.2 Humanoid Robots
The word robot originated from the Czech word “Robota”, which mean free Labour. Referring to
the creatures in Cˇapek novel [Cˇapek, 2001], which were used as laborers to us humans.
The history of robotics [Asimov, 1991] began at the Argonne National Laboratory with the
control of a robotic manipulator [Goertz, 1952] [Goertz and Thompsom, 1954]. The goal behind
this test was to realise the control of a human-like device specifically the arm function in this case.
From there onwards, robotics concerned itself with the problem of mimicking biological systems,
not just that of a human being. However, in the early stages, most of the robotics development
had focused on industrial robots within a structured environment.
A decade after the start of robotics research, Kato et al. [Kato, 1973] developed the robot
WABOT-1, the first fully anthropomorphic robot that was equipped with visual recognition system
and quasi-static walking controller. Later on, [Kato et al., 1987] also developed WABOT-2. Though
it did not have any walking ability, it was equipped with visual and auditory sensors and with
dexterous fingers and arms and it was able to play the piano. The development of humanoid
robots since then is the history of the development of their body. As follows:
• The Upper body Humanoid Robots
This type can be considered as an extension to industrial robots, where they are also attached to a
fixed base. Their development is mainly motivated to study the fusion of intelligence and control
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architectures. [Tachi et al., 1989] were studying Real Time Remote Robots, when they developed
TELESAR. The design was very similar to the human arm with the aim to exploit this kinematic
similarity to explore the feasibility of tele-existence and tele-operation. In [Adams et al., 2000],
the authors describe COG and KISMET, which were developed in MIT as part of their study on
human cognition and interaction. Okada and Nakamura [Okada and Nakamura, 1999] developed
Cybernetics shoulder to reconstruct human shoulder motion and high mobility based on passive
compliance.
• The Crawlier Humanoid Robots
These robots substitute legs for wheels or caterpillars to achieve locomotion around their envir-
onments. Morita et al. [Morita et al., 1998] developed Hadaly-2 with variable compliance in the
arms. A year later, Morita and Sugano developed WENDY [Morita et al., 1999], which advanced
on Hadaly-2 with a wheeled locomotion mechanism. They performed an egg-breaking experiment
to show the level of precision in its force control. Another example of a humanoid torso mounted
on a wheeled base is NASA’s Robonaut [Ambrose et al., 2000], Robonaut was developed for the
purpose of space applications through tele-operation. Its design represents a huge advancement
in mechanical design and control strategies with Cartesian and force control method and multi-
arm control shared with tele-operation. Robonaut also includes a dexterous arm that implements
a compliant control system resulting in a reduction in the degree of precision required from the
operators [Diftler et al., 2003]. Stilman and others developed Golem Krang [Stilman et al., 2010].
A humanoid torso mounted on a 2 degree of freedom (DoF) wheeled base similar to Robonaut.
Golem is able to achieve static and dynamic balance through its active control of the upper body
that is able to achieve any height ranging from a 0.5 to 1.5m tall dynamic configuration. Through
its design, Golem is able to stand up as a result of dynamic motion without needing additional
workspace or specialized mechanisms like traditional robots.
• The Full Body Humanoid Robots.
This type of robots consists of the entire human body including the legs. Hence, they are able to
traverse over much rougher terrains compared to the crawlier types. The most widely known of
these robots is the Honda ASIMO and it predecessor the P2 developed by Hirai et al. [Hirai et al.,
1998, Hirose and Takenaka, 2001, Hirose and Ogawa, 2007]. The final revision of Honda’s ASIMO
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features a highly sophisticated control strategy that enables it to walk in a straight line, sideways,
turn and go up and down the stairs. Okada et al. developed a humanoid robot incorporating
a cybernetic shoulder for large a workspace area of the arms and a double spherical hip joint
which makes it possible to avoid knee bending during walking [Okada et al., 2003b, Okada et al.,
2003a]. The Japanese National Institute of Advanced Industrial Science and Technology started
the HRP project with the purchase of the Honda P3 biped robots and adding features such as tele-
operations which resulted in HRP-1. The second generation HRP-2 [Kaneko et al., 2002, Kaneko
et al., 2004] can walk on narrow paths and is able to stand up after falling backward or forward,
something which ASIMO is not able to do. The mechanical and structural design of the third
robot in this series HRP-3 reduces the effects of dust on the joints [Kaneko et al., 2008] making it
suitable to operate in harsher environments. Pal Technology developed REEM-A [Faconti, 2007]
and REEM-B [Tellez et al., 2008] which is the first human-size humanoid robot to integrate some
level of autonomy. REEM-B is able to walk at a peak speed of 1.5 Km/h as well as performing
complex motions such as spot turning, curve trajectories (turning while walking). Johnnie a biped
robot capable of jogging was developed by [Gienger et al., 2000, Pfeiffer et al., 2002]. Metta et
al. [Tsagarakis et al., 2007] built the open platform iCub robot. It was designed to model a 3 years
old child. The aim behind this robot is to research the robotics cognitive and perception fields as
well as human machine interaction. The French company Aldebaran Robotics designed a 60cm
tall humanoid robot called Nao [Gouaillier et al., 2009]. In 2008, Nao was chosen to replace Sony
quadruped Aibo in the RoboCup Soccer Competition [Melanson, 2007].
Amazingly, the above listed developments are only a part of the humanoid robot community in
the world. One can find a number of personal hobbyist projects or even toys that has evolved almost
into robots in websites on the Internet. Such growing interests show the increasing expectations of
society from these machines. Moreover, lately there has been an unprecedented development into
Exoskeleton. These can be considered as robotic suits, worn to enhance and extend the abilities
of the wearer. Their use varies from rehabilitation for disabled people, to military application
due to the enhanced weight and lifting capabilities they provide [Gopura et al., 2011] [Huo et al.,
2014] [Dollar and Herr, 2008].
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2.3 Biped Motion Synthesis and Control
The most fundamental question in humanoid robots is the question about the biped motion. Biped
motion synthesis and control has attracted a lot of research interest from different scientific fields.
A brief description of the interests in each of these fields is reviewed below:
• Rehabilitation Medicine: Biped motion studies help the researcher to study the human motion
abilities for rehabilitation and augmentation purposes.
• Bio-mechanics: Concerns itself with the mechanical analysis, and motor control of the biped
motion.
• Robotics: Studies the design and development of biped humanoid robots and its control.
Medical research in general is driven by an emphasis on the discovery of a human mechanism from
an analytical point of view [Yamazaki et al., 1979, Vaughan, 2003, Olensek and Matjacic, 2006]. In
contrast, engineering of the biped motion is motivated by the potential ability to build bio-mimetic
systems of similar abilities to their biological counterparts.
2.3.1 Legged Motion Principles
A humanoid robot has the following three dynamic features:
1. A large number of degrees-of-freedom, with varying complexity from 20 to 75 joints. The high
level of articulation and non-linearity of the system dynamics results in the robot exhibiting
some chaotic dynamic behaviours [Bendixson, 1901].
2. A humanoid robot is an under-actuated system, due to the lack of an actuator at the contact
point with the environment [Sobotka, 2007].
3. The system structure varies as the contact with the environment changes.
From these features, one may conclude that a humanoid system is modelled as a kinematic chain
lacking a fixed root or contact points with the environment. The control of such a system requires
the conversion from the internal forces generated at each joint to the external forces exerted on the
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different links/bodies of the system, which can be viewed as the result of their acceleration or the
interaction with the environment.
A walking bipedal robot is strongly dominated by non-holonomic constraints due to the under-
actuation at the contact point [Sugihara et al., 2002]. This implies that the control of a legged
robot requires the manipulation of the contact points and the forces acting on them. A highly
redundant system with a large number of DOF makes it a non-trivial task to achieve the whole
body motion required for the above manipulation problem. On the other hand, such a highly
kinematic redundant system makes it possible for the robot to perform a large variety of motions.
It also results in a serious increase in the computation cost.
Since the fact that a bipedal motion is the result of a well coupled mechanical body design and
control architecture as has been realized after Witt’s report [Witt, 1968]. Biped robot research
has made advances in both fields. In the mechanical design studies, various new actuators, gears,
structures, spring joints, dampers, etc. have been introduced ( [Okada et al., 2003a]); as well
as major developments in the control architecture and motion design. The following section will
present the fundamental studies on biped motion design and control, that relate directly to this
work.
2.3.2 Biped Motion Studies
The ability to walk on two feet is very important to humanoid robots and their applications. It
gives them the advantage of travelling over rougher terrain compared to other mobile robot types.
Hence, most of the studies regarding biped motion concentrates on the ability to achieve a stable
biped gait.
Bipedal walking can be classified as follows
• Static Walking: At any time during the walking gait, the projection of the centre of mass
of the robot on the ground is within the support polygon [Katic´ and Vukobratovic´, 2003].
WABOT-1, from University of Wasada uses this concept to walk [Kato, 1973]. Static walkers
are able to maintain balance if stopped at any stage during the walk. However, the problem
with this method is the slow walking speed and the large translation of the centre of mass
from over one foot to the other. The effects of the inertial forces acting on the robot segments
due to their acceleration are neglected and only the gravitational force is taken into account.
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• Dynamic Walking: The projection of the centre of mass is allowed to be outside the support
polygon inscribed by the robot’s feet. The robot might fall during parts of the walk. The
velocity and acceleration of each link is taken into account to maintain postural stability [Katic´
and Vukobratovic´, 2003]. Most of the modern humanoid robots are dynamic walkers (for
example: [Kaneko et al., 2004] [Kaneko et al., 2008] [Hirose and Takenaka, 2001]). Dynamic
walking patterns provides high speed walking, more efficiency, and a more versatile walking
structure in comparison to static walkers [Katic´ and Vukobratovic´, 2003].
This thesis will focus mainly on dynamic walking. It is the author’s view that the speed and agility
associated with this class of walkers are a requirement for the future applications of humanoid
robots. The efficiency of this class of biped robots in comparison to static walker means the system
is able to operate autonomously for longer periods of time. Hence, bringing it close to achieving
its goals.
In the following sections, different studies that deal with dynamic biped motion control are
grouped according to the methods they utilize to tackle the problems associated with dynamic
walkers.
2.3.2.1 Zero Moment Point Based Motion
This method of biped motion control began in the late 1960s when Vukobratovicˇ et al. [Vukobratovic´
and Juricic´, 1969, Vukobratovic and Borovac, 2004] showed that the problem can be divided into
the design of the reference motion pattern and balance or stabilization control. They proposed the
concept of the Zero Moment Point (ZMP) as the centre of equilibrium between the total external
forces acting on the system from the environment and the inertial forces generated by the motion
of the system itself. The ZMP concept was extended by Naksuk et al. [Naksuk and Lee, 2006] to
the ZMP manipulability ellipsoid, which basically describes the area on the support polygon where
the robot can change the ZMP instantly. The manipulability ellipsoid can aid at the mechanical
design stages of the humanoid, since the ellipsoid area is a function of the actuator torques.
Most of the researchers from there onward had focused on either the design of reference motion
and the design of controller. Kato et al. [Kato, 1973] used the ZMP criteria to validate the motion
trajectories, even-though they do not give a solution to the problem of redesigning these trajectories.
Researchers in this group are further divided into two more groups, the first of these uses the full
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body of the humanoid robot (Mass, Location of Centre of Mass, and inertia of each link) to generate
the walking pattern. Therefore, They mainly rely on the accuracy of their models [Qiang et al.,
1999]. Falling under this category is Honda’s ASIMO [Hirai et al., 1998] and WABIAN from
Wasada University in Japan [Yamaguchi et al., 1999]. [Nishiwaki et al., 1999] suggested that the
motion of the humanoid towards a desired point can be generated through a linear mix of a stable
kernel motions generated using genetic algorithms.
[Park and Rhee, 1998] utilise a fuzzy logic algorithm to generate the ZMP and the upper
body trajectories given the swing leg motion. [Kong et al., 2008] take the concept of using fuzzy
algorithms a step forward, where online trajectory modification is performed based on the ground
reaction forces measured. [Su et al., 2007] have designed and implemented a fuzzy auto-balancer
This controller uses feedback from an accelerometer for the upper body and a force sensor located
on the feet of the robot to measure the location of the ZMP point. [Dadios et al., 2012] developed
two fuzzy logic controllers. One to control the left/right tilt of the upper body and the other
controls the forward and backward tilt. Their approach process each system independently of the
other, which is advantageous in terms of software implementation and complexity of the entire
control system.
In [Bum-Joo Lee, 2004], the authors compensate the ZMP position in order to maintain balance
through upper body tilt control. This method is not tested for a walking motion. However, it is
possible to use the upper body to modify the ZMP and achieve balance while standing or walking
on uneven (slopped) surfaces using this method. To realize the different links trajectories of the
humanoid body, the authors of [Yun-Seok et al., 2004] use fifth order polynomial. The coefficients
of the polynomial is found using optimization techniques that would ensure the humanoid stabil-
ity during walking. Stable walking is achieved using this method, however, the motion pattern
generation is performed oﬄine and the robot only executes these trajectories with no ability for
disturbance rejection or real time modifications.
Real time trajectory generation using the full body dynamical model is a real challenge for the
processing power available on-board the robot, due to the model’s mathematical complexity.
As a result of this method’s complexity, the second group of researchers use a simplified model
of the biped robot, where the control action depends on the feedback. In the simplified model,
the humanoid body is considered as an inverted pendulum with a mass-less rod and a point mass
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located at the centre of mass position of the entire body. [Kajita and Tanie, 1991, Kajita et al.,
2001a, Kajita et al., 2003a] have proposed the Linear Inverted Pendulum Model (LIMP) to design
the centre of mass (CoM) trajectory by linearising the equation of motion of the system. Thanks
to the 3D-LIMP a fast online trajectory generation method based on sensory information about
the environment was developed.
[Fujimoto and Kawamura, 1998] proposed a control hierarchy for the posture of the robot
considering the physical constraints on the feet. Real time trajectory generation is performed using
a linearised model of the inverted pendulum.
Nakamura and others developed a real time motion generation method through the control of
the whole-body CoM by manipulating the ZMP [Sugihara et al., 2002]. The humanoid body
is simulated as an inverted pendulum on a cart, with its pivot point coinciding with the ZMP.
The ZMP trajectory is then planned through the control of the inverted pendulum system. In a
humanoid robot it is not possible to move the ZMP point directly, and the trajectory of the CoM
is used to control the actual ZMP indirectly. In a later paper [Sugihara and Nakamura, 2003.], the
authors describe the use of the CoM displacement to achieve short term and long term stability.
Short term stability is defined as the robustness to disturbances to maintain contact with the
ground over the entire sole of the foot. While long-term stability is the robust compensation of the
error between the planned and the real postures.
By observing the human walking motion, it becomes clear that the ankle trajectory passes
through singular positions at the beginning of the single support phase. For a humanoid robot, this
makes the angular velocity of the joints very large, which is difficult to control properly. [Sekiguchi
et al., 2006] proposed a solution to this problem. The authors modify the 3D-LIPM pattern so
the leg follows a trajectory that reduces the joint velocity as it approaches the singularities. In
the same paper, the authors also propose the use of a spherical inverted pendulum in order to
generate the CoM trajectory during walking. A year later the same authors published [Kameta
et al., 2007], which enhances the spherical inverted pendulum model to allow for ZMP manipulation
during single support phase, in-order to reduce the CoM acceleration at the beginning and end of
the single support phase.
In [Kajita et al., 2003a], Kajita and others use the CoM trajectory to control the ZMP and
generate a stable walking pattern. As a result of the instantaneous change in the ZMP location
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during the double support phase, the controller needs to know the future locations of the ZMP
in-order to generate a smooth CoM trajectory that guarantees that the reference ZMP trajectory
is followed. Hence, the use of preview control technique. It is also stated that omnidirectional
walking was achieved using this technique [Strom, 2009].
[Atkeson and Stephens, 2007] proposed a method to maintain balance while standing using
different strategies utilizing the same optimization criteria. A combination of quadratic penalties
on the deviation of the joint angle, and torques from zero, was used as the cost function. The
complexity of the balance strategy depends on the complexity of the robot model used. This
method is only tested in simulation and it assumes instantaneous disturbances only.
The motion of the swing leg of the biped plays a large role in determining the location of the
actual ZMP. Since, the LIPM method does not take these effects into consideration, it results in
large movements of the ZMP. As a result, the stability of the system is reduced. Park and Kim [Park
and Kim, 1998] proposed the Gravity Compensated Inverted Pendulum (GCIPM). Instead of using
a single mass model as in the LIPM method, the robot model consist of two mass: one for the
swinging leg and the other for the rest of the robot. Using the GCIPM technique, they developed an
online trajectory generation method that increases the robustness of locomotion [Park and Chung,
1999]. This strategy was further refined and expanded to be used in the double support phase [Park
and Cho, 2000]
In [Napoleon et al., 2002] a two-mass inverted pendulum was proposed to eliminate the occurrence
of undershoot in the system, due to the one mass inverted pendulum being a non-minimum phase
system. The two mass system uses one mass to simulate the upper-body, and the other to simulate
the lower part of the humanoid robot. Furthermore, in [Feng and Sun, 2008] the authors introduce
a three-mass inverted pendulum system. One mass for the support leg, the other for the swing
leg, and the third mass to model the upper body of the biped robot. As expected, the larger the
number of links used in the trajectory generation and control of the biped robot the higher the gait
stability (i.e. the actual ZMP follow the desired ZMP), which is logical since the model is more
accurate.
Since there is no angular momentum generated around the CoM in the LIPM because the model
assumes a point mass and the ground reaction force vector passes through this point. Kudoh
and Komura [Kudoh and Komura, 2003] proposed an extension to the LIPM so that angular
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momentum is generated around the CoM. It is called the Angular Momentum inducing inverted
Pendulum Model (AMPM). The LIPM is extended by first allowing the ZMP to move over the
ground, and secondly that the ground reaction force vector does not have to be parallel to the
vector between the ZMP and the CoM, as long as its horizontal component is linearly dependent
on the CoM position.
The authors in [Vanderborght et al., 2008] suggested a new trajectory generation method based
on the principles of the inverted pendulum. This method allow for the objective locomotion para-
meters - the step length, swing foot height during mid-stance, and the mean velocity of the walk
- to be changed from one step to the other. During this transition a smooth ZMP trajectory is
maintained. It is differentiated from the LIPM method by considering the single support phase
as a passive phase - no ankle torque - and the control action is taken during the double support
phase by changing the hip acceleration which remains zero in the LIPM method. This method is
suitable for maintaining balanced walk at low speeds. Due to model inaccuracies, at higher speeds
a sensory feedback system is needed that modifies the body motion to maintain the biped stability.
The highest walking speed achieved with it in their experiments was 0.11m/s.
2.3.2.2 Angular Momentum Based Motion
This motion generation and control method uses the angular momentum of the whole humanoid
body as a descriptive quantity of the state of the robot.
In [Sano and Furusho, 1990], the authors divide the walking gait into three phases, with the
second phase being equivalent to the single support phase. The method excludes the stance foot,
so the ankle joint torque can be used to control the overall angular momentum using a feedback
control system. The reference angular momentum of the whole body is devised so that it follows
the angular momentum profile of an inverted pendulum in the earth’s gravittational field.
In [Kajita et al., 2001b], a straight forward feedback controller using the total angular momentum
and the CoM position is used to control the balance. In the humanoid robot model used, the torque
between the ground surface and the ankle is controllable. Hence, it is used as the control input to
the system.
[Kajita et al., 2003b] proposed the Resolved Momentum Control method, which generates the
joint angle trajectories so that the overall linear/angular momentum of the mechanism follows a
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specified reference. The control method does not require all elements of the momentum to be
controlled, so that the motion can be adapted to different behaviours. The authors tested this
algorithm to generate a kicking motion, that looked very realistic when performed by the robot. It
is also possible to use the resolved angular momentum control principle to generate running and
jumping motions [Nagasaki et al., 2003] [Neo et al., 2003].
The authors of [Goswami and Kallem, 2004] suggest the use of the rate of change of the angular
moment as a balance criteria. This method offers extension to the currently used criteria such as
the ZMP by treating the moments resulting from all contact surfaces equally. Hence, the robot
can be used to perform realistic tasks. This criterion states that for the system to be balanced, the
rate of change of the total angular momentum must be equal to zero. Three control techniques for
recovering the humanoid stability are mentioned. They try to change either the body posture, foot
position, or CoM acceleration in-order to satisfy the criteria. [Nakada et al., 2010] utilizes the arm
motion to generate a counteracting torque to the one that is causing the falling motion, similar to
how us human beings react if we are suddenly pushed or trying to balance while standing on an
edge.
2.3.2.3 Passive Dynamics Based Motion
In the early 1990 McGeer [McGeer, 1990a] suggested that there exist a biped machine where walking
is a natural dynamic mode. Once the machine starts to walk down a shallow slope, it will continue
towards a stable gait that is comparable to human walking, with no actuation, control or energy
input. Any energy lost during the walk is compensated by the effects of gravity on the CoM.
The motivation behind this type of machine is a consequence of the simplicity of the mechanical
design, the relative high efficiency - It has been reported that point-feet models can walk with
essential perfect efficiency [Garcia et al., 1998]- and the simplification of the control of the speed
and direction of the walk since one does not have to consider the generation of the walking gait.
Moreover, such simple machines promote the understanding of how humans walk. The first proto-
type discussed in [McGeer, 1990a] suffers from some limitation in the mechanical design. Such as
the absence of a knee mechanism, which results in the requirement for an active actuation at the
swing foot to prevent scuffing at mid-stance. In [McGeer, 1990b], the prototype was enhanced by
introducing passive knee joints, that solve the foot clearance problem. An additional advantage of
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the kneed model, is the increased stability and making the gait more anthropomorphic, and hence
more aesthetically pleasing.
Both of McGeer’s models are two dimensional walkers. Their motion is restricted only to the
sagittal plane, with no possibility for turning. In [McGeer, 1992], a three dimensional model was
explored and found to be unstable in the frontal plane. Kuo et al. [Kuo, 1999] proposed a number
of different stabilization mechanisms for the roll motion: ankle torque, reaction wheel mounted at
the hip, torso motion, lateral step width, and the use of a torsional spring.
The fact that a passive gait for a simple biped exists is interesting and might help in understand-
ing human locomotion. However, the sensitivity of such gaits to the ground slope and variations
in the initial conditions must be addressed before such bipeds can be wide spread. [Spong, 1999]
addresses these two problems. Invariance to ground slope is addressed through the use of a po-
tential energy shaping control strategy, while the variation in initial conditions is solved through
the use of a hybrid switching control strategy. The Hybrid controller will bring the system to the
neighbouring area to the basins of attraction of the stable walking gait, where the dynamics of the
system will then bring the system to a stable point. With the potential energy shaping control
strategy the biped is able to walk on a flat or even upward slope.
An actuated three dimensional passive dynamic walker is proposed in [Tedrake et al., 2004] to
achieve walking on a flat or even slightly inclined floor surface. The authors placed the actuators
at the ankle joints to leave the passive dynamic gait undisturbed, which might result from hip
joint actuation. The frontal plane stability is achieved using one of two methods. The first is a
feed-forward roll angle control. By treating the system as a damped oscillator, if the controller
is designed as another oscillator that would energize the dynamics of the mechanical oscillator,
then a stable walk is achieved. The second uses a feedback control strategy, where the controller
injects whatever energy the system lost due to friction or impact with the ground back into the
system. On the other hand, the authors in [Wisse, 2004] proposed a hip joint actuation to increase
the stability of the walker in the sagittal plane. In [Collins and Ruina, 2005], the basic passive
dynamic walker biped is extended by introducing arms, which help in enhancing the yaw stability
of the biped. The robot described here perform a realistic and human-like motion. From there
onward a number of passive dynamic walkers were developed. [Collins et al., 2005] [Anderson et al.,
2005] provide a survey on some of these.
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In [Wisse and Martijn, 2007] Wisse et al. define the concept of Limit Cycle Walking as:
“a nominally periodic sequence of steps that is stable as a whole but not locally stable at every
instant in time”
From the above definition, this paradigm moves away from the concept of sustained local stability,
towards the stability of the motion as whole using the “avoiding a fall” definition of the stability.
According to this definition all the passive dynamic walkers fall as a subgroup of limit cycle
walking gait. In [Hobbelen and Wisse, 2008b, Hobbelen and Wisse, 2008a], the authors proposed
different strategies to control the speed of the robot and enhance its stability and robustness.
In [Miyahara et al., 2009], the authors propose a decoupling control strategy to achieve separate
pitch and roll stabilization control of a three dimensional limit cycle walker. In [Byl and Tedrake,
2008], an optimal control strategy is used to allow an actuated passive dynamic walker to walk on
uneven terrain. This is a two low-level control mechanism: the inter-leg angle and an impulsive
toe-off push right before heel strike. A stable walk on different types of terrain using three different
combination of these low-level controls has been demonstrated.
The current biped walking generation and control methods rely mainly on the zero moment
point concept in one way or another. These methods result in a very stiff motion which can result
in the inability to react to disturbances and changes in the environment during the walk. This
imposes a fall risk that might damage the robot. Furthermore, the stiff joint control requirement
also introduces danger to the environment in which the system operates. The second method to
achieve bipedal gaits is based on passive dynamics. This method does not exhibit the down sides
associated with ZMP based methods. However, such systems have an inherited limitation in the
fact that they are only able to operate on sloped surfaces and naturally stable in the sagittal plane.
Hence, some form of active control is required to stabillise the robot in the frontal plane.
2.4 Prioritized Multi task Whole Body Control
The previous sections have focused on humanoid locomotion independently of the manipulation
tasks, ignoring the inherited redundancy of the system that allows it to perform simultaneous tasks.
The applications envisioned for the future of humanoid robots require the ability to perform a wide
range of tasks. For example, lifting and carrying a box, climbing a ladder and manipulating different
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objects. These tasks have an analogue in space applications such as carrying and manipulating
a tool and climbing a ladder into the base station. One of the focus areas of this research is the
robots ability to execute multiple tasks simultaneously while maintaining its balance. As such, this
section will review some of the different approaches used in addressing this problem.
The autonomous control of humanoid robots with non-trivial dynamics requires a real-time
method, hence the computational efficiency of the controller is very important. Many methods
have been addressed to achieve the whole body motion generation and control. [Kajita et al.,
2003b] proposed a whole body control framework based on the linear and angular momentum of
the entire robot. Intuitively, one can think of the robot as a single rigid body whose angular
and linear momentum is to be controlled. At each point in time, optimal joint velocities in the
least squares sense are found to achieve the desired linear and angular momentum of the robots.
Elements of the momenta can be left uncontrolled, which is often the case in real life robots. In
addition to the momenta, the resolved momentum framework requires that the desired velocities of
the feet are specified. This method was used by the authors to generate a natural looking kicking
motion by maintaining the CoM at a constant height above the ground. Neo et al. [Neo et al.,
2004] adapted this method to generate a whole body motion from an operational point of view.
The executed motion is specified by an operator.
Dynamic stability is very important during whole-body activities. However, humanoid motion
is often subjected to many simultaneous objectives that may be in competition with one another,
hence, comes the requirement for a prioritized multi-task control. Task prioritization was first
address by Hanafusa et al. [Hanafusa et al., 1981]. Multi-task control for the manipulation problem
was first address by Siciliano [Siciliano, 1991]. Similar control structures were later developed for
graphical models of humanoids in 1996 and then further enhanced by Boulic et al. [Boulic and Mas,
1996, Baerlocher and Boulic, 1998]. All of these approaches rely on decoupling the different tasks
in the context of inverse kinematic control.
On the other hand an operational space representation that allows for integration of force,
position and impedance control policies into a unified formulation was introduced by Khatib et
al. [Khatib et al., 2008]. With these methods, many controllers can be coordinated and each one
can specify a different objective, such as a desired trajectory for a particular point on the robot.
This coordination of the controllers uses three distinct control techniques: constraint handling,
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operational tasks, and postures. A control hierarchy handles conflicting scenarios among these three
categories of controllers. Constraints such as joint limits have the highest priority and postures
have the lowest. One advantage of the posture control is that it can control the redundant degrees
of freedom in a consistent way.
To achieve this hierarchy, operational tasks are projected into the constraints null space, and
postures are projected into the task null space followed by the constraint null space. Unlike the
resolved momentum method, these controllers generate the joint torques taking into account the
dynamic model of the robot and the environment.
Research into methods for the coordination of controllers for humanoid robots is an active area.
For example, Mansard et al. proposed a stack of tasks to organize prioritized controllers, including
a visual servoing controller and grasping controller, to enable HRP-2 to visually grab an object
while walking [Mansrad et al., 2007].
2.5 Humanoid Robot Platforms
There has been some form of humanoid platform throughout the history of the research and interest
in this field. The most notable of these is the robot WABOT-1 developed by Waseda University
[Kato, 1973]. This robot was capable of static balance and walking. A decade later, the same group
developed WABOT-2. The musician robot that is able to play the piano [Kato et al., 1987]. From
here onward, there has been a large interest in developing full body walking biped robots. Some
of the most recent of these hardware are mentioned below:
Honda ASIMO
The Honda Humanoid robot ASIMO, shown in Fig 2.2, is considered one of the most advanced
humanoid robots. The last iteration of this robot weights in at around 48 Kg, with a height of
130 cm. It has 57 degrees of freedom, including 13 DoF at the hands and fingers [ASI, 2015] [Inc,
2005]. Asimo uses an approximate dynamic model to generate a stable gait pattern [Takenaka
et al., 2009a] [Takenaka et al., 2009c]. This dynamic model consist of point masses, two at the feet
and one representing the upper body. The generated gait trajectories are then stabilized through
a control framework that would achieve feedback stabilisation of the ZMP point and ensure the
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generated motion is followed through the control of the ground reaction force [Takenaka et al.,
2009b].
Figure 2.2: Honda ASIMO humanoid robot. Courtesy: Honda.com
Sony Qrio
The Qrio is a bipedal humanoid entertainment robot developed by Sony to follow the success of
its AIBO quadroped robot. This biped has realized dynamic motion performance through the use
of the Intelligent Servo Actuators and Whole Body Cooperative Dynamic Motion Control [Ishida,
2004]. The real-time balance control system enables restabilization of the whole body motion
through asynchronously altering the upper body motion during the walk cycle [Kuroki et al.,
2003]. The real time adaptive motion controller along with the advanced sensory input allowed
the Qrio to walk on uneven surfaces and make adaptive motion against external forces. [Kuroki
et al., 2003]. Qrio was also one of the first humanoid robot platforms to be used to study the use
of Central Pattern Generator (CPG) to generate and control the bipedal locomotion. [Endo et al.,
2005]. The humanoid Qrio is shown in Fig. 2.3.
Aldeberan Nao
The humanoid robot Nao was developed by the French company Aldebaran-Robotics. It comes
at a height of 0.57m and weighs around 4.5Kg [Gouaillier et al., 2009] as shown in Fig 2.4. The
compactness and functionality of the Nao has been recognised by selecting it as a replacement to
the quadrobed Sony AIBO in the RoboCub standard league [Melanson, 2007]. The light design of
2.5.Humanoid Robot Platforms 29
Figure 2.3: The humanoid Sony Qrio. [Endo et al., 2005]
the robot compared to similarly sized heavier platforms results in smaller more efficient motors,
better dynamic capabilities, and a larger acceleration range with reduction in breakdown chances
[Gouaillier et al., 2009]. Nao was design with comparable requirements to other biped robots of
the same size with a walking speed equivalent to that of a 2 year old child of the same size, that is
about 0.6Km/h. The design goals also include a certain level of interactiveness and autonomous
behaviour. There has been a number of different studies on the Nao locomotion, however the most
common theme among all of them is the use of the Zero Moment Point and the preview control
concept to generate and control a stable walking gaint. [Strom et al., 2010] [Ferreira et al., 2013]
This section has given a review of three of the most common humanoid robots that are available
today. This does not include the robotic platforms developed within the different research institutes
around the world. For example the Japanese Advanced Institute of Science and Technology with
the robots HRP-2 [Kaneko et al., 2004] and HRP-3 [Kaneko et al., 2008]. There is also the REEM-A
[Faconti, 2007] and REEM-B [Tellez et al., 2008] developed by Pal Technologies in Barcelona. Also
the Korean Advanced Institute of Science and Technology (KAIST) has developed the humanoid
robot Hubo [Oh et al., 2006] [Lee et al., 2006] . There is also the Boston Dynamics Humanoid
robots PETMAN [Raibert, 2010] and ATLAS [Atmeh et al., 2014] these are equipped with hydrolic
actuators instead of DC motors to allow for efficient lifting capabilities and better weight to mass
ratios. [Raibert, 2010].
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Figure 2.4: The Nao robot. [Robotics, 2012b]
2.6 Conclusions
The first section of this chapter reviewed the history of humanoid robot development, showing the
state of the art in the different types of humanoids, fixed base, or crawlier, or full humanoid body.
The advancement in the mechanical design procedures of making the gearing, actuation and linkages
have resulted in much more capable humanoids. When these are coupled with similar advancement
in computational power, modelling and controller design, humanoids were able to achieve some
remarkable demonstrations. The second section investigated the biped motion generation and
control, and demonstrated both the complexity of the problem and the wide range of possible
methods that have been developed to address it, from using the ZMP criteria to the use of angular
momentum based methods and the approximation of the full dynamics of the humanoid to that of
a much simpler system, to the solution of the full dynamics and generating the required motions
oﬄine. In light of the complexity and limitation of many of these solutions, the search for an
efficient biped motion generation and control techniques is ongoing.
The third section of the chapter has highlighted the concept of the whole body control through
the use of the inherited redundancy in the humanoid systems to execute different simultaneous
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objectives. This section also presented the state of the art in the field of prioritized multi task
control.
The review here shows that although much has been done in the field of biped robot locomotion;
there is still the need to consider a different approach to achieve the goal of humanoid robots
becoming part of every day life due to the limitations of the current systems. The ZMP method
although achieved a stable walk, the speed of the walk and its stability in the face of changing
environments and disturbances is still a matter of further research. The ZMP based methods use
the ’preview controller’. These methods require pre-planned foot step locations and knowledge
of current and future actions. This pre-planning and future knowledge requirement increase the
computational demands on the robot. On the other hand, passive dynamic walkers do not exhibit
the speed and stiffness limitations. However, the unpowered nature of these robots limits their
applications.
Based on the limitations of the state of the art reviewed in this chapter, the novel application of
the spherical inverted pendulum model to be introduced in Chapter 5 and Chapter 6 with the limits
cycle walking to maintain balance and generate a robust walking gait merits further investigation.
Successful research will address the development of an efficient and reliable controller to achieve a
balanced walk with the minimum number of constraints on the actual motion of the robot. This
research will also address the design, development, and implementation of a full body controller
that guarantees task execution with no conflicts using the inverse kinematic principles addressed
in the third section of this chapter.
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Chapter 3
Humanoid Robot Modelling
Humanoid robots are complex dynamic systems, with a high degree of non-linearity and cross-
coupling between the different parameters constructing their equations of motions. Such complic-
ated systems present a number of challenges in the modelling, analysis and control process. As
a result, mathematical models that describe the dynamic behaviour of the humanoid robot with
less complexity are proposed in the literature. Such simplified models allow for the analysis and
control of these complicated dynamic systems. These models present a trade off between the model
complexity and accuracy.
This chapter reviews the different modelling techniques and their use in analysing, determining
and controlling the balance of a humanoid robot. First, there will be an overview of the different
balancing models and strategies that humans use while standing or walking. A definition of the
Inverse Kinematic problem is also included towards the end of this chapter, as well as a review
and comparison of four different numerical methods to solve this problem. Finally, the concept of
inverse kinetics, where the CoM position is treated as an extra end-effector in the IK problem, is
introduced. Later in this thesis, these models will be used to analyse and predict the stability of
the system. Additionally, the main model used throughout this research will build on top of these
models.
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3.1 Balance Models and Gait Generation Strategies
The postural stability of bipedal robots has been of large interest to robotics researchers. The zero
moment point (ZMP) concept was first introduced and employed for humanoid postural stability
by Vukobratovic et. al. [Vukobratovic´ and Juricic´, 1969]. The ZMP can be considered as the
centre of equilibrium between the total external forces acting on the system from the environment
and the inertial forces generated by the motion of the system itself. Later on the ZMP approach
was extended to the ZMP manipulability ellipsoid where, the size and shape of the ellipsoid are
functions of the joint-torque limitations [Naksuk and Lee, 2006]. Feedback linearising control of a
double-inverted pendulum model using ankle and hip torques was used by [Hemami and Camana,
1976].
There has been a large effort in the research community to model the balance and locomotion
of humanoid robots using a simplified set of reference points [Popovic et al., 2005]. In his Ph.D.
thesis, [Hoffman, 2006] argues that the horizontal motion of the CoM is the key to achieving
balance, and there are three main strategies in which this can be accomplished. Simply modifying
the Centre of Pressure location (CoP), will change the tangential term in the ground reaction force
(GRF) affecting the CoM motion. This strategy can be used for smaller disturbances. Due to the
physical constraint on the CoP to lie under the feet, a second strategy is needed, where a large
tangential GRF is induced through the creation of a moment about the CoM. This leads to a
new ground reference point called the centroidal moment pivot (CMP) that takes into account the
upper body inertia. The final strategy deals with large disturbances. The allowable area for the
CoP and likewise the CMP is increased by taking a step. The swing leg impact absorbs kinetic
energy, where impact velocity and effective mass defines the amount of absorbed energy.
The ZMP is the point on the ground, where the total tipping moment generated due to the
ground reaction force and the reaction torque is equal to zero [Vukobratovic and Borovac, 2004].
[Goswami, 1999] has shown that this point is the same as the CoP. Since the support polygon is
defined by the convex hull of the points in contact with the ground and because the ZMP represents
the average contribution of these points, it is not allowed to leave the support polygon [Goswami,
1999].
The CMP is a point anywhere on the ground where the net GRF vector would have to act in
order to generate zero torque around the CoM. Because the actual GRF always acts on the ZMP,
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whenever the GRF generates zero net torque on the CoM, the ZMP, and CMP becomes co-located.
However, if a net torque is generated about the CoM the CMP will differ from the ZMP location.
For larger disturbances it is desirable to generate a net torque about the CoM. Hence, the
control of the CoM translation through the CMP displacement becomes a useful technique. The
improvements in the translation controllability of the CoM, comes at the price of reduced angular
stability about the CoM. Such a sacrifice is acceptable in some situations, especially if the angular
instability is limited for a temporary period of time.
Pratt et al. [Pratt et al., 2006] formulated the Capture region concept using the Linear Inverted
Pendulum Plus Flywheel model. The capture region is defined as the region where the robot
must step in order to catch itself from a fall. In some situations, the region is outside the range
of motion, and more than one step has to be taken to recover from the fall. The model used
in this formulation is simple and allows for angular momentum control, but does not take under
consideration the energy losses due to foot impact with the ground or the ankle torque effects.
Bio-mechanical research into human standing balance describes the following three different
strategies:
1. Ankle Strategy / CoP Balance
2. Hips Strategy / CMP Balance
3. Step Strategy
The Ankle and Hip strategies described by Horak et al [Horak and Nashner, 1986], have been
the dominant descriptors of balance control in humans. The interaction of these methods with
the change of Support strategies in human subjects was studied by Maki et al. in [Maki and
McIlroy, 1997]. They put forward the argument that these strategies occur in parallel, rather
than sequentially, and that the human subjects will take a step, before they reach the stability
boundary for standing in place. An explanations of their findings is that, they do not consider the
CoM velocity in determining the measure of stability.
In general terms, these strategies can be employed in order from top to bottom, advancing to
the next strategy if the current one is inadequate. As shown in Figure 3.1, the force acting on the
CoM can be changed through these different strategies. Eventually the CoM can be moved through
taking a step, if a simple CoP balancing can not be achieved and maintained.
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F1 F2 F3
F1 < F2 < F3
Figure 3.1: The three balance strategies in the presence of an external force.
Later on, this chapter will introduce the different simple models used to describe these different
push recovery strategies. Actual humanoid robots will have many more degrees of freedom and
complicated control problems in comparison. However, useful approximations and simplifications
can be achieved by describing the robot motion using reduced states such as the centre of mass
and centre of pressure. The reduced dimensionality of the system, allows for easier visualization,
leading to better intuition and understanding of the motion.
3.2 Single Point Mass Models
A simple balance model is of extreme importance when it comes to the real time planning and
control of the motion. Through the reduced dimensionality of the simple model, the complexity
of the individual joint motion is abstracted, reducing the complexity of the control problem and
allowing for better understanding of the motion.
A number of physical points that summarise the balance state of the robot are used in deriving
these models. Namely, these points are the CoM, CoP and CMP. The CoP is defined as the point
on the ground that represents the overall force interaction of all ground contact points. The CMP
is the point where a line parallel to the GRF passes through the CoM and intersects the external
contact surface.
The support polygon of the biped is defined as the smallest polygon that includes all points in
contact with the ground. In single support phase, that is when the stance foot is on the ground,
the support polygon is defined by the part of the foot that is in contact with the ground. When
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in double support phase, that is when both feet are in contact with the floor, the support polygon
includes all the points where the feet are touching the ground.
The CoM of the overall system is calculated as the weighted sum of the CoM of the individual
links weighted with the links mass. Thus, the bipedal robot CoM is given by
CoM =
∑
imiri∑
imi
(3.1)
where mi is the mass of link i, and ri is the CoM position of link i. The CoM represents a single
point where the overall mass of the system is concentrated. This is useful, because it reduces the
balance control problem to controlling a single point.
The dynamics of any system of rigid bodies can be approximated by the dynamics of its CoM. At
any time instant, the sum of the forces acting on the system results in acceleration of the centre of
mass of the system. Meanwhile, the sum of the moments about the CoM results in a change in the
angular momentum of the system. Mathematically the relationship between the CoM acceleration,
and change in angular momentum H˙ is described by Eq. 3.2
S.F =
 ma
H˙
 (3.2)
where m is the total mass of the system, a is a (3× 1) vector representing the CoM acceleration,
and F T =
[
fgr τgr
]T
is the ground contact forces and torques vector (defined in Appendix A).
S is a selection and conversion matrix equal to
S =
 I3×3 I3×3 03×3 03×3
(PR − CoM)× (PL − CoM)× I3×3 I3×3
 (3.3)
where, PR and PL is the feet position, IN×N is the N × N identity matrix and 0N×N is the
N ×N zero matrix, whereas ∗× is the left cross product matrix of any vector ∗.
The top half of Eq.3.2, represents the forces acting on the CoM due to gravity and the ground
reaction forces. On the other hand, the bottom half is the torques about the CoM, which result
in the given change in the angular momentum. In the case of a biped system, the ground reaction
force is further partitioned to the right and left foot components respectively.
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There are three main variations of the single point mass biped models in the literature.
• Linear Inverted Pendulum
• Linear Inverted Pendulum with Constant Force
• Linear Inverted Pendulum plus Flywheel
The above variations will be discussed in details in the following sections to provide the required
background for deriving the different stability regions in Chapter 4. Furthermore, each one of these
models allows for a different set of balance strategies that can be executed on the robot in the event
of a disturbance.
3.2.1 Linear Inverted Pendulum
The dynamic equation of the CoM, described by Eq. 3.2, guarantees that no angular momentum will
be generated about the CoM, as a result of any forces acting on the system; given the assumptions
that there is no angular momentum H = 0, and also no change in the angular momentum of the
system for the single point mass, H˙ = 0. Furthermore, if one assumes that the CoM moves at a
constant height z = z0 and z¨ = 0, the system becomes identical to the Linear Inverted Pendulum
Model (LIPM) [Kajita and Tanie, 1991]. The dynamics of such a system can be expressed as
mx¨ =
mg
zo
(x− xcop) (3.4)
˙xcop = u (3.5)
where, x is the CoM horizontal position, at a constant height z0, xcop is the CoP position, m is
the total mass of the system, g is the acceleration due to gravity, and u is the control input for the
CoP.
There are a number of reasons why the CoP position is used as a state for the system, and
its velocity as the control input. First, this way, the rate of change of the CoP position can be
limited to achieve smooth trajectories. Second, the CoP position is often a measured quantity
in most humanoid robots. Third, it is not possible to change the CoP position instantaneously,
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Figure 3.2: In this model the ground reaction force, emanates from the CoP towards the
CoM, generating zero torque around the CoM.
except during the transition from single support to double support phase. Finally, in using this
model to control the standing balance of the robot having the CoP as a system state allows for the
assignment of a simple cost function when designing optimal control.
The LIPM can be used to study the ankle strategy to achieve standing balance, where the ankle
torque is used to apply restoring force, while other joints are fixed. Due to the relationship between
the ankle torque and the CoP position, given by [Yu et al., 2009]
xcop =
FT − τ
FN
(3.6)
where τ is the ankle torque, FN = mg is the normal, vertical, component of the ground reaction
force, and FT is the tangential component of the GRF. Assuming that there is no vertical motion.
The limits on the CoP position can be translated to limits on the ankle torque.
The state space location of the CoM (x, x˙) is used to determine the balance state of the system.
Under the previous assumptions, that no angular momentum change is allowed in the system, the
ground reaction force will emanate from the CoP in the direction of the CoM, as shown in Figure
3.2. The CoM acceleration can be easily derived from Eq. 3.4,
x¨ =
g
zo
(x− xcop) (3.7)
The linear inverted pendulum is the simplest and most common model for an upright biped
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robot. It is used extensively to achieve standing balance and dynamic walking. In section 4.1.1,
this model is used to derive the stability regions for the ankle strategy.
3.2.2 Linear Inverted Pendulum with Constant Force
The LIPM model can be extended to include the effects of an external force, fx, The dynamic
model of Eq. 3.4 becomes
mx¨ =
mg
z0
(x− xcop) + fx (3.8)
˙xcop = u (3.9)
Again, the system dynamics in the sagittal plane are decoupled from those in the lateral plane
and identical. This variation is suitable for studying the effects of long-duration push forces or
small modelling errors in the system.
3.2.3 Linear Inverted Pendulum with Flywheel
In the LIPM model discussed in the previous section, the CMP is equal to the CoP when there is zero
moment about the centre of mass of the system, due to the assumption of no angular momentum.
The Linear Inverted Pendulum with Flywheel extends the standard LIPM by allowing a non-zero
moment around the CoM, and the CMP to move outside the support polygon defined by the feet
while maintaining the CoP constraints. This results in a larger restoring force to act on the CoM,
in comparison to the ankle strategy alone. The torque around the CoM is generated using the
upper body, especially the torso and arms joints and is simulated using a momentum wheel.
In this model, a flywheel that can be torqued directly is used to approximate the entire upper
body of the robot as shown in Figure 3.3. This is the same linearised model used by Pratt et al. in
their introduction of the Capture point [Pratt et al., 2006]. The equations of motion of the system
are given by following the assumption, that the CoM has a constant height z0 and the vertical
motion is almost negligible z¨ ≈ 0. The system dynamics can be written as:
3.2.Single Point Mass Models 41
XCoM XCoP
τ
L
Fz
Fx
α
Figure 3.3: The ground reaction force acting at the CoP does not necessarily point toward
the CoM due to internal joint torques, generating torques around the CoM. The internal
joints are modelled using a momentum wheel. The equivalent force that points through the
CoM starts from the CMP.
mx¨ = Fx − τh
l
cos(θ) (3.10)
mz¨ = −mg + Fz + τh
l
sin(θ) = 0 (3.11)
Jhα¨ = τh (3.12)
where Jh is the flywheel inertia, α and θ are the flywheel and pendulum angle from the vertical,
l is the length of the pendulum rod and τh is the hip torque about the CoM.
solving Eq. 3.11 for Fz and substituting in Eq. 3.10, the over all dynamics of the system as a
function of the flywheel angle, CoP and CoM positions can be written as:
mx¨ =
mg
z0
(x− xcop)− τh
z0
(3.13)
Jhα¨ = τh (3.14)
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˙xcop = u (3.15)
It is worth noting that Eq. 3.13, Eq. 3.14 and Eq. 3.15 are linear and this linearity is what
makes the LIPM plus Flywheel model a useful tool in the balance analysis and control of bipedal
robots under larger disturbances.
It is not possible to model and execute the Hip strategy for standing balance without the inclusion
of the flywheel to the single point mass model of the biped. This model is used in Section 4.1.2 to
study the hip strategy stability region. Furthermore, this model can be used in upper body posture
control for the biped robot.
3.3 Non-linear Biped Models
Several simplifying assumptions are made in the previous section. The entire biped system is
summed up into a single point ignoring the inertia of the different body parts. The single point
mass models assume mass-less legs, that move instantly to the demanded position. Ignoring the
fact that the actual legs on the robot must be accelerated and can cause internal forces that disturb
the system. Swing leg dynamics can be integrated into the simple models to better understand
their effect on the system stability.
More complicated non-linear pendulum models are more accurate and closely resemble the real
system. However, the linearised models are very good approximations of the system dynamics.
3.3.1 Double Inverted Pendulum
To capture the effects of the upper body motion on the biped balance, the humanoid robot can
be modelled through the use of a fully-actuated, unconstrained planar double inverted pendulum,
Figure 3.4, where the equations of motion are of the form:
M(q)q¨ +N(q, q˙) = τ (3.16)
where q is the vector of joint angles, M is the mass-inertia matrix, τ is the vector of joint torques,
and N is a vector of the Coriolis, centripetal and gravitational forces.
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Figure 3.4: The double inverted pendulum model of a biped structure. Torques can be
applied at ankle and hips joints.
The double inverted pendulum, can be used to design balance controllers, such as the hip strategy
as defined in [Atkeson and Stephens, 2007]. Figure 3.5 shows the resultant configuration of simu-
lating the response to a forward push in a double inverted pendulum model.
Figure 3.5: Simulated response of a double inverted pendulum showing the configurations
every 0.5 second of a double inverted pendulum model response to a forward push [Atkeson
and Stephens, 2007].
In these models, the feet are not included normally assuming that they are always on the ground
and do not contribute to the kinetic or potential energy of the system. The CoP calculation is still
the same assuming that it does not leave the support region defined by the feet.
3.3.2 Multiple Pendulums
One approach to accurately approximate the humanoid robot dynamics is to use several inverted
pendulums to approximate the dynamics of the full robot more closely. Figure 3.6 shows how
multiple trajectories can be used to define the balance control policy.
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Figure 3.6: Optimal trajectory for multiple inverted pendulum model simulating the ankle,
knee, hips and shoulders in response to a forward push. Configurations shown every 0.25
second [Atkeson and Stephens, 2007].
This model here uses four different pendulum, two to model the leg, one for the torso, and a
normal pendulum to represent the arm. The figure shows the response achieved when executing an
optimising controller to restore balance after a forward push as described by the authors in [Atkeson
and Stephens, 2007].
3.4 Comparison Between the Different Humanoid Models
In order to approximate the complex dynamics of the humanoid robots, a number of simplified
models have been introduced. These models take into account some of the properties while ignoring
others. Table 3.1 shows a comparison between the different models and their suitability for the
different standing balance recovery strategies.
Table 3.1: Comparison between the different dynamic models of humanoid robots. The properties
marked  are considered to some extent, while those marked are taken fully into account. This
influences the computational cost, expressed by the number of , estimated in the last column
when included in the control algorithm.
Model CoM Height Leg Length Leg Mass Inertia Strategy Complexity
LIPM ×  Ankle 
LIPM + FlyWheel ×   Hip 
Double IP     All 
Multiple Pendulums     All 
The linear inverted pendulum has telescopic legs so that the CoM remains at a constant height
from the ground and can be neglected. This simplest model is the least computationally expensive
and most used model for a humanoid robot. The LIPM plus FlyWheel model included the upper
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body inertia into the model and allows for the use of the Hip strategy for balance recovery under
larger disturbances. The non linear models, specifically the double inverted pendulum and the
multiple pendulum models are the most complex modelling approaches. These models take into
account most, if not all, of the dynamic properties of the humanoid robot. They are rarely used
in studying and controlling the standing balance of a humanoid robot. They are mainly used to
model the full body dynamics of the robot during simulations or when deriving low level controllers
for the individual robot actuators.
3.5 Dynamic Model Development and Simulation
Humanoid robots can be considered as n DoF mechanical systems with generalized coordinates
vector q = [q1, q2....qn]
T . The Lagrangian,L, of the system is defined by the following:
L(q, q˙) = K(q, q˙)− V(q) (3.17)
=
1
2
q˙TM(q)q˙ − V(q)
where K(q, q˙) is the kinetic energy, V(q) is the potential energy, and the n × n symmetric
positive-definite matrix M(q) is the generalized mass/inertia matrix. By the principle of the least
action [Marsden J. E., 2002], the system’s equations of motion can be described using the Euler-
Lagrange equation
d
dt
d
dq˙
L − d
dq
L − τ (3.18)
where n-dimensional vector τ contains the joint torques. This second-order system of ordinary
differential equations directly gives the dynamics for the actuated mechanism. These dynamic
equations have the following general structure
M(q)q¨ + C(q, q˙) +G(q) = τ (3.19)
where n × n matrix C(q, q˙) contains the Coriolis/centrifugal terms, the vector G(q) = ddqV(q)
46 3.Humanoid Robot Modelling
represents the gravity torques. Equation 3.19 can be modified to include the constraint forces
resulting from the interaction of the humanoid robot with the environment as follow:
M(q)q¨ + C(q, q˙) +G(q) = τ + JTFenv (3.20)
where JT ∈ RN×6 is the Jacobian matrix that maps from the Cartesian space to the generalised
coordinates space of the humanoid robot and Fenv is the constraint force vector exerted on the
robot through contact with its environments.
3.5.1 Open Dynamics Engine
The Open Dynamics Engine (ODE) is a software library for simulating rigid body dynamics [Smith,
2014]. It is currently used by many computer games and robotics simulation tools, and it is the most
popular dynamic simulation environment for robotics applications. ODE uses efficient algorithms
and approximations to speed up the computation time to allow for the real time performance at
the expense of accuracy. This resulted in efforts being undertaken to improve the accuracy for
engineering applications [Drumwright et al., 2010]. [Kooijman, 2010] evaluated the performance of
ODE through a comparison of a double pendulum and a bouncing ball simulation in ODE and
Matlab.
The rigid bodies are interconnected by joints forming an articulated structure. The bodies cannot
penetrate other bodies or the environment, like the ground. Therefore, the motion of the bodies is
constrained. The traditional method for deriving the equations of motion using the Lagrange-Euler
approach described by Eq. 3.19 defines a minimum set of generalized coordinates that fulfil the
constraints on the motion. Some constraints cannot be replaced by a specific choice of coordinates
such as joint limits. As a result, constraint equations must be added to the system. The Lagrange-
Euler equations can be automatically derived for tree-like mechanisms as described by [van Zutven,
2009].
On the other hand, ODE uses Newton-Euler formulation, the articulated rigid bodies are de-
scribed by the full set of coordinates and an additional set of constraint equations. Due to the
numerical integration, drifts may arise that needs to be compensated, otherwise the constraints
might be violated.
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The system dynamics equations and the constraints on the different degrees of freedom of the
motion of the rigid bodies results in a linear system of equations that can be described as a Linear
Complementarity Problem (LCP). ODE solves this problem using the projected Gauss-Seidel (PGS)
with Successive Over-Relaxation (SOR) [Hsu, 2005].
3.6 Kinematic Model Development
The models introduced in the previous chapter, reduce the complexity of the humanoid robot from
the large state variables to a reduced set representing the CoM and the CoP as well as the feet
positions. However, the controlled variables in any type of robotic system, including humanoids,
are the joints connecting the different links together. The problem of converting from the reduced
set of variables defined in Chapter 3 and Chapter 5 to a set of joint variables that allow the control
of the robot is called Inverse Kinematics.
In this section, the inverse kinematics problem in terms of a general planar robotic system
will be formulated. In Section 3.6.3, the different methods for solving this problem for complex
kinematic structure with large number of degrees of freedom such as the humanoid robot, where the
redundancy in the system formulation might result in an infinite number of possible solutions will
be discussed.. In Section 3.6.4, the different approaches used to resolve the redundancy problem
through setting joint limits or multi-task demands are presented. Both of these approaches are used
later on in Chapter 7 in controlling the Nao humanoid to achieve the demanded tasks, without
violating the mechanical limits on the joints, as well as executing its tasks simultaneously, while
maintaining the demands from the balance controller. Finally in Section 3.6.5, an inverse kinetics
concept was developed to solve the inverse kinematics problem for achieving centre of mass position
demands. Furthermore using the same concept, it is possible to always achieve a robot posture
that will guarantee static balance by ensuring that the joint torques due to gravity are minimised
in the resulting pose.
3.6.1 Introduction
The movement of any robotic chain is governed by the kinematic equations. They define the
configuration of the chain in terms of the joint parameter. Forward Kinematics (FK) uses the joint
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parameters to compute the chain’s end-effector position and orientation, while Inverse Kinematics
(IK) reverses this process. Inverse kinematics finds a solution to the question: “Given a desired
end-effector position for a predefined kinematic chain, what are the joint parameters that guarantee
the end-effector to satisfy this position?”.
More formally the Inverse kinematics problem can be defined as the problem of finding the joint
parameters for the robotic chain providing a specific desired end-effector position and orientation.
For example, inverse kinematics formulae allow calculations of the joint parameters that position
a robot arm to pick up a specific object.
Any kinematic structure can be considered as consisting of a chain of rigid bodies, they will
be called links, articulated using a number of joints. If the relative displacement between two
consecutive links li and li−1 is represented by variable qi, the vector q = (q1....qN )T will define
the joint configuration of an N joint kinematic chain. Each joint i in this chain can either be
prismatic, so qi describes relative displacement, or revolute, where qi is the relative rotation between
the two attached links. It is convenient to describe the chain in terms of its joint configuration
vector q, however the end-effector position is described in a suitable task space, in terms of vector
x = (t1...tM ), where normally M = 6, when the robot kinematic chain operates in 3 dimensional
space, and t is defined as:
t =

px
py
pz
α
β
γ

(3.21)
where ( px py pz)
T is the end-effector position and ( α β γ )
T is the minimal representa-
tion of the end-effector orientation. Normally N ≥M so that the kinematic chain has at least the
minimum number of DoF required for the task. However, in the cases where N > M , the chain is
described as kinematically redundant.
For a given kinematic chain, the end effector position x can be expressed as a function of the
joint parameters q as:
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x = f(q) (3.22)
The inverse kinematic problem finds the values of q that satisfy Eq. 3.22. i.e. it solves the
following equations:
q = f−1(x) (3.23)
For a 2D two-link chain shown in Figure 3.7, where l1 = l2 = 1. Eq. 3.22 can simply be written
as:
px = cos(q1) + cos(q1 + q2)
py = sin(q1) + sin(q1 + q2) (3.24)
where x = [ px py ]
T and q = [ q1 q2 ]
T . On the other hand for the same chain , using the
cosine rule, q2 can be written as:
q2 = ±2tan−1(
√
(l1 + l2)2 − (p2x + p2y)
(p2x + p
2
y)− (l1 − l2)2
)
q2 = ±2tan−1(
√
4− (p2x + p2y)
(p2x + p
2
y)
) (3.25)
The use of the tan−1 in Eq. 3.25 leads to two solutions separated by pi, the multiplication by
2 results in an identical solution. However, the use of the square root will result in two unique
solutions for q2. They are called the Elbow down configuration 3.7a and the elbow up configuration
3.7b.
From Figure 3.7a, q1,which is uniquely determined for given a value of q2, can be written as:
q1 = φ− ψ
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(a) Elbow down configuration.
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(b) Elbow up configuration.
Figure 3.7: Example of Inverse Kinematics on a two link planar manipulator. Figures (a) &
(b) show the two possible joint configuration that achieve the same end-effector position.
where φ is the angle between the radial line to the end-effector and the x axis, and ψ is the angle
between the radial line and the first link. These two angles are found using:
φ = atan2(py, px)
ψ = atan2(sin(q2), 1 + cos(q2)) (3.26)
Equations 3.25 & 3.26 give the solution to the inverse kinematic problem defined by Eq. 3.23.
From the above analysis, it can be shown that the inverse kinematic problem is a non-linear
problem which can have one, many, or no solution at all, even for a simple kinematic structure as
in the above example.
The complexity of the problem grows with the number of degrees of freedom. In the case of a
kinematically redundant robotic structure, there might be an infinite number of solutions to the
inverse kinematic problem for a given end-effector position and orientation.
In the case where there is no solution to the inverse kinematic problem (i.e. the demanded
end-effector position is outside the work space of the robot), the system is referred to as being in
a kinematic singular state [Chiaverini et al., 2008].
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3.6.2 Task Space Kinematics Formulation
The relationship between the configuration variables of a kinematic chain, and those representing
the end-effector demand in the relevant space, can be formulated at the position, velocity or
acceleration levels. Notably, the task velocity kinematics brings up the kinematic Jacobian matrix,
which has a central role in the numerical solution methods for the inverse kinematic problem and
redundancy resolution techniques discussed later on in this chapter.
Differentiating Eq. 3.22, the first order differential kinematics between the joint space vector q
and the task space vector x can be described as:
x˙ = Jt(q)q˙ (3.27)
where q˙ is the joint space velocity vector, x˙ is the task space velocity vector, and Jt(q) = ∂f/∂q
is the M×N Analytic or Task Jacobian matrix. The last three components of x˙ do not describe the
angular velocity of the end-effector. However, they represent the rate of change of the parameters
used for the minimal representation of the orientation [Chiaverini et al., 2008].
If the end-effector angular velocity is described by the 3 × 1 vector ω and its linear velocity by
the 3 × 1 vector v, then the relationship between the joint space velocities and the end-effector
velocities is given by:
 v
ω
 =
 p˙
ω
 q˙ = J(q)q˙ (3.28)
where J(q) is the 6×N geometric Jacobian. The geometric Jacobian cannot be computed from
direct differentiation of the forward kinematic equations. It is defined as:
J(q) =
 JL1(q) ... JLN (q)
JA1(q) ... JAN (q)
 (3.29)
where JLi(q) is a 3×1 vector describing the contribution of the joint motion to the linear velocity
of the end effector, and JAi(q) is a 3× 1 vector describing the contribution to the angular velocity.
Prismatic and revolute joints contribute differently to the over all Jacobian. Table 3.2 shows how
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Table 3.2: Geometric Jacobian calculations for different joint types.
Prismatic Revolute
JL zi−1 (zi−1 × pi−1,E)
JA 03×1 zi−1
the linear and angular contributions of the Jacobian are calculated for the two different joint types.
Where, zi−1 is the axis of motion of the i-th joint and pi−1,E is the vector from the i-th joint to
the end-effector [L. Sciavicco, 2008].
The computation of the geometric Jacobian depends on the frame of reference in which the end-
effector velocity is expressed. Table 3.2 computes the Jacobian with respect to the base frame b.
If it is required to represent it in a different frame f , only the relative rotation matrix between the
two frames fRb is needed. The Jacobian in frame f is written as: [L. Sciavicco, 2008]
fJ =
 uRb 03×3
03×3 uRb
 J (3.30)
The relationship between the analytical and geometric Jacobian matrices is defined using a
transformation matrix T as follow:
J(q) = TJr(q) (3.31)
where T is defined as:
T =
 I3×3 03×3
03×3 R
f
b

where I3×3 is the 3× 3 identity matrix, 03×3 is the 3× 3 zero matrix, and Rfb is a 3× 3 matrix
that depends solely on the minimal representation used to describe the end-effector orientation and
it represents the relative rotation between the two frames b and f [Chiaverini et al., 2008].
The geometric Jacobian constitutes one of the most important tools for analysing the kinematics
of a robotic manipulator chain. It is useful for finding singular configurations, and analysing
redundancies of the kinematic chain of the robot.
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The Geometric Jacobian defined by Eq. 3.29 is, in general, a function of the joint configuration;
those configurations that lead to the Jacobian J(q) losing rank, are termed Kinematic Singularities.
Considering the role of J(q) in the first order differential kinematics in Eq. 3.28, one can observe
that a singular configuration results in infinite solutions to the inverse kinematics problem and large
joint velocities in the neighbourhood of singularity. Also a singular configuration results in reduced
mobility since it becomes impossible to generate end-effector task velocities in certain directions.
0
R(J)N (J)
q˙ ∈ RN
x˙ ∈ RM
J
0
Figure 3.8: Joint space velocity to task space transformation through the geometric
Jacobian.
Feasible Motion. The range space of the Jacobian R(J(q)) at each configuration determines
the range of the task-space velocities that can be obtained for all possible joint-space velocities
q˙. The range space is also called the subspace of feasible motion. A singularity will result in the
reduction in the dimension of the range space of J(q).
Null Space Motion. At each configuration q, the null space N (J(q)) defines a set of joint
velocities that result in no task-space velocities. A singular configuration will increase the null
space dimension by introducing another independent joint velocity combination that results in zero
task-space velocities. In the cases of redundant kinematic chains, where M < N , the null space
N(J(q)) 6= {0}. Figure 3.8 shows the relationship between the spaces of the joint velocities and
task velocities, along with the feasible and null motion subspaces.
The components of q˙ in the null space of J(q) result in a change in the joint configuration of
the kinematic chain without changing the task velocity realizing what is called internal motion of
the chain. This concept can be exploited to achieve goals other than reaching the demanded task
motion, such as obstacle or singularity avoidance and realizing joint limits. The null space motion
constitutes the core of redundancy resolution methods.
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3.6.3 Differential Inverse Kinematics
In Section 3.6.1, it was shown that a closed form solution to the inverse kinematics problem can be
obtained for simple kinematic structures [L. Sciavicco, 2008]. Whenever, the end-effector reaches
a certain position and/or orientation in the task space, the kinematic structure becomes complex,
or the kinematic chain is redundant, it becomes not possible to relate end-effector positions and
orientation to a set of joint variables. These limitations occur due to the high non-linearity of the
relationship between joint space and task space variables, governed by the forward kinematics of
Eq. 3.22.
On the other hand, the differential kinematics relationship of Eq. 3.28 represents a linear mapping
from one space to the other. Even though this mapping depends on the current configuration. This
suggests the possibility of using the differential kinematics to tackle the inverse kinematics problem.
The goal of the inverse kinematics problem is to find the joint space trajectory (q(t), q˙(t)), that
reproduces the predetermined task space trajectory x˙(t) = [ p˙(t) ω(t) ]
T . For the general case
in which the Jacobian is a square matrix, i.e. M = N , and J(q) is of full rank. The joint space
velocities can be obtained from the direct inversion of the Jacobian
q˙ = J−1(q)x˙ (3.32)
Assuming that the initial joint configuration q(0) is known a priori, joint positions can be com-
puted through direct integration of the joint velocities over time
q(t) =
ˆ
q˙(t)dt+ q(0)
Nevertheless, the fact of using digital implementations for robotic control, makes it more likely
that a discrete time trajectory q˙k of joint velocities will be computed, making it possible to resort
to numerical integration methods to obtain the joint position trajectories. The simplest of these
methods is the Euler integration method, with time step ∆t, where tk+1 = tk + ∆t, and k is the
sample number. The integral then can be written as:
qp(tk+1) = q(tk) + q˙(tk)∆t (3.33)
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The Jacobian Pseudo-Inverse Method
Under the assumption that the kinematic chain is redundant, i.e. M < N , the Jacobian matrix
is no longer square and is of the dimensions M × N . The general solution to the differential IK
problem, given by 3.32, can be expressed in terms of the pseudo-inverse J† of the Jacobian matrix.
The pseudo-inverse is a unique matrix satisfying the Moore-Penrose conditions defined in [Penrose,
1955]. If J is low-rectangular and full rank, then J† is computed as:
J† = JT (JJT )−1 (3.34)
For square matrices, Eq. 3.34, is simplified to the standard inverse matrix. The general solution
for the IK problem is then written as:
q˙ = J†x˙+ (I − J†J)q˙0 (3.35)
The general solution of Eq. 3.35 is a least square solution to the joint velocities that minimizes
‖x˙− Jq˙‖. For a full rank, low rectangular J , the joint velocities exactly realize the demanded task
velocities.
The inverse differential kinematic solution, defined by Eq. 3.35 can be considered to have two
parts. The specific solution obtained by setting q˙0 = 0
q˙ = J†x˙ (3.36)
provides the least squares minimum norm solution to Eq. 3.27. The least squares property
quantify the accuracy of the solution, while the minimum norm might be relevant to the feasibility
of the joint space velocities [Chiaverini et al., 2008].
The second part, termed the homogeneous solution. obtained from the term (I − J†J)q˙0. where
I − J†J represents the orthogonal projection matrix in the null space of J and q˙0 is an arbitrary
joint space velocities that realize the internal motion of the kinematic chain. Different joint space
velocities can be realized through variations of q˙0.
Two main problems are inherent in the pseudo-inverse method, that become apparent at or near
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a singular configuration [Buss, 2009], namely:
• Exactly at a singular configuration, the pseudo-inverse will be well-behaved. However, if the
task space velocities x˙ has a non-null space infeasible solution, a discontinuity of the joint
space solution will result.
• At near singular configurations, disproportionately large joint space velocities will result even
for small changes in the task space velocities. This is due to the component of x˙ along the
direction which becomes infeasible at the singularity.
The Jacobian Transpose Method
This method was first introduced by [Wolovich and Elliott, 1984]. It uses the transpose of the
Jacobian J instead of calculating the inverse, as an approximation to finding a solution to the
inverse kinematics problems. That is, it sets the joint space velocities to:
q˙ = αJT x˙ (3.37)
for a specific scalar α chosen to minimize the error between the demanded and current end-
effector position, e = x˙ = xd − x. One possible choice for α is that which minimizes the new error
vector after the update. For this the change in the end-effector position is assumed to be exactly
αJJT e, and α is then given by [Buss, 2009]
α =
〈
e, JJT e
〉
〈JJT e, JJT e〉 (3.38)
where 〈•, •〉 is the dot product operator.
The use of transpose of J instead of the inverse, is justifiable when the problem is viewed from
the perspective of virtual forces
τ = JT (q)F (3.39)
where τ is the joints torque vector and F is the task space force vector that produced the
torques. Utilizing the fact that a force error can be expressed as a positional error multiplied by an
appropriate, spring, constant [Wolovich and Elliott, 1984]. Expressing the force and torque vectors
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in 3.39, as error vectors, then multiplying by a suitable spring constant will map the error into
joint space and task space error vectors, yielding to Eq. 3.37.
The Jacobian transpose method is computationally cheaper to execute compared to the pseudo-
inverse method discussed in Section 3.6.3 and it does not suffer from the singularity problems of
the same method. However, the solution given by Eq. 3.37 does not satisfy the minimal norm that
is guaranteed by the pseudo-inverse method. Joints far from the end-effector will experience larger
velocities in comparison to closer joints, and it is slower to converge. [Das et al., 1988] reported that
the convergence rate for the Jacobian transpose method in the case of a single DoF manipulator is
exactly the same as that for the pseudo-inverse method. However, for multiple DoF the convergence
rate drops to about twice that of the pseudo-inverse due to the larger number of iterations required
to reach a solution.
Damped Least Square method
The use of the damped least Square method (DLS ) in the inverse differential kinematics problem
has been proposed by [Nakamura and Hanafusa, 1986b] & [Wampler, 1986] independently. In this
method one solves the minimization problem defined as
min
q˙
(‖x˙− Jq˙‖2 + λ2‖q˙‖2) (3.40)
where λ is a non-zero damping constant. The corresponding normal equation that the DSL
method solves, is written as
JT x˙ = (JTJ + λ2IN×N )q˙ (3.41)
Using the fact that (AAT )−1 = (ATA)−1 to get to a computationally efficient form where only
an M ×M matrix has to be inverted, the solution to Eq. 3.41 can then be written as
q˙ = JT (JJT + λ2IM×M )−1x˙ (3.42)
The minimization function given by Eq. 3.40, represents a trade off between the least squares
and minimum norm properties of the pseudo-inverse of Section 3.6.3. It implies considerations of
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accuracy and feasibility at the same time.
The damping factor λ determines the amount of trade off between the two properties and special
regard has to be given to the value assigned to it. A small λ gives accurate solutions with low
robustness to singular and near singular configurations; while large values result in low tracking
accuracies even when a feasible accurate solution is possible, with a high level of robustness to
singular configurations. A number of methods have been proposed for the choice of the damping
factor such as [Lee, 2000] [Walker, 1992]
Feedback Inverse Kinematics Method
The Feedback Inverse Kinematics (FIK) algorithm was introduced by [Pechev, 2008]. This method
approaches the IK problem from a control point of view, with the goal of minimizing the error
between current and desired end-effector velocities. This method constructs a negative feedback
loop, with an adaptive full transfer function K(s) acting as a control low, that minimizes the error
to an arbitrary small value. Figure 3.9 shows the structure of the negative feedback loop used in
solving the IK problem from a control point of view.
x˙
K(s)
J(q)
−
+ +
Figure 3.9: Feedback Inverse Kinematic control loop. The IK problem is solved using a
negative feedback loop that minimises the error between the desired and resultant
end-effector velocities [Pechev, 2008].
This loop leads to the following solution to the inverse kinematic problem
q˙ = K(s)(JK(s) + I)−1x˙ (3.43)
The optimal form for the transfer function matrix K(s) is given by
K(s) = JTP(sI −A)−1B (3.44)
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where P ∈ RM×M , P > 0 is a symmetric gain matrix, A < 0 and B > 0 are diagonal gain
matrices. The exact numerical values for these matrices are linked to the kinematic chain constraints
and the desired trajectory. Specifically the values for A, B are derived from performance factors
ω1 determining the bandwidth of the control loop and the saturation gain at low frequencies, and
ω2 specifying the actuator constraint in the sense of the upper bound on the velocities. These
performance factors have the following form
ω1 =
b
s+ α
IM×M
ω2 =
1
ω
IN×N (3.45)
where ω is the maximum joint rate. Using ω1 from Eq. 3.45 transforms A to
A = −αIM×M (3.46)
One of the advantages of this method in comparison to the DLS-based approach is that it allows
the weighing of each degree of freedom of the end-effector and each joint along the chain in ω1
and ω2 independently. Due to the use of a feedback loop in the inverse kinematics computation
the joint velocities are related to the end-effector velocities through the control sensitivity function
JTQ(JJT + I)−1, where Q = P(sI −A)−1B and since the computations are done in the feedback
loop no matrix inversion is required, reducing the computational demand to a great extent in
comparison to other methods. Also due to the non diagonal and dynamic form of Q singularity
robustness is achieved, with a damping factor λ = 1 in terms of the DLS-based approach, removing
the need for the expensive singular value decomposition of the Jacobian, required to compute the
damping factor at every step.
Figure 3.10 compares the performance of the four IK methods introduced in this section, for a
3 link planar manipulator. The chosen trajectory starts from a singular configuration and passes
very close to another singular configuration. The manipulator parameters are similar to those used
in [Nakamura and Hanafusa, 1986a]. It is clear that the DLS and FIK methods outperform the
other two approaches in the singular configuration.
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(a) Resultant x direction trajectory from the different IK methods.
(b) Resultant y direction trajectory from the different IK methods.
Figure 3.10: Comparison between the different IK methods for a planar 3-Link
manipulator. The demanded trajectory for the end-effector is (0, 4− t8). This trajectory
starts from a singular configuration and it can be seen that the pseudo-inverse and Jacobian
transpose perform poorly in comparison to the DLS and FIK methods.
3.6.4 Kinematic Redundancy Resolution
The kinematic redundant nature of a humanoid robot, allows for an infinite number of possible
solutions for the inverse kinematic problem, so a mechanism for choosing only one of them is
needed. This section provides two possible solutions for the redundancy resolution problem. The
first one is through optimisation of a certain performance criterion, and the second is through task
augmentation allowing for a full body multi task inverse kinematics formulation that exploits most,
if not all of the DoF of the humanoid robot.
3.6.4.1 Redundancy Resolution through Optimisation
The fact that the robot has more degrees of freedom than are needed to execute a specific task, can
be used to enhance the value of a specific performance criteria during the motion. These criteria
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depend on the configuration and trajectory of the robot joints.
One such criteria is the singularity avoidance. In fact, the extension of the workspace of the
robot kinematic chain in question is one of the main reasons for introducing kinematic redundancy.
A more detailed discussion about singularity avoidance can be found in [Baillieul et al., 1984]. If
the demanded end-effector task does not fall in an unavoidable singularity then it is possible to
compute a joint trajectory such that the Jacobian J is always of full rank. As such, a possible
performance criteria would be to maximise one of the functions that characterise the distance
from singularity, such as the manipulability measure. Another possible criteria is to minimise
the norm of the joint velocity over the whole motion of the manipulator, since inverse kinematic
algorithms produce diverging velocities near the singularity. However, it was shown that local
minimisation of the velocity norm [Whitney, 1972] does not guarantee singularity avoidance in a
practical sense [Baillieul et al., 1984].
Kinematic redundancy can also be exploited to keep the linkage away from any undesired regions
in the joint space, for example mechanical joint limits can be avoided through the minimisation of
the following cost function [Lie´geois, 1977]:
H(q) =
1
2
N∑
i=1
(
qi − qi,mid
qi,max − qi,min
)2
(3.47)
where [qi,min, qi,max] are the minimum and maximum joint positions for joint i, and qi,mid is the
mid point for the range of joint i. Another interesting performance criterion is obstacle avoidance
which can be enforced through minimising an artificial potential function based on the image of
the obstacle in the joint space of the kinematic chain [Khatib, 1985] [Latombe, 1991].
Two forms of optimisation of the performance criteria are possible, local and global optimisation.
The simplest form of local optimisation is provided through the specific solution of the pseudo-
inverse Eq. 3.35. This method provides joint velocity with the minimum norm among the velocities
that realize the task constraint. These locally optimal joint trajectories do not guarantee global
joint velocity minimisation over the whole motion. Hence, singularity avoidance cannot be ensured
even though the solution is locally optimal.
Another method where local optimisation can be used, is to include the general as well as the
specific solution to Eq. 3.35. An arbitrary joint velocity q˙0 is set to be in the opposite direction of
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the gradient of the performance criteria H(q) that has to be minimised:
q˙0 = −kH∇H(q) (3.48)
where kH is a scalar step size and ∇H(q) is the gradient of H(q). This leads to the overall
pseudo-inverse IK solution of the form
q˙ = J†x˙− kH(I − J†J)∇H(q) (3.49)
The second term of Eq. 3.49 projects −∇H(q) in the null space of the task Jacobian, transform-
ing it to a form of constrained minimisation problem [Luenberger and Ye, 2008], minimising the
quadratic function [Luca and Oriolo, 1991]
L(q, q˙) =
1
2
q˙T q + kH q˙
T∇H(q) (3.50)
Equation 3.49 represents a trade-off between the unconstrained local minimisation of H(q), by
setting q˙ = −kH∇H(q), and satisfying the task constrained through minimum norm joint velocity.
The step size kH plays an important role in determining the performance of Eq. 3.49. A small step
size can slow down the minimisation of H, while a large step size might lead to an increase in H,
the negated gradient is in the direction of local minima.
Local optimisation for redundancy resolution schemes as defined above is a prime candidate for
real-time IK solutions if the computation of ∇H and kH is efficient. However, their disadvantage
comes from the locality of the optimisation, which might lead to undesired performance during the
entire motion of the kinematic chain. A global optimisation method might be used to minimise the
integral of H(q) over the whole task duration
´ tf
ti
H(q)dt. This problem falls within the framework
of calculus of variations and a solution might not exist. One way to guarantee the existence of a
solution is to include a quadratic form in joint velocities or accelerations under the integral.
3.6.4.2 Redundancy resolution via Multiple Tasks
Another approach to solve the redundancy of a humanoid robot consists of augmenting the task
vector so that additional task space objectives are tackled as constraints. One such technique is
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called the Augmented Jacobian. The task-space augmentation, introduces additional end-effector
tasks as well as constraint tasks that are to be fulfilled; then, the required augmented Jacobian to
solve the IK problem is set up. This concept has been independently introduced in [Sciavicco and
Siciliano, 1988] [Seraji, 1989] [Egeland, 1987].
Consider a set of additional constraint tasks tc that are to be fulfilled beside the M dimensional
end effector task t. In the general case the dimension of tc is given by P ≤ N −M , even-though to
achieve full redundancy resolution there should be exactly the same number of additional tasks as
redundant degrees of freedom, i.e. P = N −M .
The additional tasks vector tc can be described in terms of the joint coordinates vector q by the
direct kinematic equation
tc = kc(q) (3.51)
where kc is a continuous non-linear vector function. The mapping from the joint velocities q˙
to the constraints velocities t˙c is obtained by differentiating Eq. 3.51, yielding to the first order
differential function
t˙c = Jc(q)q˙ (3.52)
where Jc is the constraint task Jacobian matrix of dimension P ×N , given by
Jc(q) =
∂kc
∂q
(3.53)
The augmented task vector can then be found by stacking the end effector task vector and the
constraint task vector as
ta =
 t
tc
 =
 kt(q)
kc(q)
 (3.54)
Finding a joint configuration q resulting in a desired value for ta means both the end effector
and constraint tasks are satisfied at the same time. A solution to this problem at the differential
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level can be found by inverting the mapping
t˙a = Ja(q)q˙ (3.55)
in which the matrix Ja is the augmented Jacobian defined as
Ja =
 J
Jc
 (3.56)
Defining additional tasks besides the tracking of the end effector velocity raises the possibility of
encountering a configuration in which the augmented kinematic problem is singular while the end
effector tracking task kinematics are not. This arises when the augmented task Jacobian Ja defined
in Eq. 3.56 is singular while J is full rank.
Algorithmic singularities are not problems inherited in the augmented Jacobian techniques, but
they arise from a conflict between the constraint task and end effector task [Baillieul et al., 1984] and
they can be avoided by close specification of the constraint task case by case. At these singularities
the augmented Jacobian can not be inverted, however singularity robust techniques could be used
to overcome this issue. Since exact solutions can not be found, there will be tracking errors in both
task vectors. The DLS method is used to avoid the algorithmic singularity problem and invert the
augmented Jacobian [Egeland et al., 1991] . Another approach is the prioritised multitask inverse
kinematic introduced in the next section.
3.6.4.3 Prioritised MultiTask IK
In this method of redundancy resolution, tasks are assigned different priority levels to handle
conflicts between them. Lower priority tasks are only satisfied in the null space of the higher priority
ones. For example, in the case of a walking humanoid robot the tasks required for locomotion and
maintaining balance will be of a higher priority compared to tasks that require manipulation of
tools. The basic concept in the prioritised multitask IK is that when no exact solution exists, larger
errors will only be introduced in the lower priority tasks.
Using the pseudo inverse solution to the IK problem defined in Eq. 3.35, the prioritised multi
task IK can be achieved by finding a value for q˙0, to achieve the P - dimensional constraint task
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velocity t˙c. The priority level of the tasks is ensured through the projection of q˙0 in the null space
of J . When the secondary task is orthogonal to the primary, in the sense that of R(JT ) ≡ R⊥(JTc ),
the joint velocity
q˙0 = J
†
c (q)t˙c (3.57)
would easily solve the problem, being already a null space velocity for the primary tasks velocity.
However, in a more general case a, reasonable choice of q˙0 is required to guarantee the achievement
of the primary tasks while minimizing the constraint task tracking error t˙c − Jcq˙, this results
in [Nakamura et al., 1987]
q˙0 =
[
Jc(I − J†J)
]†
(t˙c − JcJ†t˙) (3.58)
Combining Eqs 3.35 and 3.58 and simplifying results in the complete form for the IK equation
to be
q˙ = J†t˙+
[
Jc(I − J†J)
]†
(t˙c − JcJ†t˙) (3.59)
It can be seen that there are situations in which Jc(I − J†J) loses rank, even though J and Jc
are both of full rank. However, contrary to the augmented task methods, an exact solution for the
primary task is still expected as long as J is full rank. Outside of the algorithmic singularity Eq.
3.59 gives the same results as the task space augmentation method.
Another approach is to relax the minimization of the secondary task and only track the compon-
ents that do not conflict with the primary task, i.e. fall in the primary task null space, [Chiaverini,
1997]. In this case the full IK equation becomes
q˙ = J†t˙+ (I − J†J)J†c t˙ (3.60)
The above equation can be explained as follow: Both tasks are solved using the pseudo inverse of
their Jacobian matrices J† and J†c . The joint velocities required to achieve the secondary task are
then projected onto the null space of the first task to remove any conflicting components that would
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interfere with the primary end effector task. Finally the two velocities are added together to result
in the final joint velocities along the kinematic chain that would satisfy both tasks if possible. Eq.
3.60 decouples the algorithmic singularity from the singularities of the secondary task Jacobian Jc.
It represents a compromise between achieving smooth feasible trajectories for the joint velocities
and the minimization of tracking errors that is achieved with Eq. 3.59.
Another approach to solve the problem of kinematic chain redundancy is the extension of the
inverse kinematics to finding the joint configuration to achieve a specific mass distribution of the
system, as will be described in the next section.
3.6.5 Direct and Inverse Kinetics
The range of Inverse kinematics can be extended further to include the mass distribution inform-
ation of the the different links of the robot to enable the control of the position of the centre of
mass (CoM) for any articulated structure. The kinematic framework is still valid in this new exten-
ded approach, since it combines both kinematics and mass distribution; it is referred to as Direct
and Inverse kinetics. The augmented task IK architecture for achieving primary and secondary
constraints is extended to allow for CoM position control and other optimisation behaviours that
would ensure the resulting configurations are optimal in terms of moments with respect to the
centre of support [Boulic et al., 1994].
To maintain compatibility with differential kinematics, joint velocities are related to the total
CoM velocity. The resulting mapping in Eq. 3.61 is obtained, where xG is the CoM position, q is
the joint variable and JG is the CoM Jacobian
x˙G = JGq˙ (3.61)
The centre of mass Jacobian will be derived in the following section. From Eq. 3.61 and the
CoM Jacobian, the joint velocities to achieve a certain CoM velocity can be determined using any
of the differential inverse kinematic methods described above.
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3.6.5.1 Centre of Mass Jacobian
To derive the CoM Jacobian JG, assume that the CoM position xG for a robot, with total mass m
is given by
xG =
1
m
n∑
i=1
mixG,i
where mi is the i-th link mass and xG,i is the location of its CoM with respect to the world
reference frame. Taking the intermediate links into account between link 1 and link i, where rkk+1
is the position of frame k + 1 origin with respect to frame k and xiGiis the CoM position of link i
with respect to frame i origin
xG =
1
m
n∑
i=1
mi(
i−1∑
k=1
(rkk+1 + x
i
Gi)) (3.62)
Taking the time derivative to obtain the velocity of the whole body CoM in the world frame
x˙G =
1
m
n∑
i=1
mi(
i−1∑
k=1
(
drkk+1
dt
+
dxiGi
dt
))
Each vector derivative with respect to time can be expressed as a function of the angular velocity
ωj due to the rotation of joint j along the joint axis zj
ωj = q˙jzj (3.63)
x˙G =
1
m
n∑
j=1
ωj × (
n∑
i=j
mix
j
Gi) (3.64)
Using the concept of the augmented centre of mass of joint j, described in Figure 3.11, as the
centre of mass of all the links supported by joint j. The position of the augmented centre of mass
xjaj is given as
xjaj =
1
maj
(
n∑
i=j
mix
j
Gi) (3.65)
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where maj is the total mass of the links supported by joint j. Using Eq.3.63 and Eq. 3.65, The
CoM velocity as a function of the joint velocities given by Eq. 3.64 becomes
x˙G =
1
m
n∑
j=1
maj q˙j(zi × xjaj) (3.66)
diwi
x˙Gi
pi
V erticalSupportLine
xGi
AugmentedBody
Figure 3.11: Centre of Mass for a simplified kinematic model of the Nao robot, alongside
concepts and variables used for the calculation of the CoM Jacobian, Inverse kinetics and
moments optimisations.
Using the CoM Jacobian matrix to transform from the joint velocities to the CoM velocity, the
CoM velocity is described as
x˙G = JGq˙ (3.67)
Comparing equations 3.66 and 3.67, the CoM Jacobian was found to be given as
JG =
1
m
n∑
j=1
maj(zi × j xaj) (3.68)
The Jacobian matrix JG is weighted by the mass ratio of the augmented bodies to the total
mass and it relates the CoM velocity to the joints velocities. The pseudo inverse of this Jacobian
will result in joint velocities that would satisfy a specific CoM task-space velocity. It can be seen
that, this would extend the general inverse kinematics approach to include the individual link mass
information allowing for better control of the overall joint configuration.
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3.6.5.2 Moments Optimisation Behaviour
Inverse kinetics allow for the optimisation of the support moments of the individual joints of the
robot. The magnitude of these torques, depends on the augmented bodies CoM location. From
Section 3.6.5.1 on page 67, one can relate this information to the joint space and express this
optimisation as a secondary behaviour to the IK problem.
The supporting torques can be minimised through the minimisation of the following cost function
H, where τi is the i-th joint support torque
H =
N∑
i=1
‖τi‖2 (3.69)
In order to minimise the cost function H, its gradient vector has to be expressed in terms of
joint velocities. For a given joint i as in Figure 3.11, the support torque τi is the resulting torque
from the weight of the augmented body attached to the joint, and is calculated as
τi = xG.i × di (3.70)
It can be clearly seen, that the support moment, τi, is directly proportional to the distance from
the augmented CoM to the vertical support line di. Minimising one is equivalent to minimising the
other.
The relationship between joint velocity and di, can be deduced from the resulting augmented
CoM velocity projected on the axis of di, wi in Figure 3.11. The gradient term that can be used
to minimise the i-th joint supporting torque is given by
∆Hi = −2ma,idi ‖wi‖ (3.71)
The global minimum for this function is the configuration sub space where the CoM of all
augmented bodies lie on the line of support.
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3.6.5.3 Integrated kinetic and kinematic control
Both kinetic and kinematic control methods share the same joint space configuration, and they
can be integrated into a more advanced control scheme. Section 3.6.5.1 on page 67 shows how the
CoM position of the overall body can be controlled, while Section 3.6.5.2 provides a minimisation
approach to the supporting torque to expend the least effort while maintaining a posture, which
helps in the power efficiency of the robot.
It is straight forward to integrate the CoM and torque minimisation as secondary demands to
the standard IK problem, by setting the joint velocities
q˙0 = J
†
Gx˙G − (I − J†GJG)∇H (3.72)
substituting Eq. 3.72 for q˙0 in Eq. 3.35 on page 55, results in the following joint velocities
q˙ = J†x˙+ (I − J†J)(J†Gx˙G + (I − J†GJG)∇H (3.73)
Here, the supporting torque minimisation behaviour is introduced as a third priority task,
through its projection into the null space of the secondary, CoM control task. It could have
been added as a secondary task by directly sharing the kinematic null space with the CoM task.
Moreover, the priority levels between the CoM and end effectors can be inverted favouring the CoM
demand, as is the situation in balancing the robot, as follow:
q˙ = J†Gx˙G + (I − J†GJG)(J†x˙+ (I − J†J)∇H (3.74)
Equation 3.74 prioritises the CoM demand over the other end effectors. This is achieved by
projecting the other constraint into the null space of the CoM task Jacobian. Normally, in a
balancing situation, the support foot, and the CoM will have higher priority than the rest of the
end effectors. This way, the joint configuration ensures that the CoM and the support foot demands
are satisfied before solving for the other constraints in the system, so that the resulting pose will
be stable given the correct demands.
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3.7 Conclusions
This chapter shows simple models that approximate the humanoids motion while maintaining
standing balance in the face of large disturbances and achieving stable locomotion. These models
build upon prior work in the fields of robotics and Bio-mechanics.
In Chapter 4 , these simple models will be used to define regions of stability for the different
balancing strategies. These bounds can then be applied to complex humanoids or human subjects
to decide on the best balancing strategy or in predicting a fall. Furthermore, the main novelty of
this work is built upon these models, namely the Spherical Inverted Pendulum model and balancing
frame work in Chapters 5 and 6.
Also in this chapter, a formulation of the inverse kinematic problem to convert the end effector
and CoM constraint from Cartesian space to the joint space where the robot is controllable was
presented. It was also shown that closed formed solutions to the IK problem for redundant complex
robot systems such as humanoid robots, are either very difficult to find or do not exist. Furthermore,
the multi-task approach for kinematic redundancy makes a closed form analytical solution not
possible, due to the possibility of conflicts between the different demands.
In order to solve the problems arising due to the redundancy of the biped robot, the differential
kinematics and the Jacobian matrix were introduced. This method solves the inverse kinematics
problem by finding the joint velocities needed to satisfy the differential velocity in the end effectors.
This chapter discussed four different methods to solve the differential kinematics available in the
literature. These methods where compared in terms of their tracking performance, singularity
robustness and computational complexity. Redundancy is resolved through different approaches
such as joint limits and augmented task space constraint. Finally, the CoM Jacobian calculations
were presented and provided a method to minimise the joint gravity torques.
Out of the four numerical inverse kinematic methods, the feedback inverse kinematic (FIK)
method was found to be the most suitable for the application in this thesis. This is due to its linear
complexity in the number of degrees of freedom in the joint space and the end constraint degrees
of freedom. This FIK solver is implemented in C++ and used to validate the Spherical Inverted
Pendulum model introduced in Chapter 6. The FIK and SIP are validated on the Nao robot in
Chapter 7, where the robot is tasked with executing different demands that manipulate the hands
and legs end effectors, as well as controlling the CoM of the robot to maintain standing balance.
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Chapter 4
Balance Strategies & Stability
Regions
This chapter builds on the humanoid models used to describe the balancing and walking dynamics
analysed in the previous chapters to define the stability bounds of the biped. In chapter 3, three
different methods for modelling the balance of a bipedal robot are described along with their
control inputs, as well as defining the three balance strategies. They were exploited by humans
in maintaining balance in the face of large disturbances as found by the biomechanical research
community. However, there was no discussion of the ankle torque limits, or whether the system
will be stabilized using one strategy or another.
This chapter will develop the stability regions defined by the state-space location of the CoM for
the different balancing strategies. These regions and their boundaries will be applied in determining
the appropriate strategy for maintaining the humanoid balance in later chapters of the thesis.
4.1 Standing Balance
Section 3.1 introduces the different standing balance strategies defined by the biomechanical re-
search community [Winter, 1995]. These are namely the following three strategies:
1. Ankle Strategy / CoP Balance
2. Hips Strategy / CMP Balance
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3. Step Strategy
In this section, each of these strategies will be analysed within the prospect of humanoid balance
control. Also the stability region bounds for each one will be defined. These bounds will help
in predicting a fall and choosing the correct strategy to execute on the robot in the case of a
disturbance.
4.1.1 Ankle Balancing
The ankle strategy for standing balance is utilized by humans during quiet standing to maintain
balance [Winter, 2009]. Winter et al. [Winter et al., 1998] shows that for sway angles less than 8◦
the CoP and CoM are related to the horizontal acceleration of the CoM as follows:
xCoP − xCoM = −kx¨ (4.1)
where k represents a gain factor combining the inertia, weight and height of the body. Thus, to
achieve balance the xCoP −xCoM can be thought of as an error signal in the balance control system.
It has been shown by Horak and Nashner in [Horak and Nashner, 1986] that humans use the ankle
joint to control the position of the CoP. Hence, this strategy is termed the Ankle Strategy.
The LIPM model is used to model and control the execution of this strategy on the humanoid
robot. The model also allows us to define the saturation limits on the maximum torque that can
be applied to maintain the CoP on the end of the foot, in which case xcop = δ
±, where δ−and δ+
are the back and front edges of the support region of the foot, respectively. From Eq. 3.6, the
maximum ankle torque that can be generated while maintaining this constraint is given by
τmax = δ±mg (4.2)
Further more, the maximum acceleration on the CoM, when the CoP is at the edge can be found
by substituting xcop = δ
± into Eq. 3.7
x¨max =
g
z0
(x− δ±) (4.3)
4.1.Standing Balance 75
Under the initial conditions x(0) = x0 and x˙(0) = x˙0, the above differential equations can be
solved in the following way:
x(t) = (−δ + x0)cosh(ωt) + x˙0
ω
sinh(ωt) + δ (4.4)
where ω =
√
g
z0
is the pendulum rotational period.
Using Eq. 4.4 and the constraint that the CoM will come to a stop at t = T over the support
polygon of the robot, which implies
x(T ) ≤ δ±
x˙(T ) = 0
This constraint is the same as the constraint defined by Prat et al. [Pratt et al., 2006] that the
capture point remains within the support polygon formed by the foot. The stability limits of the
state-space location of the CoM can be written as
δ− < x+
x˙
ω
< δ+ (4.5)
The above equation represents the stable limits in the CoM state, as shown in Figure 4.1. This
figure shows the response in the CoM state starting from a balanced standing up and subjected
to an impulse push in the forward direction. These trajectories are generated using only the CoM
velocity and a feedback variable from which the balance is then restored using a saturated ankle
torque. Any trajectories started within the clear region are stable, while trajectories starting in
the red region are unstable. There is a line in the CoM state-space defined by
x˙ = −x ∗ ω (4.6)
Any CoM trajectory starting along this line will be an open loop stable without the need to
apply any restoring torque at the ankle joint of the the virtual model used to generate the CoM
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Figure 4.1: Ankle strategy stability regions. These are the resulting CoM trajectory when
controlling the velocity only.All trajectories starting within the clear region are stable and
while trajectories starting at the red region will fall.
and foot demands for the robot. This virtual model controller is introduced in Chapter 6. Figure
4.2 shows the trajectories for a number of different initial conditions starting along the open loop
line of attraction defined using Eq. 4.6. The definition of this line of attraction is used later in
chapter 6 to define the orbital energy function of the Spherical Inverted pendulum model used
in deriving the novel energy based control algorithm. The orbital energy can be used also as a
measure to predict the result of an impulse push alongside the stability bounds defined here.
Figure 4.2: Open loop stable initial conditions.
The CoM state can be constantly monitored, and if it falls outside these stable limits the ankle
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Figure 4.3: Stability regions for ankle balancing as defined by Eq. 4.5. Shaded area is the
unstable region. The CoM state-space trajectories are plotted for an inverted pendulum with
PD ankle torque control. The LIPM stability margins closely predict those of the non-linear
pendulum.
torque alone cannot restore the system to a stable stance, in which case one of the other two
strategies is required to prevent falling. The stability limits are calculated for a single inverted
pendulum with a PD ankle controller. The trajectories for this system are plotted in Figure 4.3
The ankle strategy stability region width is defined by the distance the CoP is allowed to travel
(i.e. the distance from the ankle joint to the edge of the support polygon). Changing the natural
frequency of the inverted pendulum ω =
√
g
z0
will only result in a change in the line of attraction
slope and the edges of the stability region. This leads to the expected and natural result that the
wider the support base defined by the foot the larger the restoring torque that can be applied to
counteract the push disturbances and restore standing balance.
4.1.2 Hip Balancing
The ankle strategy is only suitable for small pushes due to the limits on the ankle torque required to
maintain the CoP within the support area defined by the foot. In the presence of larger disturbances
or pushes a different method is required to maintain balance and the Hip Strategy is invoked. In
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some situations both methods can be used to achieve larger restoration torque to bring back the
CoM to a stable stance [Horak and Nashner, 1986].
The hip strategy is utilized when the disturbance force acting on the CoM is sufficiently large
for the ankle torque to restore balance. This strategy, modelling and control, is studied using the
Linear Inverted Pendulum plus Flywheel model described in section 3.2.3 on page 40. Equation 4.3
defines the maximum CoM acceleration when using ankle torque only. However, if this is combined
with the use of a flywheel, the maximum acceleration is defined by Eq. 3.13 on page 41 as
x¨ =
g
z0
(x− δ±)± τh
mz0
(4.7)
The fly wheel momentum, represented by the additional torque term, allows for a larger maximum
horizontal acceleration on the CoM. The dynamics of the LIPM plus Flywheel system Eq. 3.13
and Eq. 3.14 on page 41 can be expressed in terms of the natural frequency of the pendulum ω and
the edge of the support polygon δ as follow
x¨− ω2x = −ω2(δ − τh
mg
) (4.8)
Jhα¨ = τh (4.9)
As mentioned above, the flywheel represents the inertia of the upper body of the humanoid,
and is subject to joint limits constraints. The purpose of the flywheel is to return the system to
the stability limits of the ankle strategy as defined by Eq. 4.5. This is achieved by generating a
large enough torque to accelerate the CoM in the opposite direction of the force, then generating
a reverse torque to bring the flywheel to a stop and prevent it from exceeding the joint position
limits. If the system can not be brought back to the stability limits of the ankle strategy, a step
has to be taken.
Similar to the CoP balancing, the stability limits are determined through examining the largest
control action possible. This is accomplished through saturating the ankle torque at its maximum,
and generating a torque profile for the flywheel that will provide the most influence on the velocity,
as well as accelerating in one direction as hard as possible and then decelerating the flywheel [Pratt
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et al., 2006]. This is similar to a bang-bang torque control strategy for the flywheel. This torque
profile is defined as
τbb(t) = τmaxu(t)− 2τmaxu(t− TR1) + τmaxu(t− TR2) (4.10)
where τmax is the maximum torque that a joint can apply, u(t−T ) is a unit step function starting
at time T , TR1is the time when the flywheel torque is reversed, and TR2 is when the time flywheel
comes to a stop. The flywheel torque profile defined by the above equation is shown in Figure 4.4.
1 1.5 2 2.5 3 3.5 4
0
τmax
−τmax
TimeTR1 TR2
Figure 4.4: The Flywheel bang-bang torque profile.
The goal here, is to bring the system state back to satisfy Eq. 4.5 at t = TR2
δ− <
x˙(TR2)
ω
+ x(TR2) < δ
+ (4.11)
Once the system is returned to this state, the ankle balancing strategy can be used to drive the
system to a stable state and the flywheel can be driven back to its zero position. Integrating Eq.
4.9, substituting τh = τ from Eq. 4.10, the velocity of the flywheel can be expressed as
α˙(t) = α˙(0) +
τmax
Jh
(tu(t)− 2(t− TR1)u(t− TR1) + (t− TR2)u(t− TR2) (4.12)
while the position of the flywheel is given by
80 4.Balance Strategies & Stability Regions
α(t) = α(0) + α˙(0)t+
τmax
Jh
(t2u(t)− 2(t− TR1)2u(t− TR1) + (t− TR2)2u(t− TR2) (4.13)
Assuming that the flywheel starting state is α(0) = 0 and α˙(0) = 0, and its final state α(TR2) =
αmax and α˙(TR2) = α˙f , the final velocity of the flywheel is maintained to bring it back to the zero
position. Solving Eq. 4.12 for TR1
TR1 =
1
2
(
Jh
τmax
α˙f + TR2
)
(4.14)
Substituting into Eq.4.13 and rearranging, results in the following quadratic equation
τmax
4Jh
T 2R2 −
α˙f
2
TR2 +
Jhα˙f
4τmax
− αmax = 0 (4.15)
Demanding that the flywheel comes to a complete stop at TR2(i.e α˙(TR2) = 0) and it also satisfies
the position constraint, Eq. 4.14
TR1 =
1
2
TR2 (4.16)
Following the same demand, the maximum value for TR2 is given by
TR2 = 2Tmax = 2
√
Jhαmax
τmax
(4.17)
By solving the differential equation Eq. 4.7 and then substituting the input torque profile defined
by the bang-bang controller in Eq. 4.10. The position and velocity of the CoM at time t = TR2 = 2T
is expressed as
x(TR2) = δ + (x0 − δ)cosh(2ωT ) + x˙0
ω
sinh(2ωT ) +
τmax
mLω2
(cosh(ωT )− cosh(2ωT )− 1)
x˙(TR2) = ω(x0 − δ)sinh(2ωT ) + x˙0cosh(2ωT ) + τmax
mLω
(2sinh(ωT )− sinh(2ωT ))
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For the complete derivation see [Pratt et al., 2006]. Substituting the state of the system calculated
above in the stability region defined by Eq. 4.11, and assuming the worst-case scenario when
T = Tmax, the hip strategy stability regions are defined by
δ− − P < x0 + x˙0
ω
< δ+ + P (4.18)
where,
P =
τmax
mg
(eωTmax − 1)2 (4.19)
The term P indicates an extra region of stability that extends the stability limits defined by the
ankle strategy alone.
If the system state falls within the region defined by Eq. 4.18, then the CMP/hips balancing
can be used to restore the system to a stable state. Figure 4.5 shows the hip stability regions along
with CoM state space trajectories. Equation 4.18 differs from the ankle strategy stability bounds
equation, Eq. 4.5, only by the term P . This term represents the enlargements of the bounds
achieved by using the hips strategy. This result is also clearly visible in Figure 4.5, where the hips
stability region is defined to be the area enclosed by the two red regions, while the ankle stability
region is the smaller clear area in the middle.
The hip strategy extension to the stability region depends on the mass and the inertia of the fly-
wheel (the upper body of the humanoid) as well as its maximum angular position, which represents
the maximum tilt at the hips of the humanoids.
The overlap between the stability regions of the two strategies requires a decision to be made
on which to use in the case of small perturbations. However, maintaining the upright posture is
normally of a higher priority and the ankle strategy should be used whenever possible.
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Figure 4.5: The CoM phase trajectories using bang-bang control on the flywheel, along
with the hip strategy stability regions. The blue trajectories are stable and they converge to
the stable state, while red trajectories represent unstable starting conditions for which the
hip balancing is not sufficient to restore balance.
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Figure 4.6: The trajectories of the centre of mass and Flywheel in response to a push
impulse of 2.5Nm using the bang-bang controller.. Figure (a) shows the Flywheel velocity.
Figures (b) and (c) show the CoM position and velocity respectively and Fig (d) shows the
CoM state space.
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Using the bang-bang controller for the flywheel and a PD controller for the CoP results in the
CoM and flywheel trajectories shown in Figure 4.6. The instantaneous change in the Flywheel
velocity, when it has been activated for a period Tmax, results in the instantaneous change in the
CoM velocity. Such change in velocity means a very large acceleration is applied in the opposite
direction which is not possible for an actual system. The same effect is observed when the flywheel
comes to a stop after an activation period of 2Tmax. During the time that τbb changes its value, the
flywheel velocity changes instantaneously. This results in accelerating the CoM in the direction of
the impulse push which might counteract the effects of the hip strategy completely by pushing the
CoM states outside the ankle stability region as shown in the highlighted section of Figure 4.6.
Due to the limitation in using a bang-bang type controller, different types of control laws are
required, such as optimal control. These controllers should drive the flywheel and extend the
stability bounds of the system, without the introduction of the large jerk on the CoM and pushing
the state outside the stability region of the ankle strategy.
4.1.3 Knee Balancing
Human beings utilize one more strategy to maintain standing balance and recover from a push.
This strategy is called the Knee strategy or the squat strategy [Gauchard et al., 2010] [Di Giulio
et al., 2013]. The goal of this strategy is to reduce the height of the CoM resulting in a smaller
tipping moment acting on the ankle joint as shown in Fig. 4.7.
Figure 4.7: Knee/Squat strategy to restore balance.
[XING and LIU, 2011]was of the first to study the use of this strategy with a three link model
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of a humanoid robot. They show that using the knee strategy has little impact on the maximum
push handling of the robot in the case of a constant push. However for an impulse push, using
the knee strategy increases the maximum impulse showing the effect of lowering the CoM on the
standing balance restoration for the robot.
Looking back at the stability regions for the Ankle and Hips strategies defined by Eq. 4.5 on
page 75 and Eq. 4.18 on page 81, it is evident that the height of the CoM of the ground affects
the slope of the boundaries, ω =
√
g
L . Figure 4.8 shows the change in the slope of the stability
boundaries for different CoM height values. The change in the CoM height is the result of the knee
joint activation in response to a disturbance. It should be noted, that the width of the stability
region is not affected by the height of the CoM, only its slope. As a result of this fact, executing
the Knee strategy will have no effect on the constant force push on the CoM. However the change
in the stability boundary slope, means that the robot is able to restore its standing balance from
larger impulses when the knee is bent and the CoM is closer to the ground in comparison to the
impulse magnitude when the knee is fully extended. This observation coincides with the finding
of [XING and LIU, 2011].
Figure 4.8: Stability boundary slope changes for different CoM height, L, values.
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Given the fact that the Knee strategy only enhances the response to an impulse push in compar-
ison to the Hips or the Ankle strategies alone, and that the Single Point Mass models of humanoid
robots do not include a specific knee joint, this strategy will not be studied further as part of this
research.
4.2 Stepping
The previous section describes the stability methods exploited by humans during quiet standing,
or when the perturbation is sufficiently small that the CoM states fall within the stability bounds
of either the Ankle or the Hip strategies. However in this section, the measures taken by humans to
restore balance in the face of larger perturbations that forces the CoM outside the stability bounds
described above will be discussed. In such situations, humans take a step in the direction of the
push to restore their balance.
The act of taking a step extends the support region to cover the area between the front and the
back foot, double support, or to be under the stance foot, single support. Since larger disturbances
require larger force to restore balance, this calls for larger steps to be taken. However, the step
location is also determined by the kinematic constraints and impact dynamics of the robot.
L L L
∆z
L+ ∆L1 L+ ∆L2
Figure 4.9: Single point mass at the hips with mass-less extendible legs for stepping. After
impact the legs move accordingly to maintain a constant CoM height z0.
To model the stepping behaviour, the robot is represented by a point mass at the hip and two
mass-less telescopic legs. The legs act as dampers, instantaneously during impact, and continuously
during the double support phase. Since the impact will affect the vertical velocity of the CoM, the
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assumption of the LIMP where the CoM only travels horizontally is not valid any more. However,
after the impact the CoM will only move horizontally and LIPM models still apply. The model
shown in Figure 4.9 assumes that the legs are of equal length L just before impact and their length
is changed to maintain only horizontal motion of CoM and no movement in the vertical direction.
The position and velocity of a point mass m at the end of a pendulum of length L are given by
 px
pz
 = L
 sin(θ)
cos(θ)
 (4.20)
 vx
vz
 = L
 cos(θ)
−sin(θ)
 θ˙ (4.21)
V −z
v−x
v−
v+
θ
2θ
L L
Figure 4.10: The impact model for the Stepping balance strategy. This model assumes that
the legs have fixed and equal length at the moment of impact. The vertical velocity of the
CoM after impact goes to zero immediately, while the horizontal velocity is decreased after
the impact due to the energy loss.
From the assumptions, that the impact is instantaneous, the length of the stance leg is constant,
and the fact that the leg does negative work in the direction of the force as shown in Figure 4.10.
The ratio of the horizontal to vertical damping forces can be expressed in terms of the change in
CoM velocities as
Fx
Fz
=
∆vx
∆vz
= tan(θ) (4.22)
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Using the assumption that after the impact the vertical velocity goes to zero ∆vz = 0 − v−z , so
the change in the horizontal velocity is given as
∆vx = −v−z tan(θ) = Lsin(θ)θ˙ (4.23)
This change in the CoM horizontal velocity is determined from the stance leg angle θ and its
rotational velocity as well as the stance leg length L. The post impact CoM velocity helps in
determining the optimal stepping location that will ensure the efficient restoration of the balanced
state as shown in the following section.
4.2.1 Optimal Step Position
The author propose that the ideal step location should be one that results in the CoM of the biped
transitioning to the most robust state possible. This robust state is defined by the open loop stable
line that attracts the CoM to the upright stable posture.
The impact results in a discontinuity in the CoM state space of the system with the new position
falling behind the stance foot. The instantaneous change in the velocity is determined by Eq. 4.23.
The new state of the CoM after impact has to be within the stability limits of the ankle or hip
balancing strategies in order to be able to stabilise the biped after the step. As mentioned above,
the optimal step location brings the CoM state to lie over the line of attraction defined by the ankle
strategy (Eq. 4.6). Therefore the optimal step location will need to satisfy the following condition
on the post impact CoM state:
v+x + x
√
g
z
= 0 (4.24)
when the state of the CoM satisfies Eq. 4.24, the system will be open-loop stable using zero
ankle torque resulting in a large margin for errors and disturbances.
The Eqs. 4.20, 4.21, 4.23 & 4.24 were used to derive the optimal angular velocity of the pendulum
at impact in terms of the angle just before impact θ− , as
cos(θ)θ˙ + tan(θ)sin(θ)θ˙ + ωsin(θ) = 0
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Figure 4.11: Optimal step length for balance to bring the CoM to a complete stop. The
blue dashed curved line represents a solution to Eq. 4.25. While the yellow dashed line
represents a solution to Eq 4.24.
θ˙ = −ωsin(θ)cos(θ)
cos(2θ)
(4.25)
The intersection point of the plotted numerical solution of Eq. 4.25 with the CoM phase plot
gives the optimal CoM velocity just prior to the impact as shown in Figure 4.11. The blue dashed
line represents the solution to Eq. 4.25. The step size that has to be taken for the system to come
to a stop is then calculated using Eq. 4.24. This choice for the step length provides the largest
margin for error and disturbances, hence it is the most reliable choice.
The next section will introduce a different method to model the stepping dynamics of the biped.
This method is based on the LIPM model of the biped. This section is concluded by a comparison
between the two stepping models.
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4.2.2 LIPM Stepping
This section discusses another method to execute the step motion for the robot and analyse the
dynamics of the changing of support using the LIPM model introduced in Section 3.2.1. In com-
parison to the model used in the previous section, this model ignores the effects of the energy loss
due to the impact of the swing foot.
Considering only the step location along the Sagittal plane, a similar approach can be followed
for the Lateral plane. The system starts outside the stable region and the CoM is slowed down
by moving the CoP to the edge of the stance foot. The step location can be determined using
the orbital energy of the system as defined in [Kajita et al., 1992]. The orbital energy of the
CoM trajectory from the current location (x0, x˙0) to its location at the point of impact (x1, x˙1) is
conserved and given by
1
2
x˙20 −
ω2
2
(x0 − xCoP )2 = 1
2
x˙21 −
ω2
2
(x1 − xcop)2 (4.26)
Since the LIPM assumes that the CoM travels only horizontally, then at the moment of impact
the two legs will have the same length, which results in
x˙1 = ωx1 (4.27)
Eq. 4.26 and Eq. 4.27 can be solved with respect to x1,
x1 = x0 +
x˙20 − ω2x20
2ω2xCoP
(4.28)
From the assumption of equal length legs, the CoM will come to a stop after travelling the same
distance before and after the step. This results in a step location xstep given by
xstep = 2x1 (4.29)
All of the above calculations are relative to the stance foot position.
Figure 4.12 shows the optimal step location as calculated using the LIPM stepping model, which
was superimposed on the non-linear model for stepping for different initial velocities for the CoM.
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Figure 4.12: Comparison of the step location between the LIMP model and the non-linear
step model.
The LIPM model is a good approximation for the non-linear approach with small initial velocities.
However for large disturbances, the LIPM stepping model might result in a step capture location
that violates the kinematic constraints on the robot’s legs.
For example, for the system parameters used in generating figure 4.12, any initial velocity larger
than 1.6m.s−1 results in a stance leg angle of 25◦ from the vertical, in which case the CoM height
drops by around 0.1m. This contradicts the main assumption made in deriving the LIPM model
(i.e. the CoM maintains a constant height above the ground and that both legs maintain the same
length). In such situations, more than one step is required to bring the system back into the stable
region or a different sized step, that will bring the CoM state to within the bounds of the Hips or
Ankle strategy. However, this second approach reduces the margins of stability achieved by taking
the optimal step length, which then results in an open loop stable system.
4.3 Comparison Between the Different Balance Strategies
The ability to maintain a balanced posture and recover from push disturbances is achieved through
the exploitation of different strategies as discussed above. The choice of the best strategy to use is
based on the force of the push disturbance affecting the body. These strategies are studied using
different dynamic models of the biped, and they result in the activation of different body joints to
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restore balance. Table 4.1 shows a comparison between the different strategies in terms of their
stability boundaries, models used to study them and the maximum impulse force they are able to
recover from.
Table 4.1: Comparison between the different stability strategies .
Strategy Model Boundary Max Impulse
Ankle LIPM δ− < x+ x˙ω < δ
+ 5.4Ns
Hips LIPM+Flywheel
δ− − P < x+ x˙ω < δ+ + P
P = τmaxmg (e
ωTmax − 1)2 10Ns
Knee 3-link model δ−
√
g
l < x˙ < δ
+
√
g
l |x=0 12.5Ns
Stepping Non-linear or LIPM No boundary N/A
The maximum impulse magnitude for the different strategies, given in table 4.1, was obtained
from simulation results with robot parameters similar to those of the Humanoid robot Nao used
as the hardware platform for this research. It should be noted that the Stepping strategy has
no bound on the push disturbance magnitude, nor the states of the CoM. The robot can take as
many steps as needed to bring the states to within the bounds of the Hips or Ankle strategies to
restore standing balance. Hence the only limit on the stepping strategy is that imposed from the
environment, in which case the robot can not take the required number of steps.
4.4 Conclusion
In this chapter, analytical bounds on the stability of the different standing balance strategies was
developed. Knowledge of closed form stability regions in terms of the states of the centre of mass
of the biped, allows the controller to monitor these states and make a decision on the most suitable
strategy to adopt for the current robot situation.
Section 4.1.2 showed that exercising the hip strategy increases the magnitude of the impulse
push for which the biped is able to restore its balance state by a factor determined by the upper
body inertia, the hips angular limits and the maximum available torque at the hips of the biped.
Increasing the hips torque or its angular limits, increases the stability region size. However, in-
creasing one while the other is fixed results in diminishing returns. Furthermore, the maximum
hips torque should not result in foot movement.
Analysis of the ankle balance strategy has shown that there is a line of attraction that passes
through the standing upright state of the CoM. This line is called “The line of attraction”, as it
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attracts any state of the CoM towards the stable state of the biped, without requiring any control
input from the ankle or hips of the biped.
If the CoM state is outside the bounds defined by the hips strategy a step has to be taken.
Section 4.2 analyses the stepping dynamics using two different methods. The proposed optimal
step location is chosen to bring the CoM state over the line of attraction, providing the largest
stability margins in the face of disturbances and modelling errors. If the optimal step length exceeds
the leg kinematic constraint, then either multiple steps or a suboptimal step has to be taken in
order to restore balance. This step will bring the CoM anywhere within the stability bounds defined
by the ankle and hips stability regions.
The results from this chapter are used in Chapter 6 to allow the control framework to monitor
the system state, execute the correct strategy and predict a fall if the system cannot recover. The
non-linear stepping model will also be used in determining the step length when executing the
stepping balance strategy or during walking.
Chapter 5
Proposed Spherical Inverted
Pendulum Modelling and Control
This chapter builds on the biped models presented in Chapter 3 to develop the proposed Spherical
Inverted Pendulum (SIP) model. This model is based specifically on the development by [Sekiguchi
et al., 2006] and [Kameta et al., 2007]. Where they developed a Spherical Inverted Pendulum model
in order to avoid the singular configuration present at the moment of toe-off. In this work, the model
will be modified and extended to address the humanoid robot stability problem. The assumption
that the CoM of the biped maintains a constant height throughout the motion is essential in
deriving the linearised models defined by the LIMP and its derivatives. This assumption is also the
limiting factor in achieving fast and realistic motion of the humanoid. The SIP model developed in
this chapter mitigates these drawbacks by mimicking the biomechanical models used in studying
the human motion.
Once the SIP mathematical model has been developed, a comparison of different control ap-
proaches to maintain an upright stance of the pendulum is presented. This will lead to the devel-
opment of the novel energy based control law. This chapter is then concluded with a comparison
between a centralised control approach and the dissipative control method. Later on, the SIP model
and the energy based control law will be used in controlling the balance and generating the walking
gait of the humanoid robot using the SIP balancing control framework proposed in Chapter 6.
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5.1 Introduction to the Spherical Inverted Pendulum
Biomedical engineers model human walking as a double inverted pendulum, where the stance leg
behaves like an inverted pendulum and the swing leg is a normal pendulum [Uyar et al., 2009] as
shown in Fig. 5.1. In [Winter et al., 1998] the authors describe the inverted pendulum for human
balance in quiet standing in terms of the stance foot angle from the vertical.
Figure 5.1: Biomechanical model for human balance and walking as an inverted
pendulum [Kwon and Hodgins, 2010].
Following the same line of thought a humanoid robot is equivalent to a point mass located at
the CoM of the robot with mass equal to the total mass of the robot. This point mass is supported
by a mass-less link representing the stance leg of the robot and there is a single contact point with
the ground representing the ankle joint.
The ankle joint (the contact point with the ground) in the SIP model is assumed to be a 2 DoF
rotational joint, to allow the CoM point to move in 3 dimensional space. As a result the CoM can
occupy any point within a volume defined by a hemisphere, without changing the contact point
location. See Fig. 5.2 for reference.
Allowing the ankle joint to have two rotational degrees of freedom, and the CoM to move freely
within the space defined by Figure 5.2, means that no simplifying assumptions on the CoM height
are required. This results in a more natural and realistic motion of the robot.
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Figure 5.2: 2 DOF inverted pendulum.
5.2 Mathematical Modelling of the Spherical Inverted Pendulum
The derivation of the mathematical model for the spherical inverted pendulum is described in
this section. The Lagrange method for equation of motion (EoM) derivation was used. Figure
5.2 defines the reference coordinate frames. The CoM location in the local frame is defined by
p = (0, l, 0)T , where l is the height of the CoM of a fully extended stance leg.
The ankle joint has 2 DoFs (as mentioned in the previous section), representing the rotations
around the x and z axes. The CoM position in world space is given by
wp =

cos(φ) −sin(φ) 0
sin(φ) cos(φ) 0
0 0 1


1 0 0
0 cos(θ) −sin(θ)
0 sin(θ) cos(θ)


0
l
0
 (5.1)
The kinetics energy of the pendulum K is given as
K =
1
2
mv2 (5.2)
k =
1
2
ml2
[
(
dθ
dt
)2 + (
dφ
dt
cos(θ))2
]
(5.3)
where m is the total mass of the pendulum, v is a 3× 1 linear velocity of the CoM defined as d wxdt .
The potential energy of the system u is given by the following
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u = mgh (5.4)
u = mg(l.cos(φ).cos(θ)) (5.5)
where h is the height of the CoM.
Using 5.3 and 5.5, the Lagrangian L is found to be
L = 1
2
ml2
[
(
dθ
dt
)2 + (
dφ
dt
cos(θ))2
]
−mglcos(φ)cos(θ) (5.6)
The equations of motion of the system are given as
d
dt
∂L
∂q˙
+
∂L
∂q
= τ (5.7)
where q =
(
θ φ
)T
. τ is a 2× 1 vector of actuator torques. Carrying out the derivatives in Eq.
5.7, the dynamic equations of the system are found to be
θ¨ =
τθ
ml2
+
g
l
cos(φ)sin(θ)− φ˙2sin(θ)cos(θ) (5.8)
φ¨ =
τφ
ml2cos2(θ)
+
gsin(φ)
lcos(θ)
+
2φ˙θ˙sin(θ)
cos(θ)
(5.9)
As can be seen from Eq. 5.8 and 5.9, the system is non-linear and there is a degree of cross
coupling between the two degrees of freedom. Hence, to be able to use traditional control methods
the system has to be linearised, introducing modelling errors that will affect the performance of
the control method used.
5.3 Canonical Control
The SIP model is marginally stable. If it is subjected to any slight disturbance, it will lose its
upright posture. To be able to maintain this unstable equilibrium of the SIP, some form of feedback
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control is needed. That will reject the effect of the disturbances while maintaining the stability of
the system. This section discusses two traditional control methods that are used to stabilise the
system against different disturbances. Namely, full state feedback control system where complete
information about the system is available for the controller. The other method is a standard
Proportional-Derivative control with gravity compensation. Comparison of the two methods is
also presented.
5.3.1 Linearised Spherical Inverted Pendulum Control
This section describes development of a full state feedback control law to maintain the system
balance and stability in the face of disturbances. However, this type of controllers require the
system model to be linearised before the derivation of the control law.
The system of equations described in Eq. 5.8 and 5.9 can be linearised for small values of θ and
φ. The equations of motions describing the pendulum become
θ¨ =
τθ
ml2
+
g
l
θ (5.10)
φ¨ =
τφ
ml2
+
g
l
φ (5.11)
Using the approximation sin(α) ' α, cos(α) ' 1 for small values of α. Eq. 5.10 and 5.11 give a
good approximation for the non-linear dynamic equations of the system for values of θ and φ.
From the static kinematic analysis of the inverted pendulum the sway angle is related to the
CoP location during quiet standing by [Flagan, 2014]
xCoP = l ×−sin(θ) (5.12)
solving for θ
θ = −sin−1(xCoP
l
) (5.13)
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Solving Eq. 5.13 using the robot Nao parameters, used in the Chapter 7. The maximum sway
angle is found to be ±17◦. Figure 5.3, shows the error between the complete and linearised model
of the spherical inverted pendulum. The error introduced due to the linearisation of the system
is ±4.5% when a tilt angle of ±25◦ is reached, which is more than the maximum allowable sway
angle for the Nao robot.
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Figure 5.3: Error in the linearised system model. The length of the pendulum rod l = 1m
and the initial conditions where set to 0.001radians for both φ and θ and zero angular velocity.
Using the state-space notation of the form
x˙ = Ax+Bu
y = Cx+Du
to express the linearised system, the state vector becomes x = ( θ θ˙ φ φ˙ )
T , actuation vector
u = ( τ1 τ2 )
T , with the output variables being the joint angles θ and φ
The system matrices can be given as
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A =

0 1 0 0
g
l 0 0 0
0 0 0 0
0 0 gl 0

B =

0 0
1
ml2
0
0 0
0 1
ml2

C =
 1 0 0 0
0 0 1 0

D = 0
The linearised model decouples the degrees of freedom, simplifying the control problem of main-
taining the pendulum up-right. In the following sections, the design of a control law for the pitch
angle θ will be discussed. The same method can be extended to the control of the roll angle.
Considering only one degree of freedom of the pendulum reduces the system model to the fol-
lowing
 θ˙
θ¨
 =
 0 1
g
l 0

 θ
θ˙
+
 0
1
ml2
u (5.14)
The simplest possible control method, that will achieve full control authority in maintaining an
equilibrium around θ = 0, is a full state feedback controller uc defined as
uc = −Kx (5.15)
where K is a 1 × 2 gains vector, x is the 2 × 1 states vector. Substituting the control input uc
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into Eq. 5.15, using x to represent the states, A for the state transition matrix, and B for the input
matrix.
x′ = (A′ −B′K)x (5.16)
The characteristic equation of the fully controlled system becomes
det
[
sI − (A′ −B′K)] = 0 (5.17)
Depending on the desired behaviours the poles of Eq. 5.17 will decide on the exact gain values
to be used in the control law uc. Table 5.1 shows the different design parameter values for the
model used in the simulations and the values of the chosen gains for a 0.27 seconds rise time. The
gains were calculated using LQR (Linear Quadratic Regulator) that guarantee closed loop stability
of the system while minimizing the control effort. This method of control minimises the following
cost function
J =
∞ˆ
0
xTQx+ uTRu (5.18)
where, x is the state vector and u is the control action. The manually adjusted parameters where
chosen to be
Q = diaq([102, 10])
R = diag([
1
τ2φ,max
,
1
τ2θ,max
]) (5.19)
where τψ,max is the maximum driving torque for the ψ degree of freedom.
In comparison to other control methods, where the output is returned and compared to a refer-
ence input generating an error signal. In the case of full state feedback control, all of the system’s
states are fedback and used to generate the control input to the system. For good reference tracking
performance the steady state response of the system should be approximately one.
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Table 5.1: Design parameters and gains.
Parameter Value
mass (m) 5.05 Kg
length ( l ) 0.36 m
raise time ( tr ) 0.27 seconds
gains (K ) [180 22.39]
1
s
A
B C
K
N¯ +
+
+
-
r x˙ x yu
Figure 5.4: Reference Tracking Full state feedback controller block diagram. The reference
input is scaled with the additional gain matrix N¯ , to make the system closed loop transfer
function Gcl(t)→ 1 as t→∞.
Y (s)
R(s)
|s=0= 1 (5.20)
For a full state feedback controller the closed loop transfer function is not equal to 1 at DC,
resulting in a poor performance when a reference input is given. To enhance this response, one
needs to compute what the steady state value of the states should be, then multiply it by the
chosen gain K, and use that as the new reference value when computing the input to the system.
One way for achieving this is by using an additional gain matrix N¯ for the reference input. The
gain matrix ensures that the steady state response will be given by Eq. 5.20, and it is calculated
from the system dynamics and the chosen gain as follows
N¯ = −(C [A−BK]−1B)−1 (5.21)
The full block diagram of the control loop is shown in Fig. 5.4. The closed loop response of a
system designed with the parameters given in Table 5.1 is shown in Fig. 5.5.
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Figure 5.5: Linearised SIP step response with Full state feedback controller. The rise time
of the system for a step input of size 0.2 rad is around 0.25 seconds, which is well within the
design requirement.
5.3.2 Centralised Control Law for SIP
In the previous section a full state feedback controller was designed. Using the linearised plant,
and the quadratic cost function defined in Eq. 5.18 the feedback control gains K where found using
the LQR method. In this section, a classical control low based on the proportional derivative (PD)
controller will be designed.
The control low in this section is a form of centralised control for robotic manipulators. The
goal of the centralised control method is to ensure asymptotic stability of the SIP, given a desired
reference configuration for the SIP pendulum qd. The equation of motions of the system can be
written in the general form
M(q)q¨ + C(q, q˙)q˙ +G(q) = u (5.22)
where M(q) is the mass-inertia matrix, C(q, q˙) is the Coriolis and centrifugal effects, G(q) is the
gravity torques, u is the control input and q is the system configuration. Defining the error e as
e = qd − q (5.23)
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Considering the following Lyapunov function candidate
V (q, q˙) =
1
2
q˙TM(q)q˙ +
1
2
eTKpe > 0 ∀q˙, e 6= 0 (5.24)
where Kp is a 2×2 positive definite matrix. Eq. 5.24 consist of two terms, the first is the kinetic
energy of the system, the second term can be interpreted as the potential energy stored in the
springs with stiffness Kp. Assuming a constant desired reference input, so that e˙ = −q˙, the time
derivative of Eq. 5.24 can be written as
V˙ = q˙TMq¨ +
1
2
q˙T M˙ q˙ − q˙TKpe (5.25)
Substituting for the system’s dynamics from Eq. 5.22:
V˙ = q˙T (u− Cq˙ −G) + 1
2
q˙T M˙ q˙ − q˙TKpe (5.26)
=
1
2
q˙T [M˙ − 2C]q˙ + q˙T [u−G−Kpe] (5.27)
Note that the q˙T [M˙ − 2C]q˙ = 0 and by setting the control input u to be:
u = G(q) +Kpe (5.28)
It is possible to guarantee that V˙ is negative semi-definite. In fact:
V˙ = 0 q˙ = 0, ∀e (5.29)
Eq 5.29 requires perfect compensation of the gravity term to guarantee that V˙ is a negative
semi-definite matrix, hence guaranteeing stability of the system.
Adding derivative action to the control input, sets the input to be:
u = G(q) +Kpe−KD q˙ (5.30)
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Figure 5.6: PD + Gravity Compensation Controller of SIP. The Closed loop block diagram
of a PD controller plus gravity compensation. The system is asymptotically stable as long as
Kp and Kd are positive definite.
By setting KD to be a positive definite matrix, it results in:
V˙ = −q˙TKD q˙ (5.31)
The control law is a linear PD controller with a non linear term (gravity compensator). The
system is globally asymptotically stable for any choice of KP , and KD as long as they are positive
definite. Fig 5.6 shows a block diagram of the PD plus gravity compensation control scheme.
As long as q˙ 6= 0, the system evolves and V will decrease. Since Eq. 5.24 does not depend on
q, it can not be guaranteed that the steady state error will be zero e = 0. On the other hand, the
steady state can be computed from the system’s equation
Mq¨ + Cq˙ +G(q) = G(q) +KP e−KD q˙
setting q˙ = q¨ = 0 results in
Kpe = 0
for a positive definite KP , the PD controller with gravity compensation results in q = qd, as long
as the system is modelled perfectly.
The non-linear equations of motion of the system where used to analyse the performance of the
system. To achieve similar performance to the full state feedback controller, an integrator term was
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introduced to the PD + Gravity compensation, so that the control input is given by the following
equation
u = G(q) +Kpe+Kde˙+Ki
ˆ
e.dt (5.32)
The controller generates unrealistically large inputs that can not be generated by the actuators
of the Spherical Inverted Pendulum. There are two possible solutions to this problem. The first
one is keeping the controller gains as they are while saturating the control signal u to the physical
limits of the actuators on the ankle of the robot. This will result in the reduction of the system
bandwidth and less accurate tracking of the reference input. The other approach is by reducing
the controller gains and utilizing gain scheduling to avoid saturating the actuators, while still
maintaining reasonable performance of the controlled closed loop system. Figure 5.7 shows the
step response with and without control input saturation. The effects of the saturation such as the
slower response time of the system and reduced tracking performance can be seen in Fig. 5.7.
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Figure 5.7: PID + Gravity compensation controller step response with and without
saturation on the control input. The saturation decreases the performance of the controller
by slowing down the response of the system.
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5.3.3 Drawbacks of Classical control systems
Classical control methods described above have different draw backs. The largest problem with
both methods is the tunings of the gain parameters in the control law. In the case of full state
feedback and the use of LQR optimisation, different choices for the Q and R matrices will result
in largely different controller gains and hence different response properties such as the speed of
recovery from an impulse disturbance. Figure 5.8 shows the impulse response of a controller tuned
with different values for the Q matrix.
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Figure 5.8: System response for an impulse versus different Q matrix. It is evident that the
larger the Q the quicker the response of the system, up to a point where the system will start
to suffer from an overshoot, due to the large proportional gain generated from the LQR
algorithm.
From the above figure, it is clear that the larger the Q matrix terms the quicker the system reacts
and corrects for a disturbance. However, the resultant gain matrix norm grows exponentially with
the magnitude of the terms in the Q matrix Figure 5.9 plots the norm of the gain matrix as a
function of the magnitude.
Similar issues are encountered with the PD+Gravity control law. Figure 5.10 shows the response
to an impulse input of the system versus different gain values. Furthermore, to the problem of
selecting the optimal tuning parameters the PD controller results in an overshoot in the system
response when trying to correct for a disturbance input. In the context of maintaining robot
stability, this overshoot had a detrimental effect on the overall system stability and results in
overuse of the system actuators which leads to reduction in the battery operated time that a
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Figure 5.9: The effect of changing Q on the controller gains.
humanoid robot can be used between recharges.
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Figure 5.10: The SIP angle trajectory for different gain values resulting from changing the
quality matrix Q.
5.4 Dissipative Control
Given the above mentioned draw backs of the classical control approaches, a novel approach to the
stabilizing control of the SIP will be presented in this section. This new control method converts
the system to a passive system in the sense of dissipativeness. This section will start by giving
an introduction to the dissipative class of systems, followed by derivation of the supply rates and
storage functions for the SIP and finally simulation results of applying this control approach on
SIP will be presented.
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5.4.1 Dissipative Systems
Dissipative systems are of particular importance in the field of engineering. The dissipation hypo-
thesis, which separates such systems from the general dynamical systems, results in fundamental
constraint on the dynamic behaviour of such systems. A common example of this type of systems
is electrical networks in which part of the supplied energy is dissipated in the resistors as heat.
The theory of dissipative systems is important in control engineering due to its implications on
the stability of control systems. One of the results of the stability theory states that a passive and
stable feedback system consists of a passive dynamical systems in its feed forward and feedback
loops. Furthermore, the Lyapunov function of such a system can be the sum of the stored energies in
those loops. The existence of the stored energy function is simple to establish due to its equivalence
to the passivity assumption. However, there is a range of possible functions for a system with a
predefined input - output behaviour [Willems, 1972].
Given a dynamical system Σ defined with the state space model
x˙ = f(x) +G(x)u
y = h(x) + J(x)u (5.33)
along with the supply rate w : U × Y → R1, where U and Y are the input and output spaces
respectively. For any u ∈ U , y ∈ Y and (t0, t1) ∈ R+ where t1 > t0, the function w(t) =
w(u(t), y(t)) is locally integrable. i.e.
ˆ t1
t0
|w(t)|dt <∞ (5.34)
Definition 1. A dynamical system Σ with supply rate w is defined to be dissipative if there exists
a non-negative function S : X → R+ called storage function, such that for any u ∈ U , y ∈ Y and
(t0, t1) ∈ R+ where t1 > t0,
S(x0) +
ˆ t1
t0
w(t)dt ≥ S(x1) (5.35)
1The following notation is used in this section:R = the real numbers; Rn = n − dimensional Euclidean space;
R+ = the non-negative real numbers; Re = {−∞} ∪R ∪ {∞} = the extended real numbers.
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where x0 is some initial state of the system at time t0 and x1 is the system state at time t1.
The definition above follows from the fact that the dynamical system is assumed to be dissip-
ative and that a storage function exists. Another important quantity termed the available storage
plays an important role in determining whether a system is dissipative or not [Willems, 2007].
The available storage is defined as the maximum amount of energy that can be extracted from a
dynamical system at any time. This concept is a generalization of the available energy concept
defined in [Willems, 1971] [Baker, 1969] [Estrada, 1971].
Definition 2. The available storage, Sa, of system Σ with supply rate w is the function Sa : X→ R
defined by
Sa(x0) = − sup
T>0
ˆ T
0
w(t)dt (5.36)
where x(0) = x0 and the supremum is taken over all the admissible inputs u ∈ U.
For the system to be dissipative, the available storage Sa has to be finite for all x ∈ X and
0 ≤ Sa ≤ S. The proof of this theorem is derived in [Willems, 1972]. This definition and theorem
provide a method that can be used to verify whether a system is dissipative or not without requiring
knowledge of its storage functions. In other words, it is an input / output test. The inequality
0 ≤ Sa ≤ S only states that the available storage can be the actual storage function of the system.
In the case of a dynamical system where its available storage is its actual storage, an interesting
property is observed. That is all the system internal storage is available to the outside world
through its external terminals.
The available storage concept examines what happens when the system starts from a particular
state. This leads to the logical examination of the system when it ends up in a particular state
introducing the concept of required storage. [Willems, 1972] [Willems, 2007] . Assuming that for the
system Σ defined in Eq. 5.33 there exists an equilibrium state x? ∈ X such that S(x?) = min
x∈X
S(x) .
Furthermore, assume the following reachability assumption. For all x ∈ X, there exists a t ≥ 0 and
u ∈ U such that x(t) = x?. i.e. each state can be reach from and steered towards the equilibrium
state.
Definition 3. The required storage Sr for a dissipative system with supply rate w is the function
Sr : X→ R defined by
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Sr(x) = inf
T≤0
ˆ 0
T
w(t)dt (5.37)
with the infimum taken over all the admissible input u ∈ U.
For dissipative system the storage function must satisfy the a priori inequality Sa ≤ S ≤ Sr, i.e.
a dissipative system can only supply a portion of its stored energy and store a fraction of what it
has been supplied with. The available and required storage always satisfy the dissipation inequality
as shown in [Willems, 1972]. It must be noted that not every function bounded by this inequality
is a possible storage function.
For a dissipative dynamical system Σ with supply rate w and storage function S, if S is a
differentiable function of x, then
S˙ ≤ w(u, y) (5.38)
along any trajectory of the system. To turn the above into an equality, introduce a real valued
function d : X × U → R called the dissipative function (dissipation rate) defined as
d = S˙ − w (5.39)
The function d satisfies
S(x0) +
ˆ t1
t0
(w + d)dt = S(x1) (5.40)
It is clear that given d ≥ 0 being non-negative implies the dissipativeness of the system. The
dissipation rate d can uniquely determine storage S, provided the appropriate reachability and
controllability conditions are met.
Stability of Dissipative Systems
Willems [Willems, 1972] defines the stability of dissipative systems in the context of Lyapunov
stability theory. The Lyapunov functions are generalised energy functions, that correspond to the
storage function S. The storage function S of a stable dissipative dynamical system Σ must be
continuous and attains a strong local minima at the equilibrium point x∗. The function S is a
Lyapunov function for the system.
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If the available storage Sa attains a strong local minima at x
∗, then so does the storage function
S. This condition can be verified without explicit knowledge of S. Also the fact that x∗ is an
equilibrium point in itself follows from the fact that the system Σ is continuous in t for all t ≥ t0
and that the supply rate w(t) ≤ 0 for all x ∈ X.
The above definition of the stability may be refined in several ways. Some of which are explained
here:
• The local minima of the storage function defines the stable equilibria and vice versa.
• Local maxima of the storage function will define an unstable equilibrium, if all trajectories
in its neighbourhood involve some dissipation.
• Under strong dissipative assumptions, it may be concluded that all trajectories approach the
point of minimum storage. The system is strong dissipative in the sense that no trajectory
is free of dissipation as defined in [David Hill, 1976].
• If the system supply rate w(u, y) = 0 for all y ∈ Y then, local minima and maxima of the
storage function define stable equilibria.
5.4.2 SIP Energy Model and Control
Considering the state-space representation of the SIP dynamical system given by
x˙ = Ax+Bu
y = Cx+Du
The system is stabilised through a feedback loop as shown in Fig. 5.11. The dynamical systems
Σ1 and Σ2 forming the negative feedback loop are interconnected via the constraints u2 = y1 and
u1 = −y2.
The theory of dissipative systems provides a powerful method to analyse the stability of such a
feedback system. If one associate the supply rate w1(u1, y1) with Σ1 and w2(u2, y2) with system
Σ2 and if w1 and w2 are such that w1(u, y) +w2(y,−u) = 0, then the feedback system is a neutral
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Σ2
u1 y1
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Figure 5.11: Isolated feedback closed loop system Σ1 is the dynamical model of the SIP,
and Σ2 is the controller negative feedback system.
interconnected system. To prove stability of such a system, one has to prove that Σ1 is dissipative
with respect to w1 and Σ2 is dissipative with respect to w2. There are many possible choices for
the supply rates w1and w2. One possible choice is a quadratic supply rate in u and y, i.e.
w(u, y) =< u, y >= u′y (5.41)
In order to find a storage function for the SIP model, considering one degree of freedom of the
system and assuming zero control input, the system’s equation of motion given by Eq. 5.10 becomes
θ¨ =
g
l
θ (5.42)
These systems behave like a spring-mass system with negative stiffness of k = −gl . A conserved
quantity ESIP can be defined as
ESIP = −1
2
θ˙2 +
g
2l
θ2 (5.43)
The ESIP represents the sum of the potential and kinetic rotational energies. ESIP can be
interpreted as the stored energy function of the one degree of freedom inverted pendulum. The
system is in a balanced up-right posture when ESIP = 0. The solution to this stable condition
represents the eigenvalues of the system
θ˙ = ±
√
g
l
θ (5.44)
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Eq. 5.44 represents a saddle point in the system with a stable eigenvector, when θ and θ˙ have
opposite signs (the CoM is moving towards the pivot point) and unstable eigenvector when the sign
is the same (the CoM is moving away from the pivot point). Rearranging Eq. 5.44 the state-space
stability condition is given by
P = θ +
√
l
g
θ˙ = 0 (5.45)
However, when the system is disturbed, the above stability condition does not hold and P 6= 0.
Using a standard Proportional control law with gain kp, the control input u can be defined as
u = −kpP (5.46)
The control input u is then related to the ankle joint torque τ as follows
τ = mglsin(u) (5.47)
substituting the above equation in the linearised equation of motion given by Eq. 5.10, with the
approximation that sin(u) ≈ u gives:
θ¨ =
g
l
θ +
gu
l
(5.48)
Substituting in the values of u and P from Eqs. 5.43 and 5.45, and simplifying to arrive at the
following:
θ¨ = −kpωθ˙ + ω2(1− kp)θ (5.49)
where ω =
√
g
l . The response of the closed loop system given in Figure 5.12a resembles that of
a critically damped second order system. This represents the optimal response of the system, in
the sense that it recovers as quickly as possible from an impulse disturbance, while requiring the
minimal control effort to recover. Figure 5.12b shows the control torque required to stabilise the
system in response to different impulse disturbances.
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Figure 5.12: Energy based SIP balancing controller response to a range of impulse inputs.
The CoM sway angle shown in Figure 5.12a reaches a maximum tilt of around 8◦ in response
to a 5Ns impulse push. The CoM is then restored to its upright stance without overshoot in the
opposite direction of the disturbance impulse. The ability of the controller to restore the balance
of the pendulum without resulting in an overshoot ensures that the balance stability margins are
maximised.
5.5 Comparison of Canonical and Energy Based Control Law
One of the main hurdles in the wide-spread use of robots in everyday applications is limited by
the on-board battery capacity and energy consumption of the different components and algorithms
being executed on the robot. Figure 5.13 graphs the delta in the total mechanical energy (TME)
of the SIP humanoid robot model in response to small disturbances. It is evident that the new
passivity based controller achieves faster response time in comparison to the canonical control
approaches. It is also evident that the energy based controller requires less over all energy in
restoring the system balanced state in comparison to the classical approaches, without the need
for tuning the different gains in the control system.
In the above, the overall control system performance, under the presence of impulse disturbances
that resembles the robot being subjected to a push, was described. The following figures show the
response of the energy based control law in comparison to the classical PD controllers.
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Figure 5.13: Comparison between the TME change using energy based controller vs.
standard controller. It is evident that the Energy based method requires less effort from the
controller in dissipating the disturbance.
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classical controllers under additive white Gaussian
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Figure 5.14: Energy control law performance under white Gaussian measurement noise.
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The transfer function from the measurement noise to the output for the closed loop energy
control law is denoted by T , the complementary sensitivity function
TEnergy =
ωKps+ ω
2Kp
s2 + ωKps− ω2(1−Kp) (5.50)
while in the case of the classical PD control the same transfer function is given by
TPD =
Kds+Kp
ml2s2 +Kds− (mlg −Kp) (5.51)
The energy control law transfer function TEnergy depends only on the Kp gain variable, while the
TPD depends on both the proportional and derivative gains as well as the mass of the pendulum.
Both of Eq. 5.50 and Eq. 5.51 behave as low-pass filters as shown in Fig 5.15. The steady-state
(DC) gain of these transfer functions is given by
Gss = lim
s→0
T (s)
For the Energy control law, the steady-state gain is defined to be
GEnergyss = lim
s→0
ωKps
2 + ω2Kp
s2 + ωKps− ω2(1−Kp) (5.52)
GEnergyss =
Kp
Kp − 1 (5.53)
The classical control law has a similar expression for the steady-state gain as that given by Eq.
5.52. The steady-state gain is given by
GPDss =
Kp
Kp −mlg (5.54)
For very large proportional gains, the steady-state gain of both closed loop systems approaches
one. However, for most practical situations where the proportional gains are limited to an upper
bound due to actuator saturation limits, or in the case of robot standing balance, the CoP limits
the value of the DC gain is larger than 1. This fact is evident in the denominator of both of Eqs
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Figure 5.15: Complementary Sensitivity function of the closed loop SIP system for both
control laws. The novel energy control response is shown in blue. It is evident that the
response does not suffer from any overshoot and has a larger bandwidth compared to the
classical PD controller shown in Red.
5.52 & 5.54. In high frequencies, the magnitude of both transfer functions approaches zero since
the order of the denominator polynomial is larger than that of the numerator. i.e. both transfer
functions are proper.
The magnitude of the transfer function for both systems decays to zero as the frequency increases.
The classical control magnitude decays faster than the energy based. As a result of this fast response
of the system, results in an increased overshoot in the system’s response to impulse disturbances.
On the other hand, the energy based controller does not suffer from such effects. In fact, it acts
like a critically damped system, as observed in the time response of Figure 5.12.
To study the effects of the energy based controller under actual situations and to simulate walking
at low speeds, the ankle joint of the pendulum is demanded to go back and forth at a rate of 2
steps a second. A sinusoidal input signal r(t) was used as the driving input for both systems.
r(t) = sin(4pit)
The top graph in Fig 5.16 shows the tracking response of the two control methods. The classical
control system has a large tracking error and phase delay of roughly pi2 . On the other hand the
response from the energy controller, closely tracks the input signal in terms of the amplitude and
the phase of the signal.
To simulate the effects of the real world measurement and actuation noise, white Gaussian
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noise was added to the input signal before being fed to the system. The noise signal was filtered
at 100Hz to model the bandwidth of the Nao joint position and IMU sensors. This is also the
sampling frequency at which the control loop will be running on the robot. The bottom graph of
Fig 5.16 shows the response of both controllers. It is evident that the PD control system performs
better in rejecting the high frequency noise in comparison to the Energy control system. However,
this is expected due to the larger bandwidth of the novel control law in comparison to the classical
method, as can be determined from Fig. 5.15.
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Figure 5.16: Reference input tracking comparison between the novel Energy based
controller and a classical hand tuned PD controller. The top graph shows the tracking
performance of both controllers. It is evident that the Energy based controller is more
superior in comparison to the PD controller. The second graph shows the controller’s
response to a noisy input signal. The classical system behaves better in this case due to its
lower cut-off frequency in comparison to the Energy based system.
On the other hand, the energy based controller tracks the input signal r(t) closely, as can be seen
at the top graph in Fig. 5.16. The PD controller causes a larger phase delay and more attenuation
to the input signal of almost 30% of the original signal.
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5.6 Conclusion
This chapter builds up on the linearised models of the biped models and the biomechanical model
for human motion, to derive the novel Spherical Inverted Pendulum model used to control the
balance and walking of the humanoid robot. Similar to the previously introduced models, the SIP
concentrates the mass of the robot at its CoM. This lumped mass is connected to the support point
on the ground through the stance leg. Section 5.3 develops two types of canonical control laws
that aim to stabilise the system. Namely, the state feedback controller, and the centralised control
law with the gravity feedforward compensation. Both of these methods are able to stabilise the
biped in its upright posture. However, to meet the requirements of maintaining a standing balance
in the face of disturbances and during walking, a large effort in the tuning of the control gains is
required. In order to meet these requirements, without reducing the balance margin on the biped,
the control torque will exceed the no foot slippage limit on the ankle torque.
In order to mitigate these drawbacks, Section 5.4.2 develops a novel energy based controller
derived from the theories of Dissipative Systems. This control approach transforms the system
to a critically damped system, that restores the system’s balance in the fastest and most energy
efficient method. Later on, Section 5.5 will include a discussion comparing the performance of this
novel controller and the hand tuned PD controller.
This comparison showed that the Energy based control law behaves similarly to a critically
damped system, with very fast rise and settling times. This results in the system having a larger
bandwidth compared to the PD controller and a better input tracking performance. However, its
noise rejection capabilities are not as good as those of the classical PD controller. Furthermore,
designing this type of controller is much simpler in comparison to the classical controller, since
there is only one variable that needs to be chosen and a very good performance is achievable with
relatively smaller gain values when compared to the classical system.
In the next chapter, the Spherical Inverted Pendulum model and the novel energy based con-
trollers will be used to formulate the control framework used to maintain standing balance and
controlling the walking gait of the biped robot.
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Chapter 6
Robot Balance and Walking Control
using SIP Model
In the previous chapter, the novel SIP model and an energy based control law that preserves and
restores the upright stance of the pendulum were developed. In this chapter,the SIP model will be
developed further into a complete balance and walking control framework.
The ability to maintain a stable posture at all times is essential for the success of the humanoid
robot in their envisaged application domains. For example space applications, might include tasks
like assisting the astronauts in their various missions or the construction of habitats on a planetary
surface without human intervention [Stoica et al., 2005]. Traditional approaches to humanoid
balance generate a stable CoM trajectory and then track it using inverse kinematics [Stephens,
2007]. Stable walking patterns are often generated using model predictive control (MPC), which is
a trajectory optimisation technique [Muske and Rawlings, 1993]. Linearising the balance dynamics
of the robot simplifies the optimisation problem to a quadratic programming (QP) problem. These
approaches assume the footstep locations are given ahead of time as in Kajita et al. [Kajita et al.,
2003a]. These implementations are used for open loop pattern generation, where the controller
generates reference motion. These trajectories are then closely tracked by the robot. Given that
the environment is known a priori and the open-loop motion is well-designed, the robot can achieve
a stable walk.
In this chapter, the SIP model is used as an internal model to develop the control framework for
balancing the robot. In comparison to oﬄine pattern generation methods, the SIP internal model
121
122 6.Robot Balance and Walking Control using SIP Model
Stability 
Region 
Analysis
1/sB C
A
1/sB C
A
1/sB C
A
1/sB C
A
1/sB C
A
1/sB C
A
Figure 6.1: Block diagram of virtual model controller and its interface to the robot
hardware. The virtual model controller analyses the current state of the robot to calculate
the stability margin to decide on the suitable balance strategy. The robot and the internal
model states are used to stabilise the virtual SIP model. The internal model controller output
the CoM and foot location, which are used by the robot inverse kinematics to generate the
required joint trajectories.
uses the current system’s state estimates to form a closed loop controller that outputs the desired
CoM and footstep location to maintain standing balance even in the presence of disturbances. The
complete closed loop block diagram of the internal model controller and the full body controller
is shown in Fig. 6.1. The states of the robot are fedback to the SIP to calculate the CoM states
to perform the stability boundary analysis to decide on the appropriate strategy to execute. The
strategy will bring the CoM of the SIP model to the open loop stable line where no control action
on the SIP is required. However, control action is still needed on the actual robot to achieve this
trajectory.
Later on, Section 6.2 shows how this control framework can be extended to generate and control
the humanoid robot walk. The generated motion of the biped CoM is then compared to the
measured motion of the human CoM during a forward walk. This same framework is also able
to generate an omnidirectional walk and achieve turning as the robot is progressing in its local
forward direction. Traditional ZMP approaches are not able to achieve this without stopping first,
as is the case in the first Honda ASIMO robot.
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6.1 Novel Standing Balance Control Frame Work
In this section, the novel standing balance control framework, by using the SIP and energy based
control approach will be introduced and developed. The objective of the developed framework in
the case of standing balance control is to bring the CoM of the robot to rest over the centre of
the support polygon. This is achieved through the use of the SIP internal model controller. The
footstep location is determined by the controller to decide on the best location to recover from
different disturbances. The internal model controller is best described with the block diagram
shown in Figure 6.2
SIP
Foot
RobotIK
FK
E
n
v
ir
on
m
en
t
Fw
FEnv
dq
q
dxcom
xcom
psw
θref
Position
dpsw
φref
dpstep
Internal Model Controller
Figure 6.2: Internal Model Control.
where:
θref , φref are the reference pendulum angles. For standing balance the reference values are
assumed to be [0, 0]T , to bring the CoM to rest on top of the pivot point.
dxsw is the swing foot position. In the event of take a step or walking the swing foot
trajectory will be described later in this chapter.
xsw is the actual swing foot position.
dpstep Desired step location to recover balance after a push disturbance
dxcom is the demanded CoM location as calculated inside the SIP model using the kinematic
equation defined in Eq. 5.1
xcom is the actual CoM position calculated from the forward kinematics.
dq the demanded joint angles generated through the inverse kinematic solver.
q is the actual joint angles.
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FEnv is the external forces acting on the robot from the environment.
Fw is the force exerted by the humanoid robot on the environment.
In the simplest form of this controller the SIP block can be decomposed to a series of steps
described in Figure 6.3. The dynamic model is that of the 2 DoF Inverted pendulum described in
section 5.2 using Eqs. 5.8 and 5.9.
Dynamic Model
Controller
Kinematics
Logic
Torque Limits
Figure 6.3: Decomposition of the SIP block.
The controller in the SIP block can either be a PID + Gravity controller described in section
5.3.2 with the control signal u given by equation 5.32, or the more efficient and robust energy
control method described in section 5.4.2. However, the saturation limits on the control signal are
defined through a set of inequality constraints.
In order to maintain the centre of pressure under the feet, the constraints
d−Y ≤ ycop ≤ d+Y (6.1)
d−X ≤ xcop ≤ d+X (6.2)
must be met. where ycop and xcop is the CoP position and d
±
X and d
±
y represent the distance from
the centre to the edge of the support polygon in the x and y directions respectively. Assuming the
foot location is fixed and no slippage occurs, the CoP location is given by [Yu et al., 2009]
xcop =
−τ
FZ
(6.3)
where τ =
[
τx τy
]
is the total moment generated at the ground contact (the pivot) point of
the SIP. The other constraint is due to friction, and to guarantee that the no slippage constraint
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is met. However, the general form of this constraint is non-linear in the forces,
∥∥∥∥∥∥
√
F 2X + F
2
Y
FZ
∥∥∥∥∥∥ ≤ µ (6.4)
where FX , FY and FZ are the components of the ground reaction force. From Eq. 6.4, it is
clear that the ground reaction force in the z direction, FZ , must satisfy the following inequality:
FZ > 0 (6.5)
FZ ≥
∥∥∥∥∥∥
√
F 2X + F
2
Y
µ
∥∥∥∥∥∥ (6.6)
Further more, FZ is expressed
FZ = m(x¨Z + g) (6.7)
where x¨Z is the vertical acceleration of the CoM, m is the system mass and g is the gravity
acceleration. From the constraints of Eqs. 6.6 and 6.1 and using the simplifying assumption that
no foot slippage occurs, the maximum joint torque that can be generated by the controller is written
as a function of the ground reaction force and support polygon dimensions as follows:
τmax = md(x¨Z + g) (6.8)
Considering that the control purpose is to maintain a 0◦ inclination for the CoM when there is
no disturbances acting on the body, and to satisfy 6.1 when forces are acting on the CoM. The
control low is expressed as follow
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τc = mglsin(−kpP ) (6.9)
τ =

τmax τc > τmax
τc −τmax ≤ τc ≤ τmax
−τmax τc < −τmax
(6.10)
where P = q +
√
l
g q˙, q = [θ φ]
T is the vector of the pendulum angles, Kp is the 2 × 1 gain
vector and τc is the control signal before the saturation limits. The maximum torque value τmax
changes according to the state the robot is in.
The SIP block would provide the desired CoM position dxcom and the next step location
dpstep
if the disturbance is large enough to require the execution of the stepping strategy. The inverse
kinematics block converts the demands generated by the SIP block to the demanded joint angles
that are then fed to the individual joint controllers in the robot to generate the required posture.
From the IK equation defined by Eq. 3.32,
q˙ = J−1x˙
The Jacobian J is the augmented Jacobian matrix constructed by combining the CoM Jacobian
JG (calculated using Eq. 3.68) and the end effector Jacobian Je (calculated using Eq.3.29 ).
J =
 JG
Je
 (6.11)
and the inverse kinematics equation of system becomes
q˙ =
 JG
Je

∗  dx˙com
dx˙sw
 (6.12)
The values of dx˙com and
dx˙swing are calculated internally in the IK block in Figure 6.2. The joint
angles q is calculated by integrating q˙ numerically using Eq. 3.33
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Algorithm 6.1 Simple Implementation of the Logic section in the SIP block.
1 i f ( d i s turbance < Step thre sho ld )
2 Execute Ankle Strategy
3 else i f ( d i s turbance > Step thre sho ld )
4 Determine bes t f o o t l o c a t i o n
5 Execute Step Strategy
6 else // Disturbance = 0
7 Do nothing
These joint angles are then used as a reference input to the robot’s joints actuators. The actual
robot angles are used to calculate the actual position of the swing foot xsw and CoM xcom
The logic section of the SIP block determines which of the two balance strategies to execute
(Ankle or Step strategy), the optimal position of the foot location in the case of taking a step and
what actions to be taken after taking the step (i.e. take another step backwards, move the other
foot ahead so that both feet are side by side again). One possible implementation for this section
is described with the pseudo-code shown in Algorithm 6.1.
The Step threshold represents the maximum disturbance, that would push the robot state outside
the stability bounds defined by the current strategy.
In the analysis of the performance of the proposed control architecture, only the Ankle and
Stepping strategies are presented. This is a direct result of using the Spherical Inverted Pendulum
and the energy controller as an internal virtual model that provides the CoM and foot trajectories
to the robot through the Inverse Kinematics system. The use of the full body inverse kinematics,
to satisfy the CoM trajectory demanded from the internal model, results in the Hips strategy being
executed. This is due to the fact that demanding a CoM location that falls outside the Ankle
stability region can only be achieved through the rotation of the upper body around the hips joint
of the robot, which results in the same effect as the Hips strategy. Hence the stability regions of
the internal model are expanded to cover the regions of the Hips strategy as well.
The upper body rotation around the Hips joint is achieved by the full body inverse kinematics
under a specific set of constraints that the robot has to maintain in the case of standing balance.
These constraints are:
• Maintaining feet contact with the ground.
• Satisfying the soft and hard limits set by the hardware requirements.
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Under these constraints when the CoM falls outside the region defined by the Ankle strategy, a
rotation around the Hips joint will be required to satisfy the CoM demands and hence achieving
the effects of the Hips balancing strategy. Due to these observations, only the Ankle and Stepping
strategies are discussed in the next part of this chapter. This discussion is divided into Small
disturbances (i.e. Ankle Strategy) in Section 6.1.1 and Large disturbances (i.e. Stepping Strategy)
in Section 6.1.2.
6.1.1 Small Disturbance Analysis
Under small disturbance forces, it is possible to use the Pivoting Strategy around the ankle joint to
recover from the disturbance and bring the CoM to rest over the centroid of the support polygon.
The control framework described in section 6.1 is used in the execution of this strategy.
In the presence of such disturbances the CoM will accelerate forward as a result of the push, and
the SIP controller will move the CoP in the direction of the push by applying ankle joint torques
slowing down the centre of mass. In order to test the performance of this strategy, the SIP model
parameters were set to those in table 5.1. Furthermore, the assumption of a symmetric contact
area (i.e. foot) 0.2 meters long is used. The resulting maximum torque from Eq. 6.8 is found to
be approximately ±5 Newtom-meters.
The perturbations are modelled as impulses applied to the CoM resulting in an instantaneous
change in joint velocity. The velocity change is given by
∆θ˙ = M−1JT I (6.13)
where M is the coefficient of the angular acceleration in the rigid body dynamics, J is the
Jacobian matrix and I is the impulse applied. Fig 6.4 shows the ankle joint trajectories for a
range of perturbations, while Figure 6.5 shows the corresponding controller torques. The controller
in its current form reaches the saturation limit imposed by the CoP constraint even for small
disturbances. For perturbations larger than 6Ns the controller falls down, since initial acceleration
results in the CoP leaving the support polygon on the ground
Using standard Proportional Derivative control law in the SIP block results in good stabilisation
performance in the presence of small disturbances. However, the response of the system exhibits an
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Figure 6.4: Ankle joint trajectories for a range of disturbance sizes.
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Figure 6.5: Ankle torques for the same range of perturbation.
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overshoot of around 2 ∼ 3%, resulting in more control effort being required. As can be seen in the
dashed thick lines in Figure 6.4 and Figure 6.5. The overshoot reduces the system stability margin
by pushing the CoM state in the opposite direction of the disturbance. Either an optimization
technique, or trial and error has to be used in finding the optimal controller gains to minimise the
overshoot and stabilise the system with the least amount of energy possible. However, the energy
based controller as explained in Chapter 5 does not suffer from such drawbacks. Implementing the
SIP energy based controller is able to restore the system to a stable stance from disturbances up
to 5.7Ns using the parameters of the Nao robot.
Small Disturbance Stability Bounds
In section 4.1.1, the stability bounds for the ankle strategy to restore balance after small disturb-
ances were developed. However, Eq. 4.5 is defined in terms of the CoM state variables. Mainly
the position and velocity with respect to the ankle joint. The SIP model represents the system in
term of the ankle joint configuration. Hence, the bounds have to be determined in terms of this
state variable.
The orbital energy of the SIP model defined by Eq. 5.43 is a conserved quantity until the
moment of touch-down or lift-off of the swing foot. As the CoM moves towards the pivot point,
three situations are possible depending on the value of ESIP [Pratt et al., 2006]
• ESIP > 0, the CoM will pass the pivot point, and carry on in the same direction
• ESIP < 0, the CoM will come to a stop over the pivot point momentarily before reversing
direction and starting to move in the opposite direction
• ESIP = 0, the CoM will come to a rest over the pivot point, resulting in a stable stance.
The solution to the stable condition represents the two eigenvectors of the system, defined by
θ˙ = ±
√
g
l
θ (6.14)
Eq. 6.14 represents a saddle point in the system with a stable eigenvector, when θ and θ˙ have
opposite signs (the CoM is moving towards the pivot point) and unstable eigenvector when the sign
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is the same (the CoM is moving away from the pivot point). From the centre of pressure constraint
on the control input to the system
τmax = mgd (6.15)
where m is the total mass of the system, g is the acceleration due to gravity, and d is the distance
from the pivot point to the edge of the support region. Defining the pendulum angle δθ that will
place the CoM on top of the edge of the support area as
δθ = arcsin(
d
l
)
Expressing d in terms of δθ, Eq. 6.15 becomes
τmax = mglsin(δθ) (6.16)
The maximum acceleration θ¨ due to the maximum control torque is then given by
θ¨max =
g
l
θ − mglsin(δθ)
ml2
(6.17)
Expressing the maximum angular acceleration in a form similar to Eq. 5.42 by simplifying Eq.
6.17 as
θ¨max =
g
l
(θ − sin(δθ)) (6.18)
By analogy, the saddle point of the system when ESIP = 0 is expressed as
θ˙max = ±
√
g
l
(θ − sin(δθ)) (6.19)
From the above equation, the stability region can be defined as
sin(δ−θ ) < θ +
√
l
g
θ˙ < sin(δ+θ ) (6.20)
132 6.Robot Balance and Walking Control using SIP Model
Figure 6.6: Angular Stability regions as defined by the SIP Ankle Balance Strategy.
This equation is the angular equivalent of Eq. 4.5, defining the stability region in the state space
plot of the CoM. Figure 6.6 represents the phase-plot of the system states with the stability regions
clearly shown on it.
Figure 6.6 shows that all the stable trajectories in blue fall in the middle section defined by
the two yellow lines. The region defined by Eq. 6.20 and the numerical simulations for balance
recovery shows that the system is able to recover from a push impulse with magnitude of 5.7Ns.
The fact that both methods coincide, validates the assumptions in deriving the stability bounds.
This allows the control framework to monitor the angular state of the SIP to make a decision on
the method used to recover and restore balance to the humanoid robot.
6.1.2 Large Disturbance Analysis
The previous section discusses the situation where the disturbance is small enough and the ankle
torque controller will not result in the CoM and CoP violating the support criteria. In case the
disturbance is too large, the CoM state will leave the support region defined by Eq. 4.5, given here
again for clarity
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δ− < x+
x˙
ω
< δ+
where, δ± is the edge of the support polygon, x, x˙ is the lateral position and velocity of the
CoM, ω =
√
g
z , g is the gravity acceleration and z is the height of the CoM. In other words, if the
disturbance is large enough that the SIP states are driven outside the bounds defined by Eq. 6.20.
A different balancing strategy has to be followed. One such approach is the step strategy, where
the robot takes a step to extend the support polygon so that it encloses the location of the CoP
allowing for the ankle strategy to restore the balance. The optimal step location is defined using
the concept of the capture point [Pratt et al., 2006]described as
xcapture = x+ x˙
√
z
g
(6.21)
The capture point concept is extended here to take into account the effects of the ground impact
at the end of the step. Using the assumption made by Hoffman and Stephens that the post impact
vertical velocity is assumed to be v+z = 0 [Hoffman, 2006, Stephens, 2007]. In this work, the step
impact is modelled as an inelastic instantaneous impact. The vertical and horizontal velocity of
the CoM as a function of the angular position and velocity are defined as follows:
vx = Lcos(θ)θ˙
vz = Lsin(θ)θ˙ (6.22)
At the moment of impact, the ground exerts an impulsive force on the biped. The ratio between
the force components is equal to the ratio between the instantaneous change in the CoM velocities
Fx
Fz
=
v+x − v−x
v+z − v−z
= −tan(θ) (6.23)
where the + and − represent the values just before and just after the impact, respectively. From
the assumption that the CoM vertical motion will change direction at the moment of impact,
v+z = −v−z substituting into Eq. 6.23 and using Eq. 6.22, the horizontal velocity after impact can
be expressed as
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v+x = 2Lsin(θ)tan(θ) + Lcos(θ) (6.24)
The most stable foot step location is defined in a way that would result in the largest support
polygon possible. The angular velocity θ˙ required just before impact to result in a complete stop
is found by substituting Eq. 6.24 into 6.21 and using the fact that xstep = 2x would result in
maximising the support polygon area of the robot
θ˙ =
ωsin(θ)
(2sin(θ)tan(θ) + cos(θ)).
√
cos(θ)
(6.25)
To compute the required orientation of the robot in terms of its ankle angular velocity θ˙. Eq.
6.25 is solved numerically as shown in Fig. 6.7. The green region represents the Ankle strategy
stability region. The blue dashed line is the solution to Eq. 6.25. The purple lines are linearised
approximations. The red line is the CoM trajectory of a disturbed SIP with large enough disturb-
ance that the Ankle strategy can not restore balance. In this case the intersection point of the CoM
trajectory (Red line) with the blue dashed line represents the step length that should be taken to
restore balance within one step.
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Figure 6.7: Optimal step location that would bring the CoM to a complete stop Shown in
terms of the CoM horizontal position and velocity just before impact as well as a function of
the biped angle and its angular velocity..
For small angular velocities, the biped angle before impact is a linear function of the velocity.
A linear approximation can be used to simplify the computation time when implemented on the
computer for simulation or on the actual robot hardware. If the angular velocity is larger than
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±1rad/sec, the system is forced to take a number of steps before it can reach a complete stop in
a balanced state due to size limitation of the biped robot.
The exact step length is defined as a function of the ankle angle and the leg length as shown in
Figure 6.8. The step length ls is given as follows:
ls = 2lsin(θ)
θ− θ
+
l
1
2
ls
l
θ−
Figure 6.8: New landing foot location strategy.
where l is the pendulum length and θ is the angle between the pendulum and the vertical just
before taking the step, which is always around ±20◦ in the sagittal plane. The foot landing position
in the frontal plane is decided so that the pivot point of the pendulum coincides with the CoM
ground projection. when the robot comes to a stop. Hence, the pendulum angle φ after taking a
step is always equal to zero. The logic section of the decomposed SIP block described in Figure 6.3
makes the decision to take the step, the step length and step width based on the above criteria.
The swing foot trajectory is controlled so that it reaches the ground at the exact moment of
impact. The trajectory is generated using a fourth order polynomial with the following boundaries
conditions
f(t) =

Si t = ti
Sm t = tm
Sf t = tf
(6.26)
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f˙(t) =

0 t = ti
0 t = tf
(6.27)
where
Si Initial foot position
Sm Middle foot position
Sf Final foot position
ti Initial time
tm Time at the middle of the step
tf Final time
The values of Si, Sm and Sf depend on the axis of motion. For the x − axis (Si, Sm, Sf ) =
(−ls, 0, ls), where ls is the step length. In the z − axis (Si, Sm, Sf ) = (0, h, 0) where h is the
maximum height the foot would reach. The middle time tm is when the swing foot is at its highest
position and is parallel to the stance foot.
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Figure 6.9: Taking a step to recover balance after a large disturbance.
Figure 6.9 shows a top view of the CoM, the support polygon and the CoP trajectory during
the step. The large disturbance pushes the CoP to the upper left edge of the support polygon due
to the control torques saturation and a step has to be taken. There is a moment in time where
the robot is unstable where just the CoP is outside the support polygon, but this is expected since
human beings are only 300ms away from a fall [Winter, 2009]. Once the step has been taken, the
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Figure 6.10: Screen-shots of the resultant motion when executing the step strategy to
restore balance.
CoP remains at the centre of the foot-ground contact area.
In this section, a discussion of two different approaches for maintaining and restoring the standing
balance is provided. The balance of the humanoid robot is restored through the use of the new
control framework based on the SIP model. The ankle pivoting strategy is shown to be only suitable
for small disturbances. On the other hand, for large disturbances, the control framework initiates
the step strategy to counteract the effects of the disturbance and prevent a fall.
In the following section, the step strategy will be extended to generate the forward walking gait.
The control framework will generate and correct the foot location and the CoM trajectory based
on the feedback from the environment to avoid a fall.
6.2 Walking Gait Generation using The SIP Control Framework
One of the most fundamental questions about humanoid robots is about biped motion. The syn-
thesis and control of bipedal locomotion for humanoid robots has attracted a significant interest
among researchers in different fields since the inception of the idea of biped machines able to travel
and interact with their environment. The very first use of the word Robot in Cˇapek depicted a
machine that mimics a human in its structure and abilities. Given the importance and interest in
walking gait generation and control, the following section develops how the SIP model and control
framework is used to generate the CoM and swing foot trajectories that would result in a stable
and natural walking gait.
To generate a walking gait, similar principles and strategies to the standing balance control
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Figure 6.11: Sagittal plane motion of the CoM during one gait cycle.
are employed. However, the sagittal plane motion is left uncontrolled and it follows the natural
dynamics behaviour. In other words, the walk is initialized by simulating an impulse push to the
robot and interrupting each fall by taking a forward step that will momentarily restore balance until
the next step is taken. The SIP model is extended to contain two stages. The first is a continuous
dynamic model of the SIP and it is used during the Single Support Phase to model the swing foot
and the CoM behaviour. The second stage is during the swing foot impact and support exchange.
This stage is assumed to be instantaneous and it is modelled as a fully inelastic instantaneous
collision. The impact will dissipate some of the falling energy of the robot interrupting the fall and
initiating the next step in the walking gait. The energy dissipated during the impact is represented
as a change in the angular velocity of the pendulum as follows
θ˙+ = lcos(2θ−)θ˙− (6.28)
where θ− is the pendulum angle just before impact and θ+ is the angle just after. Under these
conditions the system meets the criteria to be considered a ’limit cycle walker’ which is defined
in [Wisse and Martijn, 2007] as
“a nominally periodic sequence of steps that is stable as a whole but not locally stable
at every instant in time”
From the above definition, the paradigm of Limit Cycle Walking moves away from the concept of
sustained local stability, towards, the more natural concept of stability of the motion as a whole,
as described by research into human walking. In this context stability becomes defined as ’The
ability to interrupt and avoid a fall’.
The Cyclic stability of the walk can be analysed by observing the motion from one step to the
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next. A single step in such a situation is considered as a transformation map from one state during
the motion of a step to the same state in the the next step. This map is generally called the
Poincare´ map in non-linear dynamics and the point in motion where the state is taken is given
by the intersection of the motion with the Poincare´ section. In the case of walking, the mapping
function is defined as the stride function S by McGeer in his 1990 paper [McGeer, 1990a] :
f(xk+1) = Sf(xk) (6.29)
The stride function is derived from the equation of motion of the SIP model. It is solved
numerically and integrated over the period of one step.
A stable limit cycle only exist, if the mapping of the current SIP state results in exactly the
same state in the next step. This state is termed the fixed point x∗.
x∗ = S(x∗) (6.30)
The cyclic stability of the gait can be analysed as follows. Start by choosing a Poincare´ section
the instant the swing leg leaves the ground. For a small disturbance of the fixed point δx∗ around
the limit cycle, the Stride function S can be expressed in terms of the Taylor series expansion as
S(x∗ + ∆x) ≈ x∗ + J∆x (6.31)
J =
∂S
∂x
(6.32)
The matrix J is the Jacobian matrix of the partial derivatives of the function S to the state x.
It is also termed the monodromy matrix [Wisse and Martijn, 2007]. The stability of the system is
guaranteed if the eigenvalues λ of J are within the unit cycle of the complex plane. In this case,
small deviations from the fixed point x∗ will decrease step after step until the nominal state is
reached. The eigenvalues λ are called the Floquet Multipliers and were first used to study walking
stability by Hurma¨zla¨ [Hu¨rma¨zla¨ and Moskowitz, 1986]. Analytical calculations of the matrix J are
not practical, due to the non-linearity and hybrid nature of the system dynamics. One numerical
method for calculating the matrix J is to perturb one state at a time by a small amount and
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observe the resulting Poincare´ map. Repeating this procedure as many times as the number of
states in the system, resulting in a function of the form
Jψ = Γ (6.33)
where ψ is a n×n diagonal matrix, containing the perturbations of the state variables ∆x∗. The
ith column of the n × n matrix Γ gives, in terms of the n states of the system, how far from the
limit cycles the Poincare´ map shows up due to the disturbance in the ith state variable. From Eq.
6.33 the matrix J can be easily calculated as
J = Γψ−1
The Eigen values of the J matrix are then calculated easily and the stability of the limits cycle
is determined if the absolute values are less than one. In the case of a stable system, one would
expect a zero Eigen value [Ott., 1993]. The existence of which can be interpreted as: the chosen
disturbance has been along the limit cycle and the resulting trajectory is along the same cycle.
Given that a steady gain was found using numerical simulations practically guarantees a stable
limit cycle. Unless the exact states as an unstable limit cycle were used, which have a very small
chance of happening in numerical trials.
Defining the phase space as the space consisting of the generalized coordinates of the system. The
phase portrait of the modelled walk and that of a nominal limit cycle walker [Wisse and Martijn,
2007] after a sufficient number of steps, so that any transit behaviour has died out, is shown in
Fig 6.12. Two distinct regions or sections are evident in the portraits of both systems’ limit cycle.
The first section labelled A represents the continuous dynamics of the swing foot during the step
motion. This results from the direct integration of the equations of motion of the system. While
the second section, labelled B in the figure represents the velocity change due to the discrete impact
that occurs during support exchange. This drop in the angular velocity of the support leg is the
result of the dissipated energy during impact with the ground and it is governed by Eq. 6.28.
In the phase portrait of Figure 6.12, a constant input torque to the SIP is used to simulate
the ground slope angle in the case of the simplest walkers described in [Wisse and Martijn, 2007,
McGeer, 1990a]. In other words the constant input torque represents ’Virtual Slope’. Making
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Figure 6.12: Limits cycle in the sagittal plane.
the SIP modelled robot slope invariant, it is able to emulate any virtual slope to generate the
demanded angular velocity of the CoM with respect to the support point. Hence, controlling the
walking speed.
The virtual slope torque will resupply the energy lost due to the ground impact of the swing
foot. The use of the virtual slope lessens the dependency of the system behaviour on the initial
conditions and allows the walk to start from a complete standing posture. The SIP walking model
in its current state is a very stable system, and will result in a stable stepping behaviour as long as
enough energy is being supplied to the system through the virtual slope or the feedback controllers.
Sagittal motion of the CoM results in the forward progression of the CoM. However, walking
also consists of a motion in the frontal plane that results in translating the CoM projection from
one foot to the other. The frontal motion of the CoM is controlled directly through one of the
feedback control methods described in section 5.2. The reference trajectory is determined in such
a way that the CoM projection will coincide with the support foot location and moves from one
to the other when the robot switches support. To ensure that the frontal motion is independent of
the step time and it depends on the joint lateral angle, the following function is used to generate
the trajectory:
φ˙ = Asin(2pifαθ) (6.34)
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where f = 3pi and A is the magnitude of the angular velocity and it depends on the mean value
of the angular velocity in the lateral direction and the on the support foot. α changes sign at the
moment of the swing foot impact. Fig 6.13 shows an example of the trajectory generated using
Eq: 6.34. The initial conditions did not fall within the limits cycle as can be seen in Figure 6.13b,
however they were within the attraction basin of the limits cycle. The frequency of the frontal
plane oscillation must be half that of the lateral plane motion. The trajectory shown in Figure
6.13a has a two-step period. The angle φ moves the CoM from being on top of the right foot for
example to the left in one step; then back to the top of the right foot in the next step completing
one cycle.
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Figure 6.13: The frontal plane trajectory and phase-plot showing a stable limit cycle.
The walking gait generation and control algorithm described above was verified using computer
simulations and the resultant CoM trajectory is shown in Figure 6.14. The support foot locations
are also shown in the same figure. The support point exchange occurs at the end of every step,
where the previous support foot becomes the swing foot for the next step and the support point is
translated forward and either right or left depending on the next support foot in the cycle. At the
start of the walking simulation, the support point was located at the centre of the support polygon
formed by the two feet. Once the forward motion starts the CoM moves forward and towards the
next support foot (the choice of the support foot for a normal walk is arbitrary). The support
location for the first step is normally further out in the lateral plane compared to the remaining
parts of the walk cycle. The initial steps duration and location depends on the initial conditions of
the system. Assuming that the initial conditions are within the attraction basin of the limit cycle,
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once the system converges to the limits cycle in the angular phase plane, the cyclic motion in the
CoM and support locations emerges as seen in Figure. 6.14.
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Figure 6.14: Top view of the CoM motion as a result of the simulation of the gait
generation and control method for a number of steps. The foot locations are also shown in
which the are exchange from one step to the next.
Biomechanical researchers [Whittle, 1997, Winter, 2009] have characterised the CoM motion
during a single gait cycle to be as shown in Figure 6.15b. In the forward direction the CoM
displacement resembles two sinusoidal curves, with amplitudes ∼ 6cm for an average sized human
with an average walking speed. The maxima occur immediately when the CoM passes the support
leg at ∼ 35% and %85% of the gait cycle, while the minima happens at the moment of foot impact
at ∼ 10% and ∼ 60% of the cycle. Similarly, the vertical motion can be described in the same
fashion. However, it is ∼ 180◦ out of phase with the forward displacement. On the other hand, the
lateral displacement is represented with a sinusoidal curve. The amplitude of the oscillation for an
average human is ∼ 4cm. This lateral motion keeps the CoM over the support foot while walking.
Figure 6.15a shows the displacement of the CoM as a result of the walking gait generated using
the novel approach of the energy based control law with the SIP model of the robot. It can be
seen that similar trajectories for the forward and lateral motions to those of human walking with
the same characteristics. On the other hand, the vertical motion has the same periodicity as that
of the human walk. However, there is an instantaneous change in the direction of the CoM motion
at the moment of foot impact at ∼ 50% of the gait cycle. The velocity of the CoM is redirected
between steps during impact as described in the stepping model detailed in Section 6.1.2. The
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(a) CoM displacement as a result of the gait generation
approach developed using the SIP control framework.
(b) Bio-mechanics measurements of CoM
displacement [Whittle, 1997]
Figure 6.15: Comparison of CoM displacement between the generated walking gait and that
for an average human walk. Forward and lateral displacement exhibit similar characteristics
in both measurements. However, the vertical displacement of the generated gait is similar to
a repeated positive half of a sine wave. There is an instantaneous change in the vertical
velocity as a result of the inelastic impact when changing support at 50% of the cycle.
CoM reaches its highest point twice during a single gait cycle at around 25% and 75% of the cycle.
This is the time when the support leg is fully extended and is in an upright position. The lowest
CoM position occurs at the moment of switching support.
Any walking gait cycle can be described by the stride length and the step duration. From these
two parameters, the forward velocity of the CoM can be computed. The CoM velocity is composed
of two parts. The linear part that translates the body forward and it occurs as a result of stepping
forward. The second part is an oscillatory displacement that repeats at every step of the cycle as
shown in Figure 6.15. The total CoM velocity can be described as follows:
Figure 6.16: Series of screen-shots of the resulting forward walk motion.
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x˙CoM =
2lsin(θ−)
tstep
+ lθ˙ (6.35)
where x˙CoM is the forward velocity of the CoM, l is the stance leg length, θ
− the ankle angle just
before impact, tstep is the step duration and θ˙ is the angular velocity. The term Lstep = 2lsin(θ
−)
is the step length of the cycle. The first term represents the forward translation of the CoM. The
step time is related to the average ankle angular velocity θ˙avg .
tstep =
θ˙avg
θ1−step
(6.36)
where θ1−step is the total stance ankle angular displacement for the duration of a single step in
the gait cycle. It depends on the optimal step location as defined in the large disturbance section
6.1.2. In the above simulations, θ1−step is chosen so that the leg length does not change for the
duration of the support phase and during the exchange of the supporting foot.
This section had developed a controlled walking gait generation frame work and a method to
maintain a steady balanced walk. The resulting CoM motion is very similar to the CoM motion of
a human walk as measured by the biomechanical studies. The velocity of the walk is limited by the
length of the legs and the maximum velocity of the sway angle. The stability of the gait requires
the following conditions to be satisfied:
• The angular velocity of the SIP has to be relatively small to prevent the support point from
leaving the ground due to the centrifugal forces. This sets an absolute maximum on the
angular velocity θ˙ ≤
√
g
l cos(θ) + 1, where l is the leg length, g is the acceleration due to
gravity and θ is the ankle angle.
• Using the Poincare´ map to analyse the gait stability. The eigenvalues λ of the Stride function
S must be within the unit cycle of the complex plane.
In the following section, the described framework will be further extended to develop a method
to generate a stable omnidirectional walking cycle that allows the humanoid robot to combine its
forward walking with a turning motion.
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6.2.1 Omnidirectional Walking
The previous section, proposed forward walking gait generation and a control method in terms of
the SIP model extending on the concepts of Passive Dynamic Walking principles. However, no
locomotion system is complete if it can only generate forward motion without the ability to change
direction during walking. This section presents the development of an omnidirectional walking
system using the same principles and models used in the SIP control framework. Omnidirectional
walking is a combination of the forward walk motion with a rotational motion that will result in
the rotated foot step location.
The SIP omnidirectional walk is achieved by tilting the SIP in the frontal plane in the local space
of the SIP. The oscillatory motion of the SIP in the frontal plane is offset with this tilt angle. The
turning motion is resulting from the centripetal force acting on the CoM as shown in Figure 6.17.
In calculating the required tilt angle of the SIP for the specific turn radius, an assumption of no
vertical motion is made. The value of the turn angle is calculated from the forward walking velocity
and the turning angle as follows: Define the centripetal acceleration on the CoM as a result of the
turn as
α¨ =
V 2f
r
(6.37)
where α is the turn angle, Vf is the forward velocity of the CoM and r is the turn radius. Since
the CoM should follow a curve and there is no friction acting upon it, the horizontal component of
the normal force should be equal to the centripetal force.
Nsinφ =
mV 2f
r
(6.38)
where N is the normal force acting on the CoM, φ is the tilt angle of the SIP in the frontal plane
and m is the SIP total mass. From the assumption of no vertical motion, the sum of the vertical
components of all forces acting on the CoM must be zero. Hence, the vertical component of the
normal force must be equal to the weight
Ncosφ = mg (6.39)
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Figure 6.17: Series of screen-shots of the resulting omni-directional walking motion.
Solving for N in Eq. 6.39 and substituting in Eq. 6.38, to get
mV 2f
r
= mgtanφ (6.40)
solving Eq. 6.40 for φ, to get the required tilt angle to be
φ = tan−1(
V 2f
gr
) (6.41)
The centripetal force acting on the body results in a rotational motion with angular velocity ω
given as
ω = α˙ =
Vf
r
(6.42)
Integration Eq. 6.42 numerically over one time step period ∆t, the turn angle α can be found
αk = αk−1 + α˙∆t (6.43)
The CoM position in the global (world fixed) coordinate frame of reference, can then be rotated
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by α around the vertical axis with the centre of rotation determined by the radius r.
Figure 6.18: Screen-shots of the resulting full body motion for the turning motion.
The SIP and the above method were used in a simulation to generate a turning walk with a radius
of r = 1m and forward velocity for the CoM in the SIP local frame of reference of v = 0.2m/s.
Using these numbers in Eq. 6.41 results in a required tilt angle in the frontal plane φ ≈ 0.25◦.
Figure 6.19 describes the CoM trajectory in the X-Y plane along with the foot step location. The
simulation was running for 40sec and hence the trajectory describes more than one complete circle.
6.3 Conclusions
The ability of a humanoid robot to maintain its balance under disturbance while performing its
different tasks is essential. Hence, the balance problem has captured the interest of researchers in
the field since the inception of the concept of a biped assistant robot.
This chapter started by describing how the model developed in chapter 5 is used in order to
maintain the standing balance of the robot under small and large disturbances. This lead to the
two main balancing strategies The Ankle strategy and The Step strategy being discussed in view of
the SIP model. Also, the stability region and the optimal step location in terms of the SIP model
has been derived.
As a natural progression from the step strategy, forward walking gait generation and a control
algorithm have been developed. It is based on the concept of the Passive Dynamic Walkers.
However, this algorithm adds a level of control to increase the basin of attraction of the limits cycle
and allows the velocity of the walk to be controlled.
In the last section of the chapter, the forward walking algorithm was extended to generate an
omnidirectional walking gait. The developed method allows for easy control of the turning motion
based on the forward velocity and the required turning radius. Once these two parameters have
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Figure 6.19: Omnidirectional walking Centre of Mass trajectory and foot step locations.The
CoM projection on the floor is maintained to be within the feet. The forward velocity of the
CoM in the SIP local frame of reference along with the turn radius are chosen to decide on
the tilt angle that would generate the required centripetal forces to achieve the turn.
been specified, the turning motion is started. The following chapter will describe how the resulting
parameters from this chapter are used in combination with the inverse kinematics solutions of
Section 3.6 to control the humanoid robot Nao.
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Chapter 7
Implementation of The SIP Model on
The Robot NAO
The previous chapters described the novel modelling and control methods developed as part of this
work along with simulation results. This chapter will discuss the implementation of these methods
on the humanoid robot Nao, developed by the company Aldebaran-Robotics. The choice for using
this specific robot platform to validate the results of this research was based on the different
hardware properties discussed in Section 7.1. Also the suitability of this platform for research was
acknowledge in the choice made by the RoboCup committee to use it as the Standard League
Platform [Melanson, 2007]. Furthermore, the low cost of Nao in comparison to other available
platforms was a very important factor in making the decision to use it for this work.
This chapter will start by providing a brief description of the kinematic, and mechanical design
of the robot Nao. This will be followed by the implementation details of the inverse kinematics
algorithm for the robot and the results of co-operative task control to simulate the use of different
tools and equipment. Finally, experimental results of implementing the SIP balance control will be
discussed.
7.1 The Humanoid Robot Nao
All of the practical experimental work conducted as part of this research were done on the humanoid
robot Nao from Aldebaran-Robotics. Figure 7.1 shows the fourth iteration of the robot. It comes
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at a height of 0.57m and weighs about 4.5Kg [Gouaillier et al., 2009] with a modular distributed
software architecture. The lightweight and compactness of the robot, as well as its affordability
make it one of the most popular research platforms across the world. The functionality and
comprehensive design of the robot was recognised by selecting it as a replacement to the AIBO
quadruped in the 2008 RoboCup standard league [Melanson, 2007]. The light design of the robot
compared to similarly sized platforms results in smaller more efficient motors, better dynamic
capabilities, and larger acceleration range with reduced chances of motor failure. Nao was designed
with comparable requirements to other biped robots of the same size. It is able to walk at a speed
equivalent to that of a 2 year old child of the same size, that is about 0.6Km/h. The design goals
also include a certain level of interactiveness and autonomous behaviour.
Figure 7.1: The Nao robot. [Ald, 2013]
The academic version of Nao contains a total of 25 degrees of freedom (Fig. 7.2a presents the
detailed kinematic structure), 14 DoF for the upper body, consisting of the head, arms, and trunk.
The remaining 11 DoF are attached to the lower body. Each leg has 2 DoF at the hips, 1 at the
knee, and 2 DoF at the ankle.
The Pelvis DoF consists of two coupled joints, arranged in such a way that their rotation axes
are inclined at 45◦ towards the body. This arrangement of the pelvis mechanism replaces the more
common configuration of two rotary leg joints with vertical rotation axis and one waist joint with
horizontal axis of motion shown in Fig. 7.2b. This approach for the pelvis joint design requires
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only one motor at the pelvis in comparison to the three typically found in conventional designs.
The coupling of the pelvis joints results in both legs moving in opposite directions in the vertical,
and horizontal planes when controlling this joint resulting in a very specific leg motion style for
Nao. The coupling also stops the upper body from yawing when both feet are on the ground and
supporting the robot.
(a) Detailed kinematics of NAO. (b) Three rotary joint hips configurations vs. coupled
inclined axis joint of Nao pelvis
Figure 7.2: Nao Kinematic model and Pelvis joint structure [Gouaillier et al., 2009].
Furthermore, the upper body DoFs are distributed equally between the two arms with each
having 6 DoF, 1 for the hands grasp, 1 at the wrist, 2 at the elbow and 2 at the shoulder. The
head has a 2 DoF joint making it able to rotate about the pitch and yaw axes.
The robot comes equipped with a large number of sensors, each joint includes a Magnetic Rotary
Encoder (MRE) for joint position sensing. There is also an inertial measurement unit (IMU) with
3 axes accelerometer, and 2 axes gyroscope, and an ultrasonic position sensors. The information
from the IMU and the joint position sensors can be combined with the kinematic model of the
robot to provide accurate and stable position and orientation of the robot. This information can
be easily converted to obtain the CoM location and use it in the balance control feedback loop.
Furthermore, the feet of the robot are equipped with 4×Force Sensing Resistors (FSR). These
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provide the CoP location within the contact area of the foot. By combining the data from both
feet, the robot’s CoP can be estimated and used in the walking and balancing controllers. Table
7.1 shows the main specification for the Nao robot, which are mainly concerned with the motion
sensing and control of the robot. Further to this, the robot has a number of higher level sensors
and actuators: a dual HD camera for pattern and facial recognition, four microphones for voice
recognition and sound localization, as well as speakers for text-to-speech synthesis [Gouaillier et al.,
2009] [Robotics, 2012b].
Table 7.1: Nao humanoid characteristics
Height (m) 0.57
Weight (Kg) 4.5
Autonomy (Min) 60 (active use), 90 (normal use)
DoF 25 DoF
CPU Intel Atom @ 1.6 GHz
On-Board Memory 2Gb of Flash + 1Gb of RAM
OS Linux
IMU 3− axes Accelerometer, and 2− axes Gyroscope
MRE 34
FSR 8
The makers of Nao, Aldebaran Robotics, provide a software suite Choregraphe [Robotics, 2012a]
for creating behaviours. It is a graphical programming tool to perform high level behaviours. To
allow access to low level functions Aldebaran provides, NaoQi, a Software Development kit (SDK)
that is available for many programming language. NaoQi is a modular distributed platform, where
modules are able to communicate with each other over a network. Only modules written in C++
can be run on the robot, other languages are only supported on a computer with remote access
over the network to the robot.
All the controller and model implementations done for this work have been written using the
C++ SDK executed natively on the robot CPU, This allows for real-time execution within the
10ms control loop and direct access to sensor and actuator data using the application programming
interface (API) provided as part of the NaoQi SDK. The Python NaoQi SDK is also used to develop
a graphical user interface to the local module running on the robot to allow for quick iterations on
the settings and specific behaviour setup and execution. The low level SDK available on the Nao
only allow for positional control of the joint angles.
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7.2 Kinematics
The task planner and SIP model provides Cartesian CoM and end-effector trajectories; these are
converted into joint trajectories through inverse kinematics as described in Section 3.6. The kin-
ematic description of the robot includes a 6 DoF free floating base (As described in Appendix B).
This allows the robot to be translated in space, so that the demanded end-effector locations can be
achieved, even if they are located outside the operating space of the fixed base robot model as is
the case for walking and locomotion. A numerically solved differential inverse kinematic algorithm
is used to solve the IK problem as described in Section 3.6.3. For all the required tasks from the
robot, the feet and the CoM are constrained, as well as the hands in case of tool manipulation.
In situation where the robot is not moving in space, static balance conditions are maintained by
minimising the moments due to gravity acting on the different joints. The end-effector velocity
vector X˙ is related to the joint velocities q˙ by the full body Jacobian
X˙ = J(q)q˙ (7.1)
All of the robot joints are rotational with a single degree of freedom. The Jacobian elements for
the different joints are calculated as defined by Table 3.2 on page 52.
In the kinematic model of Nao, the two coupled pelvis joints are modelled as two independ-
ent joint with the exact relative rotation amount. However, they rotate around opposite axes
qLeftPelvis = −qrightPelvis. For the inverse kinematic problem, the Jacobian elements depending on
either pelvis joint will have a single combined value defined as qPelvis. This value is the absolute ro-
tation of both pelvis joints. This method results in creating the same coupling in the mathematical
model of the robot as that in the mechanical design of the pelvis joints.
7.2.1 Inverse Kinematics
Due to the complex kinematic structure of the Nao robot and the multi objective demands, analyt-
ical IK solutions are nearly impossible to compute. Especially for the desired CoM position, and a
posture that minimises the joints torque. For this reason, a minimisation algorithm based on the
Feedback Inverse Kinematics method (Section 3.6.3) is used. The goal is to minimise the following
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q˙∗ = arg min
q˙
‖X˙des − Jq˙‖2 (7.2)
The desired end-effector velocities X˙des to prevent drift can be defined as
X˙des = X˙plan +Kpf (X
plan −Xint) (7.3)
where X˙plan and Xplan are determined by the task planing stage, and Xint is the resulting end-
effector position as calculated by integrating q˙∗. Kpf is a gain value to control the rate at which
the system converges to the planned trajectory for the end-effector.
Due to the highly redundant kinematic structure of the robot and the multi-objective demands,
the IK equation can be formulated into a system of equations as follow:
 x˙b
q˙
 =

Jbl Jql
Jbr Jqr
JbCom JqCom
JbHead JqHead

−1 
X˙desL
X˙desR
X˙desCom
X˙desHead

(7.4)
where Jb• represent the Jacobian of the • end-effector with respect to the floating 6 DoF base,
while Jq• is the Jacobian with respect to the joint angle coordinates. Xl and Xr are the positions
and orientations of the feet, XCom is the CoM position, and XHead is the orientation of the robot
head to control the look at direction. A solution can be found by substituting Eq. 7.4 into the FIK
solution to the IK problem given by Eq. 3.43 on page 58
q˙ = K(s)(J(K(s) + I)−1X˙ (7.5)
In state-space form Eq. 3.43 will have the following adaptive form
z˙ = Az + e
q˙ = (DT12D12)−1BJ(q)TBTPBz (7.6)
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Table 7.2: Nao Robot joint limits.
Part Motion qmin(
◦) qmax(◦)
Leg
Hip Twist(45◦) -68 44
Hip Roll -25 45
Hip Pitch -100 25
Knee Pitch 0 130
Ankle Pitch -75 45
Ankle Roll -45 45
Arm
Shoulder Roll 0 95
Shoulder Pitch -120 120
Elbow Roll -120 120
Elbow yaw 0 90
Head
Yaw -90 120
Head -37 31
The Jacobian matrix J(q) is calculated at every step given the current state of robot joints.
z ∈ Rm×1 is the controller state. The matrices A, B and D12 are diagonal matrices calculated from
the performance weights ω1 and ω2, and e is the error in the Cartesian velocities of the end effector.
The performance weights are defined in Eq. 3.45 on page 59.
Any IK solution obtained, also needs to be constrained to avoid the mechanical joint limits of
the robot, as defined by Table 7.2. A performance criteria is defined as a function of the current
joint angle and the joint limits as given by Eq. 7.7
H(q) = Σ(
q
qmax − qmin )
2 (7.7)
Solving the IK problem while minimising the joint limits cost function by projecting an arbitrary
joint velocity q˙0, defined as the derivative of Eq. 7.7, into the null space of the joint motion. The
IK equations becomes
q˙ = J−1x˙− (I − J−1J)∇H(q) (7.8)
where ∇H(q) is the gradient of the performance criteria defined in Eq. 7.7. The second term
represents the projection into the null space. The FIK control loop is modified from that defined
in Fig. 3.9 on page 58 to be of the form shown in Fig. 7.3, while maintaining the feedback form of
the algorithm.
Once a solution is found for Eq. 7.8, it can be integrated to update the joint reference trajectory
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Figure 7.3: Modified FIK block diagram.
that is used to control the Nao robot through the available SDK. In practice, the IK solver time
step is higher than that of the joint controllers in order to achieve an exact optimal solutions, since
only position control of the robot joints is available.
7.2.2 Motion Capture Inverse Kinematics
Some motions that a humanoid robot can perform can not be easily programmed by hand due to
the complexity of the motion and the kinematics structure of the robot. Very useful approach that
is used in the virtual production and animation industry is Motion Capture (MoCap), where an
actor motion is captured in 3D space using a set of cameras. This motion is then transferred to
a computer graphics (CG) character. Similar approach can be used to transfer complex human
motions to humanoid robots. However, the human has different kinematics to the robot, and a
reference pose fed in the Null motion loop in the IK solver can not be performed directly.
MoCap systems provide a set of point cloud data in 3D space corresponding to the set of markers
worn by the captured actor. Assuming a feature set of N features on the human that are captured
(e.g. head, hips, elbows...etc), with Mn markers per feature. The motion can be transferred to the
humanoid robot by attaching these markers to the corresponding joint on the robot. The position
of the robot feature Xi is determined by Mi constraints. The IK optimisation equation can be
written like this
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Figure 7.4: Driving Nao posture using MoCap markers. The markers are connected as
constrained to the different joints, minimising the position errors will result in a pose similar
to the original human motion.
 x˙b
q˙
 =

Jb0 Jq0
...
...
Jb0 Jq0
...
...
JbN,M JqN,M

−1 
X0,0 −XIK0
...
X0,M −XIK0
...
XN,M −XIKN

(7.9)
where Jbi and Jqi is the Jacobian of the robot features attached to the MoCap markers, Xi,j
is the j-th marker position of the i-th MoCap feature, and XIKi are the positions of the robot
features found from the current IK solution. Each of the Mi constrains attached to the i-th feature
on the robot has equal weight, the feature position XIKi will be at the geometric centre of all the
Mi markers. Figure 7.4 shows how the robot body can be controlled to reproduce the captured
human motion. The motion data set was obtained from Carnegie Mellon University (CMU) human
motion data base [CMU, 2002].
7.3 Implementation on Nao
The control algorithms discussed in this work along with the IK solvers were implemented on the
robot using the C++ NaoQi SDK. The implementation is divided into two processes as shown in
Figure 7.5.
The Real Time process is attached to the Device Communication Manager (DCM). The main
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Figure 7.5: Implementation block diagram showing the interaction between the different
components of the NaoQi SDK and SIP implementation.
functionality of this process is to pass the joint position demands to the DCM as timed actuator
commands that are then sent to the joint actuator for execution.
The Controller process works as the interface between the main control terminal (PC) and the
real time process running on the robot. This process is constrained to a cycle time of 100ms. This
is a soft real time constraint (i.e. it can be violated without major effects on the robot operation).
For this reason most of the computation requirements for the implementation are split between the
two processes. The Bezier curve interpolation for the Cartesian trajectories of the end-effectors,
as well as the SIP model and controller are performed in this process.
On the other hand, the Real Time process is hard real time constrained to a rate of 1kHz. This
constraint is imposed by the DCM cycle responsible for the communication, actuator computation
and sensor return. As a result exceeding the 10ms DCM cycle time, the low level actuator control
cycle will slow down badly affecting the joint motor control loop. To guarantee this real time
requirements, the real time process only perform the IK solving and sending the demands to the
joint actuators, given the Cartesian end-effector demands calculated in the Controller process.
The two processes communicate with each other through shared memory objects, reducing the
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Figure 7.6: Shared Memory Structure.
overhead of other methods of communications. Synchronisation between the two processes is
achieved through low level semaphores and atomic operation provided by the Linux operation
system running on Nao head. The shared memory is organised as shown in Fig. 7.6. All the de-
mands and sensor values are stored for all the joints and demands during the current and previous
time step. To allow for the interpolation in the actuator commands in the DCM cycles between
the Controller process cycles.
The commercial implementation of the FIK solving algorithm is implemented on the robot due
to its performance and versatility. The solver is specifically optimised for the 4th generation of the
Nao robot head, with an Intel Atom CPU clocked at 1.6GHz. This CPU supports the Streaming
SIMD Extension (SSE) allowing for the fast execution of the vector and matrix operations used in
the algorithm. The interpolation of the Cartesian trajectories and propagation of the SIP model
and controller are also implemented using these instructions. An optimal implementation using
SIMD is approximately 2× faster than the scalar implementation. This allows the execution of the
entire control loop within the allotted cycle time requirements for the joint position control loop.
7.4 Multi Task Operation of Nao
The different tasks of the robot was designed oﬄine on a PC using Autodesk Maya as the main
platform. Maya was used to design and test the kinematics of the different trajectories. The use
of Maya in the computer graphics industry to design animation for different characters, makes it
one of the best suited tools to use to design the trajectory of the end-effector to perform the task
in hand. Maya is also used to tune the different parameters of the FIK solver.
The solver tuning and the end-effector trajectories were exported from Maya in a text format
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Listing 7.1 End-effector trajectory export format.
task <End−e f f e c t o r Constra int Name>
type <p o s i t i o n / o r i e n t a t i o n>
taskAct ive 1
taskDof 1 1 1
weight 1 1 1
p r i o r i t y 0 0 0
f o r c e A c t i v e 0
SupportS i te 0
SupportRatio 0
depth <l ength to hips>
t r a n s l a t e <x , y , z>
numKeyFramesX <N>
<KeyFrame parameters> repeated N times
numKeyFramesY <N>
<KeyFrame parameters> repeated N times
numKeyFramesZ <N>
<KeyFrame parameters> repeated N times
shown in listing 7.1. This export format contains the FIK constraint parameters such as the weight
which is a gain factor applied to the optimal gain matrix P for the specific constraint to increase its
importance. The priority parameter can take the values 0 or 1. The first represents a higher level
of priority to the constraint. Normally this level of priority is used for the CoM and feet constraint
to maintain a stable posture for the robot. A priority level of 1 projects the end-effector velocity
into the null space of the first priority tasks. In most cases this is used for hands and look at tasks.
The forceActive and SupportSite parameters are used in the balance of moments solving discussed
in the next sections.
After the solver parameters, there is the key frames sections. This section describes each key
frames for the required motion. The positional trajectory is defined using a Bezier interpolation
with the parameter for the each curved being defined in this section. All of the solver parameters,
and key frames are defined per principle axis of motion.
The simple Graphical User Interface (GUI), shown in Fig 7.7, is used in order to control the
execution of the different behaviours. The tool allows the selection of the exported file for specific
task to be executed and the selection of the IK integration time step, and the time step to send
the demands to the joint controller. Furthermore, it allows for the control of the IK solver number
of iterations. The higher the iteration number the closer the final pose to achieve the exact end-
effectors transforms. The precision represents the amount of damping in the FIK solver and the P
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coefficient is the normalized gain term for all end-effector constraints.
Figure 7.7: Multi-Task Execution GUI.
The next sections describes a number of sample operations that are tested on the robot. These
operations start from a simple single end-effector manipulation, followed by cooperation of the
hands of the robot to perform tool manipulation tasks. Finally, the SIP balance is exercised to
achieve stable postures for the robot to demonstrate further capabilities in manipulating tools.
7.4.1 Hand Wave Operation
As an initial demonstration of the multi-task operation pipeline for the robot, a simple hand
wave motion was designed oﬄine in Autodesk Maya. Figure 7.8 shows the right hand end-effector
trajectory and snapshots of the robot motion.
In the motion design process, five position and orientation constraints are set up on the robot
end-effectors. These include both hands, feet, and the hips which represent the 6 DoF floating
base. All of these constraints are fixed in Cartesian space, except for the right hand positional
demand, where the motion trajectory is designed as shown in Fig. 7.8a. The above constraints
are divided into different priority levels depending on the importance of the end-effector Cartesian
position and orientation.
The motion was exported and executed on the robot. Figure 7.9 shows the demanded and actual
right arm joint sensors. The joint angles calculated using the inverse kinematics solver are passed
through a first order low pass filter in order to match the bandwidth of the demands to that of the
on board joint controller. The cut-off frequency of the filter was chosen for all joints to be 10Hz
which is well within the human motion bandwidth [Verplaetse, 1996] [Stiles and Randall, 1967].
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(a) Right hand end effector trajectories.
(b) Snapshots of the Hand wave robot motion.
Figure 7.8: Design process of hand wave motion.
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Figure 7.9: Right arm joint angles for hand wave motion. The dashed line is the demanded
joint angles while solid lines are the actual angles achieved by the robot controller.
The joint controllers reach the demanded angles of the joints, except for the roll rotation of the
elbow and shoulder towards the end of the motion (16 − 18 seconds mark). This is due to the
way the motion trajectory has been designed, where the end effector position can not be satisfied
in that region without violating the joint limits. The projection of the joint limit optimisation
into the null space of the end effector Jacobian results in the end effector position having a higher
priority than the limits optimisation. The IK solver will violate the limits in order to achieve the
targets as can be seen in Fig 7.9
7.4.2 Lower Body Manipulation
This section shows how the SIP standing balance controller can interact with the higher level
decision making process. The interaction between the different systems can be expressed in terms
of the block diagram shown in figure 7.10.
The end-effector trajectories are determined by the high-level tasks decision making process.
These trajectories are fed to the IK solver, along with the stable CoM position as defined by the
SIP controller. The resulting joint trajectories are then fed to the robot joint position controllers.
The actual CoM position CoMa is fed back to the SIP block, where the internal controller generates
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High Level Tasks
IK
SIP
Robot
CoMa
qAnkle
q
CoMd
xd
Figure 7.10: Block diagram of the system components to perform high level tasks while
maintaining standing balance.
the joint torques needed to stabilise the SIP before being used as demands for the ankle joint. The
loop containing the SIP and the IK is executed at a rate of 100Hz.
In addition to the standard mapping from end-effector constraint space to the internal robot
joints configuration, the IK solver also performs inverse kinetics using Eq. 3.74 on page 70. Using
this approach the generated joint configuration will minimise the individual joint torques, resulting
in a statically stable pose. Combining the joint angles obtained from the IK block with that
resulting from the SIP will result in a dynamically stable motion. Even in the presence of external
disturbances. The ankle joint angles resulting from the IK are combined with the SIP joint angle
with the following method:
q˜ = αqSIP + (1− α)qIK (7.10)
where q˜ is the combined ankle joint variable, qIK and qSIP are the ankle joint angles generated by
the IK and SIP systems respectively and α is the blending weight coefficient defined as a function
of the error in the actual CoM from the stable state. The value of α varies from 0 to 1 and is
defined as:
α =

‖xcom‖
‖xmargin‖ 0 ≤ ‖xcom‖ ≤ ‖xmargin‖
1 ‖xcom‖ > ‖xmargin‖
(7.11)
where ‖xcom‖ is the current state of the CoM defined by combining the current position and
velocity of the robot CoM, xcom = p+
p˙
ω where p is the CoM position, p˙ is the CoM velocity and
ω =
√
g
z is the pendulum rotational period of the robot and xmargin is the stability margin defined
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by Eq. 4.5 on page 75. This method of combining the SIP ankle demand and the high level task
demand ensure the correct execution of the task without causing the robot to fall.
To show the results of this method of interaction between the higher level tasks and the lower
level stability control through the SIP, a task was designed that would result in instability of the
robot, by lifting one leg off the ground. Hence, reducing the support polygon to be only that
defined by the single foot that is in contact with the ground.
Figure 7.11: Nao performing lower body manipulation task. Nao lifts its right leg 15cm and
rotating the foot.
Figure 7.11 shows the resulting robot motion when executing this task. The motion starts from
a stable standing posture with the two feet on the ground, and the pivot point of the SIP model
is located on the ground projection of the CoM. As can be seen in Fig. 7.12. The CoM is not
exactly at the origin due to the way the arms are extended slightly forward in this initial pose. The
task demands the right foot to be lifted. In order to achieve that, the SIP instantaneously transfer
the pivot point to the centre of the left foot support area and starts moving the CoM to bring the
internal model states [θ, θ˙, φ, φ˙] to the stable condition [0, 0, 0, 0] where the CoM projection coincide
exactly with the SIP pivot point. This results in tilting the upper body of the robot to the left and
backward as can be seen in Fig. 7.11. Once this is achieved, the right foot is not considered by
the SIP internal model as a supporting contact with the ground and it can be controlled directly
through the high level demands to achieve the task demands of moving the right foot up and down
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while the robot balances itself on the left foot. Towards the end of this behaviour the right foot
is brought down to be in contact with the ground. It is then used again to extend the support
polygon used by the SIP model and the procedure of shifting the robot weight to the left foot is
reversed to equally distribute the weight of the robot across both feet.
Figure 7.12: Centre of Mass ground projection for lifting the right foot experiment. The
red point represent the SIP pivot point and the change in its location from the initial point
between the two feet to the area defined by the left foot.
Figure 7.12 shows the projection of the CoM motion while executing this task. It is evident
how the SIP manages to control the CoM of the robot in order to maintain standing balance while
executing this tasks. The task was designed to be executed over a period of 5.5 seconds. Figure
7.13 shows the time trajectories of the CoM motion over the three spacial axes. The shift in the
CoM position starts at time T1 ∼= 3.5s. This shift starts by pending the robot knees to lower the
CoM by 0.02m and shift it backward and to the left by 0.025m and 0.05 meters respectively. The
actual task starts execute at time T2 ∼= 5s. This can be clearly scene from the figure since the
increase in the CoM height back to around 0.28m when the right leg is at its highest. The CoM
is then lowered again when the right foot is returned to its initial position after time T3 ∼= 8s, and
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then the CoM is shifted back to be located between the two feet at time T4 ∼= 9s. The change in
the CoM height results from the shift in the mass distribution due to the foot movement.
Figure 7.13: Three axes trajectory of the CoM for the lower body manipulation task. The
times T1, T2, T3, T4 mark the start of the different phases of the balance and task execution.
The resulting joints’ trajectories of the robot are shown in Fig. 7.14. In this behaviour the right
leg of the robot is lifted off the ground by bending the knee as can be seen in Fig. 7.14a. The
movements in the right leg ankle and HipRoll joints when the foot is off the ground are the result
of the higher level behaviour demand of rotating the right foot. In the meantime the SIP standing
balance demands the shifting of the CoM of the entire robot to move over the left leg support
polygon. This results in the AnkleRoll and HipRoll trajectories shown in Fig. 7.14a. The special
joint configuration at the Pelvis of the robot results in the movement of the HipYawPitch joint and
the compensating motion in the HipPitch joint in both legs of the robot.
During this behaviour the hands’ end-effectors were kept at the world position defined by the
initial pose of the robot. During the execution of this behaviours the IK solution was violating the
limits resulting in the NaoQi joint limits to stop the demands from exceeding the mechanical limits
of the robot. This is very evident for the Roll joints of the left arm.
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(a) Demanded and achieved joint angles for the robot lower body.
(b) Demanded and achieved joint angles for the robot arms.
Figure 7.14: Robot joint angles for the lower body manipulation of the robot.
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7.4.3 Tool Manipulation
This experiment demonstrates how the inverse kinematics system can be used to allow the robot to
perform tool manipulation tasks that are to be expected in any of its intended applications. The
aim here is to simulate holding a tool or object (metal rod) with both hands of the robot while
performing some predefined movements like rotating and translating the rod to reach a specific
goal. Fig. 7.15 shows the resulting joint trajectory while executing this task.
Figure 7.15: Robot arms trajectory resulting from executing the tool manipulation task.
Figure 7.16: Ground projection of the CoM motion during the execution of the tool
manipulation task. The red dot represents the location of the SIP model pivot point at the
start of the task execution.
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The nature of this experiment resulted in little movement for the CoM from its optimal location
to maintain the robot standing balance as can be seen in Fig. 7.16. Nevertheless, the SIP model and
balance controller was used during the execution of this experiment to ensure the safe completion
of the task in the case of any disturbances during the execution of the task. Figure 7.16 shows very
small movement of the CoM within the support polygon defined by the two feet. This movement
remains within the two feet stability boundary. As a result, the SIP pivot point does not change
location during this task execution and only internal SIP torques are used to minimise the errors
in the CoM states from the optimal case of the standing posture.
The SIP balance controller generated relatively small corrective torques in order to bring the
CoM to the stable stance as can be seen in Fig. 7.17. Most of the CoM motion was due to the
movement of the arms as the goal of this behaviour was to control both arms simultaneously to
simulate tool manipulation tasks. As a result, most of the control torque generated by the SIP
model was in the Sagittal plan in order to bring the CoM back on top of the pivot point when the
arms are fully extended.
Figure 7.17: Corrective control torques generated by the SIP balance controller to ensure
maximum stability and prevent the robot from falling in the case of any disturbances.
The tool is modelled as an extension to the kinematic chain of the hand it is attached to. This
way the tool can be manipulated as any other end-effector on the robot. The tool end-effector is
attached to the robot through a loop closing constraint in the IK constraint systems, since loops
can not be defined in a tree like kinematic structure that most IK solvers support.
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Loop Closing Constraints
Given two end-effectors in a kinematic structure, the goal of this constraint is that the origin of
the end-effector frames coincide:
dx(q) = xT1(q)− xT2(q) = 0 (7.12)
where xT1 and xT2 are the world position of the two end-effector frames respectively. The
Jacobian matrices for these end-effectors are given by JT1 and JT2 . The Jacobian for the loop
closing task is then given by JT1 − JT2 . Common joints along the path between the two end-
effectors have no effect on the end-effector position (Fig. 7.18) and their corresponding entries in
the Jacobian should be set to zero.
xT1
xT2
Figure 7.18: Loop closing constraints. Only the red coloured joints affect the satisfaction of
the loop constraint.
Extending the kinematic structure with the tool and using the loop closing IK constraint, tool
manipulations requiring the use of both hands can be achieved as can be seen in Fig. 7.15, where
the experiment simulates the robot holding a rod with both hands and manipulating the position
and orientation of the tip of the rod.
7.5 Conclusions
This chapter introduces the hardware platform used to validate the developments presented in this
thesis. Section 7.1, discussed the rotary joint coupling at the Pelvis of the robot between its two
legs. A solution to this challenge was presented in the method used in the forward and inverse
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kinematics formulations. Some of the other limitations are related to the actual execution of the
joint demands.
• Actuation Error. Several factors affect this type of error, where the joint motors are not
able to execute the demanded trajectories. This error is evident in some of the motions
designed by Aldeberan as well. This could be the result of the friction inside the gearboxes,
or the un-modelled payloads such as the inertia and weight of the bodies supported by that
joint.
• Sensory Error. This is mainly the error and noise in the joint position sensors, IMU data
and the force sensors in the feet of the robot.
• Software Limitation. The NaoQi software system provides an easy and useful way to
communicate with the different hardware and motor boards available on the robot. However,
for the purposes of the experiments performed here, not all of its functionality is required
and it consumes the resources available on the robot. Furthermore, some of the protection
mechanisms that the robot has, disabled the joint control system completely while performing
the push recovery and walk experiments
Even though with the above limitations, experiments required to validate the developments presen-
ted here, were performed. These experiments show the results of how the whole body manipulation
is achievable while maintaining the balance of the robot. The experiments also showed how the
high level task demands are mixed with the low level balance control demands of the Spherical
Inverted Pendulum model control framework.
Chapter 8
Conclusions and Future Work
In this chapter, the thesis is finalised by summarising the conclusions derived from the main findings
of the presented approach in modelling and control of the biped robot motion during standing
balance and locomotion. A discussion of the limitation of the SIP model as well as suggestions for
the future research direction in this field will also be presented towards the end of this chapter
8.1 Conclusions
In this thesis, the author presented a novel modelling technique for humanoid robot locomotion
and balance recovery. This model builds on top of prior developments from the Bio-mechanics and
robotics literature. Referring to Figure 1.1, the main goal of this research was to develop a balance
and locomotion control framework, which allows for the successful execution of the task demanded
by the decision making (Deliberation layer). As such, our developments can be considered as being
part of the Intermediate and Reaction layers, due to the fact that the goals of this research require
a degree of motion planning (i.e. planning CoM motion), as well as the direct control of the joint
angles in the form of the results of the full body IK system or the support ankle joint.
In order to achieve this goal, the different quite standing balance strategies were analysed in
terms of the currently simplified models available in the literature, as in Chapter 4. Formulating
an analytical solution for the bounds on the stability of the different strategies, allows the balance
controller to monitor the system’s state in terms of the centre of mass position and velocity. This
enables the controller to decide on the optimal strategy to execute and/or to predict a fall in case
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no stability strategy is able to restore the robot balance after the disturbance. It was found that
the applicability of different strategies is directly related to the allowable ground reaction forces
acting on the humanoid robot. Furthermore, this analysis leads to the definition of the line of
attraction in the CoM state, where the robot is open loop stable and the balance is being restored
without any control effort if the state falls anywhere along this line.
From the definition of the LIPM Orbital Energy (EOrbital) defined in [Kajita and Tanie, 1991], the
line of open loop stability represents the states for which the Orbital Energy EOrbital = 0. As a result
of these findings, one can propose that any balance restoring control algorithm exploiting the Hip
or Stepping Strategy, should aim to bring the CoM state to satisfy the line of attraction equation.
This strategy ensures maximum balance boundary in case of errors or further disturbances.
As the next step towards accomplishing the goals of these research efforts, the Spherical Inverted
Pendulum model was presented in Chapter 5. This model is considered to be a continuation to
the standard models presented in Chapter 3. The simplifying assumption of only horizontal CoM
motion is also the main limiting factor in the LIPM based models. This assumption is not present
in the SIP model. This is due to the fact that the system state is represented using the ankle joint
space. This representation permits the CoM of the robot to travel through the upper hemisphere
defined by a radius equal to the stance leg length and centred at the ankle joint pivot point. To
maintain the balanced posture of the robot, an energy efficient controller was developed as part
of this work, which converts the system into a dissipative system by removing the kinetic energy
introduced by the disturbance.
It was found that this controller does not require any tuning efforts from the system designer. The
Spherical Inverted Pendulum is then incorporated into a complete control framework for balance
recovery, locomotion gait generation and control in Chapter 6. To facilitate the implementation of
this framework, the stability bounds for the ankle strategy in terms of the SIP state variables were
derived. This control framework is able to restore the biped robot balance through using the ankle
pivoting strategy for small disturbances, and taking a step when the disturbance is large enough
to drive the system state outside the bounds defined in Section 6.1.1. The optimal step length
was defined as being the step length that would maximise the robot stability bounds by placing
the system state on the open loop stable line of attraction. The step length is defined similar to
the non-linear stepping model presented in Section 4.2. However, the assumption that the vertical
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velocity of the CoM is equal to zero was not taken into account. The control framework is also able
to generate a stable locomotion gait by extending the concepts of the stepping strategy for restoring
balance. The walking generation and control method extends the principles of passive dynamic
walker. The resulting CoM motion was very close to the trajectories found in the literature of
bio-mechanics of human walking. The angular velocity of the SIP during walking was shown to be
limited, in order not to violate the no slippage constraint of the support foot.
It is only possible to control the robot in the joint space. Hence, a conversion from the low
dimensions space of the SIP model, and the Cartesian space of the end-effectors into the joint
space of the robot through an iterative full body IK solver, is required. The CoM demands are
converted into joint angles through the concept of inverse kinetics, where the velocity of the CoM
was expressed in terms of the joint velocities through the centre of mass Jacobian as defined by Eq.
3.68. Finally, the multi task and balance control framework was implemented on the humanoid
robot Nao from Aldebaran Robots in Chapter 7. A loop closure constraint is presented to allow
for the design and execution of tasks by the humanoid robots, which would require the kinematic
chain formed by the two arms to be connected together through the tool being used.
8.2 Future Work
To achieve the full future potential of humanoid robots to have real world applications, automatic
generation of stable behaviours will be an absolute requirement. Future improvements should
not only be tailored towards development of programming and diagnosing behaviours, but the
controllers need to be able to generate new behaviours in order to adapt to new situations. The
control systems will use prior experience to improve performance and efficiency. A development
in the hardware and system integration is also needed to happen in parallel to the developments
on the controllers and tools front. One of the most useful applications of humanoid robots is in
dangerous and/or unreachable scenarios, such as repairing a nuclear power plant or travelling to
distant planets. These tasks will require robust and efficient systems capable of withstanding abuse
and being able to repair or reconfigure themselves if necessary.
Currently there is an effort by roboticists to use current biomechanical models and observations
of human motion to inform their design process of humanoid robots hardware and control methods.
However, the collaboration is very limited in the other direction. There is very little done to help
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the efforts of the biomechanical fields. Greater levels of collaboration would result in the rapid
development of control of humanoid robots and new methods and devices for assisting humans.
Like all forms of advancements in autonomous systems and agents, roboticist in the future should
be trained in sociological and ethical issues raised by their work. A humanoid robot of the future
perhaps would be capable of performing all tasks a person can do with a greater performance. As
exciting and science fictional as this sounds, caution is needed by all involved in the development
of such systems. Questions like, “Will robots replace factory workers?”; “Will they fight our wars?”;
and “In case of causing harm, who is to be responsible for the robot actions?”. This would lead to
completely new interdisciplinary research efforts, bringing researchers, theorists, and scholars from
areas as diverse as robotics, computer science, psychology, law and philosophy to investigate the
ethical implications and consequences of robotics into our society.
The following section will concentrate on the limitations of the approaches developed here and
possible future research direction to overcome their limitations.
Stability Regions
Chapter 4 defines the stability bounds on the different standing balance strategies, along with
different controllers that are able to stabilise the biped robot. The bang - bang controller used
to simulate the hip strategy is not ideal. This controller applies the maximum torque for the
flywheel in one direction, whereas opposite torque is applied in the opposite direction after half the
maximum activation time. The instantaneous change in the flywheel torque results in a change
in the CoM velocity, that might push the biped outside the stability regions defined by the Ankle
strategy.
An optimal controller design is necessary to achieve an increase in stability due to the exploitation
of the hip angular momentum in balance restoration. One approach might be the use of model
predictive receding horizon control, where the controller uses the system model to predict future
states and apply control demands that would prevent a fall, while minimising a certain cost function.
Another possible approach is to use fuzzy logic controllers, where a set of rules will be followed
depending on the system state. These optimal control methods would also ensure that the flywheel
angle (Hip tilt) is restored to its starting upright position.
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Spherical Inverted Pendulum Model & Control Framework
The proposed model for the humanoid robot does not take into account the inertia of the upper
body effects on the dynamic of the humanoid robot motion. As a result, it is not possible to utilise
the hip strategy to restore balance after large push impulses. Another limitation of the SIP model
is the fact that the swing leg dynamics are not included into the stepping model. Stepping is
achieved only by placing the CoM of the robot at an open loop stable state and executing the ankle
balance strategy to counteract the effects of the swing leg dynamics on the overall stability. The
trajectory for the swing leg is defined in terms of the ankle angular velocity, and the CoM state.
It is then achieved using a stiff PD joint position controller.
As a next step, the model should be extended to include the upper body inertia so that the hip
balancing strategy can be used. This will result in a better understanding of the overall balance
dynamics as well as in increased balance stability margins before the requirement to take a step.
The swing leg dynamics can then be taken into account in the generation of the walking gait by
studying the behaviour of passive dynamics walkers. The simplest way to include these dynamic
effects in the balance and control is by modelling the swing leg as normal pendulum with its pivot
point attached to the Hip joint.
This model is similar to that for the compass gait model, however the floor inclination is not
present and powered joints are assumed in the derivation. Due to the fact that no knee joint is
assumed in the swing leg, the foot will scuff the floor when both legs are vertical. Further research
is needed to study the effects of this model on the SIP balancing strategies as well as on the method
of avoiding the feet scuffing problem, by assuming telescopic legs or through the introduction of a
knee joint in the model. This way the length of the swing leg can be controlled separately.
Hardware Validation on Nao
The proposed reactive balance controller methods have been implemented on the Nao robot. How-
ever, the closed nature of the platform prevented us from performing a full hardware validation of
the control framework. The NaoQi firmware fall protection manager was engaged immediately after
a push, disabling the control of all the joint motor. As a result full balance recovery experiments
were not performed. Furthermore, the actuation errors on the individual joint controllers imply
that some demanded joint trajectories by the multi task system and SIP balance framework were
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not achieved. Further experimentation on the Nao robot or a custom built humanoid robot with
the ability to have fine accurate control to all joints is recommended.
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Appendix A
Ground Reaction Force
Due to gravity, a walking biped will constantly be in contact with the ground and interactions
between the robot and the ground will occur. From Newton’s 3rd Law of Motion, the reaction
force applied by the ground on the robot is specifically called the Ground Reaction Force (GRF),
which is basically the reaction to the force the body exerts on the ground. The GRF is an important
external force along with the weight of the system. It provides the propelling force that results in
the biped robot being propelled forward.
The entire area of the foot that is in contact with the ground will result in a ground reaction
force as shown in figure A.1a. In biomechanic and robotics application, the GRF is represented
by a single vector fgr, that is equivalent to the net force experienced by the entire foot area as
shown in figure A.1b. Assuming an infinitesimal contact areas, the GRF vector fgr is defined as
the integral of the ground reaction forces at each point of ground contact over the support polygon.
This is expressed as
(a) The reaction force vectors acting on small
areas of the contact foot of the robot.
Fgr
τgr
(b) Equivalent ground reaction force vector.
Figure A.1: Ground reaction force model.
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fgr =
˚
S.P.
fgr(x, y)dxdy
where fgr(x, y) is the ground reaction force at point (x, y), S.P. refers to the support polygon of
the system.
The ground reaction torque τgr is caused by the coupling effects of the forces about the equivalent
application point of the GRF vector fgr. The two systems described in figures A.1a and A.1b
represent the same dynamical system. The ground reaction force vector is composed of three
components Fx, Fy and Fz. Among these, Fx is in the direction of motion and reflects the propulsive
or braking force. Fz causes the upward thrust on the body.
A.1 Centre of Pressure Point
As shown in figure A.1, all the forces acting between the foot and the ground are integrated to
yield a single ground reaction force vector fgr. The point of application of the GRF is termed the
Centre of Pressure. All the small reaction forces combined exert the fgr force at the CoP point.
A.1.1 CoP position calculations
The robot feet are normally equipped with four force sensing resistors, located at predefined lo-
cations from the foot coordinate frame. Figure A.2 shows the location of the FSR for the Nao
robot
Figure A.2: Force Sensing Resistors location on the Nao robot feet.
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The CoP for each foot is calculated at the barycentre of the four FSR and the force measured
by each sensor. The CoP location is given as:
rCoP =
1
F
4∑
i=1
firi (A.1)
where rCoP is the CoP position defined as [x, y, 0]
T the z-component of the CoP is always equal
to zero, F is the sum of all the forces measured by the FSR sensors, ri is the position of the ith
FSR reference to the foot coordinate frame and fi is the force measured by the ith sensor.Once
the CoP location for each foot is determined, the overall CoP of the robot is determined as the
barycentre of the two calculated CoP points [Winter et al., 1998] as follow
rCoP,biped = rCoP,l.
Fl
Fl + Fr
+ rCoP,r.
Fr
Fl + Fr
(A.2)
where, rCoP,biped is the robot centre of pressure point, F? is the total ground reaction force acting
on the corresponding foot as measured using the FSR sensors and rCoP,? is the centre of pressure
location for the corresponding foot. The method for calculating the CoP location for the robot is
reasonably accurate within the limitations imposed by the FSR sensors attached to the feet.
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Appendix B
Nao Humanoid Kinematics
This section provides the kinematics formulation for the Nao robot. Starting from the Zero pose
of the robot as shown in Figure B.1. This figure shows the posture of the Nao robot when all
joints are commanded to zero along with the origin of the Torso, reference frame. Where all of the
kinematic equations of the end effectors of the robot will be referenced.
The robot torso reference frame is related to the world fixed reference frame by the affine trans-
formation matrix TwTorso . To find the transformation of the end effector in world reference frame
by the following
Twend = T
w
Torso.T
Torso
end
where Twend is the world transform of the end-effector and the T
Torso
end is the end-effector transform
in the Torso reference frame. The kinematics configuration is provided in terms of the DH parameter
of the different links of the kinematic chains. The translational offsets between the different joints
is documented in [Robotics, 2012b].
B.1 Nao’s Head Forward Kinematics Formulation
The head chain is the simplest kinematic chain of the Nao robot. Assuming that the end effector is
located at the centre of the head chain. The DH parameters are shown in Table B.1. The base of
the neck is translated along the z axis of the Torso frame by zOffset. This translation is represented
by T Torsoneck , which is defined as
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Figure B.1: Nao zero pose and the base reference frame.
Joint a α d θ
HeadYaw 0 0 0 θ1
HeadPitch 0 −pi2 0 θ2 − pi2
Table B.1: DH parameters for Nao’s head.
T Torsoneck =

1 0 0 0
0 1 0 0
0 0 1 Zoffset
0 0 0 1

Resulting in the head end effector to the torso transform to be given by the following
T Torsoend = T
Torso
neck T
neck
1 T
1
2
where, T~? is the DH transformation matrix from the ~ reference frame to the ? reference frame.
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Joint a α d θ
LShoulderPitch 0 −pi2 0 θ1
LShoulderRoll 0 pi2 0 θ2 − pi2
LElbowYaw 0 −pi2 LUArm −θ3
LElbowRoll 0 pi2 0 θ4
LWristYaw 0 −pi2 LArm θ5
Table B.2: Nao Left Arm DH Parameters
Joint a α d θ
LShoulderPitch 0 −pi2 0 θ1
LShoulderRoll 0 pi2 0 θ2 +
pi
2
LElbowYaw 0 −pi2 LUArm −θ3
LElbowRoll 0 pi2 0 θ4
LWristYaw 0 −pi2 LArm θ5
Table B.3: Nao Left Arm DH Parameters
B.2 Nao’s Arm Forward Kinematic Chain
Similarly to the head chain, to formulate the forward kinematics of the left arm chain. The DH
parameters for all the joints along the chain has to be determined. However, first the transfor-
mation from the Torso to the base of the Left Shoulder joint has to be found. This is achieved
through simple translation along the y and z axes. The translation offset vector is defined as
( 0 yoffset zoffset )
T . After this transformation, the DH parameters of the left arm chain can
be defined .
Using the DH parameters defined in Table B.2. The transformation from the left hand to the
shoulder base is then defined as
TShoulderend = T
0
1 T
1
2 T
2
3 T
3
4 T
4
5
Since the shoulder base only differs from the Torso space by a translational offset. Any point
defined in the shoulder space is then transformed to the Torso by adding this offset.
The right arm chain is a mirrored image of the left hand, along the x−z plane. So the difference
in the DH parameters between the two chains is only along the y axis. One can transform from
one to the other by negating any transformation along the y axis. Table B.2. when transformed
for the right arm chain gives the DH parameters for the right arm as shown in Table B.3
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B.3 Nao’s Leg Forward Kinematic Chain
The leg kinematic chain is the longest chain on the Nao robot with six degrees of freedom. Starting
at the HipYawPitch joint going all the way to the AnkleRoll joint. The coupled rotary joint
configuration results in an interesting DH parameters as shown in Table B.4. First there is a
translational offset from the Torso to the base of the YawPitch joint defined by the transformation
matrix T TorzoHip as follow
T TorsoHip =

1 0 0 0
0 1 0 yoffset
0 0 1 −zoffset
0 0 0 1

where yoffset and zoffset is the translation offset in the specified axis from the Torso reference
frame to the base of the HipYawPitch joint. The complete transformation matrix, representing the
LeftFoot end effector in Torso reference frame is given by
T Torsoend = T
Torso
Hip T
Hip
1 T
1
2 T
2
3 T
3
4 T
4
5 T
5
end (B.1)
where T 5end represents a fixed transformation from AnkleRoll to the centre of the foot, and it is
given as follow:
T 5end = Rotz(pi)Roty(−
pi
2
)

1 0 0 0
0 1 0 0
0 0 1 −LFoot
0 0 0 1

where Rot?(ψ) represents a rotation of ψ around the ? axis.
The legs kinematic chains are symmetric relative to the x − z plane, similar to the arms. The
difference between the two chains, is only in the distance and rotation about the y axis. The DH
parameters for the right leg chain are shown in Table B.5. The right foot end effector is defined by
a similar equation to Eq. B.1, except that the Torso to hip joint transform is defined as follow
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Joint a α d θ
LHipYawPitch 0 −3pi4 0 θ1 − pi2
LHipRoll 0 −pi2 0 θ2 + pi4
LHipPitch 0 pi2 0 θ3
LKneePitch −LThigh 0 0 θ4
LAnklePitch −LT ibia 0 0 θ5
LAnkleRoll 0 −pi2 0 θ6
Table B.4: Left leg DH parameters.
Joint a α d θ
RHipYawPitch 0 −pi4 0 θ1 − pi2
RHipRoll 0 −pi2 0 θ2 − pi4
RHipPitch 0 pi2 0 θ3
RKneePitch −LThigh 0 0 θ4
RAnklePitch −LT ibia 0 0 θ5
RAnkleRoll 0 −pi2 0 θ6
Table B.5: Left leg DH parameters.
T TorsoHip =

1 0 0 0
0 1 0 −yoffset
0 0 1 −zoffset
0 0 0 1

Given the closed form forward kinematics solution for the different kinematic chains available on
the robot, one can find a closed form solution for the inverse kinematic problem for each of these
chains. However in this thesis, the aim is to control the CoM position as well as the end effector
positions. Finding a closed loop inverse kinetic solution for the CoM is a very difficult task, given
the large number of degrees of freedom and the fact that solving the closed form analytical solution
for one of the chains might violate the CoM constraint. An iterative solver is required to satisfy
all of the kinematic constraints on the end effect and CoM simultaneously.
Finding a closed form solution for the inverse kinematics of the legs, gives us insights into the
singular configuration of the leg joints. These are situations where one of the joint parameters
becomes undetermined and there will be infinite choices for the parameter values that satisfy the
positional and orientational demands of the end effector. One such configuration is evident in
the legs kinematic chains. This occurs when the KneePitch and AnklePitch joints assume specific
values defined by the locus defined by
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(a) Locus of leg singular configuration. (b) Robot posture
during one of the
leg singular
configurations.
Figure B.2: Leg Singular Configuration.
LT ibiacos(θAnkle) + LThighcos(θKnee + θAnkle) = 0
where θAnkle is the ankle pitch angle, θKnee is the knee pitch angle and L? is the length of the
corresponding link. Figure B.2a shows the curve defined by this locus in the space of the two joints.
In any of these configurations, the AnkleRoll joint has no effect on the position of the Hip relative
to the foot frame of reference.
The highlighted area represents the allowable region for the joint angles defined by the mechan-
ical limits of the robot. As can be seen in B.2a, the locus of the singular configuration is towards
the upper extreme of this region and almost no trajectory will bring the joint values to this config-
uration. However using the FIK invert kinematics solver, even if an end effector demands results
in a singular configuration, the solver will produce approximate solution to the final demands in
these situations. One such singular configuration is shown in Figure B.2b. It can be seen that the
AnkleRoll joint axis is aligned with the HipYawPitch joint axis and that the leg chain loses one of
its degrees of freedom.
