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Abstract 
The rising demand for electricity coupled with concerns about globally increasing greenhouse 
gas emissions has prompted greater interest in using renewable energy sources. One of the 
main drawbacks of renewable energy sources is their intermittency. For instance, solar energy 
experiences regular daily and annual cycles due to the earth’s rotation, motion and axis 
inclination which leads to variations in solar irradiance. Furthermore, solar energy is 
unavailable during cloudy weather. One particularly promising solution to the intermittency of 
solar energy is implementing thermochemical energy storage (TCES) technology in the future 
concentrated solar power (CSP) plants. This would help to achieve the primary objective of 
providing non-intermittent clean electricity.  
In this thesis, a reactor packed with iron–manganese oxide particles is considered as the TCES 
system. First, the reduction reaction of particles is studied under non-isothermal conditions in 
argon and air atmospheres using a thermogravimetric analyzer (TGA). A shrinking core model 
along with a non-linear regression technique is used to model the thermal reduction of particles. 
Then, heat transfer of the reactor is studied when no chemical reaction occurs. The spatial 
temperature distribution in both axial and radial directions of a packed-bed reactor are 
measured experimentally. A two-dimensional, pseudo-homogeneous model is developed for 
the reactor, and effective thermal transport parameters are determined as functions of 
temperature by solving an inverse problem. Finally, these results are combined and used to 
describe the thermochemical performance of the particles in the packed-bed reactor during the 
reduction reaction. Results from the simulation are validated with the experimental data. 
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Nomenclature  
2rA r z  , area normal to r direction (m
2) 
2zA r r  , area normal to z direction (m
2) 
iC ,  molar concentration of component i in the gas phase (mol/m
3) 
,p gc , specific heat capacity of the gas phase at constant pressure (J/kg.k) 
,p sc , specific heat capacity of the solid phase at constant pressure (J/kg.k) 
D , reactor tube diameter (m) 
ABD , binary diffusivity for system A-B (m
2/s)  
effD , effective diffusivity (m
2/s)  
imD , diffusivity of component i  in the gas mixture (m
2/s) 
pd , particle diameter (m) 
E , internal energy (J) 
21F , radiation shape factor (-) 
*
EF , radiation exchange factor (-) 
H , reactor height (m) 
iH , enthalpy of reaction (J/mol) 
wh , wall heat transfer coefficient (W/m
2.K) 
rsh , heat transfer coefficient for thermal radiation, solid surface to solid surface (W/m
2.K) 
rvh , heat transfer coefficient for thermal radiation, void space to void space (W/m
2.K) 
j , molecular(diffusive) molar flux (mol/ m2.s) 
j ,  convective molar flux (mol/m2.s) 
effk , effective thermal conductivity (W/m.K) 
r
effk , effective thermal conductivity due to radiation (W/m.K) 
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gk , thermal conductivity of the gas phase (W/m.K) 
sk , thermal conductivity of the solid phase (W/m.K) 
ck , thermal conductivity due to conduction (W/m.K) 
rk , thermal conductivity due to radiation (W/m.K) 
M , molecular weight (g/mol) 
p , total pressure (atm) 
cp , critical pressure (atm) 
2O
r , reaction rate of oxygen generation (mol/kg.s) 
q , conductive heat flux (based on Fourier’s law) (W/m2) 
q , convective heat flux (W/m2) 
q , radiative heat flux (W/m2) 
R , universal gas constant (kJ/mol.K) 
R , radius of cylindrical packed bed (m) 
r , coordinate in the r direction (m) 
ir , reaction rate (mol/kg.s) 
S , residual sum of squares  
t , time (s) 
T , temperature (K) 
cT , critical temperature (K) 
discT , alumina disc temperature (K) 
wT , wall temperature (K) 
u , gas velocity (m/s)  
su , superficial gas velocity (m/s)  
V , volume (m3) 
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V , volumetric gas flowrate (m3/s) 
iy  , measured experimental data point  
ˆ
iy  , predictor data point 
z , coordinate in the z direction (m) 
 , reaction conversion (-) 
g , mass density of the gas phase (kg/m
3) 
s , mass density of the solid phase (kg/m
3) 
b , void fraction of the bed (m
3/m3) 
,r w , emissivity of the wall (-) 
,r s , emissivity of the solid (-) 
 , Stefan–Boltzmann constant (W/m2K4) 
f , dimensionless solid conductivity (-) 
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1 Introduction 
Renewable energy sources such as wind and solar are unlimited with limited or no negative 
impact on the environment. Nevertheless, these energy sources have the issue of intermittency. 
A solution to the intermittency of solar energy is thermal energy storage which makes the solar 
source dispatchable and reliable on demand. At large scale, thermal energy storage is cheaper 
and more efficient than most electric storage systems. Among three types of thermal energy 
storage, sensible energy is the only one currently used in concentrated solar power (CSP) plants. 
However, this technology is expensive and requires huge amount of molten salts. With respect 
to the two other types of thermal energy storage for CSP technology, latent energy storage is 
at the prototype stage while thermochemical storage is still at the pending proof-of-concept. 
Packed-bed thermal storage systems are promising alternatives for molten salt tanks that can 
reduce storage costs and improve the development of solar energy.1  
This research investigates thermochemical energy storage (TCES) in packed-bed reactors. 
Although TCES is less developed and presents higher technical complexity than sensible or 
latent energy storage, it has the advantage of having higher operational flexibility and higher 
energy density. In TCES, energy is kept in the chemical bonds of the molecules that are formed 
and decomposed in a reversible reaction. During the charging step, an endothermic reaction 
occurs using solar energy. Therefore, the thermal energy is converted and stored as chemical 
energy. In the discharging step, the reverse exothermic reaction takes place and the energy 
releases. The energy stored can be completely recovered if the reaction is fully reversible. This 
type of energy can be stored for a long time without heat loss concerns. 
Redox reaction of iron–manganese oxide has been considered as the TCES system in this work. 
Both iron and manganese oxides are abundant, economical and non-toxic materials, making 
the mixture an acceptable candidate for energy storage in industrial TCES applications. The 
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binary system of iron–manganese oxide with a molar ratio of Fe/Me 2:1 forms the reactive and 
stable cubic spinel structure of 2 4MnFe O  during its reduction. This combination of manganese 
oxide and iron oxide has previously been used for chemical-looping combustion2 and water 
splitting3. In this work, this mixture is investigated as a potential TCES material for the first 
time. The chemical reaction is as follows:     
 0.33 0.67 2 3 0.33 0.67 3 4 26(Mn Fe ) O (s)+ΔH 4(Mn Fe ) O (s)+O (g),r    (1.1) 
The redox reaction of an iron–manganese oxide mixture involves thermal reduction of the 
oxide using concentrated solar irradiation, releasing oxygen, followed by oxidation. Obtaining 
a reaction rate equation for these types of reactions is challenging as the chemical process 
occurs through a range of mechanisms and intermediate stages. Considering a general form for 
the reaction rate combined with experimental thermogravimetric analysis (TGA) provides for 
a robust method to investigate the reaction kinetics. In TGA experiments, sample material is 
heated by a furnace with a desired temperature program and its mass change is measured during 
the reaction using a microbalance. Using TGA data, one can identify reaction kinetics and 
evaluate the reversibility of the reaction. 
A lab-scale packed-bed reactor heated with an IR furnace is designed and fabricated to simulate 
a solar driven reduction reaction. Packed-bed reactors have been employed in solar-driven high 
temperature solid–gas reactions4, 5 and thermal decomposition processes6 7, 8. Understanding 
the behavior of a metal oxide redox reaction in a packed-bed reactor supports the design and 
operation of commercial scale CSP reactors and advances the field of solid-gas heterogeneous 
reactions and TCES.  
The temperature profile is an important consideration when designing a packed-bed TCES 
reactor since high temperatures drive local endothermic reactions as well as thermal losses. 
18 
 
Thermal models of the packed bed are generally based on a pseudo-homogeneous approach 
where the solid and fluid are considered one continuous, single phase. Pseudo-homogeneous 
models have been shown to accurately predict the temperature profile in packed-bed reactors 
while using an effective thermal conductivity and a wall heat transfer coefficient as the 
adjustable parameters.9,10 
1.1 Motivation  
This doctoral thesis contributes to a broader research project sponsored by Australian 
Renewable Energy Agency (ARENA).11 The latter project consists of four tasks which are 
shown in Figure 1.1. The goal of task 1 is to obtain manganese oxide-based mixed metal oxide 
materials capable of undergoing thousands of redox cycles without significant reduction in 
their reaction performance and physical and chemical stability. In task 2, the aim is to develop 
a solar thermochemical reactor to realize the reduction step. A 1 kWth solar thermochemical 
reactor prototype will be designed, fabricated and evaluated in the high flux solar simulator to 
obtain realistic prediction of solar reduction reactor at a pilot plant level. An optical field will 
be designed in task 3 to match the reduction reactor at the pilot plant level. A techno-economic 
analysis of the solar power plant with the integrated high-temperature solar thermal energy 
storage system via manganese-based metal oxide redox cycling will be conducted in task 4. To 
fulfil this ARENA project, the Australian National University (ANU), the University of 
Colorado Boulder (CU), and IT Power (ITP) are collaborating together in several aspects.  
Task 1 of the project is accomplished by collaboration of CU and ANU. CU evaluated the 
effect of 2 3Al O , 2ZrO , and 2 3Fe O  as secondary metal oxides to increase structural robustness 
and chemical reactivity of manganese oxide.12 They used spray drying and intensive mixing 
methods to synthesize the particles. Then, they tested the mixed metal oxide particles in a 
thermogravimetric analyser (TGA) over six consecutive redox cycles to evaluate the impact of 
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the secondary metal oxides. Their study showed that iron oxide with manganese oxide in a 
molar ratio of 2:1 synthesized via intensive mixing method outperformed the other tested 
mixed-metal oxides. The oxidation kinetics of this mixture was also investigated in their 
work.12  
 
Figure 1.1 ARENA project tasks11 
 
This doctoral research continues the work done by CU in task 1 of the ARENA project. This 
thesis contributes to the ARENA project by 1) investigating the reduction kinetics of the iron-
manganese oxide particles (with molar ratio of 2:1) using TGA and 2) obtaining a realistic 
prediction of the solar driven reduction reactor using a packed-bed reactor heated by an IR 
furnace.  
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1.2 Objectives 
The goals of this research are to 1) understand the reduction reaction of iron-manganese oxide, 
and 2) obtain a realistic prediction of the thermochemical performance of the metal oxide in a 
lab-scale direct packed-bed reactor. The tasks to achieve these goals include: 
 thermodynamic modelling of Fe-Mn-O system to theoretically identify operating 
conditions of the reduction reaction 
 investigating the reduction kinetics of iron-manganese oxide particles using a TGA 
under air and inert atmospheres 
 physical and chemical characterization of the material before and after the reaction  
 determination of the reduction enthalpy using Differential Scanning Calorimetry (DSC) 
 design and fabrication of a lab-scale packed-bed reactor heated by an IR furnace 
 experimental measurement of the spatial temperature distribution in both axial and 
radial directions of the packed bed under steady state and transient conditions  
 heat transfer modelling of the packed-bed reactor and obtaining the effective heat 
transfer parameters of the bed 
 investigating the thermochemical performance of the mixed-metal oxide material in the 
packed-bed reactor while the exit gas is analysed using a mass spectrometer  
1.3  Structure of thesis 
In this thesis, background information about solar energy, thermochemical energy storage and 
kinetics of solid–gas reactions is first given in chapter 2.  
In chapter 3, FactSage7 software package is first used to identify the effect of temperature, total 
pressure and partial pressure of oxygen on the equilibrium composition of metal oxide material 
in the redox reactions. Then, the stability and cyclability of metal oxide is examined using TGA. 
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Finally, the physical and chemical characteristics of the material at oxidized and reduced states 
are investigated.  
In chapter 4, kinetics of the reduction step for the redox process are studied. Kinetic analysis 
is performed by non-linear regression applied to non-isothermal data recorded using 
thermogravimetric analysis (TGA) at four heating rates along with differential scanning 
calorimetry (DSC). The thermal reduction is carried out in both argon and air atmospheres.  
In chapter 5, a lab-scale packed-bed reactor is designed and fabricated to obtain a realistic 
prediction of the reduction reaction of the metal oxide. The reactor is directly heated by an IR 
furnace. The experimentally measured temperature in both axial and radial directions of the 
bed is presented. A two-dimensional transient heat transfer model considering conductive, 
convective and radiative heat transfer is developed. The governing equations, initial and 
boundary conditions are presented in this chapter. Effective thermal transport parameters are 
determined as functions of temperature—at fixed particle size, porosity and Reynolds 
number—by solving an inverse problem using the model at steady-state. The measured 
parameters are validated with the transient experimental data and are compared with reported 
correlations for effective thermal conductivity. 
In chapter 6, the reaction rate and effective thermal parameters obtained from chapters 4 and 5 
are used to describe the thermochemical performance of metal oxide in the packed-bed reactor. 
The reactor modelling results are compared with the experimental data. The primary 
experimental data are the concentration of oxygen at the outlet of the reactor which is measured 
using mass spectrometry. 
Chapter 7 is a summary of this research findings and their contribution to the field. The 
prospects of the field are also briefly discussed in this chapter.  
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2 Literature review  
In this chapter, background information on solar energy, thermochemical energy storage 
(TCES), packed bed reactors in TCES, and kinetics in solid–gas reactions is given.  
2.1  Solar energy  
The rising demand for energy coupled with concerns about globally increasing greenhouse gas 
emissions has prompted greater interest in using renewable energy sources. The current energy 
industry is based on sources such as oil, natural gas, and coal while a renewable energy industry 
would likely be based on wind, biofuel, geothermal and solar sources. Solar energy is an 
abundant resource that is technically capable of delivering the world’s energy needs with 
harvesting the irradiance on only 1% of the earth’s surface with a 10% efficiency.13    
Two promising families of solar technologies are photovoltaic (PV) and concentrated solar 
thermal (CST). PV technology is the direct conversion of sunlight into electricity by means of 
solar panels. PV devices are easy to design, require low maintenance and can give outputs from 
microwatts to megawatts. These are the reasons why they can be used as the power source in a 
broad range of applications such as calculators, watches, buildings, satellites, and power plants. 
Thus, the demand for PV is rapidly increasing, alongside lowering costs.13 
In 1954, the first practical PV solar cell for converting sunlight into electrical power was 
invented at RCA and Bell Laboratories with a conversion efficiency of approximately 6%. The 
importance of this invention was quickly recognized and the technology was rapidly developed 
for powering satellites from 1958.13 In the early stages of this technology (1960s and 1970s), 
the energy required for the manufacturing was more than the energy delivered by the cell during 
its entire lifetime. Dramatic improvements have occurred since then: efficiency has improved, 
cell lifetime has increased, energy payback periods and the cost of the panels have decreased.13 
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PV is now a cost-effective technology. While theoretical efficiency of a solar cell with a single 
junction is approximately 33%, efficiency of up to 44% has been achieved in the laboratory for 
multijunction solar cells.13 The price of solar panels has also come down from $30/W to $0.5/W 
over the last three decades.13  
The photovoltaic effect of semiconductors is used in solar cell technology. When the 
semiconductor is exposed to sunlight, the photons are absorbed by the valence electron of atom 
and the energy level of the electron increases. If the energy gain is more than the band gap of 
the semiconductor, the electron jumps into the conduction band of the atom where it can move 
freely. This electron movement generates electron-hole pairs in the semiconductor. In PV solar 
cells, using p-n junction results in channeling the free electrons through an external resistance 
before they recombine with the holes. This phenomenon leads to the generation of electricity.13   
Solar radiation is a form of thermal radiation having a particular wavelength distribution. Its 
intensity depends on atmospheric conditions, time of the year, and the angle of radiation 
incidence on the surface of the earth. Solar irradiation is 1395W m-2 at the outer layer of 
atmosphere when the earth is at its closest distance to the sun. However, not all of this energy 
reaches the earth’s surface, because of strong absorption by water vapour and carbon dioxide 
in the atmosphere. Furthermore, the solar irradiance reduces on the earth’s surface due to the 
atmospheric content of dust and other pollutants.14 Therefore, for solar thermal power plants 
or other high-temperature solar thermal applications, there would be an essential requisite of 
employing optical concentration devices.15 In concentrating solar thermal technology, solar 
radiation is collected, concentrated and then stored in form of high-temperature thermal energy. 
This thermal energy can be used for a variety of applications such as chemical processes, 
cooling and heating, and electricity generation. In most CST technologies, the thermal energy 
can be stored and dispatched when needed. 16  
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The commercially available CST technologies can be categorized into two groups based on the 
type of the collector; linear-focusing technologies and point-focusing technologies. Linear 
optical concentrators track the sun by rotating on a single axis. This type of concentrator reflects 
the solar radiation onto a linear receiver. Parabolic troughs and linear Fresnels are two 
dominant systems of this technology. Point focus concentrators, on the other hand, require two-
axis sun tracking. This type of concentrator reflects the solar radiation onto a single point. 
Parabolic dishes and central receiver systems (also known as solar towers) are the two 
dominant concentrators of this technology.16  
Figure 2.1 shows schematic diagrams of these four CST systems.  
 
Figure 2.1 Schematic diagram of CST systems15  
 
A parabolic trough is composed of a parabolic-trough-shaped reflector and a receiver tube that 
is installed at the focus of the reflector. Each reflector concentrates the solar radiation on its 
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receiver tube. A heat transfer fluid circulates through the tube and stores the thermal energy in 
the form of latent or sensible heat. The stored thermal energy can later be used in industrial 
processes or in electricity generation. Parabolic troughs can achieve concentration ratios of up 
to 80 suns (equal to 80 kW/m2, assuming solar flux to be 1000 W/m2) and deliver useful energy 
up to 398 °C.17     
A linear Fresnel is composed of many long reflectors and a linear receiver that is installed 
parallel to the reflectors’ rotational tracking axis. Unlike the parabolic trough, the linear 
Fresnel’s receiver is fixed in space. The reflectors rotate independently at different angles and 
concentrate the solar radiation onto the fixed receiver. The working fluid inside the receiver 
can reach temperatures up to 350 °C. This technique is commercially less mature compared to 
parabolic troughs.17 
A parabolic dish is made of one or several small reflectors attached to a dish frame. The 
reflectors concentrate solar radiation into a receiver that is fixed at the focal point of the dish. 
The dish frame and the receiver move bi-axially together in the way that the optical axis of the 
system is always pointing to the sun. The heat transfer fluid in the receiver captures the high 
temperature thermal energy. Parabolic dishes have the highest concentration ratios (up to 4000), 
highest optical efficiencies, and highest overall conversion efficiencies among all CST 
technologies.17 
A central receiver consists of a field of two-axis, independently tracking reflectors that 
concentrates solar radiation onto an elevated central receiver. The receiver is fixed in place, 
avoiding the need for energy transport networks and allows for more cost-effective investment. 
However, the fixed position of the receiver means that the reflectors do not directly point at the 
sun, which causes reduction of solar radiation on the reflectors. The energy absorbed by the 
receiver is transferred to a working fluid or storage material and stored in the form of thermal 
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energy. A central receiver achieves concentration ratios of up to 1000 and provides fluid 
temperatures of 1000 °C.17  
2.2  Thermal energy storage  
One of the main drawbacks of renewable energy sources is their intermittency. For instance, 
solar energy has regular daily and annual cycles due to the earth’s rotation, motion and axis 
inclination which leads to variations in solar irradiance. Furthermore, direct solar energy is 
unavailable during cloudy weather. Owing to its intermittency, solar energy fails to meet the 
requirements of a viable energy source that can be used in industrial plants. Thermal energy 
storage (TES) is believed to be a prospective and valid option to overcome this limitation of 
solar energy.13, 18 
In a CST power plant, sunlight is converted into thermal energy prior to generation of electricity. 
Compared to other renewable energy technologies such as wind and photovoltaic, CST has the 
distinct advantage of integrating cost-effective TES into its system. The integration of TES 
systems into CST power plants extends the operation of a solar power plant, providing more 
versatility and dispatchable operation to the plant and even reducing the levelized cost of 
electricity.   
TES systems are divided into three types: sensible energy storage (SES), latent energy storage 
(LES) and thermochemical energy storage (TCES). 
2.2.1 Sensible energy storage  
In SES technology, the thermal energy is stored and released through temperature change of a 
storage material. The storage capacity depends on the specific heat of the material and follows 
the formula below 
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where m  is the mass of the material, 
pC  is the specific heat capacity of the material and dT  
is the temperature change.19 
The storage materials in SES technology can be in a solid, liquid, or gaseous state and are 
usually kept in a storage tank with high thermal insulation. Water is a SES medium that has 
both residential and industrial applications.20 Oil, molten salt, liquid metal, and concrete are 
the main materials used in the CST field. Molten salt has a general melting point of 200 C and 
its operation temperature is usually below 600 C. Temperatures lower than melting point lead 
to the solidification and inactivation of the entire system. Therefore, heat tracking is usually 
required to avoid this issue, although this technology causes intense energy loss. Furthermore, 
molten salt becomes a corrosive fluid at high operational temperatures which causes equipment 
damage. Liquid sodium is another storage material with a melting point of about 98 C that has 
high thermal and hydraulic properties. This material does not have the solidification problem 
faced by molten salt. Although liquid sodium has been successfully applied into CSP plants, 
low thermal capacity and safety aspects of using this material warrant further improvements.19 
A number of sensible TES materials along with their operating temperatures, specific heat, and 
energy storage density are presented in Table 2.1.    
Table 2.1 Sensible energy storage materials19 
Material 
Temperature range 
(C) Average specific 
capacity (kJ/kg.K) 
Energy storage 
density (kW.h/m3) 
Cold side Hot side 
Synthetic oil 250 350 2.3 57 
Silicone oil 300 400 2.1 52 
Liquid nitrite 250 450 1.5 152 
Liquid nitrate 265 565 1.6 249 
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Liquid sodium 270 530 1.3 80 
Sand rock + mineral oil 200 300 1.3 60 
Reinforced concrete 200 400 0.85 100 
Cast iron 200 400 0.56 160 
Silica refractory 200 700 1 150 
 
2.2.2 Latent energy storage  
In LES, energy is stored and released based on a phase transition process. This technology is 
also known as phase-change energy storage and the storage medium is called phase change 
material (PCM). The phase transition can be between solid–liquid, solid–solid, or liquid–gas 
states. For CST applications, the transition between solid and liquid is mostly considered due 
to its low volumetric expansion and high volumetric energy density compared to the other 
forms of the transitions. The energy storage capacity of LES technology is calculated via the 
following formula 
 .Q m L ,  (2.2) 
where m  is the mass of the material and L  is latent heat per unit of mass.19  
Phase change materials can be organic or inorganic. Organic PCMs, such as paraffin and fatty 
acids, are combustible and relatively expensive. Salt hydrates and ice are examples of inorganic 
PCMs. Salt hydrates have high latent heat but can phase separate and have a large degree of 
subcooling. Selection of PCMs depends on their application but, in general, they must meet a 
number of criteria such as; thermodynamic properties (high latent heat, high thermal 
conductivity, and appropriate transition temperature), kinetic properties (low undercooling 
degree and high crystallization rate), physical properties (high density, small volume variations, 
and low vapor pressure), and chemical properties (nontoxic, not combustible, noncorrosive, 
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and long term stability). Suitable PCMs should also have economic feasibility and 
availability.19    
LES systems are able to release thermal energy at a constant temperature and create an 
isothermal operation for the power block which leads to a higher power cycle efficiency. Low 
thermal conductivity, low rate of energy release and storage, and lack of thermal stability are 
the main disadvantages of this system. 21   
2.2.3 Thermochemical energy storage  
In TCES, energy is stored based on the chemical properties of the storage materials unlike SES 
and LES systems where it is stored based on their physical properties. In this technology, 
energy is kept in the chemical bonds of the molecules that are formed and decomposed in a 
reversible reaction during the charge and discharge stages. This technology is less developed 
and presents higher technical complexity than sensible or latent energy storage. However, it 
has higher operational flexibility as numerous reversible reactions covering a wide range of 
temperatures are available. High energy density and long-term seasonal storage are other 
advantages of this system. TCES hasn’t reached a proven design for commercial scale.20, 22 A 
comparison between the advantages and disadvantages of three TES systems are shown in 
Figure 2.2. A number of technical characteristics of TES systems are also presented in Table 
2.2. 
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Figure 2.2 Comparison of three TES systems  
Table 2.2 Technical characteristics of TES systems23  
Storage 
technology 
Thermal 
efficiency (%) 
Energy cost 
(USD/k.Wh) 
Durability 
(years) 
Energy storage 
density (k.Wh/m3) 
SES 50-90 0.1-13 10-30+ 25 
LES 75-90 10-56 10-30+ 100 
TCES 75-100 8-100 10-30+ ~500 
 
TCES cycle uses a reversible reaction to store energy. This cycle consists of two processes, 
charging and discharging. During the charging process, an endothermic reaction occurs using 
the concentrated solar energy. Therefore, the thermal energy is converted and stored as 
chemical energy. In the discharging process, the reverse exothermic reaction takes place and 
the energy is released. The stored energy can be completely recovered if the reaction is fully 
reversible. This type of energy can be stored indefinitely without losses as waste heat. TCES 
reversible reactions can be generally describe by  
 ( 0)A B C H    .  (2.3) 
Reactant A absorbs thermal energy and decomposes into B and C components during the 
charging step. Later in the discharging step, B and C react with each other and release the 
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thermal energy.23 Long term storage and transport of this energy is possible by storing the B 
and C products. The basic principle of a TCES system is illustrated in Figure 2.3.   
 
Figure 2.3 Schematic diagram of a TCES system 
The total energy stored in a TCES system can be defined by 
 
pQ mC T mL m H     ,  (2.4) 
where m  is the mass of the material, 
pC  is the specific heat capacity of the material, L  is 
latent heat per unit of mass, and H  is the heat of reaction.22  
The candidate materials for high-temperature thermochemical energy storage must have key 
criteria such as low material cost, storage feasibility, cycle robustness, non-toxic, non-corrosive, 
non-flammable, environmentally friendly, long term stability, suitable thermodynamics, fast 
reaction kinetics, complete reaction reversibility, appropriate reaction temperature, high 
reaction enthalpy, and no side reactions or by-products.20, 24 
A wide range of materials have been studied as storage media for TCES technology.20, 24, 25 A 
classification of TCES candidate materials investigated so far is shown in Figure 2.4. Although 
many of these materials are available for energy storage, not all of them are suitable for TCES. 
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For instance, some are harmful to human such as 3PbCO . Metal sulfates produce toxic and 
corrosive gases, so there will not be any further investigation on this group. A number of metal 
hydroxides and carbonates (such as 2Mg(OH) , 2Mn(OH) , 3ZnCO , and 3MgCO ) have 
reaction temperatures lower than the suitable temperature range for TCES. In carbonates, 
hydroxides, and organic systems, the components require separation, which represents another 
obstacle for the storage system. Furthermore, ammonia energy storage systems suffer from 
high pressure requirements and high exergy losses.23     
 
Figure 2.4 TCES systems26 
 
A redox system is one of the most promising means of converting thermal energy from CST to 
chemical energy via reduction-oxidation reactions.18 This system has less technical issues 
compared to the other TCES systems. It also has advantages such as high operating temperature, 
high energy density, no need for gas storage and products separation, and comparatively 
smaller environmental impact.23 The general formula for reduction and oxidation reactions of 
metal oxides is  
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2M O ( ) ΔH M O ( ) 2O ( )x y z r x ys s z g      (2.5) 
where M is a metal. In the first step, the endothermic reduction reaction occurs where the metal 
oxide reduces at high temperatures. To discharge the stored energy off-sun, the reduced metal 
oxide is re-oxidized in air and heat is released.  
A metal oxide redox reaction was first proposed for energy storage applications by Wentworth 
and Chen in 1976.27 Later that year, Simmons implemented theoretical calculations for barium 
oxide as a TCES material which was followed by an in-depth experimental study of this 
material. In another study, Fahim and Ford determined the reaction kinetics of the barium oxide 
redox reaction in 1983.28 Copper oxide was the next metal oxide that was investigated as TCES 
material by Chadda et al. in 1989.29 For the next two decades, very few studies were published, 
probably due to reduction in the fossil fuel prices. However, the interest in the metal redox 
reactions for TCES has increased again in the last six years.23  
Two main technologies that are used for characterization of redox reactions are 
thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC). TGA records 
the mass change of the sample while the reaction is taking place at high temperatures. Using 
TGA data, one can calculate the reaction kinetics and check the reversibility of the reaction. 
DSC is a thermo-analytical technique that can measure the capacity of metal oxides for energy 
storage and release. Some other methodologies frequently applied in TCES studies are; X-ray 
diffraction (XRD) for determining crystalline structure of metal oxides, scanning electron 
microscope (SEM) for examining microstructure of the material, and FactSage for 
investigating the thermodynamics of reactions.    
Pure and mixed metal oxides can be used for redox TCES. While producing pure metal oxides 
is easier, mixed oxides have the advantages of better reversibility and lower cost.23 Pure metal 
oxides have been intensively investigated for TCES applications. The most promising ones are 
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2BaO /BaO ,
25, 28, 30 3 4Co O /CoO ,
31-38 2 3 3 4Mn O /Mn O ,
38-43 2 3 3 4Fe O /Fe O ,
24, 44 2CuO/Cu O
25, 45 
and perovskite-based46-49 systems.    
Manganese oxide is an abundant and inexpensive material with low toxicity that is considered 
as one of the most promising metal oxides for TCES purposes.20, 24, 50 The manganese-oxygen 
system has five different stable forms: MnO2, -Mn2O3, -Mn2O3, Mn3O4 and MnO. In this 
system, oxygen is released with increasing temperature, leading to reduced manganese oxide 
compounds: 
 1 2 3 4
2 2 3 3 4 3 4MnO Mn O -Mn O -Mn O MnO       (2.6) 
Table 2.3 shows a summary of conditions for manganese oxide reduction reactions under 
nitrogen, air and oxygen atmospheres. 
Table 2.3 Manganese oxide reduction reactions in nitrogen, air and oxygen obtained with 
FactSage751 
 
T
transition
 (°C)
-1(kJ kg )h  
N2 Air O2 
MnO2/Mn2O3 280-350 430 467 481 
Mn2O3/-Mn3O4 700 870 963 214 
-Mn3O4/-Mn3O4 1173 1173 1174 80 
-Mn3O4/MnO 1450 1580 1580 897 
Slag 1625 1580 1580  
 
The first reduction step is not considered for thermochemical storage purposes as no re-
oxidation of 2 3Mn O  into 2MnO  has been observed at ambient pressure.
44 Furthermore, the 
reaction temperature of 3 4Mn O  into MnO  is too high for TCES applications. Therefore, only 
the reaction of 2 3Mn O  into 3 4Mn O  has the potential to be used for thermochemical energy 
storage. Cycle stability of 2 3Mn O / 3 4Mn O  redox couple has been widely investigated recently. 
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Carrillo studied the effect of the initial particle size,39 Co doping,40 Fe doping42 and Fe–Cu co-
doping41, 43 on cycle stability, energy storage capacity and redox hysteresis of this couple. Their 
results show that the addition of iron to manganese oxide enhances the re-oxidation rate, 
increases energy storage capacity and decreases redox hysteresis. Thermodynamic studies of 
the Mn–O52-55 and Fe–Mn–O systems2, 56, 57 have also been reported in the literature to predict 
the equilibrium composition of solid phases as a function of temperature.  
2 3Fe O / 3 4Fe O  is another promising redox couple for TCES. The main advantages of this system 
are in its abundance, low cost, and high energy storage density of about 560 J g-1 58. The studies 
on this material for energy storage are very limited. In a TGA experimental study, Andre et al. 
reported that reduction temperature of 2 3Fe O  to 3 4Fe O  is 1145 C and 1361 C under inert and 
air atmospheres, respectively. They also found that the oxidation reaction can reach 92% 
conversion. In another work at lower oxidation temperature of 900 C, lower conversion of 80% 
was reported.59 Strong sintering has been reported for this material after 3 redox cycles.24 
None of the pure metal oxide systems are ideal for high temperature energy storage due to 
limitations that each one has. For instance, some may have high energy storage density and 
reaction temperature but slow kinetics and high cost, while others may have low cost and low 
energy density. A solution to overcome these shortcomings and enhance the performance of 
the storage material is by mixing metal oxides together. The material mixing can improve 
reaction reversibility and cycling stability, adjust reaction temperature, enhance reaction 
kinetics, and limit the issue of sintering. High-temperature TCES materials are likely to become 
more economical using this method.23, 26   
A summary of reported reaction temperature ranges and energy storage densities for various 
pure and mixed metal oxide systems is shown in Figure 2.5. The temperature ranges include 
theoretical and experimental reduction and oxidation temperatures. The energy density ranges 
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also cover both the theoretical and practical data reported in the literature. The changes in 
reaction temperatures and energy densities are due to variations in chemical and physical 
properties as well as the experimental conditions. The majority of the tested redox cycles have 
reaction temperatures in the range of 600 C to 1100 C. Pure iron oxide has the highest 
operating temperature followed by iron oxide doped with cobalt oxide. In terms of the energy 
storage density, cobalt, copper and iron oxide systems are the most reactive ones. Therefore, 
adding these metal oxides to other systems can increase the overall energy storage of the system. 
For commercial scale applications, the economical perspective of the material should be 
considered as well. For instance, cobalt oxide is expensive (32*1000 USD/metric tonne in 
December 2019) and costs six times more than iron oxide.  
 
Figure 2.5 Reaction temperatures and energy storage densities for metal oxide systems23 
 
In TCES technology, the heating system and the reactor design have two types; direct and 
indirect. In the indirect heating system, heat is first absorbed by a heat transfer fluid. A heat 
exchanger is needed in this system to transfer the heat from the heat transfer fluid to the reactant. 
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This heating system usually has high exergy losses because of the temperature difference 
between the reactant and the fluid. In a direct solar TCES system, the reactant is directly heated 
in the receiver. The receiver and the endothermic chemical reactor are basically the same 
devices in this system. For metal oxide redox systems, the direct heating system has advantages 
over the indirect heating system. For example, the reactants can easily reach high temperatures 
due to being heated directly. Furthermore, there is no need for a heat exchanger in this system 
since air can be used as both the reactant and the heat transfer fluid. Figure 2.6 shows schematic 
diagrams of direct and indirect heating systems in TCES technology.  
 
Figure 2.6 Schematic diagrams for direct and indirect heating systems in high temperature 
TCES 22 
 
Several reactor types have been considered and tested for the direct TCES system. Among 
them, packed-bed reactors have been used more than others due to their relatively simple design 
and operation. However, this type of reactor suffers from high pressure drop and poor heat and 
mass transfer. The aspect ratio of the reactor, physical properties of the particles, and the shape 
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and size of the material have been reported as the parameters affecting energy storage of the 
system. Rotary kilns are another type of reactor considered for TCES. Low sintering has been 
reported in this reactor due to the continuous movement of the material. Fluidized-bed reactors, 
cascade reactors, and moving packed beds are other types of reactors that have been considered 
for energy storage. In general, an ideal reactor should have a number of criteria such as; low 
pressure drop, high heat and mass transfer, low energy consumption, suitable cost, and simple 
design and operation.23  
TCES technology can be applied not only in power plants for electricity generation but also in 
high temperature industries as a heat recovery system. In a power generation system, TCES 
provides the required heat for CSP plants, helping to maintain a stable electricity output. In 
industrial processes, TCES can be used for waste heat recovery. Adding TCES to the industrial 
processes not only decreases the 2CO  emissions, but is also energy saving and cost effective 
compared to the traditional industrial plants.18  
2.3 Packed-bed reactors in TCES 
Thermochemical reactors facilitate chemical reactions and utilize the reaction heat. While 
many studies have focused on constructing and modeling of low temperature thermochemical 
reactors60, few studies on high temperature thermochemical reactors, including experimental 
tests and modeling of lab-scale reactors, have been carried out.61 Packed-bed reactors have 
been employed in solar-driven high temperature solid-gas reactions4, 5 and thermal 
decomposition processes6 7, 8. Recent experimental studies have considered this type of reactor 
as a TCES component for integration with a concentrated solar power plant.61 For instance, 
Wokon et al.62 employed a packed-bed reactor for an experimental study of charging and 
discharging of TCES materials. In another work, Preisner et al.63 used this type of reactor to 
identify chemical and physical stability of the TCES materials over 30 cycles.  
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The temperature profile is an important consideration when designing a packed-bed TCES 
reactor since high temperatures drive local endothermic reactions as well as thermal losses. 
Models of the packed bed behavior are generally based on a pseudo-homogeneous approach 
where the solid and fluid are considered one continuous, single phase. Pseudo-homogeneous 
models have been shown to accurately predict the temperature profile in packed-bed reactors 
while using an effective thermal conductivity and a wall heat transfer coefficient as the 
adjustable parameters.9,10 However, there are only a few studies on packed-bed heat transfer at 
high temperature conditions where thermal radiation becomes dominant.64 For this case, the 
thermal transport within the bed is more complex than at lower temperatures and involves: 
radiation heat transfer between the surfaces of particles, conduction heat transfer between the 
particles due to physical contact at points on the surfaces, conduction heat transfer through the 
gas and solid phases, and the effects of convection heat transfer via the fluid. Although the 
phenomena involved are complex, employing an effective thermal conductivity based on a 
simple Fourier law has been shown to be effective.65 
2.4  Kinetics in solid–gas reactions  
An understanding of reaction rates and how the reaction rate is influenced by different 
parameters is essential for successful reactor modelling and development. Reaction kinetics 
along with mass and heat transfer phenomena are employed to describe the behavior of the 
storage reactor in TCES technology. For metal oxide redox reactions, understanding both the 
reduction and oxidation steps is critical. Reduction and oxidation of metal oxides are solid–gas 
reactions, also known as solid–state reactions. For that reason, this section is allocated to the 
study of reaction kinetics in solid–gas reactions. 
The general objective of the analysis and prediction of reactions is to develop a description of 
the reaction progress that is valid for any operational conditions. Measuring changes in physical 
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and chemical properties of the sample on heating or cooling as a function of time leads to 
derivation of kinetic models which gives us the reaction rate. Kinetic studies of solid–gas 
reactions can be conducted using thermogravimetric analysis (TGA) based methods or 
techniques based on flow reactor data. In TGA experiments, sample material is heated by a 
furnace with a desired temperature program and its mass change is measured during the 
reaction by a microbalance. Kinetic parameters are then derived from these data. For the flow 
reactor method, the setup might be a packed-bed (gas is passed over the solid) or a fluidized-
bed reactor (particle–gas flow passes the reactor). In flow reactors, many factors can influence 
the kinetic parameters. These include process conditions, heat and mass transfer limitations, 
physical and chemical heterogeneity of the sample and experimental errors. For that reason, a 
mathematical model and computer simulation need to be developed to model the mass and 
energy balance (and, if applicable, the momentum balance) equations for gas and solid phases 
in the reaction zone. Experimental factors such as detector time lag and the dispersion and 
mixing of gases in the line between the exit of the flow reactor and the gas analyzer also need 
to be taken into consideration during modeling.66 Furthermore, the effect of mass diffusion 
needs to be accounted in the model with the purpose of obtaining intrinsic kinetics of the redox 
reaction. This will ensure the applicability of the kinetic model to new reactors and process 
designs.  
TGA is experimentally easier and requires less modelling compared to flow reactors. As a 
result, TGA analysis is used in this doctoral thesis as the main method to identify reaction 
kinetics of the metal oxide. TGA is an excellent method in identifying potential reaction 
mechanisms for solid–state reactions. The instrument consists of a heating chamber, a 
microbalance, and a temperature measuring system. While sample material is heated by a 
furnace with a desired temperature program, the instrument records mass change traces and 
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sample temperature as a function of time. A schematic diagram of a TGA equipment is shown 
in Figure 2.7. 
 
Figure 2.7 Schematic diagram of a thermogravimetric device 
 
TGA data can be obtained via two experimental approaches; isothermal and non-isothermal 
methods. The isothermal method is based on maintaining the sample at a constant temperature 
and obtaining a set of conversion-time points for each temperature. The non-isothermal method 
employs a heating rate (usually a constant heating rate) to raise the temperature. The main 
disadvantage of the isothermal method for high temperature reactions is that the heat-up time 
is long, which means that a significant extent of conversion might be reached before the 
isothermal regime sets in.  
This part of the thesis focuses on deriving a reaction rate equation for solid–gas processes based 
on experimental TGA data. The reaction rate will be valid for any thermal treatment, be it 
isothermal, linear non-isothermal or any other non-isothermal treatment. Nevertheless, the 
experimentally determined kinetic parameters are appropriate to be called “effective”, 
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“apparent”, “empirical” or “global”. This is because that they can be different from the 
“intrinsic” parameters which are based on reaction rate that is not affected by mass transfer 
limitations.67 To obtain the reaction kinetics as close as possible to intrinsic kinetics, it is 
desirable to select the experimental conditions such that the chemical reaction becomes the 
controlling step of the process. 
2.4.1 Reaction rate equation  
For solid–gas reactions, obtaining the reaction rate equation is not easy since these reactions 
occur through a range of mechanisms and intermediate stages. Considering a general form for 
the reaction rate is optimal for identifying kinetics. This general form is a product of three 
functions   
     
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d
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t

 ,  (2.7)  
where t is time, T is temperature,   is conversion, and P  is pressure. For a gravimetric 
measurement, conversion (also called extent of reaction) is defined by 
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 , (2.8) 
where mi, mt, and mf are initial sample mass, sample mass at time t, and sample mass at the 
completion of the reaction, respectively.  
In equation (2.7), ( )k T  is the kinetic constant and depends only on temperature, ( )f  is the 
reaction model and is a function of just conversion, and ( )h P  is the pressure dependence 
function. The pressure dependence term is usually ignored in solid–gas kinetics and the 
majority of kinetic methods consider the reaction rate as a function of only temperature and 
conversion, 
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The kinetic constant is typically given by Arrhenius equation 
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,  (2.10) 
where A is the pre-exponential factor (also called frequency factor), E is the activation energy, 
and R is the universal gas constant. The pre-exponential factor and activation energy are usually 
called Arrhenius parameters.68 Combining equations (2.9) and (2.10) yields 
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Equation (2.11) is applicable to isothermal temperature programs, non-isothermal temperature 
programs, or even the actual sample temperature. For linear non-isothermal treatment (constant 
heating rate), this equation is usually written based on the heating rate 
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,  (2.12) 
where 
d
d
T
t
  is the constant heating rate.  
The reaction rate equation can also be reported based on an integral form. By integrating 
equation (2.12): 
  
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where ( )g   is the integral form of the kinetic rate equation. Equation (2.13) is the foundation 
for most of the kinetic analysis integral methods. This equation can be employed for any 
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temperature programs that have the temperature as a function of time. For the processes with 
constant heating rate, where the sample temperature does not deviate significantly from the 
reference temperature, the independent variable of time in equation (2.13) is usually replaced 
with temperature using the heating rate value   
  
0
exp d
TA E
g T
RT


 
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 
 .  (2.14) 
The integral part in the above equation has no analytical solution. Therefore, a number of 
approximation and numerical integration methods are offered to deal with this problem.  
From the computational point of view, the aim of kinetic analysis of thermally stimulated 
processes is to establish a mathematical relationship between the reaction rate, conversion, and 
temperature. The most straightforward method is to determine the kinetic triplet which is the 
pre-exponential factor A , activation energy E , and reaction model ( )f   and replace them in 
equation (2.11), (2.12) or (2.14). Each of these kinetic triplet components has its own 
fundamental theoretical concept; E  is associated with the energy barrier, A  with the 
frequency of vibrations of the activated complex, and ( )f   with the reaction mechanism.67  
In this part, we first investigated possible reaction models in solid–state kinetics. Then, we 
introduce a model-fitting method to determine the kinetic triplet. This technique will be used 
in chapter 5 to investigate the reaction kinetics of iron–manganese oxide particles. Other kinetic 
computational techniques including isoconversional methods, Kissinger method, the 
compensation effect technique, and master plots are described in appendix A of this thesis.  
2.4.2 Reaction models in solid–gas kinetics 
Most of the reaction models proposed for solid–gas reactions have been developed based on 
certain mechanistic assumptions. Notably, some are empirical-based and do not have 
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mechanistic meaning.69 Reaction models can be classified based on the kinetic curves or 
mechanistic assumptions.  
In kinetic curve classification, reaction models have three types; accelerating, decelerating, and 
sigmoidal. This classification is based on the shape of the reaction profiles which is described 
as conversion or time derivative of conversion, versus time or temperature. This type of model 
classification is recognized mainly for isothermal processes where the kinetic curves depend 
only on the reaction and not the temperature. For non-isothermal data, the kinetic curves are 
usually in sigmoidal profiles since both ( )k T  and ( )f   change at the same time.67, 69 
In accelerating models, the reaction rate increases continuously as the conversion increases. 
The reaction rate reaches its maximum value at the end of the process. The reaction model is 
usually described with a power-law equation 
 
( 1)( ) n nf n   ,  (2.15) 
where n is a constant. 
In decelerating models, the reaction rate decreases as the conversion increases. The reaction 
rate has its maximum value at the beginning of the process. The most common example of 
these models is a reaction-order model 
 ( ) (1 )
nf    ,  (2.16) 
where n is the order of the reaction.  
In sigmoidal models, the first and second halves of the reaction represent the accelerating and 
decelerating behaviors, respectively. The reaction rate reaches its maximum value at an 
intermediate stage of the process. A typical example of this behavior is Avrami-Erofeev 
models67 
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( 1)( ) (1 )[ ln(1 )] n nf n       .  (2.17) 
Sestak and Berggren suggested a mathematical equation that represents all reaction models in 
a single expression 
 ( ) (1 ) ( ln(1 ))
m n pf        ,  (2.18) 
 where m , n  and p  are constants. By considering different values for these constants, any 
model can be represented.  
Reaction models can also be classified based on mechanistic assumptions, which divide models 
into nucleation, geometrical contract, diffusion, and reaction order.69 Table 2.4 shows the most 
commonly used mathematical models for each reaction mechanism. Although these solid–gas 
kinetic models are based on the experimental data fitting on complex mathematical equations, 
they also have theoretical meanings that describe the mechanisms involved in the reaction.  
Table 2.4 kinetic models in the solid–gas reactions 69, 70 
Reaction model code ( )f   ( )g  
Nucleation models    
Power law  P2/3 
1 22 3    
3 2  
Power law P2 1 22  
1 2  
Power law P3 2 33  
1 3  
Power law P4 3 44  
1 4  
Avrami-Erofeev A2    
1 2
2 1 ln 1       
 
1 2
ln 1      
Avrami-Erofeev A3    
2 3
3 1 ln 1       
 
1 3
ln 1      
Avrami-Erofeev A4    
3 4
4 1 ln 1       
 
1 4
ln 1      
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Diffusion models    
1-D diffusion D1 
11 2   
2  
2-D diffusion D2  
1
ln 1 

     
(1 ) ln(1 )      
3-D diffusion (Jander) D3 
2/3
1/3
3(1 )
2[1 (1 ) ]



   
2
1 31 (1 )     
3-D diffusion (Ginstling–
Brounshtein) 
D4 1/3
3
2[(1 ) 1]     
2 31 2 / 3 (1 )     
Reaction order models    
Zero order F0 1   
First order(Mampel) F1 1   ln(1 )   
Second order F2 
2(1 )  
1(1 ) 1    
Third order F3 
3(1 )  
21 2[(1 ) 1]    
Geometrical contraction models  
Contracting cylinder R2 
1 22(1 )  
1 21 (1 )   
Contracting sphere R3 
2 33(1 )  
1 31 (1 )   
 
2.4.3 Model fitting methods  
Model fitting methods compute Arrhenius parameters for a specific reaction model. Since the 
estimated Arrhenius parameters are inevitably tied up with the considered reaction model, one 
of the most important steps in model fitting is employing the appropriate reaction model. The 
master plot techniques (described in appendix A) are sometimes used to pick the best reaction 
model for the model fitting methods.  
All model fitting approaches involve minimizing the difference between the experimental data 
and modelling results. Minimization can be accomplished by employing linear or non-linear 
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regression methods. Non-linear regression is more accurate than linear regression in many 
ways, but it needs initial estimates for Arrhenius parameters. The linear regression method is 
usually used to find the initial values for non-linear regression. Thereafter, the non-linear 
regression is employed to achieve the ultimate values of Arrhenius parameters.  
Linear model fitting makes use of linear regression techniques. The reaction rate equation 
needs to be converted to a linear form in this method. One of the popular linear model fitting 
methods which is based on an approximation for the temperature integral in equation (2.14) is 
the Coats-Redfern method  
 
2
( ) 2
ln ln 1
g AR RT E
T E E RT


    
       
      
.  (2.19) 
Plotting 
2
( )
ln( )
g
T

 versus 1 T  gives the activation energy and the pre-exponential factor. The 
main problem with the Coats-Redfern method is that different reaction models are able to fit 
the experimental data well while the calculated Arrhenius parameters are crucially different.71 
Although this method is unable to analyze the reaction kinetics accurately, many papers have 
been published using this method due to its simplicity.72 
Non-linear model fitting makes use of non-linear regression techniques. The method of least 
squares which minimizes the summed square of residuals is usually used in non-linear 
regression 
 2
1
ˆmin( ) ( )
n
i i
i
SSE y y

  ,  (2.20) 
where n  is the number of data points, iy  is an experimental data point, and ˆiy  is a predictor 
data point. Considering the assumption that the reaction model is independent of the heating 
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rate, all the TGA experimental data under different heating rates can be fitted simultaneously 
using this technique. Therefore, unique values of E  and ln A  for a specific reaction function 
can be obtained for the reaction under different heating rates.  
2.4.4 Conversion calculation 
The reaction rate equation is obtained when the kinetic triplet ( E , A  and ( )f  ) is determined. 
For experimental data with constant heating rate, the rate equation can be defined in two 
different forms, differential form (equation (2.12)) and integral form (equation(2.14)). To find 
the value of conversion for a given temperature (or time), the reaction rate equation must be 
solved. Depending on which form of the reaction rate is used, different methods can be 
employed. 
When the reaction rate is in its differential form, ordinary differential equation (ODE) solvers 
can be used. Although this method is fast compared to the integral methods, it has a few 
obstacles. For instance, in some reaction functions when the conversion approaches 1, ODE 
solvers do not converge properly and they give imaginary values for conversion. The other 
problem with ODE solvers is the requirement for an initial value for conversion at the initial 
state. This value can be considered zero when the initial state is a temperature lower than the 
reaction temperature.  
When the reaction rate equation is defined based on the integral form, the integral part in the 
right-hand side of equation (2.14) has to be calculated first. Numerical integration or an 
approximation method (such as equation(A.26)) can be used in this regard. Then, values of 
( )g   are calculated for each temperature. Finally, the conversion can be computed based on 
the reaction mechanism and the correlation between ( )g   and conversion (see Table 2.4).  
 
50 
 
3 Material synthesis and characterization 1 
3.1 Introduction 
None of the pure metal oxide systems are ideal for high temperature TCES due to limitations 
that each one has. For instance, manganese oxide ( 2 3 3 4Mn O /Mn O ) is an inexpensive material, 
reacts at 948 °C and has a moderate reaction enthalpy of 184 J g-1 42 (under air atmosphere with 
total pressure of 100 kPa), but its re-oxidation reaction is slow24. On the other hand, iron oxide 
( 2 3 3 4Fe O /Fe O ) with a relatively high reaction enthalpy of 560 J g
-1 58 (under air atmosphere 
with total pressure of 100 kPa) and fast reaction kinetics, has a considerably higher reduction 
temperature (1392 °C) and deactivates due to sintering24.  
Recently, Fe/Mn binary metal oxide systems have been proposed to improve on the 
performance of pure Fe and Mn metal oxides, providing for more efficient active redox 
materials.  Block and Schmücker identified an iron–manganese oxide system as a high potential 
active material for thermochemical energy storage. 24 Furthermore, the effect of incorporation 
of Fe into manganese oxide on the redox reaction has been explored by Carrillo et al.42 Based 
on their thermal analysis, doping manganese oxide with 20% Fe had the most rapid oxidation 
reaction and highest enthalpy among the rest of the Fe/Mn ratios that they investigated. In 
another work, they proposed rate law models for reduction and oxidation reactions of that iron–
manganese oxide system.73 In 2017, Wokon et al. selected iron–manganese oxide with Fe/Mn 
ratio of 1:3 as a suitable material for their thermochemical storage reactor.62, 74 Recently, the 
effect of Fe addition to Mn-based oxide was studied by simultaneous thermogravimetric 
                                                 
1 material in this chapter along with chapter 4 has been published in: M. Hamidi, A. Bayon, V.M. Wheeler, P. 
Kreider, M.A. Wallace, T. Tsuzuki, K. Catchpole, A.W. Weimer, “Reduction kinetics for large spherical 2:1 iron–
manganese oxide redox materials for thermochemical energy storage” Chemical Engineering Science, 201 (2019) 
74-81 
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analysis and calorimetry. The results showed that adding amounts of Fe more than 15% 
increased the reversibility and cyclability of the mixture.75  
The binary system of iron–manganese oxide with the molar ratio of Fe/Me 2:1 forms the 
reactive and stable cubic spinel of 2 4MnFe O during its reduction. This combination of 
manganese oxide and iron oxide has previously been used for chemical-looping combustion 
(CLC) applications because of its capability to release considerable amounts of oxygen.2, 76, 77 
It has also been considered an active material in water splitting to produce hydrogen.3 However, 
this mixture has not been investigated as a potential TCES material.  
In this work, iron–manganese oxide particle with the molar ratio of Fe/Me 2:1 is proposed as 
a potential TCES material. The synthesis process of the particles, equilibrium composition 
analysis of the material, cyclability of the redox reaction, and physical and chemical properties 
of the particles are described in this chapter.       
3.2 Material synthesis    
Granular iron–manganese oxide powder was synthesized at the University of Colorado Boulder, 
by mixing Mn3O4 (US Research Nanomaterials) and Fe2O3 (Sigma Aldrich) powders (both < 
30m particle diameter) with an Fe/Mn molar ratio of 2:1, together in an Eirich intensive mixer, 
using corn starch, for 1.5 minutes at a mixer rotor speed of 7.5 m s-1 and a mixer pan speed of 
30 Hz. Subsequently, 50 wt% maltodextrin solution organic binder was added at the same 
mixer rotation settings, and the contents were allowed to mix for 1 additional minute after 
liquid addition was complete. Following liquid addition and mixing, the mixer rotor speed was 
increased to 25 m s-1 and held for 1 minute, facilitating the granulation of the particles. Particles 
were then recovered from the mixer and dried over a kiln vent for 24 hours. After drying, the 
particles were calcined in air using a clamshell furnace at 850 C for 12 hours to burn away 
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organic binders. After calcination, particles were sieved to gain a cut of 0.5-1 mm. The Eirich 
intensive mixer as well as the prepared particles with the diameter size between 0.5 to 1 mm 
are shown in Figure 3.1.  
 
Figure 3.1 Eirich intensive mixer (at the University of Colorado, Boulder) and the prepared 
iron–manganese oxide particles 
3.3 Thermodynamic analysis 
FactSage78 thermochemical software is used to identify the effects of temperature and partial 
pressure of oxygen on the equilibrium composition of the mixed metal oxide. The FactPs and 
FTmisc databases are used, along with the FToxid database for oxides and solid solutions. 
Figure 3.2 shows the calculated phase diagram for the Mn-Fe-O system under inert and air 
atmospheres. The total pressure is 1 atm for both cases. Four solid phases are considered in this 
system; cubic spinel (Fe,Mn)3O4, tetragonal spinel (Mn,Fe)3O4, corundum (Fe,Mn)2O3 and 
bixbyite (Mn,Fe)2O3. The slag (molten oxide) phases are included in calculations but are not 
discussed here since they appear at temperatures much higher than our operational 
temperatures. As can be seen, the behaviour of the mixed oxide strongly depends on the system 
composition. The ratio of Fe/Mn in the proposed mixture is 2 to 1, therefore Mn/(Mn+Fe) is 
equal to 0.33. The vertical dashed lines on the figures identify this ratio.  
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Figure 3.2 Mn-Fe-O phase diagram in a) inert and b) air atmosphere at 1atm 
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In the proposed mixture, bixbyite and corundum phases are favoured at lower temperatures for 
both inert and air atmospheres. Upon increasing the temperature, the bixbyite phase (Mn3+, 
Fe3+)2O3 that has a higher amount of Mn compared to the corundum phase, becomes a spinel 
solution (Mn2+, Fe2+)(Mn3+, Fe3+)3O4. Further increasing the temperature, the corundum phase 
(Fe3+, Mn3+)2O3 (Fe2O3 dissolving Mn3+) also becomes a spinel solution. The reason that the 
bixbyite phase reduces to the spinel before the corundum phase can be explained by the fact 
that manganese oxide has a lower reduction temperature than iron oxide. The transition 
temperatures are not the same for different atmospheres. Under the inert atmosphere, bixbyite 
and corundum become spinel at 800 °C and ~950 °C, respectively. The first phase transition 
occurs at ~1000 °C and the second one completes at 1140 °C for the air atmosphere. 
3.4 Stability and cyclability of the material 
Stability and cyclability are key factors of metal oxide candidates for redox reactions in TCES 
technology. The capability of the synthesized iron-manganese oxide particles to withstand 
several charge/discharge cycles is tested by carrying out 10 redox cycles in a TGA instrument. 
Air with gas flow rate of 100 ml min-1 is used in this experiment. In each cycle, the sample (35 
mg of oxidized iron-manganese oxide particles) is heated to 1200 °C (Tmax) and cooled to 
650 °C (Tmin) with a heating rate of 10 °C min-1. A 90 min dwell is used at the oxidation step 
with the aim of reaching the complete conversion. Figure 3.3 shows the results. It can be 
observed that the synthesized iron–manganese oxide particles present redox reversibility, 
stability and cyclability.  
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Figure 3.3 Cycling performance of the 0.5-1 mm particles subjected to 10 consecutive 
thermal cycles 
 
3.5 Physical and chemical characterization 
Physical and chemical characteristics of the metal oxide particles are investigated at reduced 
and oxidized forms. To obtain the reduced form of the mixed metal oxide, particles were 
reduced in a tube furnace at 1200 °C for 8 hours under nitrogen atmosphere (BOC, 99.5%). 
Then, the reduced particles were oxidized in a box furnace under atmospheric conditions for 8 
hours at 750 °C to obtain the fully oxidized form of the particles. Both the reduced and oxidized 
particles were ground into powder using mortar and pestle before XRD analysis. 
3.5.1 XRD and ICP-AES results  
Powder X-ray diffraction (XRD) analysis was done employing a Bruker system (XRD, D2 
Phaser diffractometer) using CuK radiation 1.54178    at a scanning rate of 0.2 °s-1. The 
elemental analysis was carried out using a Varian Vista Pro Axial ICP-AES (Inductively-
Coupled Plasma Atomic Emission Spectrometer) to investigate the ratio of Fe and Mn in the 
granules. 
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The crystalline phase composition of the material at reduced and oxidized forms is presented 
in Figure 3. The XRD patterns show a bixbyite phase (cubic Mn2O3; PDF#41-1442) for the 
oxidized sample, and a spinel jacobsite phase (cubic MnFe2O4; PDF#74-2403) for the reduced 
sample. It should be mentioned that the differentiation between the bixbyite Mn2O3 and 
bixbyite (Fe,Mn)2O3 structures is not possible based only on XRD because of the very close 
atomic size of Mn and Fe. Therefore, to confirm the presence of Fe in the oxidized form of the 
sample, Inductively Coupled Plasma Atomic Emission Spectroscopy (ICP-AES) was applied. 
The ICP-AES analysis revealed the presence of Mn and Fe elements at atomic ratio of Fe:Mn 
1.99:1, verifying the target molar ratio of 2:1. Based on the Fe-Mn-O phase diagram, the 
oxidized form of the material should also have a corundum phase. This phase is not seen in the 
XRD results. It is likely that rapid cooling of the sample after the oxidation reaction led to a 
non-equilibrium state at the low temperature.  
 
Figure 3.4 X-ray diffraction patterns of the iron–manganese oxide in the oxidized and 
reduced forms 
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3.5.2 BET results  
The specific surface area was determined by nitrogen absorption-desorption analysis at -196 °C 
by applying the multi-point Brunauer–Emmett–Teller (BET) method and using a surface and 
porosity analyzer (TriStar II 3020, Micromeritics). Samples were degassed at 350 °C under 
vacuum for 4 hours before the measurement. The total pore volume was estimated using the t-
plot method. 
The BET analysis revealed a specific surface area and pore volume of 0.3880 m2 g-1 and ~0.001 
cm3 g-1 for the synthesized iron–manganese particles, respectively. The BET results indicate 
that the synthesized particles have a very low porosity (less than 0.1%). 
3.5.3 SEM results  
Scanning electron microscopy (SEM) was conducted using an FEI Quanta microscope with 
secondary electron imaging operating at 5 kV accelerating voltage to obtain information on 
particle size and morphology.  
Figure 3.5 a and b show the SEM images of two different iron–manganese oxide particles at their 
oxidized and reduced forms, respectively. The first images show the size and shape of the particles 
and prove that the particles are in the size range of 0.5 to 1 mm. The second images indicate that the 
surface of the particles has very few and small holes. BET analysis also confirmed the low 
porosity of particles. The size of the grains of the particles can be seen in the last two images. 
These images show that the grain size remains the same after the reaction, suggesting that the 
morphology of the particles does not change significantly after the first redox cycle. 
   
58 
 
 
Figure 3.5 SEM micrographs of a) oxidized and b) reduced form of iron-manganese oxide 
particles (two different particles)  
 
3.6 Summary 
Large spherical iron–manganese oxide with the particle size of 0.5-1 mm was investigated for 
solar thermochemical energy storage in this chapter. The particles were prepared from 
inexpensive and non-toxic iron oxide and manganese oxide using the intensive mixing 
technique. The metal oxide mixture was thermodynamically studied first. Then, the stability 
and cyclability of the particles were tested under 10 cycles using a TGA instrument. Finally, 
the physical and chemical characteristics of the particles at oxidized and reduced forms were 
investigated using XRD, ICP-AES, BET and SEM.  
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4 Reduction reaction kinetics and enthalpy  1 
4.1  Introduction 
Spherical 0.5 to 1 mm iron–manganese oxide with the Fe/Mn molar ratio of 2:1 is investigated 
in this work as a potential TCES material. The material synthesis was described in chapter 3. 
The cyclability test also in that chapter showed that this material is capable of being used as 
redox storage material.   
For the iron–manganese oxide binary system, the thermodynamic analysis in section 3.3 
indicated the presence of 2 3(Mn,Fe) O at low temperatures and 3 4(Mn,Fe) O at high 
temperatures. Therefore, the redox reaction of the synthesized mixture that has Fe to Mn ratio 
of 2:1 stores and releases energy based on the following reaction 
 0.33 0.67 2 3 0.33 0.67 3 4 26(Mn Fe ) O (s)+ΔH 4(Mn Fe ) O (s)+O (g),r    (4.1) 
where 0.33 0.67 2 3(Mn Fe ) O  is the fully oxidized material and 0.33 0.67 3 4(Mn Fe ) O  is the fully 
reduced material which is the cubic spinel of 2 4MnFe O . 
In this chapter, the reaction kinetics and enthalpy of the forward reaction of the redox process 
of (4.1) is studied. The thermal reduction is carried out under both argon and air atmospheres. 
The analysis is performed by non-linear regression applied to non-isothermal data recorded 
using thermogravimetric analysis (TGA) at four heating rates along with differential scanning 
calorimetry (DSC). A shrinking core model is used to fit the kinetic data for the large spherical 
                                                 
1 Material in this chapter along with chapter 3 has been published in: M. Hamidi, A. Bayon, V.M. Wheeler, P. 
Kreider, M.A. Wallace, T. Tsuzuki, K. Catchpole, A.W. Weimer, “Reduction kinetics for large spherical 2:1 iron–
manganese oxide redox materials for thermochemical energy storage” Chemical Engineering Science, 201 (2019) 
74-81 
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particles. The model itself is of theoretical interest as it allows for better understanding of the 
role of oxygen diffusion in iron–manganese oxide particles during the thermal reduction. The 
resulting reaction rate expression and reaction enthalpy obtained in this chapter will be used in 
reactor modelling in chapter 6. 
4.2 Experimental procedure 
The thermal reduction of 0.33 0.67 2 3(Mn Fe ) O  was studied by thermogravimetric analysis (TGA) 
using a SETSYS Evolution 1750® (Setaram) machine. In each experiment, ~30 mg of 
0.33 0.67 2 3(Mn Fe ) O  with the particle size of 0.5-1 mm was placed in a 90 L alumina crucible in 
the TGA system. 
Initially, the samples were heated to 150 °C and held for 30 min to remove any possible 
moisture from the particles. Then, the active mixed oxide was heated up to 1350 °C at different 
heating rates of 2.5, 5, 10, and 20 °C min-1 followed by an isothermal period of 10 min. The 
experiments were carried out under ultra-high purity Argon (BOC, 99.999%) and synthetic air 
(BOC, industrial grade) with a 100 ml min-1 gas flowrate. Blanks were run for each gas flow 
and heating rate and used as a baseline to mitigate the effects of buoyancy and momentum due 
to changing temperatures.  
Furthermore, differential scanning calorimetry (DSC) was carried out under similar conditions 
using the same amount of the material as for TGA analysis. The DSC signal was evaluated by 
the CALISTO® processing software. The reaction enthalpy was determined for the reduction 
reactions under both argon and air atmospheres. 
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4.3 Results and discussion 
4.3.1 Experimental results 
The non-isothermal experimental mass change curves at four different heating rates obtained 
from TGA measurements are shown in Figure 4.1 for both argon and air atmospheres. 
According to the stoichiometry of reaction (4.1), theoretical mass loss for complete conversion 
of 0.33 0.67 2 3(Mn Fe ) O  to 0.33 0.67 3 4(Mn Fe ) O  is 3.35%. Based on the experimental data, all 
samples under the four heating rates and two atmospheres (argon and air) reached complete 
conversion.  
The reduction reaction starts at ~800 °C in argon and ~1000 °C in air, in agreement with the 
thermodynamic phase diagrams found in Figure 3.2. The reaction temperature is higher in air 
due to the higher partial pressure of oxygen in the atmosphere, and the reaction proceeds faster 
in the air atmosphere than in argon because of the higher reaction temperature. This effect of 
partial pressure of oxygen on the reaction temperature and reaction rate has been seen before 
in prior work.74 The onset temperature of reaction clearly increases with the heating rate for 
the argon case as well as the air case but is less prominent in the latter. The thermal reduction 
of the active redox particles seems to occur in a single step in an argon atmosphere while a 
two-step mechanism is apparent in an air atmosphere. The two-step reduction reaction has not 
been seen for other mixtures of iron–manganese.73, 74 These mechanisms will be further 
explored in a later section. 
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Figure 4.1 Experimental TGA curves of the thermal reduction of 0.33 0.67 2 3(Mn Fe ) O at different 
heating rates in argon and air 
 
The heat storage during the reduction reaction in argon and air was measured using DSC. 
Results are shown in Figure 4.2. As expected, the heat flow curves show endothermic peaks 
during the heating for both reactions.  
For the reduction reaction in argon, the onset of endothermic reaction in the DSC curve is at 
840 °C which corresponds to the start of reaction, i.e. mass loss. This temperature is slightly 
higher than the reaction temperature from the thermodynamic equilibrium analysis. The reason 
for this difference is the high heating rate used in this experiment (10 °C min-1). High heating 
rates lead to delay in the reaction, as the 0.5 to 1 mm particles need more time to reach the 
setpoint temperature. The offset of endothermic reaction in the DSC curve is where the mass 
change stops.  
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Two separate endothermic peaks can be seen for the reduction in air. The onset of the second 
endothermic reduction reaction in the DSC signal is recorded at ~1120 °C, and that is where 
the trend of the TG signal starts to vary. The reaction at temperatures higher than 1120 °C is 
slow compared to the initial lower temperature reduction, and the enthalpy associated with this 
region of reduction is also relatively small. Therefore, it is recommended to operate below 
1120 °C for the reduction reaction in air for thermochemical energy storage.         
By integrating the DSC peaks over time, it is possible to calculate the stored particle energy. 
The area below the endothermic peaks is determined by tangential-sigmoidal integration. The 
calculated reduction enthalpy for the particles is 200.0 ± 8.3 J g-1 and 199.6 ± 14.2 J g-1 for the 
reactions under argon and air atmospheres, respectively. Note that DSC measurements were 
carried out in open crucibles which may lead to some heat losses due to the open system. The 
calculated reduction enthalpy is slightly higher than the reported enthalpy of pure manganese 
oxide (184 J g-1)42 and lower than the reduction reaction enthalpy of pure iron oxide (560 J g-
1) 58. The determined enthalpy values are also in agreement with the reported enthalpy values 
for iron–manganese oxide mixtures in recent papers. For instance, Andre et al. showed an 
average enthalpy of 187.7 J g-1 for mixtures with 20-50% iron in manganese oxide.75  
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Figure 4.2 DSC and TGA curves for iron–manganese oxide reduction reaction under heating 
rate of 10 °C min-1 in a) argon and b) air 
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4.3.2 Kinetic modelling results  
The general form of the solid–gas reaction rate (equation (2.7)) is considered here for thermal 
reduction of iron–manganese oxide particles. This reaction rate is assumed to be the product of 
the temperature-dependent kinetic constant ( )k T , the pressure dependence ( )h P , and the 
reaction model ( )f  , 67 We consider the Arrhenius model (equation (2.10)) for the kinetic 
constant here. Although the pressure term is usually neglected in the kinetic study, it can have 
a strong effect on the kinetic process. This term can adopt different mathematical expressions. 
For reversible solid–gas reactions, it is usually presented by partial pressure of the reaction gas 
and the corresponding pressure of the gas at thermodynamic equilibrium.67 The pressure 
dependence term considered in this work is 
 2
2 ,
( ) (1 )
o m
o eq
P
h P
P
  .  (4.2) 
m is the order of pressure dependence which adjusts a suitable pressure term with the 
experimental data. The correlation between oxygen partial pressure (
2O
P ) and oxygen partial 
pressure at equilibrium (
2 ,O eq
P ) has been calculated using the FactSage thermochemical 
software 
 2
, 1000
ln( ) 34.54 26.27
O eqP
Pt T
    ,  (4.3)  
 where Pt  is the total pressure and T is temperature in Kelvin.  
Replacing the kinetic constant and pressure dependence terms into the general form of the 
solid–gas reaction rate (equation (2.7)) gives  
   2
2 ,
d
exp (1 )
d
o m
o eq
PE
A f
t RT P


 
   
 
. (4.4) 
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To describe the reaction progress, the reaction mechanism, the Arrhenius parameters and the 
order of pressure dependence need to be determined. The experimentally calculated Arrhenius 
parameters calculated here are not necessarily the intrinsic reaction parameters. Therefore, we 
term the parameters calculated in this section “effective” or “apparent” parameters.  
Solid state reactions in particle systems can follow a volumetric or a shrinking core model. A 
volumetric model is used when the intrinsic reaction rate is relatively slow compared to the 
internal mass diffusion. For solid reactants that are nonporous or have a low porosity, the 
diffusion rate can be slower than the intrinsic reaction rate. In that case, the shrinking core 
model is often used.79 When the overall size of the particles remains constant during the 
reaction and just the size of the unreacted core decreases, the shrinking core model is also called 
unreacted shrinking core model. 39, 40    
The synthesized iron–manganese particles have low pore volume and a very low porosity (less 
than 0.1%) (Section 3.5.2, BET results). Therefore, the shrinking core model is used to describe 
the reaction of these spherical 0.5 to 1 mm particles. Considering the shrinking core model80, 
thermal reduction of iron–manganese oxide particles occurs via three steps (processes) as there 
is no gaseous reactant involved in the reaction.79 First, the chemical reaction occurs on the 
surface of the unreacted core in the particle. During this step, 0.33 0.67 2 3(Mn Fe ) O  converts to 
0.33 0.67 3 4(Mn Fe ) O and oxygen is produced. Then, the produced oxygen diffuses through the 
reacted zone of particle and reaches the surface. After that, the oxygen molecules on the particle 
surface diffuse through the gaseous layer surrounding the particle. Depending on the 
characteristics of particles and the reaction conditions, one of these steps is the slowest and 
controls the rate of reaction process.  
To investigate which one of these three mechanisms (chemical reaction, internal diffusion, and 
external diffusion) is the controlling step for the reaction, each mechanism was fitted to the 
67 
 
experimental data separately. By using this technique not only are we able to verify the best fit, 
but also it enables us to obtain unique Arrhenius parameters corresponding to each mechanism. 
The reaction model for each step of the shrinking core model for thermal reduction of iron–
manganese oxide particles is described in Table 4.1. 
Table 4.1 Reaction model for each step of the shrinking core model 
Process step Chemical reaction Internal diffusion External diffusion 
Reaction model 
2 3( ) 3(1 )f     
 
 
2
3
1
3
3 1
( )
2 1 1
f





  
  
 ( ) 1f    
 
Non-linear regression has been employed here as the fitting tool to determine the model 
parameters (equation (2.20)). Linear regression has also been to find initial values for the non-
linear regression (equation (2.19)).  
The fitting is done for conversions between 0.05 <   < 0.95 for argon and air atmospheres. 
The fitting results show that 3D internal diffusion (Jander diffusion)69 predicts the reaction in 
an argon atmosphere better than chemical reaction and external diffusion mechanisms. For the 
reaction in air, the internal diffusion fits best up to 70-80% conversion (depending on the 
heating rate). The effective reaction rate for the reduction of 0.33 0.67 2 3(Mn Fe ) O  along with the 
calculated E, A and m parameters is 
 
 
 
2
2
15 2
3
25.01
1
3 ,
kJ1
426.138.85 10 3 1d molmin exp( ) (1 )
d 2 1 1
O
O eq
P
T RT P

 
 
  
  
  
 (4.5) 
Equation (4.5) is valid for the reaction in argon between conversions 0.05 <  < 0.95 and 
reaction in air in the conversion range of 0.05 <  < 0.8. Partial pressure of oxygen is 
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considered to be zero and 21 kPa for argon and air atmospheres, respectively. The effect of 
partial pressure of the produced oxygen is neglected in this work.  
For the reduction reaction in air at higher conversions (0.8 <  < 0.95), our modelling results 
showed that external diffusion is the rate limiting mechanism.  
The predicted conversion values versus the experimental data for thermal reduction of iron–
manganese oxide under argon atmosphere are shown in Figure 4.3. The small deviation of the 
predicted values from the experimental data can be explained by the fact that chemical reaction 
and external diffusion are also occurring during the process.  
 
Figure 4.3 Modelling result for the reduction reaction in argon 
 
The model prediction for the reduction reaction in air is shown in Figure 4.4. Similar to the 
reaction in argon, the small deviation from the experimental data in the first part of the reaction 
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might be due to the chemical reaction and external diffusion occurring simultaneously with the 
internal diffusion. For the second part of the reaction where the external diffusion fits the best 
amongst the other steps, the process is not affected by the heating rate. For that reason, the 
model is independent of the heating rate and shows one single curve for different heating rates. 
Further explanation of the physics of the external diffusion will be discussed later.  
 
Figure 4.4 Modelling result for the reduction reaction in air 
 
Based on the shrinking core model considered for the thermal reduction of spherical 0.5 to 1 
mm diameter iron–manganese oxide particles and the results from the model fitting, we 
propose the following for reaction mechanism: for the reduction reaction in an argon 
atmosphere, the internal diffusion of oxygen through the reacted zone of the particle is the 
controlling step for the entire reaction (Jander diffusion). In air, however, the oxygen internal 
diffusion controls the process up to 70-80% conversion. Subsequently, external diffusion 
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becomes the controlling step of the reaction and the reaction rate becomes slower. High partial 
pressure of oxygen in the gaseous layer around the particles is most likely the reason of this 
change in reaction behaviour. From the modelling results we can suggest that at the start of the 
reaction, the difference between the concentration of oxygen on the surface of the particles and 
in the gaseous layer is high, which means the driving force for external diffusion is high. 
Therefore, the external diffusion is fast compared to other steps. As the reaction proceeds, more 
and more oxygen is produced. This oxygen diffuses through the reacted zone of the particle, 
reaches the surface and diffuses through the gaseous layer. The concentration of oxygen in the 
gaseous layer becomes high at higher conversions while the concentration of oxygen on the 
particle surface remains constant, thereby reducing the transport of oxygen out of the particle 
and limiting the reaction.  
Comparing the results of our kinetic modelling with the reaction kinetics reported in literature 
for other mixtures of iron–manganese oxide is not an easy task. The reason is that the material 
properties such as morphology, particle size and surface area affect the reaction behaviour of 
these materials.39, 75 Different synthesis methods also affect the reaction kinetics since they lead 
to variation in the obtained physical properties of the material. For instance, Wokon et al.74 
investigated the redox reaction of manganese–iron oxide particles with Fe/Mn molar ratio of 
1:3, prepared using a build-up granulation technique. They chose an empirical kinetic model 
of Avrami–Erofeev for the reduction reaction of their particles. In another work, Botas et al.81 
investigated the kinetics of the reduction reaction of commercial pure manganese oxide. They 
stated that the reduction reaction can be first order or follow a contraction mechanism. The 
reaction models suggested in other studies for thermal reduction of iron–manganese oxide 
mixtures have also been tested here with our experimental TG data.  Previous reaction models 
were less accurate than the current shrinking core model presented here. 
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Previous studies have found that the activation energy for the reduction reaction of iron–
manganese oxide systems increases with iron content ( 254.14 kJ mol-1 for a mixture with 0% 
iron81 and 355.72 kJ mol-1 for a mixture with 25% iron 74). The activation energy calculated 
here is 426.13 kJ mol-1 for the mixture with 67% iron, which agrees with this trend. 
4.4 Summary  
The results from thermal analysis using TGA and DSC showed that the reduction reaction of 
this material is complete under both inert and air atmospheres with the reaction enthalpy of 
~200 J g-1, which is higher than the reaction enthalpy of pure manganese oxide. A three-step 
shrinking core model was used to study effective kinetics of this reduction reaction. Our 
modelling results show that the oxygen internal diffusion is the controlling step of the reaction 
in an argon atmosphere. In air, internal diffusion controls the reaction only up to 80% 
conversion. After that, the reaction rate is most likely controlled by the external diffusion of 
oxygen in the gas film surrounding the particle.  
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5 Heat transfer study in the packed-bed reactor 1 
5.1 Introduction 
The physical and chemical characteristics and the reduction reaction kinetics of the synthesized 
iron–manganese oxide mixture as a TCES material candidate were studied in chapter 3 and 
chapter 4, respectively. To have a realistic understand of how this material would perform in a 
solar driven reactor, a lab-scale packed-bed reactor is designed and fabricated as part of this 
doctoral thesis. The designed reactor is directly exposed to an external source of high-flux 
infrared radiation (IR) which simulates the solar radiation.  
In this chapter, the fabricated packed-bed reactor is described first. Then, the heat transfer in 
the packed bed is studied in the temperature range of 800 to 1100C when no chemical reaction 
is occurring during the heating. A two-dimensional transient heat transfer model considering 
conduction, convection and radiation heat transfer is developed to simulate the temperature 
profile in the reactor. The effective heat transfer parameters—effective thermal conductivity 
and wall heat transfer coefficient—are the outcomes of this heat transfer study. They are 
determined as functions of temperature—at fixed particle size, porosity and Reynolds 
number—by solving an inverse problem using the model at steady-state and comparing with 
the experimental data. The validity of calculated effective parameters is checked by employing 
the parameters in a transient model and comparing the predicted temperature profile with 
transient experimental data and by comparison with existing correlations found in the literature. 
                                                 
1 Material in this Chapter has been published in: M. Hamidi, V.M. Wheeler, P. Kreider, K. Catchpole, A.W. 
Weimer, “Effective thermal conductivity of a bed packed with granular iron–manganese oxide for thermochemical 
energy storage” 2019, Chemical Engineering Science, 207 (2019) 490–494 
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The heat transfer parameters derived here are necessary for overall TCES system modeling and 
process scale-up. 
The thermochemical performance of the packed-bed reactor will be discussed in chapter 6.   
5.2 Experimental description  
An electric IR furnace (P4C-VHT, Advance Riko) is used as the heating source in this setup. 
The furnace is composed of 4 IR lamps (2kw each) with a 40 mm opening diameter and heating 
length of 100 mm. A quartz tube is always used for protection of the IR lamps against thermal 
degradation. The packed-bed reactor will be placed in the centre of this furnace. A schematic 
diagram of the top view of the furnace is shown in Figure 5.1.  
 
Figure 5.1 Schematic diagram of top view of IR furnace 
The reactor is composed of a vertical tube packed with spherical active particles to a height of 
3 cm. The tube is made of alumina (extruded alumina > 99.7%, Ceramic Oxide Fabricators) 
and has outer and inner diameters of 26 mm and 21 mm, respectively. The particles are placed 
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on top of an alumina disc which is supported by another tube with outer and inner diameters of 
20 mm and 15 mm, respectively. The alumina disc has 3 holes of 2 mm diameter for the 
insertion of thermocouples. The disc also has 18 small holes of 0.86 mm diameter to let the gas 
pass through the bed. A thin layer of zirconia felt is placed on top of the disc to prevent particle 
loss. Figure 5.2 shows different parts of the reactor as well as the mounted reactor.  
 
Figure 5.2 Experimental setup: a) inner tube b) alumina disc, c) outer tube, and d) mounted 
reactor in the IR furnace   
Argon gas (COREGAS grade 5.0) with a flowrate of 100 ml/min flows through the bed from 
top to the bottom. The reactor is initially purged of air under pure argon at room temperature 
to prevent reactions from occurring during the heating of the bed. The gas flow is regulated by 
a mass flow controller (F-201CV, Bronkhorst) before being delivered to the tube. Three type 
K thermocouples (Inconel 600, 1.5 mm diameter, Temperature Controls) are installed in the 
packed bed. One of the thermocouples measures the tube wall temperature at the height of 1.5 
cm from the disc. The wall temperature is used as the setpoint temperature for the furnace. The 
other two thermocouples are installed at the centre of the packed bed (r=0) and 5 mm from the 
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centre (r=5mm). The thermocouples are adjustable in the axial direction which allows 
temperature measurement at different heights of the packed bed (z=1, 2 and 3 cm from the 
disc). The temperature of the disc is also measured in an experimental run using one of the 
adjustable thermocouples. Temperature measurement locations are indicated by red dots in 
Figure 5.3.  
 
Figure 5.3 Schematic diagram showing a cross section of the experimental setup 
 
The reduced form of iron–manganese oxide particles is used in this work to prevent any 
reduction reaction at high temperatures (800-1100 C) under argon atmosphere. To obtain the 
reduced form, particles were reduced in a tube furnace at 1200 °C for 8 hours under a nitrogen 
atmosphere (BOC, 99.5%).   
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5.3 Heat transfer model  
A general, dynamic, pseudo-homogenous, two-dimensional model for a vertical packed-bed 
reactor has been developed in this work (Appendix B). The local thermal equilibrium (LTE) 
condition has been assumed for this system after checking its validity using the criterion 
proposed by Kim and Jang.82 Consult Appendix C for details on the LTE assumption. For the 
case where there is no chemical reaction in the bed and the effective thermal conductivity is 
the same in axial and radial directions, the governing equations reduce to a single statement of 
conservation of energy in terms of temperature, T: 
 , , ,
1
( ) ( ) ( (1 ) )sg p g z eff eff b g p g b s p s
T T T T
c u k k r c c
z z z r r r t
     
     
     
     , (5.1) 
where   and 
pc  are mass density and specific heat capacity; z and r are the axial and radial 
coordinates, respectively; t is the time; b  is void fraction of the bed; and 
s
zu  is superficial gas 
velocity in z direction equal to the volumetric flow rate of the gas divided by the cross sectional 
area of the bed. Subscripts s and g represent solid and gas phase, respectively. The effective 
thermal conductivity of the bed is denoted as 
effk  where “effective” identifies the apparent 
thermal conductivity accounting for transport phenomena in a homogenized, multi-phase 
media: conduction in the solid and gas phases, convection, and radiation.  
Temperature is uniform at all radial and axial points and equal to the room temperature at the 
initial time, 
   0, ,0 at 0T r z T t  . (5.2) 
The boundary condition on the top surface is mainly controlled by the radiative heat flux 
emitted by the surface and the radiative heat flux from the wall absorbed by the surface, 
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. (5.3) 
The emissivity of the wall and solid are given by
,r w  and ,r s , respectively;   is the Stefan-
Boltzmann constant; and wT  is the wall temperature. The first term on the right-hand side of 
Equation (5.3) represents the radiation from the tube wall above the bed that is absorbed by the 
top surface. 21F  is the fraction of energy leaving the wall and reaching the surface of the bed. 
The second term on the right-hand side of the Equation (5.3) is the radiation emitted by the top 
surface. 
At the bottom of the packed area, the temperature is assumed to be the same as the alumina 
disc temperature, 
 0at discT T z  . (5.4) 
At the packed-bed wall, the boundary condition is  
 a( t)eff w w
T
k h T T r R
r

   

,  (5.5) 
where wh  is the effective wall heat transfer coefficient and wT  is the wall temperature that is 
measured via a thermocouple.   
A symmetry boundary condition is enforced at the centreline of the bed, 
 0 0at
T
r
r

 

. (5.6) 
Equation (5.1) along with the initial and boundary conditions given by Equations (5.2)–(5.6)
are solved if effk  and wh  are known. However, these quantities are not simple constants. 
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5.4 Methodology for effective heat transfer parameter extraction  
The effective thermal conductivity represents a number of transport phenomena parameters. 
Prior literature considered these parameters to be constants and found good agreement with 
experiment.10, 83, 84 However, thermal transport in high temperature packed-bed reactors can 
not necessarily be modeled with constant thermal transport parameters over a wide range of 
temperatures due to the onset of nonlinearities in the effective thermal conductivity.10 
Therefore, effective parameters in this work are assumed to be functions of temperature. 
Radiation is a particularly strong contributor to the thermal transport at high temperatures. The 
unit cell technique is widely used to describe the effective thermal conductivity due to 
radiation.85 For this method, radiation is treated as a local effect that takes place between 
boundary surfaces of a unit cell and neighbor particle surfaces and neglects long range radiative 
transport.86 The optical density of the iron–manganese oxide particles makes this simplification 
acceptable for the present model. The general form of this parameter for a unit cell in a packed 
bed is given by  
 
34reff E pk F d T
  , (5.7) 
where 
r
effk  is effective thermal conductivity due to radiation, EF
  is the radiation exchange 
factor, and 
pd  is the diameter of the particles. Thus, we expect a third order temperature term 
in the effective thermal conductivity. The non-radiative part of the effective thermal 
conductivity of a packed bed is generally a function of the Reynolds number, thermal 
conductivity of the solid and fluid, and in some cases the Prandtl number.10 Here we consider 
only a single Reynolds number for the flow so the effective thermal conductivity is expected 
to take the form:  
 
3 2
effk aT bT cT d    , (5.8) 
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where T is the temperature in Kelvin and the first- and second-order terms account for any 
nonlinearities in the thermal conductivity of the gas and solid phase. 
A first-order polynomial function is assumed for the wall heat transfer coefficient, 
 w wh a T b   ,  (5.9) 
where Tw is in Kelvin. This form of the effective wall coefficient has been considered before.87  
Non-linear regression has been employed as the fitting tool to deduce the coefficients in the 
effective thermal conductivity and effective wall heat transfer coefficient: , , , ,  and a b c d a b  . 
The residual sum of squares, S, defines the objective function to be minimized, 
  
2
1
ˆ( , , , ; , ) ( , , , ; , ) min
n
i i
i
S a b c d a b T T a b c d a b

      , (5.10) 
to be minimized where n  is the number of data points. Here iT  is an experimentally measured 
temperature, and ˆiT  is the corresponding temperature predicted by a solution to the model 
described by Equations (5.1)–(5.6). A least-squares fitting routine results in a minimum S 
corresponding to the effective parameter coefficients that best predict the measured 
temperatures. 
5.5 Results and discussion  
The aim of this chapter is to determine temperature-dependent expressions for the effective 
thermal conductivity and wall heat transfer coefficient in a bed packed with iron–manganese 
oxide particles under high flux radiation when no chemical reaction is occurring during the 
heating. To make sure no chemical reaction occurs during the heating, XRD has been done 
before and after the thermal analysis of the system. Based on XRD patterns, Figure 5.4, the 
particles have remained in their reduced form (spinel, PDF#74-2403) after the thermal analysis. 
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Figure 5.4 XRD patters of iron–manganese oxide before and after thermal analysis  
Both the steady-state and transient heat transfer behaviour of the bed are investigated 
experimentally. For the transient analysis, the reactor is heated from the ambient room 
temperature to 1100 C at a heating rate of 10 C/min. For the steady state experiments, a dwell 
of 10 min is used at seven different wall temperatures:  800, 850, 900, 950, 1000, 1050, and 
1100 C. This dwell time is sufficient for the system to reach a steady-state condition. Figure 
5.5 and Figure 5.6 present some parts of the steady-state measurements.   
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Figure 5.5 Measured temperatures at r=0 at wall temperatures of 850 and 900 C for study 
state analysis 
 
Figure 5.6 Measured temperatures at r=0.5 cm for at temperatures of 1050 and 1100 C for 
steady state analysis 
82 
 
The data sets from the seven dwell temperatures were fit simultaneously for the coefficients 
defining the effective thermal conductivity and wall heat transfer coefficient, i.e. Equations 
(5.8) and (5.9), using the fitting routine described above. The specifications of the packed bed, 
particles, and the flowing gas are given in Table 5.1. The calculated coefficients for the 
temperature-dependent effective heat transfer parameters are shown in Table 5.2. In this table, 
the fitting error indicated in the parameters corresponds to the standard deviation.  
Table 5.1 Packed bed, particle, and gas specifications 
Parameter   Value/correlation  Reference  
Particle diameter (mm) 0.5 1   
Particle BET surface area (m2/g) 0.338   
Bed length (cm) 3   
Bed diameter (cm) 2.1   
Bed void fraction (-) 0.923
0.5
1
0.383 0.254 .
(0.723 1)p
p
D
Dd
d



 
Roshani 88 
Heat capacity of particle 
(J/mol.k) 
2
2
1853512 144.76640
8.593936 10
T
T


 
 
  
Bale et al.51 
Heat capacity of argon (J/mol.k) 20.786   Bale et al. 51 
Density of argon gas (kg/m3) /PM RT   
Density of particle (kg/m3) 5 1000   
Thermal conductivity of particle 
(W/m.K) 
3.2  Takeda et al89 
Thermal conductivity of argon 
(mW/m.K) 4 2 8 3
5.465 0.04729*
0.1111*10 * 0.1599*10 *
T
T T 
 

  
Saxena90 
Superficial gas velocity (m/s) /V A    
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Table 5.2 Effective heat transfer parameters and fitting errors 
Effective heat transfer parameter coefficient value error 
2
eff W/m K, .k  
a  1012. 4 09   1010. 4 01   
b  701.59 1   70.06 10  
c  43.87 10  40.19 10  
d  0.11  33.76 10  
w K, W/ m.h  
a  0.109  20.29 10  
b  21.13 10  20.03 10  
 
The coefficients identified in Table 5.2 were used in the steady-state model. A solution of the 
model when the wall temperature is 1000 C is shown in Figure 5.7a. The temperature gradient 
is much larger in the axial direction than the radial direction since the top boundary is exposed 
to radiation from the tube above the bed while the bottom boundary is shielded by zirconia felt 
and an alumina disc. The predicted axial temperature distribution at the bed centre (r=0) under 
steady-state conditions when wall temperature is 800, 950, and 1100 C is shown in Figure 
5.7b. The predicted temperature distribution agrees very well with the measurements. 
 
Figure 5.7 Steady state heat transfer modelling results. (a) Spatial distribution of temperature 
at wT  1000 C. (b) Comparison between the predicted axial temperature distributions with 
measurements for Twall = 800, 950, and 1100 C 
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Figure 5.8 shows the difference between the predicted temperatures and the measured 
temperatures in both axial and radial directions for 7 steady state conditions. The model is 
overpredicting the temperature at the location r = 0.5 cm and z = 2 cm the most with a maximum 
error of 4.7 C, which is only 0.59%. On the other hand, the most underprediction of the model 
belongs to the location r = 0 cm and z = 3 cm with the maximum error of -3.6 C. As can be 
seen, there is no pattern among these errors. We believe that the errors are mainly the 
experimental errors caused by reading the temperatures at not exact r and z locations.  
 
Figure 5.8 The difference between the predicted and the measured temperatures under steady 
state conditions 
The effective heat transfer parameters in Table 5.2 are also used to predict the transient 
behaviour of the bed by solving Equation (5.1) with the transient term. An independent data 
set of transient temperature data at two locations in the centre of the bed (1 and 3 cm from the 
disc) is taken with the wall temperature increasing from 900 C to 1100 C and a heating rate 
of 10 C/min. Very close agreement between the transient model and experimental data is 
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shown in Figure 5.9. This agreement gives strong evidence that the derived effective heat 
transfer parameters are valid for the simulation of the system under steady-state or transient 
conditions and with any heating procedure in the considered temperature range.    
 
Figure 5.9 Comparison between the predicted axial temperature distributions using transient 
model with measurements at the bed centre 
The calculated temperature-dependent effective thermal conductivity is compared with a 
number of correlations reported in the literature to ensure that it is within the range previously 
reported values. For any porous media arrangement, Deissler and Boegli91 (D&B) proposed 
maximum and minimum bounds for the effective thermal conductivity. The derived effective 
thermal conductivity is inside of this range as shown in Figure 5.10. Two more effective 
thermal conductivity correlations are included in the figure for comparison with this work. The 
first is due to Breitbach and Barthels92 (B&B) who used the unit cell approach, as described by 
Equation (5.7), with a derived expression for the radiation exchange parameter. The second 
comes from Kunii and Smith93 (K&S) who used a lumped parameter model. See Appendix E 
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for additional details. The effective thermal conductivity determined here compares well with 
those calculated with more complex models by B&B and K&S. Both models are defined for 
stagnant fluid, so the contribution of fluid mixing and turbulence is not considered. These 
phenomena could be important in the present system and may explain the slightly higher values 
for effective thermal conductivity reported here compared to those from the other two models.  
 
Figure 5.10 Comparison of the proposed effective thermal conductivity with published 
correlations 
 
 
5.6 Summary  
In this chapter, an experimental study was carried out for heat transfer at temperatures between 
800 and 1100 °C in a lab-scale reactor that is directly heated by an electrical IR furnace. The 
reactor was packed with spherical 0.5 to 1 mm iron–manganese oxide particles having an 
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Fe/Mn molar ratio of 2:1. Both steady-state and transient heat transfer behaviour of the bed 
were investigated where no chemical reaction occurs during the heating. Non-linear regression 
was used to calculate the effective heat transfer parameters of the packed bed under steady-
state conditions using a 2D model. The modelling results showed that the calculated effective 
parameters are capable of predicting the transient temperatures obtained experimentally. 
Furthermore, the temperature-dependent effective thermal conductivity derived here is in good 
agreement with a number of correlations reported in the literature.  
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6 Thermochemical performance of the packed-bed reactor 1 
6.1 Introduction  
In this chapter, the thermochemical performance of the packed-bed reactor during the reduction 
reaction is investigated. The reactor model consists of heat transfer (conduction, convection, 
and radiation), mass transfer, and thermochemical reaction kinetics. The experimental data 
consist of continuous measurements of gas concentrations exiting the reactor.  
To simulate the reduction reaction of iron–manganese oxide particles in the packed-bed reactor, 
reliable kinetic model and transport parameters are required. The reduction reaction kinetics 
and the reaction enthalpy of iron–manganese oxide particles were achieved in Chapter 4. 
Furthermore, the effective heat transfer parameters of the reactor—effective thermal 
conductivity and wall heat transfer coefficient—were calculated in Chapter 5.  
The simulation is performed using a transient two-dimensional pseudo-homogenous model. 
The temperature distribution, conversion, reaction rate, and concentration variations with time 
are analysed. The modelling results are validated with the experimental data. 
6.2 Experimental description  
6.2.1 Experimental setup  
The reactor is composed of a vertical tube packed with spherical active particles to a height of 
3 cm. The tube is made of alumina (extruded alumina > 99.7%, Ceramic Oxide Fabricators) 
and has outer and inner diameters of 26 mm and 21 mm, respectively. The particles are placed 
                                                 
1 Material in this Chapter has been internally reviewed and is ready for submission: M. Hamidi, V.M. Wheeler, 
X. Gao, J. Pye, K. Catchpole, A.W. Weimer., “Reduction of iron-manganese oxide particles in a lab-scale packed-
bed reactor for thermochemical energy storage”, Chemical Engineering Science  
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on top of an alumina disc which is supported by another tube with outer and inner diameters of 
20 mm and 15 mm, respectively. A thin layer of zirconia felt is placed on top of the disc to 
prevent particle loss. The tube is placed in the centre of an electric IR furnace (P4C-VHT, 
Advance Riko) and surrounded by a quartz tube to protect the IR lamps against thermal 
degradation. The furnace is composed of 4 IR lamps (2kw each) with a 40 mm opening 
diameter and heating length of 100 mm. Two type K thermocouples (Inconel 600, 1.5 mm 
diameter, Temperature Controls) are installed in the reactor. One of the thermocouples 
measures the tube wall temperature at the height of 1.5 cm from the disc. The wall temperature 
is used as the setpoint temperature for the furnace. The other thermocouple measures the 
temperature of the alumina disc. 
Figure 6.1 illustrates a photograph of the experimental setup and the process flowsheet. Gas 
flowrates are adjusted by means of two mass flow controllers (F-201CV, Bronkhorst) before 
being delivered to the top of the reactor. A quadrupole mass spectrometer (OmniStarTM GSD 
320, Pfeiffer Vacuum) is used to record the concentration of oxygen of downstream the reactor 
in order to track the reaction progress. The oxygen gas component is calibrated in the mass 
spectrometer using standard mixtures of oxygen in the carrier gas of argon.  
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Figure 6.1 a) photograph of physical setup, and b) process flowsheet: (1) mass flow 
controller, (2) alumina tube, (3) furnace, (4) packed particles, (5) alumina disc, and (6) mass 
spectrometer 
6.2.2 Experimental procedure  
The setup is initially purged of air under pure argon (COREGAS grade 5.0) at room 
temperature. The reactor is then heated from the ambient room temperature to 1200 C at a 
heating rate of 10 C/min while argon gas with a flowrate of 100 mL/min is flowing through 
the bed from top to the bottom. The maximum temperature of 1200 C is chosen based on the 
thermodynamic and kinetic study of iron–manganese oxide particles in Chapter 4. During 
heating, the exit gas is continuously analysed by the MS. After heating, the reactor is cooled to 
room temperature at 50 C/min using an external cooling system under argon gas. Finally, the 
reacted particles are collected from the reactor for XRD test. 
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6.3 Reactor modelling  
The packed-bed reactor model is based on general conservation relations for mass and energy 
considering effective transport parameters. A dynamic, two-dimensional, pseudo-homogenous 
model based on a shell balance method has been developed (Appendices B and D). The model 
used is given as follows:  
Energy balance for the solid–gas mixture 
 
2, , ,
1
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 (6.1) 
Mole balance for oxygen in the gas phase  
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  (6.2) 
Mole balance for argon in the gas phase  
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  (6.3) 
where   and 
pc  are mass density and specific heat capacity; z and r are the axial and radial 
coordinates, respectively; t is the time; b  is void fraction of the bed; and 
s
zu  is superficial gas 
velocity in z direction which is equal to the volumetric flow rate of the gas divided by the cross 
sectional area of the bed. Subscripts s and g represent solid and gas phase, respectively. 
effk  
and 
effD are effective thermal conductivity and effective diffusivity where “effective” identifies 
the apparent parameters accounting for transport phenomena in a homogenized, multi-phase 
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media. 
2O
r and H are the reaction rate of oxygen generation and the enthalpy of reaction, 
respectively.  
The corresponding initial and boundary conditions are 
      
20 ,0
at 0 , ,0 , ,0 0 , ,0O Ar Art T r z T C r z C r z C     (6.4) 
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The emissivity of the wall and solid particles are given by
,r w  and ,r s , respectively;   is the 
Stefan-Boltzmann constant; and 
wT  is the wall temperature. The first term on the right-hand 
side of Equation (6.5) represents the radiation from the tube wall above the bed that is absorbed 
by the top surface. 
21F  is the fraction of energy leaving the wall and reaching the surface of the 
bed. The second term on the right-hand side of the Equation (6.5) is the radiation emitted by 
the top surface. In equation (6.7), 
wh  is the effective wall heat transfer coefficient.   
The reaction rate of iron–manganese oxide reduction was developed in Chapter 4. The reaction 
rate based on generation of oxygen in equation (6.9) is valid under inert atmosphere 
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93 
 
where 
2O
M  is the molecular weight of oxygen, R  is the universal gas constant, and   is the 
reaction conversion (reaction extent).  
Table 6.1 presents the parameters and auxiliary correlations used for simulations displayed in 
this study. The reactor specifications are the same as those used to obtain observations in 
absence of reaction. 
Table 6.1 Packed bed, particle, and gas specifications 
Parameter   Value/correlation  Reference  
Particle diameter (mm) 3(0.5 1) 10pd
     
Bed height (m) 23 10H     
Bed diameter (m) 22.1 10D     
Bed void fraction (-) 0.923
0.5
1
0.383 0.254 .
(0.723 1)
b
p
p
D
Dd
d


 

 
Roshani88 
Heat capacity of particle 
(J/mol.k) 
2
,
2
1853512 144.76640
8.593936 10
p sc T
T


  


 
  
Bale et al.51 
Heat capacity of argon 
(J/mol.k) 
, 20.786p gc    Bale et al. 
51 
Density of particle (kg/m3) 5 1000s     
Reaction enthalpy (J/mol) 51.9104 10H     Chapter 4 
Effective thermal conductivity 
(W/m.K) 
10 3 7 2
4
2.94 10 1.59 10
3.87 10 0.11
effk T T
T
 

   
  
 
Chapter 5 
Wall heat transfer coefficient 
(W/m2.K) 
20.109 1.13 10w wh T    
Chapter 5 
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Diffusivity for binary A-B gas 
mixture (cm2/s) 1/3 5/12 1/2( ) ( ) (1 1 )
AB
cA cB cA cB A B
b
cA cB
pD
p p T T M M
T
a
T T


 
 
 
 
 
Bird et al.94 
Effective diffusivity (m2/s) 
(Due to tortuosity) 
410
1 ln / 2
b
eff AB
b
D D


 

  
 
 
6.4 Results and discussion  
To ensure that the reduction reaction has been completed in the packed-bed reactor, XRD is 
performed on the particles before and after the experiment. The crystalline phase composition 
is presented in Figure 6.2. The XRD patterns show a bixbyite phase (cubic Mn2O3; PDF#41-
1442) for the initial material, and a spinel jacobsite phase (cubic MnFe2O4; PDF#74-2403) for 
the material after reaction. No trace of Bixbyite phase in the XRD pattern after reaction 
confirms that the particles are fully reduced and that the reaction has been completed. A 
scanning electron micrograph (SEM) showing the shape and size of the particles is also 
presented in this figure. 
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Figure 6.2 XRD patterns of particles before and after reduction in the packed-bed reactor and 
SEM image of the initial material 
 
The transient 2D governing equations (6.1), (6.2), and (6.3) along with their boundary 
conditions and auxiliary equations have been solved in a MATLAB environment. A solution 
of the model at time equals to 100 min is shown in Figure 6.3. The temperature gradient is 
much larger in the axial direction than the radial direction since the top boundary is exposed to 
radiation from the tube above the bed while the bottom boundary is shielded by zirconia felt 
and an alumina disc. More details about heat transfer of the reactor can be found in Chapter 5. 
As we were expecting, conversion is directly correlated with temperature, higher yields at 
higher temperatures. The reaction rate is the highest at around 70% of conversion. More details 
about the reaction kinetics of iron-manganese oxide particles can be found in Chapter 4. 
Concentration of oxygen in the gas phase increases from top to the bottom of the reactor due 
to the gas flow in this direction (convective mass transfer).  
96 
 
 
Figure 6.3 Spatial distribution of temperature, conversion reaction rate, and O2 concentration 
at time = 100 min depicted as 2D colour maps. 
 
A comparison for the temperature predictions with and without reaction is presented in Figure 
6.4. As we expected, temperature decreases noticeably with the presence of chemical reaction 
due to its endothermic nature. The gap between the two temperature profiles is the highest 
when the reaction rate is at its maximum, at approximately 70% conversion (Figure 6.4b). 
 
Figure 6.4 Temperature profiles with and without reaction a) along the reactor center at 
time=100 min, and b) at the location r=0, z=1.5 cm versus time 
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The modeling results for the concentration of oxygen in the gas phase at different times is 
shown in Figure 6.5.  As observed, oxygen concentration first increases and then decreases 
with time in both figures. Oxygen concentration is zero at the reactor inlet (z = 3cm) and 
increases along the reactor (Figure 6.5a). The slope of the concentration profile is higher at a 
time of 100 min compared to a time of 90 min, indicative of greater oxygen production. At a 
time of 110 min, the oxygen concentration is zero from the reactor entrance to approximately 
the middle of the reactor. Thereafter, the concentration increases since the particles at the 
bottom of the reaction zone are reacting.    
Oxygen concentration remains almost uniform along the reactor radius (Figure 6.5b). 
 
Figure 6.5 O2 concentration in percentage a) along the reactor center and b) versus reaction 
radius at z=0.5 cm for different times 
 
Validity of the model was verified by comparing the modelled oxygen concentration at the 
reactor exit with the experimental values measured downstream of the reactor using a MS 
(Figure 6.6). The thermochemical performance of the reactor predicted by the model is in 
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agreement with the experimental data, except at the very beginning of the reaction. We believe 
that the under-prediction of oxygen concentration by the model at the beginning of the reaction 
is due to the high flux of infrared radiation on the top surface of the bed being emitted from the 
alumina tube. Iron-manganese oxide particles could be semitransparent to radiation at these 
wavelengths, which means the radiation can penetrate the particles and cause a volumetric heat 
generation within them. This semitransparency effect of the particles is not included in the 
transport model or the kinetic model—a shrinking core model—and could lead to a more 
localized heating at the surface before conduction becomes the dominant thermal transport 
mechanism. The small reactor size and also the heating zone that extends above the bed used 
here makes this effect prominent. However, in larger reactors—as would be deployed at 
industrial scale—the size of the bed would be larger and the heating zone could be controlled 
to not irradiate outside of the bed, so this phenomenon should become negligible. Both model 
and the experimental data show 100% conversion at the end of the reaction. Both the model 
and experimental data show 100% conversion at the end of the reaction.  
 
Figure 6.6 Measured and modelled a) O2 concentration (%) at the reactor exit and b) total 
conversion of the reactor 
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6.5 Summary  
This Chapter presented the reduction reaction of iron–manganese oxide particles in a directly 
heated packed-bed reactor, supported by both experimental and modelling results. A transient, 
two-dimensional, pseudo-homogenous model was established for the reactor. The model was 
comprised of heat transfer (conduction, convection, and radiation), mass transfer, and 
thermochemical reaction. The experimental data consisted of the reactor effluent 
measurements, which was recorded continuously using a mass spectrometer. The validation of 
the reactor model with experimental data demonstrated that the previously derived 
temperature-dependent heat transfer parameters, reaction enthalpy, and reaction rate 
expression from Chapters 4 and 5 are capable of predicting the performance of a real-world 
pilot reactor.   
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7 Conclusions and future work 
To meet the worldwide electricity demand using renewable sources, technologies must be 
developed that can both harvest and store the abundance of solar energy. Thermochemical 
energy storage systems based on metal oxides present an attractive solution. These systems 
have operating temperatures that are compatible with concentrated solar energy power plants. 
Furthermore, they are environmentally benign and plentiful, ensuring a sustainable energy 
solution.  
Research efforts have identified promising metal oxides and corresponding proof-of-concept 
reactor designs. To move towards commercializing solar thermochemical energy storage, this 
work has involved the design and construction of a directly heated packed-bed reactor. Coupled 
to a well-studied metal oxide, we studied the reactor’s thermochemical performance. A 
computational code in MATLAB environment was developed to solve governing equations of 
the system. This enabled analysis of the thermal reduction step in the thermochemical cycle, 
which provided insights into the dynamics of the temperature, reaction rate, and mass fraction 
throughout the reactive medium. To develop a reactor model, reliable kinetic model and heat 
transfer parameters were obtained experimentally. To this end, the solid–gas reaction model 
was developed, and the thermal performance of the reactor was evaluated. The shrinking core 
model consists of chemical reaction, internal diffusion, and external diffusion steps could 
describe the reaction of large spherical iron-manganese oxide particles. Through this, the 
reaction rate expression was developed and compared with experimental data for the non-
isothermal reduction of iron–manganese oxide. 
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Heat transfer in the packed-bed reactor was studied within the temperature range of 800 to 
1100 C without reaction. A pseudo-homogenous two-dimensional model along with 
temperature-dependent heat transfer parameters—effective thermal conductivity and wall heat 
transfer coefficient—were found to predict the experimental data very well. Comparing the 
computed parameters with existing correlations found in the literature also further proved the 
validity of the parameters.  
The developed reaction and reactor models in this work can be readily extended to other 
configurations, operating conditions, and solid–gas reactions. Therefore, many opportunities 
exist to continue and/or expand this work. Within the context of solid–gas reactions for solar 
thermochemical energy storage, the effect of different operating conditions and particle 
morphology should be further explored to gain a better understanding of the iron-manganese 
oxide reaction. For example, particle size is an important parameter that can affect the reaction 
rate. In this work, inert and air atmospheres were the only conditions where reaction kinetics 
was investigated. Exploring the effect of atmospheres with different partial pressure of oxygen 
would give improved estimates to the reaction rate. The focus of this work was only on the 
reduction step of the cycle. Therefore, the oxidation step of the thermochemical redox reaction 
should also be studied in the near future.  
Based on the findings of this study, temperature-dependent heat transfer parameters can predict 
the thermal performance of the reactor for specific operating conditions. In addition to 
collecting more experimental data in the packed area closer to the wall, the use of two-phase 
heat transfer simulation may further improve the model. 
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Appendices 
Appendix A, solid-gas reaction kinetics  
 
A.1 Isoconversional methods 
Isoconversional approaches are reliable methods to calculate activation energy of a solid–gas 
reaction without making any assumptions about the reaction model.95, 96 All isoconversional 
methods require determination of temperatures at equivalent reaction extents for various 
heating rates.96 These methods are based on the isoconversional principle, which states that, at 
a constant conversion, reaction rate is just a function of temperature.67 This principle can be 
demonstrated by taking natural logarithms on both sides of equation (2.9) 
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Then, differentiating respect to 1 T  assuming constant conversion gives  
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The second term on the right side is zero since   is constant and ( )f   is just a function of 
conversion 
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Replacing the Arrhenius function (equation (2.10)) in the above equation we have 
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Therefore, 
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This equation states that by having the isoconversional reaction rate as a function of 
temperature, the activation energy can be evaluated without assuming any specific reaction 
model. That is why isoconversional methods are also called “model-free” methods. 
E  is usually calculated in the range of 0.05 0.09   , with a step of not larger than 0.05. The 
calculated activation energy is a function of conversion in the isoconversional methods. If the 
value of E  changes significantly with  , it indicates that the reaction is kinetically complex 
and a single-step reaction rate cannot describe the whole process.  
Isoconversional methods are divided into two categories: differential and integral. In 
differential isoconversional methods, there is no mathematical approximation while most of 
integral isoconversional methods are based on approximations for the temperature integral.95, 
96 
Friedman equation is an example of differential isoconversional methods. Although this simple 
computational method is applicable to a wide range of temperature programs, this method is 
unfortunately rarely used in actual kinetic studies.67 By taking natural logarithm from equation 
(2.11) and applying the isoconversional principle we have 
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where the subscript   states that values are at constant conversion, and i is the index 
representing each temperature program. Simplifying and rearranging the equation above  
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The value of activation energy at each conversion is determined from the slope of the plot 
 
,
ln d d
i
t

 versus 
,1 iT . Friedman equation often changes to the form below for linear non-
isothermal processes81, 96, 97 
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where i  is the heating rate of the ith run.  
Differential isoconversional methods have the advantage that they do not use approximation. 
Nevertheless, these methods are not accurate when the reaction heat changes with the heating 
rate and they require numerical differentiation on the experimental data which may introduce 
noise in the reaction rate values.  
Integral isoconversional methods originate from the application of the isoconversionasl 
principle into integral form of the reaction rate (equation (2.13)). The challenge of these 
methods is that the integral in the left side of the equation (2.13) does not have an analytical 
solution when the temperature program is not isothermal. For non-isothermal experiments with 
constant heating rate, a number of integral isoconversional methods that are based on various 
approximations have been proposed. Almost all of these approximations lead to a linear 
equation with the form  
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where B  and C  are the parameters that depend on the approximation method. Three known 
examples of integral isoconversional methods for non-isothermal experiments with constant 
heating rates are presented here.  
Flynn-Wall-Ozawa method 67, 96-98 is also known as Ozawa method. Values of B  and C  in 
equation (A.9) are zero and 1.052, respectively in this method. Due to poor approximation 
considered for the temperature integral, this method is the least accurate integral 
isoconversional method  
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.  (A.10) 
Kissinger-Akahira-Sunose method 67, 97, 98 95 is also known as KAS. In this equation, B  is 2 
and C  is 1. This equation is sometimes called the generalized Kissinger method and is identical 
to the method described by Vyazovkin and co-workers96 
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Starink method67, 95, 96 in which B  is 1.92 and C  is 1.0008. This method is the most accurate 
integral isoconversional method based on approximation 
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The accuracy of integral isoconversional methods can be further increased by calculating the 
activation energy numerically instead of using approximation. This method is non-linear and 
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has been generally used less frequently compared to the other methods due to its mathematical 
complexity.96 Vyazovkin proposed an approach to calculate the activation energy numerically 
by minimizing the following function67, 71 
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where the temperature integral is solved numerically and is 
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Vyazovkin showed that by using this method, the relative error in activation energy is lower 
than approximation methods. Equation (A.13) can be only used for the non-linear experiments 
with constant heating rate. Nonetheless, this approach has the capability of being used for any 
other temperature programs when the numerical integration is with respect to time instead of 
temperature. For a series of runs conducted under different temperature programs 
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where the integral with respect to time is 
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A.2 Kissinger method 
Kissinger method is another technique for activation energy calculation. This method is based 
on the assumption that the maximum rate of the reactions occurs approximately at a specific 
conversion.96 Kissinger equation is derived from equation (2.11) by considering the 
assumption that the maximum reaction rate happens where the second derivative is zero  
107 
 
 
2
2 2
( )exp 0m
mm m
d E E d
Af
dt RT RT dt
  

    
      
   
,  (A.17) 
where subscript m  denotes the values related to the maximum rate and ( ) ( )f df d    . 
By simplifying and rearranging equation (A.17) 
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E E
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RT RT
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. (A.18) 
Taking natural logarithm of the equation above 
 
2
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ln( ) ln( ( ))m
m i m i
AR E
f
T E RT

   .  (A.19) 
The activation energy can be simply obtained by plotting 2ln( )mT  versus 1 mT . Kissinger 
method has limitations that includes the computation of just a single value for activation energy 
for any reaction and being only applicable to the temperature programs with constant heating 
rates. Despite the limitations this method has, it has been applied often in the literature because 
of its ease of use.67 
A.3 Kinetic compensation effect method 
Kinetic compensation effect67, 70, 99, 100 (also known as method of invariant kinetic parameters) 
states that for a single experimental run, there is a linear correlation between the activation 
energy and the pre-exponential factor computed based on different reaction functions of i  
 ln i iA aE b  .  (A.20) 
This relationship is called “compensation” because a change in the activation energy or the 
pre-exponential factor is compensated by a change in the other. Substituting different reaction 
models into the rate equation and applying model fitting (linear or nonlinear) gives different 
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pairs of E  and ln A . Although the values of these parameters vary significantly with ( )if  , 
they all can fit in the equation (A.20) with the constant values of a  and b . Therefore, the 
parameters a  and b  are independent of the reaction function while they depend on the heating 
rate.  
Each heating rate gives a unique pair of a  and b . Employing all these pairs from different 
heating rates 
j  , a unique pair of E  and ln A  can be obtained. 
 lnj jb A Ea    (A.21) 
Although this method gives E  and ln A  values simultaneously, it is rarely used as it requires 
more computations compared to other methods. 
A.4 Master plots  
Master plots are theoretical curves used to determine the mechanism of solid–gas reactions. 
They detect the reaction mechanism by comparing experimental master curves with theoretical 
master curves of various kinetic models. To use the master plot technique, the activation energy 
of the reaction needs to be known. Isoconversional methods can be used to determine this 
parameter. The value of activation energy should not vary much with conversion since the 
average value of E  will be employed in master plot. Master plots can be used for isothermal 
data, linear non-isothermal data, and non-linear non-isothermal data. In this section, the focus 
is on linear non-isothermal data.  
Master Plot methods come in the form of three types, based on the form of reaction rate 
equation that is used; they can have integral form, differential form, or the combination of 
differential and integral forms of the reaction rate.  
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Master plot type 1 originates from the differential form of reaction rate. By rearranging 
equation (2.11) 
 
d
( ) exp
d
E
Af
t RT


 
  
 
.  (A.22) 
Since the pre-exponential factor is unknown in the equation above, both sides of the equation 
are divided by a reference point (here 0.5   is used) to obtain a correlation which is 
independent of pre-exponential factor. Then 
 
1
0.5 0.5
( ) d d exp( )
( )
(0.5) (d d ) exp( )
f t E RT
z
f t E RT 
 

  
  .  (A.23) 
By plotting theoretical (left side) and experimental (right side) values of 1( )z   versus  , the 
best reaction model matched with experimental data can be identified. A series of experimental 
1( )z   can be plotted for different heating rates. These plots should not demonstrate a significant 
deviation for different heating rates. 
Master plot type 2 originates from the integral form of reaction rate. From equation (2.13) 
  
0
exp d
t E
g A t
RT

 
  
 
 .  (A.24)
As was mentioned before, the integral part in the right-hand side of the equation above does 
not have an analytical solution for non-isothermal processes. For linear non-isothermal data, 
the integral part can be calculated using approximation methods    
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       
   
   ,  (A.25) 
where x E RT . Then 
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
 .  (A.26) 
Similar to master plot type 1, both sides of this equation are divided by a reference value to 
make this correlation independent of the pre-exponential factor.  
 2
( ) ( )
( )
(0.5) (0.5)
g p x
Z
g p

   .  (A.27) 
Different series have been suggested for the approximation of ( )p x  function. Here, we use the 
fourth rational approximation of Senum and Yang, corrected by Flynn101 
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 , (A.28) 
where 
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. (A.29) 
The third type of master plots is derived by combining integral and differential forms of the 
reaction rate 
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1 d
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z g f p x
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   
.  (A.30) 
Replacing ( )p x  from equation (A.28) 
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T
z g f x
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   

 
   
 
.  (A.31) 
The experimental values of 3 ( )z   (right side of the equation above) should be plotted as a 
function of   and compared with the theoretical plots of 3 ( )z   (left-hand side of the equation 
above). The reaction model that best fits the experimental data is identified as the reaction 
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mechanism. The main advantage of the master plot type 3 over type 1 and 2 is that it does not 
have a pre-exponential term in it. Therefore, it does not require a reference value or 
normalization, thus gives a more accurate result.  
 
Appendix B, 2D heat transfer model derivation for a packed-bed reactor  
A shell balance method is employed to derive a dynamic pseudo-homogenous two-dimensional 
heat transfer model for a vertical packed-bed reactor. Figure B.1 shows a schematic diagram 
of the element 
Gas Phase 
Solid Phase 
r
r+r
z+z
z
 
Figure B.1 Schematic diagram of elemental volume of the packed-bed reactor 
 
Based on this element 
Area normal to r direction: 2rA r z   
Area normal to z direction: 2zA r r   
Volume of the element: 2V r r z     
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Figure B.2 shows the energy transport in the elemental volume where q , q  and q  are 
conductive, convective and radiative heat flux, respectively. 
qr|r
qr|r+r
qz|z
qz|z+z
q'z|z
q'z|z+z
z+z
z
r
r+r
q''z|z
q''z|z+z
q''r|r
q''r|r+r
 
Figure B.2 Energy transport in the packed-bed reactor element  
 
Applying the law of conservation of energy to the elemental volume for a dynamic system we 
have 
 
rate of energy in by rate of energy out by rate of energy in by rate of energy out by
convective transport convective transport molecular transport molecular transport
rate of energy in by
radiation


 

       
       
       
 
 
 
rate of increace
of energy
rate of energy out by rate of energy addition
radiation by chemical reaction
 
     
     
     
 
 (B.1) 
Based on the conservation of energy in equation (B.1) and inputs and outputs shown in Figure 
B.1, and assuming that the reaction occurs just in the solid phase, we get the following equation 
for heat transfer in the packed-bed reactor 
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   (B.2) 
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where 
b  is bed void fraction, E  is internal energy of the element (consists of both solid and 
gas) and 
s  is the density of particles. zA  and rA  are the areas normal to z and r coordinates. 
Substituting corresponding values of 
zA , rA , V and E  
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where 
g and s are gas and solid particle densities, ,p gc and ,p sc are specific heat capacity of 
the gas and solid at constant pressure. Considering densities, specific heats, and void fraction 
to be constant in z  and r  directions and dividing the equation above by 2 r r z    
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  (B.4) 
Taking limits and allowing the dimensions of the volume element to become infinitesimally 
small for each term we have 
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 (B.5) 
Substituting into equation (B.4), we have the differential form of the energy equation 
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Convective heat transfer is considered to be 
pq c uT  . For the conductive heat transfer, 
Fourier’s law is used ( .cq k T   ). In terms of the radiative heat transfer, a simple but accurate 
approximation called the diffusion approximation (also called Rosseland approximation)102 is 
employed as we are dealing with an optically thick medium. Based on this approximation, 
.rq k T    , where kr is radiative conductivity. Therefore  
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  (B.7) 
,c zk and ,r zk  are thermal conductivity due to conduction and radiation in z direction, ,c rk and ,r rk  
are thermal conductivity due to conduction and radiation in r direction. It should be mentioned 
that all of these parameters are effective parameters since they are defined for a porous medium 
with the assumption that solid particles and the gas phase is considered a homogenous 
continuum medium. 
To simplify the energy equation, we introduce a total effective thermal conductivity term (
effk ) 
which includes thermal conductivity due to both radiation and conduction. For a system with 
constant bed properties in r and z directions, this term can be considered the same in both 
directions. Furthermore, superficial gas velocity is usually used instead of real gas velocity 
( s
z b zu u )  
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Appendix C, local thermal equilibrium (LTE) assumption 
In this thesis we have assumed local thermal equilibrium (LTE)—the solid and gas are the same 
temperature at every location. The LTE assumption is valid only when the temperature 
difference between the solid phase and the gas phase in an elementary volume is much smaller 
than that occurring over the system dimension 82, 103; we believe this to be satisfied at all times 
except the very early transients of the experiment since a temperature difference of over 100 °C 
is established in the bed. Further, a general criterion for the validity of the LTE assumption in 
terms of engineering parameters including the Darcy number, the Prandtl number, the Nusselt 
number, and the Reynolds number has been proposed by Kim and Jang 82,  
 1/2Pr.Re.Da . 1
Nu

 , (C.1) 
where the dimensionless numbers are defined as  
 
2
2
Pr , Re , Da= , Nu
p p sg p
g
ud d h d
L k

 
   .  (C.2) 
The definitions of these quantities and estimates or precise values for them are given in a table 
below. The solid–gas heat transfer coefficient represents the value with the most uncertainty of 
the values needed to check equation (C.1). It was estimated by 1/2 1/3(2 0.6Re .Pr )
g
sg
p
k
h
d
  104. 
We believe this to represent a conservative choice. A value of 41.4 10  has been calculated 
for the left-hand side of equation (C.1) using the values in the table; LTE is clearly satisfied for 
the system.  
Equation (C.1) shows that the validity of LTE depends on the characteristics of the gas, solid, 
and the reactor. If Re, Pr, or Da numbers increase enough, or Nu decreases enough, the LTE 
condition may not apply anymore.  
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The maximum Reynolds number allowed for the system under the LTE assumption has been 
calculated as 130 by considering the left-hand side of equation (C.1) equal to 0.1. The 
corresponding gas flow rate would be 100000 mL/min, 1000 times more than the current gas 
flow rate.   
Table C.1: Values of the parameters in equation (C.1) 
Symbol Meaning  Value  Source  
pd  particle diameter (m)   30.5 1 10   measurement  
sgh  solid-gas heat transfer coefficient 
(W/m2.K) 
216.3 Bird et al. 104 
gk  gas thermal conductivity (W/m.K)   345 55 10   Saxena 
90 
L  characteristic length scale of the 
system (m) 
23 10  measurement  
u  velocity (m/s)   316 22 10   Bird et al. 
104 
s  mass density of the solid phase 
(kg/m3) 
5 1000  measurement 
  bed void fraction (-) 0.39  Roshani 88 
  gas thermal diffusivity (m2/s)   41.2 2.6 10   Saxena 
90 
  gas kinematic viscosity (m2/s)   41.5 2.3 10   engineeringtoolbox.com 
 
Appendix D, 2D mass transfer model derivation for a packed-bed reactor  
A shell balance method is employed to derive a dynamic pseudo-homogenous two-dimensional 
mass transfer model for a vertical packed-bed reactor. Figure D.1 shows mass transport of 
component i  in the gas phase, where ij  and ij are diffusive (molecular) and convective molar 
fluxes for component i , respectively: 
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Figure D.1 Mass transport in the packed-bed reactor element 
Applying the law of conservation of mass to the elemental volume for a dynamic system, for 
component i , per unit volume we have 
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  (D.1) 
Based on the conservation of mass in equation (D.1) and inputs and outputs shown in Figure 
D.1 
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  (D.2) 
where 
b  is bed void fraction, s  is the density of particles, sV  and gV are the volume of solid 
and gas in the element, 
ir  is the reaction rate for component i , and iC  is concentration of 
component i  in the gas phase.  
Substituting corresponding values of 
zA , rA , sV  and gV  
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Considering void fraction to be constant in both z and r directions and dividing the equation 
above by 2 r r z   
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Taking limits and allowing the dimensions of the volume element to become infinitesimally 
small 
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Substituting into equation (D.4), we have the differential form of the mass equation 
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Convective mass transfer is considered to be i ij uC  . For molecular mass transfer, Fick’s law 
is used ( .i im ij D C   ). Therefore, 
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Where imD  is diffusivity of component i  in the gas mixture. Using superficial gas velocity 
instead of real gas velocity ( s
z b zu u ) and assuming it to be constant 
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Appendix E, effective thermal conductivity correlations from literature  
Deissler and Boegli91 
maximum effective thermal conductivity 
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(1 )
eff
b b
g
k
K
k
      (E.1) 
and minimum effective thermal conductivity  
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1
(1 )
eff
g b b
k
k K 

 
 , (E.2) 
where s
g
k
K
k
 . 
Breitbach and Barthels (1980)92 
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2 1
1 1
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 , (E.3) 
where 
   
10/9
1.25 1 /b bB      (E.4) 
and 
f is a dimensionless solid conductivity  
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Kunii and Smith (1960)93 
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where 
rsh  is the particle to particle radiative heat transfer coefficient  
 ,3
,
4
2
r s
rs
r s
h T



 
  
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, (E.7) 
and 
rvh  is void to particle heat transfer coefficient  
 ,3
,
(1 )
4 / 1
2(1 )
r sb
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b r s
h T
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
 
 
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  
. (E.8) 
  is a factor defined as the ratio of the average length between the centres of two neighbouring 
particles to the particle diameter. This parameter ranges from 0.9 to 1 for almost all actual 
packed beds. Due to the random packing of the particles, a value of 0.9 is assumed.   is the 
ratio of the length of solid affected by thermal conductivity to particle diameter and has a value 
of 2/3. 
The empirical constant   is a function of the number of contacts responsible for the heat 
transfer 
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.  (E.9) 
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1  and 2  represents two extreme cases of the void fraction where ,1 0.476b   and 
,2 0.26b  . 
 
2 210.5( ) sin
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1 3
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i i
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K
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  (E.10) 
with /s gK k k  and 
2sin 1/i in   . n is the number of the contact points of a particle with 
1 1.5n  and 2 4 3n  . 
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