Abstract-This paper shows a new fuzzy system was improved using genetic algorithm to handle fuzzy inference system as a function approximator and time series predictor. The system was developed generality that trained with genetic algorithms (GAs) corresponding to special problem and would be evaluated with different number of rules and membership functions. Then, compare the efficacy of variation of these two parameters in behavior of the system and show the method that achieves an efficient structure in both of them. Also, the proposed GA-Fuzzy inference system successfully predicts a benchmark problem and approximates an introduced function and results have been shown. Index Terms-Genetic algorithm, fuzzy inference system, fuzzy membership functions, fuzzy rules.
I. INTRODUCTION
The idea of fuzzy sets first was introduced by Zadeh [1] and, Holland [2] proposed the basic principles of the genetic algorithms. Thereafter, a large number of literatures in fuzzy theory and genetic algorithm became available. Also, many papers have been published regarding the combination of fuzzy logic (FL) and genetic algorithms [3] - [7] , and also fuzzy logic and time series prediction and applications [8] - [14] .
In general, due to their efficiency and interpretability, fuzzy systems are very powerful tools for function approximation and time series prediction problems. Prediction and approximation is becoming one of important research and major goal in application areas, so several methodologies have been applied to these problems. In [13] Kang used Triangular membership functions and Evolutionary Algorithm for time series prediction and showed his results by comparison between Evolutionary Strategy and Genetic Algorithm with bit representation of chromosomes, in benchmark problem Mackey-Glass. Traditional methods used for prediction are based on technical analysis of time series, such as looking for trends, stationarity, seasonality, random noise variation, moving average. These are exponential smoothing method, well known Box-Jenkins method which have shortcomings [15] , H. Khoobipour is with the Computer Engineering Department, Azad Islamic University, Branch of Dehdasht, Dehdasht, Iran (e-mail: hayat_1378@ yahoo.com).
M. Aliyari Shoorehdeli is with the Department of Electrical Engineering, K. N. Toosi University of Technology, Tehran, Iran (e-mail: m_aliyari@eetd.kntu.ac.ir). [16] . Some of these are linear and some are nonlinear solutions. Likewise, soft computing methods as nonlinear solutions were used for these problem that in [17] have been shown that these methods have more ascendency regards to precedency approaches. Likewise, other soft computing methods such Anfis and Neural Networks have been used for these problems [9] , [14] , [15] , [18] . With inspiration of [13] we propose a new GA-Fuzzy system that can predict and also approximate the functions successfully.
The purpose of the present study is to propose a Mamdani fuzzy inference system as a general nonlinear model that were trained with genetic algorithm and can predict the chaotic time series and approximate the functions. Moreover, we show the method that achieves an efficient structure. This system against the previous in [13] use the floating point representation of chromosomes in the form of fuzzy rules to achieve an optimized structure with comparison of different number of rules and two most usage membership functions (MFs) that are Triangular and Gaussian. We use the mutation operator in GA trainer structure as a primary operator and in another way that causes to speed the convergence and running away from suboptimal solutions. Since, the aim is scrutiny of efficiency of changing the parameters of the fuzzy system and achieve an efficient structure and the way to obtain that, compare the systems achieved by controlled changing the parameters of the fuzzy system to each other and no other systems proposed in previous. This paper is structured as follows: Section 2 provides a brief introduction to fuzzy concepts and genetic algorithms. Fuzzy module design and GA trainer structure are given in Section 3. Section 4 introduces used applications and section 5 presents the results of prediction and approximation and discussions on the experimental validation. Finally, some concluding remarks are drawn in Section 6.
II. PRELIMINARIES

A. Fuzzy Concepts
Fuzzy logic is another area of artificial intelligence that has been implemented successfully in different basis and applications. The main idea of fuzzy logic is that something has its main character that causes belonging to a specific class or set with a degree of membership. For example, something in the class of true objects can be partially false. In fuzzy logic, variables are "fuzzified" through the use of membership function, the curve that defines the membership degree to fuzzy sets. These variables are called linguistic variables. A fuzzy subset Q of a universe of discourse U is characterized by a membership function μ Q (x) in the interval [0, 1] and represents the grade of membership in Q [19] , [20] . The first application of fuzzy control was first developed by the work of Mamdani and Assilian [21] in 1975, with designing a fuzzy controller for a steam engine. Fuzzy control systems are rule-based systems which have a set of fuzzy IF-THEN rules represents a control decision mechanism to adjust the effects of certain causes coming from the system [5] . A fuzzy reasoning system consists of three other components fuzzification, inferencing, and defuzzification. The fuzzification process is concerned with finding a fuzzy representation of non-fuzzy input values. This is achieved through application of the membership functions associated with each fuzzy set in the rule input space. The task of the inferencing process is to map the fuzzified inputs (as received from the fuzzification process) to the rule base, and to produce a fuzzified output for each rule, the task of the defuzzification process is to convert the output of the fuzzy rules into a scalar, or non-fuzzy value [19] . Commonly, two different types of fuzzy inference system (FIS) can be implemented. These are the Mamdani and the Takagi-Sugeno algorithm. Among them, Mamdani fuzzy inference system is the most commonly used fuzzy methodology. Several types of membership function can be used to describe the fuzzy sets such as Triangular MFs, Gaussian MFs and Trapezoidal MFs. Also, there are other MFs such that Γ-membership function, S-membership function, logistic and exponential type [19] , [22] .
1) Triangular MFs
A "triangular MF" is specified by three parameters {a, b, c} as follows:
The parameters {a, b, c} (with a < b < c) determine the x coordinates of the three corners of the underlying Triangular MF [22] .
2) Gaussian MFS A "Gaussian MF" is specified by two parameters {c, σ}:
A "Gaussian MF" is determined completely by c and σ, c represents the MFs center of set and σ determines the MFs width(spread) [22] .
B. Genetic Algorithms
GA's are stochastic global search methods that operate on a population and using the biological evolution and the survival of the fittest analogous to Darwinian models. In classical GAs, for constructing new population, using operators such as crossover and mutation and then selection has been accomplished. That is individuals with higher fitness values are more likely to survive and to participate in mating crossover operations. GA because of both of the genes can be manipulated and controlled to achieve desirable attributes and, containing members with better fitness values with passing some of the generations, is a good method for optimization problems. The chromosomes as the individuals can be used as the potential solution of the problem that should be optimized.
III. FUZZY MODULE DESIGN AND GA TRAINER STRUCTURE
First, we have to make the generation that should be evaluated, therefore it is important to precise the structure of chromosomes exactly. Make up of each chromosome differs in Gaussian and Triangular MFs. Length of each chromosome in Gaussian MFs with m rules is 3×m that, m elements is for center of sets, m elements for spreads and m elements is for the functional values. In Triangular MFs with the same number of rules, length of each chromosome is 4×m, that 3×m elements for m triangles and m elements is for the functional values. Spread in the Gaussian MFs has a direct effect on the convergence speed and the accuracy of the estimated values, if the spread has been selected very big, the estimated values have no difference for inputs with pelting different. Also, if it has been chosen very small, the system has been specialized for the train data. It can be found by trial and error method and then, the minimum number of rules that they can be continuous, can be achieved. E.g., for approximating the function f (γ), γ is defined in the range[α 1 , α 2 ]. First, we have to find the width of triangles and gaussians, use the spread of gaussians for the width of triangles. Then we can find minimum number of rules that can be continuous. By increasing them and using trial and error method, the best number has been achieved. If m is the minimum number of rules then:
To evaluate the system in approximation problem by a two-dimensional function (9), length of each chromosome becomes twice. Generally, in a D-dimensional optimization problem, L the length of chromosomes becomes:
N=population size, m=number of fuzzy rules, G= generation that population belongs Spread value has been selected 0.5. As the individuals are the rules of Mamdani fuzzy inference systems, initializing is very important. First, start evaluation of population with random generation in specified range. Population size has been chosen 60 and keeps it fixed throughput the run. For producing the individuals in Gaussian MFs, centers have been selected randomly. In Triangular MFs, characters of triangles have been chosen regularly with a random epsilon different. The functional values of each rule let to be randomly in the beginning. In this stage, the main subject is that the rules be continuous, that in above styles the aim is achieved. Another way is choosing these specifications regularly that appropriately overlapped to each other, but because of similarity of individuals in some attributes, the speed of convergence becomes very low and selected method seems to be better solution.
The chromosomes prepare the rules of Mamdani inference system that have been evaluated throughput the run; evaluation result is tuning the rules. To stand on this, make a vector with N random entries (775 for (8) and 700 for (9)) as the train vector in specified interval with universe of discourse and keep it fixed. For each chromosome, compute the sum square error (SSE) of real functional value of each N its entries and estimated value, and give it as the chromosome's fitness value (6) . 
A. Mutation
In this system, mutation is the main genetic operator that operates on one chromosome at a time and generates one offspring. A simple way to do this would be to choose a random point and mutate it, but this is not approval here, suggestion is to spot D random real numbers (D is number of the dimension of the problem) in specified range and after finding most closely genes in chromosome, replace them. The mutation rate (denoted by p m ) is defined as a ratio of the number of offspring produced in each generation to the population size with mutation operator, has been chosen fourfold crossover rate. High mutation rate at the begging of execution of algorithm, causes to run away from local minimums and throughput the run, provides from premature convergence and handle diversity of population.
B. Crossover
This operator producing new individuals from two parent individuals, that works by exchanging substrings between two individuals to obtain new offspring. This substring includes one rule either Gaussian or Triangular MF. Number of crossover points have been restricted to one per pair, corresponding to the type of membership function, 2 or 3 genes have been substituted. Also, one cut point regards to be better in both time and diversity in our method.
C. Evaluating Fitness Value
Each individual is tested empirically in an environment, receiving a numerical evaluation of its merit, assigned by the fitness function. Previously, mentioned that, fitness value is the sum square error of real functional value of specified number of train data and estimated value with proposed system. This train data keep fixed across the algorithm execution and involves N random data in universe of discourse. For example in (9), for each chromosome, the sum square error of estimated values by mentioned system and 700 real f (x, y) values, must be computed (N=700). 
D. Selection
Selection is stage that next generation has been selected from old and new generation, that implemented by eliminating low fitness individuals from whole of old and new population with tournament method, therefore probably making multiple copies of high fitness individuals. Also, two more elite individuals directly inserted in new generation. For the reason of velocity and avoiding get stuck in suboptimal solutions, in each 10 generation some random individuals have been replaced with new offspring.
E. Fuzzy Rules
The rule base of our system follows the Mamdani method and center of area defuzzifier [19] , [23] with the below formula for computing the output:
where is input vector, ( )
is the membership grade of x to membership function A i in rule l (l=1,…,m) and is computed with one of the Triangular or Gaussian MFs, m is number of rules, n is size of input vector and Y is the computed defuzzified output.
F. The Algorithm of How to Evaluating the System Is Classified in the Following
Step 1: [Stage 1-1] Initialize a population with random generated individuals as the Mamdani fuzzy inference systems with specified number of rules and membership functions (population size is 60 and keep it fixed).
[ Make the training vector with N random entries to evaluate chromosome's fitness values.
[ Evaluate the fitness value of each individual according to (6) .
Step 2:
[stage 2-1] Select two members from current population with probabilities proportional to their fitness value.
[Stage 2-2] Apply crossover operator with a probability equal to the crossover rate (p c =0. 2) , that one rule in two selected individuals has been substituted.
[Stage 2-3] Apply mutation operator with a probability equal to the mutation rate (p m =0.8), select D random real number with universe of discourse and then, nearest genes have been replaced.
[ Compute the fitness value of each new offspring.
[Stage 2-5] Repeat (2-1) to (2-4) until enough members are generated to form the new generation.
[Stage 2-6] Select next generation from old and new population and insert two most elite individuals into the new population.
Step 3:
Repeat steps 2 to 3 until a stop condition is satisfied. In Table I , pecified numb ncreasing mor hat result the ules and wast stimating due id not lead to 
C. Prediction with Gaussian MFs
In the following, the result of predicting (8) by Gaussian MFs with different number of rules has been become. With reference to above result, predicting (8) by Gaussian MFs with 330 rules is better solution regards to another number of rules.
D. Prediction with Triangular MFs
As see in Table IV, Table III  and Table IV, The work reported here has concentrated on scrutiny of variation the behavior of a fuzzy inference system with differing MFs and number of rules and show the method that achieves efficient parameters in structure of the problems. The system trained with genetic algorithm for function approximation and time series prediction. Also, the system was successfully applied to a benchmark problem Mackey-Glass chaotic time series and approximation of proposed function. By proposed method, optimized number of rules and MFs has been achieved. As saw, when found a good solution regard to next and before, stopped the process of increasing number of rules, because of mentioned reasons this did not cause better solution. The significance of this work is that a new efficient system and the method of achieving the best structure have been developed with comparative and experimental methods.
