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Generalization of the Gale–Ryser Theorem
ANATOL N. KIRILLOV
We prove an inequality for the Kostka–Foulkes polynomials Kλ,µ(q) and give a criteria for the ex-
istence of a unique configuration of the given type (λ, µ). As a corollary, we obtain a nontrivial lower
bound for the Kostka numbers which is a generalization the Gale–Ryser theorem on an existence
of a (0,1)-matrix with given sums of rows and columns. A new proof of the Berenstein–Zelevinsky
weight-multiplicity-one criteria is given.
c© 2000 Academic Press
The concept of Young tableaux plays an important role in the representation theory of
the symmetric and general linear groups. Based on the pioneering fundamental works of
G. Frobenius, I. Schur, A. Young, H. Weyl, and further developed by C. Kostka, G. Robinson,
A. Richardson, D. Littlewood, C. Schensted, H. Foulkes, J. Green, G. James,
M.-P. Schu¨tzenberger, R. Stanley, G. Thomas, A. Lascoux, C. Greene and many others, the
theory of Young tableaux is now an important branch of representation theory and combina-
torics with a large number of deep and beautiful constructions and results. A good introduc-
tion to the subject are the books of Littlewood [12], James [5], Macdonald [14], Sagan [16],
Fulton [4].
An entirely new point of view on the Young tableaux and representation theory of gen-
eral linear and symmetric groups comes from mathematical physics, namely from the Bethe
ansatz [2, 3, 6]. Bethe ansatz has an important role in the study of the exactly solvable models
of mathematical physics [2]. From a representation theory point of view, the Bethe ansatz
(for the glN -invariant Heisenberg model) gives a very convenient constructive method for de-
composing the tensor product of irreducible representations (irreps) of the Lie algebra glN into
irreducible parts. In fact, the Bethe vectors appear to be the highest weight vectors in the corre-
sponding irreducible components. This observation allows one to identify the tensor-product
multiplicities with the number of solutions to some special system of algebraic equations
(Bethe’s equations). Finally, in some particular cases, the number of solutions to the corre-
sponding Bethe equations admits a combinatorial interpretation in terms of rigged configu-
rations [6, 7, 10]. On the other hand, it is well-known (see e.g. [12, 14]) that the multiplicity
of an irreducible representation of the Lie algebra glN in the tensor product of rectangular-
shape-highest-weight irreps may be identified with the number of Young tableaux of some
special kind (e.g. (semi)standard (super)tableaux, . . .). In this way one can identify a certain
set of Young tableaux with a corresponding set of rigged configurations (see e.g. [7]).
This paper is devoted to the solution of the following problem: for given partitions λ and
µ, when does only one configuration (see Section 1 below) of the type (λ, µ) exist? This
problem may be reformulated in the following form. One can prove that for given partitions λ
and µ there exists an inequality for the Kostka–Foulkes polynomial Kλ,µ(q) (see e.g. [7] or
Section 2 below):
Kλ,µ(q) ≥ qc
λ2∏
n=1
[∑
j≤n(µ′j − λ′j )+ λ′n − λ′n+1
λ′n − λ′n+1
]
q
, (0.1)
where c = n(λ)+ n(µ)−∑n µ′n(λ′n − 1).
Here we assume that a q-binomial coefficient
[
m
n
]
q
is equal to zero, if n 6∈ [0,m]. It is
clear that the problem of an existence of only one configuration of the type (λ, µ) is equivalent
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to the following one: to find all partitions λ and µ for which the inequality (0.1) becomes an
equality. The answer is given by Theorem 2.1. As a corollary we obtain a simple weight-
multiplicity-one criteria (see Theorem 2.3; compare with [1] and [17]).
We consider inequality (0.1) as a generalization of the Gale–Ryser theorem [14, 15]. Let us
recall that the Gale–Ryser theorem gives a criteria of an existence of a (0,1)-matrix with given
sums of rows and columns:
M(e,m)λ′µ > 0⇐⇒ λ ≥ µ. (0.2)
It is well-known (see e.g. [14]) that
M(e,m)λ′µ =
∑
ν
Kνλ′Kν′µ ≥ Kλµ (0.3)
and ∑
j≤n
(µ′j − λ′j ) ≥ 0, for all n ≥ 1⇐⇒ λ ≥ µ.
Consequently, from (0.1)–(0.3) we obtain the following nontrivial lower estimation:
M(e,m)λ′µ ≥
λ2∏
n=1
(∑
j≤n(µ′j − λ′j )+ λ′n − λ′n+1
λ′n − λ′n+1
)
. (0.4)
It seems to be an interesting problem to construct exactly all Young tableaux which corre-
spond to the r.h.s. of inequality (0.1).
This paper originally appeared in 1993, as the Preprint LITP 93-22.
1. RIGGED CONFIGURATIONS
Let λ be a partition and µ be a composition of some fixed natural number n. A matrix m =
(mk,n) ∈ Ml(λ)×l(µ′)(Z) is called a configuration of type (λ, µ) if it satisfies the following
conditions: ∑
k≥1
mk,n = µ′n,
∑
n≥1
mk,n = λk, (1.1)
P(k)n (m|µ) :=
∑
j≤n
(mk, j − mk+1, j ) ≥ 0, (1.2)
Q(k)n (m|µ) :=
∑
j≥k+1
(m j,n − m j,n+1) ≥ 0 for all k, n. (1.3)
We denote by C(λ, µ) the set of all configurations of the type (λ, µ). Let us define the charge
c(m) and cocharge c(m) of a configuration m as follows (see e.g. [7]):
c(m) :=
∑
n≥1
(
m1,n − µ′n
2
)
+
∑
k≥2,n≥1
(
mk,n
2
)
,
c(m) :=
∑
k,n
(
mk,n
2
)
, where
(
α
2
)
:= α(α − 1)
2
.
Finally, for a given configuration m of the type (λ, µ) we define the following polynomials:
Km(q) = qc(m)
∏
k,n
[
P(k)n (m|µ)+ Q(k)n (m|µ)
Q(k)n (m|µ)
]
q
,
Km(q) = qc(m)
∏
k,n
[
P(k)n (m|µ)+ Q(k)n (m|µ)
Q(k)n (m|µ)
]
q
.
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The following theorem gives an expression for the Kostka–Foulkes polynomial Kλ,µ(q)
(q-analog of weight multiplicity, see e.g. [11, 13, 14]) as a generating function for rigged
configurations.
THEOREM 1.1 ([8]).
Kλ,µ(q) =
∑
m∈C(λ,µ)
Km(q),
qn(µ)−n(λ)Kλ,µ(q−1) := K λ,µ(q) =
∑
m∈C(λ,µ)
Km(q). (1.4)
EXAMPLE. Take λ = (5, 4, 13) and µ = (26). There exist three configurations
m =

2 3
1 3
1 0
1 0
1 0
 , c(m) = 6, K m(q) = q6
[
2
1
] [
4
1
]
,
m =

2 4 −1
1 2 1
1 0 0
1 0 0
1 0 0
 , c(m) = 2, K m(q) = q2
[
2
1
] [
3
1
] [
4
1
]
,
m =

2 5 −1 −1
1 1 1 1
1 0 0 0
1 0 0 0
1 0 0 0
 , c(m) = 0, K m(q) =
[
2
1
] [
4
1
]
.
Thus,
K λ,µ(q) = (1+ q6)
[
2
1
] [
4
1
]
+ q2
[
2
1
] [
3
1
] [
4
1
]
=
[
2
1
] [
6
3
]
.
It is convenient to imagine a configuration m ∈ C(λ, µ) as a collection ν of partitions (or
diagrams) ν = {ν(1), ν(2), . . .}, where
(ν(k))′n =
∑
j≥k+1
m j,n, (1.5)
which satisfies the following conditions:
|ν(k)| =
∑
j≥k+1
λ j ,
P(k)n (ν|µ) := Qn(ν(k−1))− 2Qn(ν(k))+ Qn(ν(k+1)) ≥ 0, (1.6)
where ν(0) := µ, Qn(λ) :=∑ j≤n λ′j =∑ j≥1 min(n, λ j ).
It is clear that
P(k)n (m|µ) = P(k)n (ν|µ),
Q(k)n (m|µ) = (ν(k))′n − (ν(k))′n+1.
DEFINITION. Given a configuration ν, we will call by rigged configuration ({ν}; J ) a
collection of integer numbers J := {J (k)n,α}, 1 ≤ α ≤ Q(k)n (m|µ), which satisfy the following
conditions:
0 ≤ J (k)n,1 ≤ J (k)n,2 ≤ · · · ≤ J (k)n,s ≤ P(k)n (ν | µ), for all k, n.
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We assume that the quantum numbers J (k)n,α, 1 ≤ α ≤ s := Qn(ν(k)) are located in the first
column of each set of length n rows in the diagram ν(k).
Denote by QM(λ, µ) the set of all rigged configurations of type (λ, µ).
THEOREM 1.2 ([7, 10]). There exists a natural bijection between the set STY(λ,µ) of all
(semi)standard Young tableaux of a shape λ and weight µ and QM(λ,µ):
STY(λ, µ)
 QM(λ, µ).
COROLLARY 1.3 (MAXIMAL CONFIGURATION). Let us assume that λ ≥ µ with respect
to the dominant order (see e.g. [14]). Consider the matrix m = (mk,n), where
mk,n := (µ′n − λ′n)δk,1 + θ(λ′n − k),
and
θ(x) =
{
1, if x ≥ 0,
0, if x < 0.
Then m ∈ C(λ, µ).
PROOF. The proof is an easy consequence of the following inequalities
P(k)n (m|µ) = [Qn(µ)− Qn(λ)]δk,1 +min(λk, n)−min(λk+1, n) ≥ 0,
Q(k)n (m|µ) = max(λ′n, k)−max(λ′n+1, k) ≥ 0. 2
It is clear that the configuration under consideration corresponds to the following collection
of diagrams
{λ[1], λ[2], . . .},
where the partitions λ[k], k ≥ 1, are defined as follows
(λ[k])n = λk+n, n ≥ 1.
We will call this configuration the maximal configuration of type (λ, µ) and denote it by 1.
COROLLARY 1.4. If ν ∈ C(λ, µ), then
P(1)n (ν|µ) ≤ Qn(µ)− Qn(λ).
PROOF. Let us assume the converse, namely, that there exists n ≥ 1 such that
P(1)n (ν|µ) > Qn(µ)− Qn(λ),
or equivalently,
P(1)n (ν|λ) = Qn(λ)− 2Qn(ν(1))+ Qn(ν(2)) > 0.
Let us note that P(k)n (ν|λ) ≥ 0 for all k ≥ 2 and n ≥ 1. Thus the set QM(λ, λ) contains at
least two elements 1 and ν, which contradicts the well-known fact |STY(λ, λ)| = 1. 2
COROLLARY 1.5. C(λ, µ) 6= φ ⇐⇒ λ ≥ µ.
PROOF. If λ ≥ µ, then 1 ∈ C(λ, µ). Now let us consider a configuration ν ∈ C(λ, µ). If
λ does not dominate µ, then we have Qn(µ)− Qn(λ) < 0 for some n and, consequently (see
Corollary 1.4), P(1)n (ν|µ) < 0, which is a contradiction with condition (1.2). 2
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COROLLARY 1.6. If ν ∈ C(λ, µ), then λ[k] ≥ ν(k). In particular, ν(k)1 ≤ λk+1 for all
k ≥ 1.
PROOF. Let us consider the diagram λ[k] and a collection of partitions
ν˜ = {ν(k+1), ν(k+2), . . .}.
It is clear that ν˜ ∈ C(λ[k], ν(k)). Consequently, λ[k] ≥ ν(k). 2
COROLLARY 1.7. If ν ∈ C(λ, µ), then
P(k)n (ν|µ) ≥ min(λk, n)−min(λk+1, n).
Note, that we may rewrite a definition of c(ν) in the following form:
c(ν) =
∑
n≥1
(−α(1)n
2
)
+
∑
k≥2,n≥1
(
α
(k−1)
n − α(k)n
2
)
− n(λ),
i.e. the cocharge c(ν) of configuration ν ∈ C(λ, µ) depends only on the configuration ν and
does not depend on the composition µ. Here α(k)n := (ν(k))′n .
2. GENERALIZATION OF THE GALE–RYSER THEOREM
From an existence of the maximal configuration 1 of the type (λ, µ) it follows that
Kλ,µ(q) ≥ K1(q) = qc(1)
λ2∏
n=1
[ Qn(µ)− Qn(λ)+ λ′n − λ′n+1
λ′n − λ′n+1
]
q
, (2.1)
where
c(1) =
∑
n≥1
(
µ′n − λ′n
2
)
= n(λ)+ n(µ)−
∑
n
µ′n(λ′n − 1).
Note that deg K1(q) = n(µ)− n(λ), where n(λ) :=∑i≥1(i − 1)λi .
We will study the question for which partitions λ and µ the inequality (2.1) becomes an
equality. This exactly means that there exists only one configuration.
THEOREM 2.1. There exists only one configuration of the type (λ, µ), λ ≥ µ, iff the fol-
lowing conditions are valid:
(i) λ2 = 1, i.e. λ is a hook;(ii) if λ2 ≥ 2, then for all 1 ≤ n0 < n1 ≤ λ2, (λ′0 := +∞), such that λ′n0−1 > λ′n0 ≥ λ′n1 >
max(λ′n1+1, 1), we have either
Qn0(µ)− Qn0(λ) ≤ 1, or Qn1−1(µ)− Qn1−1(λ) ≤ 1. (2.2)
PROOF. First, let us prove the necessity of condition (2.2). Let us consider a perturbated
configuration
m˜kn = mkn − a(δkk0 − δkk1)(δnn0 − δnn1),
where 1 ≤ n0 < n1 ≤ λ2, 1 ≤ k0 < k1. From a simple calculation it follows that
P˜(k)n (m˜) = P(k)n (m)− a(δkk0 − δk+1,k0 − δkk1 + δk+1,k1)χ(n ∈ [n0, n1)),
Q˜(k)n (m˜) = Q(k)n (m)+ a(δnn0 − δn+1,n0 − δnn1 + δn+1,n1)χ(k ∈ [k0, k1)), (2.3)
c(m˜) = c(m)− a(mk0n0 − mk0n1 − mk1n0 + mk1n1 − 2a).
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Now let us take m to be the maximal configuration of the type (λ, µ). It is clear from (2.3)
that a perturbation m˜ of the maximal configuration would exist only if k0 = 1 and k1 = 2,
and then
P˜(1)n = P(1)n (1)− 2χ(n ∈ [n0, n1)),
P˜(2)n = P(2)n (1)+ χ(n ∈ [n0, n1)), (2.4)
(˜ν(1))n = max(λ′n − 1, 0)+ δnn0 − δnn1 .
Here we use Garsia’s notation
χ(P) = 1, if P is true,
χ(P) = 0, otherwise.
Thus, if the condition (2.2) is not valid, then there exist indices n0, n1,1 ≤ n0 < n1 ≤ λ2 such
that:
(i) λ′n0−1 > λn0 ≥ λ′m > max(λ′n1+1, 1),
(i i) Qn(µ)− Qn(λ) ≥ 2, for all n ∈ [n0, n1).
It follows from (2.4) that a perturbated configuration
1˜(k)n = 1(k)n − (δnn0 − δnn1)(δk1 − δk2)
belongs to the set C(λ, µ).
Secondly, let us check the sufficiency of condition (2.2); it is necessary to prove that under
condition (2.2) there exists only one configuration of type (λ, µ). For this goal let us use the
following inequality (see (1.6)):
P(r)n (ν|µ) := Qn(ν(r−1))− 2Qn(ν(r))+ Qn(ν(r+1)) ≥ 0.
Multiplying this inequality by r and summing up till some fixed k, we obtain an inequality
Qn(µ)− (k + 1)Qn(ν(k))+ k Qn(ν(k+1)) ≥ 0. (2.5)
Now let us take l = l(λ) ≥ 2 and p = λl . Then we have ν(l) = φ and
Qn(µ)− l Qn(ν(l−1)) ≥ 0,
or equivalently,
Qn(λ)− l Qn(ν(l−1)) ≥ −[Qn(µ)− Qn(λ)]. (2.6)
But if n ≤ p, then it is clear that
Qn(λ) = l min(n, p) = l Qn(1(l−1))
and, consequently, we may rewrite (2.6) as follows:
Qn(1(l−1))− Qn(ν(l−1)) ≥ −Qn(µ)− Qn(λ)l . (2.7)
Now let us show, by using (2.2) and (2.7), that ν(l−1) = 1(l−1). This is evident if p :=
λl = 1. If we have p ≥ 2, then condition (2.2) with n0 = 1 and n1 = p means that either
Q1(µ)− Q1(λ) ≤ 1 or Q p−1(µ)− Q p−1(λ) ≤ 1.
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In the first case we have 1 − (ν(l−1))′1 ≥ −
1
l
, or equivalently, (ν(l−1))′1 = 1 and, conse-
quently, ν(l−1) = (1p) = 1(l−1).
In the second case, if we assume that ν(l−1) 6= 1(l−1), then ν(l−1)1 < p, and hence (us-
ing (2.7)) min(p − 1, p) − p ≥ −1
l
, but this is impossible. Thus we proved that ν(l−1) =
1(l−1).
Now we use an induction. Thus, let us assume that 1(r) = ν(r), when k + 1 ≤ r ≤ l − 1.
We must prove that 1(k) = ν(k). Note that it follows from the equality 1(k+1) = ν(k+1) that
if n ≤ λk+1 then:
Qn(ν(k+1)) = Qn(1(k+1)) = Qn(λ)− n(k + 1),
Qn(1(k)) = Qn(λ)− kn.
Consequently, using (2.5) we find that
0 ≤ Qn(µ)− (k + 1)Qn(ν(k))+ k Qn(ν(k+1))
= Qn(µ)− Qn(λ)+ Qn(λ)− (k + 1)Qn(ν(k))+ k Qn(λ)− k(k + 1)n
= Qn(µ)− Qn(λ)+ (k + 1)[Qn(λ)− kn − Qn(ν(k))]
= Qn(µ)− Qn(λ)+ (k + 1)[Qn(1(k))− Qn(ν(k))].
Hence, we have
Qn(1(k))− Qn(ν(k)) ≥ −Qn(µ)− Qn(λ)k + 1 , 1 ≤ n ≤ λk+1. (2.8)
Note, that from Corollary 1.6 we have the following inequality:
Qn(1(k))− Qn(ν(k)) ≤ 0. (2.9)
Further, using Corollary 1.6 and an induction assumption, one can easily prove that
(ν(k))′n = (1(k))′n, if 1 ≤ n ≤ λk+2.
Now let us use inequality (2.8) and condition (2.2) when λk+2 ≤ n ≤ λk+1, where λk+2 =
n0 + 1 and λk+1 = n1. We may assume that λk+1 − λk+2 ≥ 2. If we have Qn1−1(µ) −
Qn1−1(λ) ≤ 1 and ν(k)1 < λk+1 = n1, then from (2.8) it follows that
Qn1−1(1(k))− Qn1−1(ν(k)) = −(ν(k))′n1 ≥ 0,
but according to (2.9) this is possible only if Qn1−1(1(k)) = Qn1−1(ν(k)) and, consequently,
1(k) = ν(k). By the same reasons, if Qλk+2+1(µ)−Qλk+2+1(λ) ≤ 1 and  := (ν(k))′λk+2+1 ≥ 2,
then we have (using (2.8)):
Qn0(1(k+1))+ λk+2 + 1− Qn0(1(k+1))− λk+2 −  ≥ 0,
and, consequently,  ≤ 1. This is a contradiction with our assumption that  ≥ 2. Hence,
 = 1 and 1(k) = ν(k). 2
Let λ and µ be partitions. We are going to define a graph 0(λ,µ). The vertices of 0(λ,µ)
are parameterized by configurations of type (λ, µ); two configurations m1,m2 ∈ C(λ, µ) are
connected by an edge, say, m1 → m2, iff
m1 = m2 + (δn,n0 − δn,n1)(δkk0 − δkk1)
for some n0 < n1, k0 < k1.
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COROLLARY 2.2. Given the partitions λ and µ, the graph 0(λ,µ) is connected and grows
up from the maximal configuration of type (λ, µ).
EXAMPLE. Take λ = (5, 23, 1) and µ = (26). There exists only one configuration
m =

2 3
1 1
1 1
1 1
1 0
 , c(m) = 0, K λ,µ(q) =
[
2
1
] [
6
3
]
.
Now let us consider a weight-multiplicity-one problem (see [1]). An answer has been ob-
tained by Berenstein and Zelevinsky [1] and Stanley [17]. We will give a weight-multiplicity-
one criteria as a corollary of Theorem 2.1. One can easily show that our criteria is equivalent
to the Berenstein–Zelevinsky and Stanley ones. Thus we want to answer the question: when
does the Kostka number Kλ,µ equal 1? We may assume that µ is a partition and
λ′1 = · · · = λ′n1 > λ′n1+1 = · · · = λ′n2 > λ′n2+1 = · · · > λ′nk−1+1 = · · · = λ′nk > 0.
Let us denote by λ(l) and µ(l), 1 ≤ l ≤ k, the following partitions:
λ(l) := (λ′nl−1+1, . . . , λ′nl ) of rectangular shape ,
µ(l) := (µ′nl−1+1, . . . , µ′nl ),
where we assume that n0 := 0.
THEOREM 2.3 (WEIGHT-MULTIPLICITY-ONE CRITERIA). The Kostka number Kλ,µ, λ ≥
µ, is equal to 1 if the following conditions are valid:
(i)
λ(l) ≥ µ(l), (2.10)
with respect to the dominant order on partitions (see e.g. [14]); in particular, |λ(l)| =
|µ(l)|, 1 ≤ l ≤ k;
(ii) for all 1 ≤ l ≤ k we have either
0 ≤ µ′nl−1+1 − λ′nl−1+1 ≤ 1,
or
0 ≤ λ′nl − µ′nl ≤ 1. (2.11)
PROOF. It is clear that Kλ,µ = 1 iff there exists only one configuration 1 (the maximal
one) and K1(1) = 1 (see Theorem 1.1). Condition (2.10) is equivalent to K1(1) = 1. Condi-
tion (2.11) follows from Theorem 2.1. 2
If partition λ := (nm) has a rectangular shape, then we have two typical examples for
Kλ,µ = 1. Namely,
λ = (nm), µ ⊂ (nm+1), λ ≥ µ; λ = (nm), µ = (nm−1) ∪ µ˜, µ˜ ` n, λ ≥ µ.
(2.12)
According to Theorem 2.3, a general example with Kλ,µ = 1 may be glued from the elemen-
tary examples (2.12).
EXAMPLE.
Kλ,µ(q) = q7, if λ = (7, 7, 7), µ = (6, 6, 5, 4),
Kλ,µ(q) = q6n, if λ = (4n, 4n, 4n), µ = (43n), n ≥ 1.
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