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nite-dimensional case. Application to characterizing corresponding Jordan ring automorphism
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1. Introduction and statement of results
The study of the geometry of matrices was initiated by Hua in the middle of
40s of last century [2–9]. In this geometry, the points of a space are a certain kind
of matrices of a given size (rectangular matrices, symmetric matrices, Hermitian
matrices, etc.). With each such space of matrices, we associate a group of motions.
The main problem is to characterize this group by only one geometric invariant, that
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is, the adjacency. Recently, some authors have generalized a few of Hua’s theorems
(see [10–13]) and given other proofs of the Hua’s fundamental theorems of geometry
of rectangular matrices and Hermitian matrices (see [11,13]). Motivated by [10],
where the fundamental theorem of the geometry of rectangular matrices is extended
to infinite-dimensional cases, in this note, we extend the Hua’s fundamental theorem
of the geometry of symmetric matrices to infinite dimensional case.
Let C be the field of complex numbers and R be the field of real numbers. As
usual, Mn(C) and GLn(C) stands for the matrix algebra of all n × n matrices over
C and the group of all nonsingular matrices in Mn(C), respectively. A matrix T ∈
Mn(C) is said to be symmetric if T t = T , where T t stands for the transpose of T .
Denote by Sn(C) the linear space of all n × n symmetric matrices in Mn(C). Two
matrices X1 and X2 ∈ Sn(C) are said to be of arithmetic distance r , denoted by
d(X1, X2) = r , if rank(X1 − X2) = r . In the case that rank(X1 − X2) = 1, we say
that X1 and X2 are adjacent. It is easy to verify that d satisfies the requirements for
a distance function in a metric space. With the space Sn(C) we associate a group of
motions which consists of transformations of the form
X → PXP t + S0
for all X ∈ Sn(C), where P ∈ GLn(C) and S0 ∈ Sn(C). Obviously the elements of
the group of motions leave the arithmetic distance between any pair of points of
Sn(C) invariant. The converse proposition is almost true. In fact, the adjacency alone
is sufficient to characterize the motions to within automorphisms of the underlying
field. More precisely, we have the following fundamental theorem of the geometry
of symmetric matrices due to Hua.
Theorem 0. Let n be an integer  2 and let  be a bijective map from Sn(C) onto
itself. Assume that  preserves the adjacency in both directions, i.e., for every pair
X1, X2 ∈ Sn(C), X1 and X2 are adjacent if and only if (X1) and (X2) are adja-
cent. Then there exist an automorphism τ of C, a matrix X0 ∈ Sn(C) and a nonsin-
gular matrix P ∈ GLn(C) such that  is of the form
(X) = PXτP t + X0 for all X ∈ Sn(C),
where Xτ = [τ(xij )]n×n for X = [xij ]n×n.
Hua obtained above result for continuous  in [7] and for the general case that
C is replaced by any field with characteristic other than two in [8]. For the case of
arbitrary field and a different proof, we refer to Wan’s book [14].
The purpose of this note is to extend above theorem to infinite dimensional case.
Let H be a Hilbert space over C. Denote B(H) the von Neumann algebra of
all bounded linear operators on H . Through out this paper we will fix an ortho-
normal basis {eλ | λ ∈ } of H . For any x ∈ H , we have x =∑λ∈〈x, eλ〉eλ and
define x¯ =∑λ∈〈eλ, x〉eλ. Let T and S be linear operator from H into itself. If〈T eλ, eµ〉 = 〈Seµ, eλ〉 holds for all λ,µ ∈ , then we say that S is the transpose
of T associated to the basis {eλ|λ ∈ } and denote S = T t. T is called symmetric
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if T = T t. We denote by SyF (H) the linear subspace of all finite rank symmetric
operators and Sy(H) the linear subspace of all symmetric operators in B(H). Re-
call that an additive map A on H is said to be τ -linear if τ is an automorphism
of C and A(αx) = τ(α)Ax holds for all α ∈ C and x ∈ H . If τ is the conjugation,
that is, if τ(α) ≡ α¯, the τ -linear maps are called conjugate linear. For a conjugate
linear operator A : H → H , its transpose At associated to the basis {eλ | λ ∈ } is
a conjugate linear operator on H satisfying 〈Ateλ, eµ〉 = 〈eλ, Aeµ〉 for all λ,µ ∈ .
As in the finite dimensional case, we say that two operators X1 and X2 ∈Sy(H) are
adjacent if X1 − X2 is a rank-one operator. It is clear that every symmetric rank-1
operator has the form x ⊗ x¯ for some x ∈ H and vice versa.
Now let us state our main results.
Theorem 1. Let  :SyF (H) →SyF (H) be a surjective map. Then  preserves
adjacency in both directions if and only if there exists an automorphism τ of C,
a bijective τ -linear operator A on H and an operator X0 ∈SyF (H) such that X →
(X) − X0 is additive and
(x ⊗ x¯) = Ax ⊗ Ax + X0
for all x ∈ H .
Theorem 2. Let  :SyF (H) →SyF (H) be a surjective bounded map. Then  pre-
serves adjacency in both directions if and only if there exist a bounded bijective
linear or conjugate linear operator A on H and an operator X0 ∈SyF (H) such
that
(X) = AXAt + X0
for all X ∈SyF (H).
Theorem 3. Let  :Sy(H) →Sy(H) be a surjective strongly continuous map.
Then  preserves adjacency in both directions if and only if there exists a bounded
linear or conjugate linear operator A on H and an operator X0 ∈Sy(H) such that
(X) = AXAt + X0
for all X ∈Sy(H).
As an application, we give a characterization of Jordan ring automorphisms
of Sy(H). It is known that Sy(H) is a Jordan ring with respect to the addition
(X, Y ) → X + Y , and the Jordan multiplication (X, Y ) → XY + YX. A bijective
map  :Sy(H) →Sy(H) is called an Jordan ring automorphism if
(X + Y ) = (X) + (Y )
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and
(XY + YX) = (X)(Y ) + (Y )(X)
for all X, Y ∈Sy(H).
Theorem 4. A map  :Sy(H) →Sy(H) is a Jordan ring automorphism if and
only if there exists a bounded invertible linear or conjugate linear operator A : H →
H with At = A−1 such that
(X) = AXAt
for every X ∈Sy(H).
Hua’s proof [7,8], as well as Wan’s proof [14], of Theorem 0 is quite long and
relies severely on matrix techniques which seems can not be used for the case of
operators on infinite dimensional spaces. In fact, Hua’s proof is carried out by means
of mathematical induction and uses the method of construction of involutions devel-
oped in [4–6]. Wan’s proof is more direct by the method of characterizing the max-
imal sets of rank 1 and of rank 2. In their proofs, the additivity of (X) − (X0) is
a consequence of Theorem 0 but not a middle step of the proofs. The proof of our
main result (Theorem 1) is quite different. Our approach mainly follows the idea in
[10] of reducing to the finite dimensional case and then using Hua’s corresponding
fundamental theorem (Theorem 0). However it is much more tricky in our situation
than that in [10] since only symmetric operators here should be involved. Instead of
merely dealing with rank-1 operators, in many places, we have to work on rank-2
symmetric operators and develop some new techniques. We also point out here that,
by our approach, we can not apply Theorem 0 fully. In fact, what we can get from
Theorem 0 is the additivity of the map X → (X) − (0), and then, we have this
additivity as a middle step of our proof. The reason will be presented before Step 5
in the proof of Theorem 1.
We mention here that this note is closely relative to the study of preserver prob-
lems which attracts more and more attention recently. The basic question of such
topic is to find as few as possible geometric or algebraic invariants that are enough
to determine the structures of maps between operator algebras or operator spaces.
Though many deep results have been achieved for various operator algebras, there
are few known results on the preserver problems for operator spaces except the
space of all self-adjoint operators. This note seems the first paper discussing the
preserver problems on the space of symmetric operators. We also mention here
that, by using the results in this note, we showed in [1] that every surjective addi-
tive map φ on Sy(H) which preserves zero-products in both directions (i.e., for
any T , S ∈Sy(H), φ(T )φ(S) = 0 ⇔ T S = 0) if and only if there exist a scalar c
and a bounded linear or conjugate linear invertible operator A : H → H satisfying
AAt = I such that φ(T ) = cATAt for all T ∈Sy(H). Thus we believe that the
results in this note may be basic to answer several preserver problems on the operator
spaceSy(H).
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2. Proofs of the results
This section is devoted to proving Theorems 1–4 stated in previous section. We
first give a lemma which presents a characterization of finite rank symmetric opera-
tors.
Lemma 2.1. Every element in SyF (H) of rank n can be expressed as a sum of n
rank-one operators inSyF (H).
Proof. Let X ∈SyF (H) be a rank-one operator. Then X =
∑n
i=1 xi ⊗ yi with x1,
x2, . . . , xn and y1, y2, . . . , yn linearly independent. Since Xt =∑ni=1 y¯i ⊗ x¯i and
X = Xt, we have ∑ni=1 xi ⊗ yi =∑ni=1 y¯i ⊗ x¯i . It follows that y1, y2, . . . , yn ∈[x¯1, x¯2 . . . , x¯n], the linear space spanned by {x¯1, x¯2 . . . , x¯n}. Write yi = ai1x¯1 +
ai2x¯2 + · · · + ainx¯n =∑nj=1 aij x¯j ; then
X =
n∑
i=1
xi ⊗ yi =
n∑
i=1
xi ⊗

 n∑
j=1
aij x¯j


and
Xt =
n∑
i=1
y¯i ⊗ x¯i =
n∑
i=1
n∑
j=1
(a¯ij xj ) ⊗ x¯i
=
n∑
j=1
xj ⊗
(
n∑
i=1
aij x¯i
)
=
n∑
i=1
xi ⊗

 n∑
j=1
aji x¯j

 .
From X = Xt, it follows that ∑nj=1 aij x¯j =∑nj=1 aji x¯j for every i. Hence∑n
j=1(aij − aji)x¯j = 0 and consequently, aij = aji . Let
A =


a¯11 a¯12 . . . a¯1n
a¯21 a¯22 . . . a¯2n
...
...
.
.
.
...
a¯n1 a¯2n . . . a¯nn

 .
Then A is a symmetric matrix and there exists an invertible matrix
V =


v11 v12 . . . v1n
v21 v22 . . . v2n
...
...
.
.
.
...
vn1 v2n . . . vnn


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such that V t = V −1 and
VAV t =


α1 0 . . . 0
0 α2 . . . 0
...
...
.
.
.
...
0 0 . . . αn

 =: [sij ]n×n.
Let (z1, z2, . . . , zn) = (x1, x2, . . . , xn)V −1; then xi =∑nk=1 vkizk ,
X =
n∑
i=1
xi ⊗

 n∑
j=1
aij x¯j

 = n∑
i=1
(
n∑
k=1
vkizk
)
⊗

 n∑
j=1
aij
n∑
l=1
v¯lj z¯l


=
n∑
k=1
n∑
l=1
n∑
i=1
n∑
j=1
vki a¯ij vlj zk ⊗ z¯l .
Since
∑n
i=1
∑n
j=1 vki a¯ij vlj = skl , we get X =
∑n
i=1 αizi ⊗ z¯i , as desired. 
Proof of Theorem 1. It is obvious from Lemma 2.1 that the “if” part of the theorem
is true.
To check the “only if” part, assume that  is surjective and preserves the adja-
cency in both directions. There is no loss of generality in assuming that (0) = 0.
Otherwise let (X) = (X) − (0) and consider  instead. We proceed in steps.
Step 1.  is injective.
Assume that (X1) = (X2), X1, X2 ∈SyF (H) and denote Y = X2 − X1.
Define a new map  :SyF (H) →SyF (H) by (X) = (X + X1) − (X1). Then
maps both 0 and Y into 0 and preserves the adjacency in both directions. In particu-
lar,maps rank-one symmetric operators into rank-one symmetric operators. If Y /=
0, by Lemma 2.1, Y can be expressed as Y =∑ni=1 yi ⊗ y¯i for some yi ∈ H , i =
1, 2, . . . , n. Choose y ∈ H such that y is linearly independent of y1, . . . , yn. Obvi-
ously, rank(y ⊗ y¯ − Y ) /= 1. But then 1 /= rank((y ⊗ y¯) −(Y )) = rank((y ⊗
y¯)), contradicting the fact that  maps rank-one symmetric operators into rank-one
symmetric operators.
Step 2. Both  and −1 preserves the arithmetic distance, that is
rank(X − Y ) = rank((X) − (Y ))
holds for all X, Y ∈SyF (H).
For any X, Y ∈SyF (H), if rank(X − Y ) = r , then by Lemma 2.1, there exist xi ∈
H , i = 1, 2, . . . , r , such that X − Y =∑ri=1 xi ⊗ x¯i . Let Y0 = Y , Y1 = Y + x1 ⊗
x¯1, Y2 = Y + x1 ⊗ x¯1 + x2 ⊗ x¯2, . . ., Yr = Y +∑ri=1 xi ⊗ x¯i = X. Because  pre-
serves adjacency, we see that rank((X)−(Y ))∑ri=1 rank((Yi)−(Yi−1))=
r . Considering −1, we get rank((X) − (Y )) = rank(X − Y ).
It follows from Step 1 that, for any nonzero vector x ∈ H , there exists y ∈ H ,
y /= 0, such that (x ⊗ x¯) = y ⊗ y¯.
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Step 3. If x1, x2, . . . , xn are linearly independent vectors in H and if (xi ⊗
x¯i ) = yi ⊗ y¯i (i = 1, 2, . . . , n), then, for any X ∈SyF (H) with ran (X) ⊆ [x1, x2,
. . . xn], we have ran((X)) ⊆ [y1, y2, . . . , yn], where ran(T ) stands for the range of
map T .
As the case n = 1 is obvious, we assume n  2 in the sequel.
We first claim that {y1, y2, . . . , yn} is a linearly independent set of vectors. As-
sume, on the contrary, that y1, y2, . . . , yn are linearly dependent, we will induce a
contradiction. We check here a special case that y1, y2, . . . , yn−1 are linearly inde-
pendent and other cases can be dealt with similarly. Without loss of generality,
assume that yn = y1 + y2 + · · · + yn−1. Then, for any j ∈ {1, 2, . . . , n − 1}, rank(∑n−1
i=1 yi ⊗ y¯i − yj ⊗ y¯j
) = n − 2. Thus −1(∑n−1i=1 yi ⊗ y¯i) = −1(yj ⊗ y¯j ) +
Rj , where Rj ∈SyF (H) with rank (Rj ) = n − 2. It follows that ran(−1(yj ⊗
y¯j )) ⊆ ran
(
−1
(∑n−1
i=1 yi ⊗ y¯i
))
, and hence {x1, x2, . . . , xn−1} ⊆ ran
(
−1(∑n−1
i=1 yi ⊗ y¯i
))
. Since rank
(
−1
(∑n−1
i=1 yi ⊗ y¯i
)) = n − 1, we get ran(−1(∑n−1
i=1 yi ⊗ y¯i
)) = [x1, x2, . . . , xn−1]. On the other hand, as rank(−1(yn ⊗ y¯n)) =
1, rank(yn ⊗ y¯n −∑n−1i=1 yi ⊗ y¯i ) = n − 1 and −1 preserves the rank, one sees that
rank
(
−1(yn ⊗ y¯n) − −1
(∑n−1
i=1 yi ⊗ y¯i
)) = n − 1. However, this implies that
xn ∈ ran(−1(yn ⊗ y¯n)) ⊆ ran
(
−1
(∑n−1
i=1 yi ⊗ y¯i
)) ⊆ [x1, x2, . . . , xn−1], a con-
tradiction.
Next we assert that, if x′ ∈ [x1, x2, . . . , xn] and if (x′ ⊗ x¯′) = y′ ⊗ y¯′, then
y′ ∈ [y1, y2 . . . , yn]. Just for the same reason as last item, write x′ = x1 + x2 +
· · · + xn. Then, for any j ∈ {1, 2, . . . , n}, rank
(∑n
i=1 xi ⊗ x¯i − xj ⊗ x¯j
) = n − 1.
So
(∑n
i=1 xi ⊗ x¯i
) = (xj ⊗ x¯j ) + Sj , where Sj ∈SyF (H) and rank (Sj ) = n −
1. Note that (
∑n
i=1 xi ⊗ x¯i ) has rank n and (xj ⊗ x¯j ) has rank 1. This forces that[yj ] =ran((xj ⊗ x¯j )) ⊂ran
(

(∑n
i=1 xi ⊗ x¯i
))
for every j = 1, 2, . . . , n. Thus we
must have ran
(

(∑n
i=1 xi ⊗ x¯i
)) = [y1, y2, . . . , yn]. Since rank((x′ ⊗ x¯′)) = 1,
rank(x′ ⊗ x¯′ −∑ni=1 xi ⊗ x¯i )= n and  preserves the rank, we see that rank((x′ ⊗
x¯′) − (∑ni=1 xi ⊗ x¯i)) = n and hence, ran((x′ ⊗ x¯′) ⊂ [y1, y2, . . . , yn].
Now, for any X ∈SyF (H) with ran(X) ∈ [x1, x2, . . . , xn], let us check that
ran((X)) ⊆ [y1, y2 . . . , yn]. Assume rank(X) = s (1  s  n); then there exist
linearly independent vectors x′1, x′2 . . . , x′s ∈ [x1, x2,. . ., xn] such that X =si=1x′i ⊗
x¯′i . Let(x′i ⊗ x¯′i ) = y′i ⊗ y¯′i , i = 1, 2, . . . , s. Thus, by the assertions we just showed
above, y′i ∈ [y1, y2 . . . yn] and ran((X)) ⊆ [y′1, y′2, . . . , y′s] ⊆ [y1, y2, . . . , yn], as
desired.
Step 4.  is additive.
For any X, Y ∈SyF (H), there exists a finite dimensional linear subspace  ⊂ H
with dim = n such that ran(X) ∪ ran(Y ) ⊂ . Pick {x1, x2, . . . , xn} and {y1, y2,
. . . , yn} in H so that = [x1, x2, . . . , xn] and(xi ⊗ x¯i ) = yi ⊗ y¯i , i = 1, 2, . . . , n.
From Step 3 one sees that y1, y2, . . . , yn are linearly independent. Denote  =
[y1, y2, . . . , yn]. Let P and Q be the projections (i.e., self-adjoint idempotents)
with ranges  and , respectively. Then PSyF (H)P
t
 and QS
y
F (H)Q
t
 are
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linearly isomorphic to Sn(C) which keep the rank of elements invariant. By Step
3, we have (PSyF (H)P
t
) = QSyF (H)Qt.
Applying the fundamental theorem of the geometry of symmetric matrices (The-
orem 0), it is easily seen that (X + Y ) = (X) + (Y ). Therefore,  is additive.
We remark here that, by Theorem 0, there exist an automorphism τ of C and
a nonsingular matrix P ∈ GLn(C) such that the corresponding map on Sn(C) of
 is of the form W → PWτP t for all W ∈ Sn(C). But it does not ensure directly
the existence of a corresponding τ -linear operator A which maps ran(P) onto
ran(Q) such that (Z) = AZAt for all Z ∈ PSyF (H)P t. The reason is that,
though PSyF (H)P
t
 and QS
y
F (H)Q
t
 are linearly isomorphic to Sn(C), they may
not be spatial since, for instance, the dimension of the linear subspace spanned by
the ranges of P and P t may be greater than n. What we can get here is the fact that
 is additive. And we have to study on  further to find the desired τ -linear bijection
A promised in Theorem 1.
Step 5. Fix an nonzero vector x ∈ H for a moment and write (x ⊗ x¯) = u ⊗ u¯
with u ∈ H . There exists a bijective function f : C → C such that (tx ⊗ x¯) =
f (t)u ⊗ u¯, ∀t ∈ C. Furthermore, for any y ∈ H , there exists unique z ∈ H such
that (x ⊗ y¯ + y ⊗ x¯) = u ⊗ z¯ + z ⊗ u¯ and (ty ⊗ y¯) = f (t)(y ⊗ y¯).
Because x ⊗ x¯ is adjacent to tx ⊗ x¯ whenever t /= 1 we have (tx ⊗ x¯) ∈ Cu ⊗
u¯. The same is true for the inverse of . Hence, there exists a bijective function
f : C → C such that (tx ⊗ x¯) = f (t)u ⊗ u¯, ∀t ∈ C.
We further show that, for any y ∈ H , there exists unique z ∈ H such that (x ⊗
y¯ + y ⊗ x¯) = u ⊗ z¯ + z ⊗ u¯ and (ty ⊗ y¯) = f (t)(y ⊗ y¯), ∀t ∈ C.
If y and x are linearly independent, let (y ⊗ y¯) = v ⊗ v¯ for some v ∈ H and
(ty ⊗ y¯) = g(t)v ⊗ v¯, ∀t ∈ C, for some bijective function g : C → C. By Step
3, u, v are linearly independent and ran((sx ⊗ y¯ + sy ⊗ x¯)) ⊆ [u, v]. Therefore
we can assume that (sx ⊗ y¯ + sy ⊗ x¯) = αu ⊗ u¯ + γ (u ⊗ v¯ + v ⊗ u¯) + βv ⊗ v¯.
Since rank(sx ⊗ y¯ + sy ⊗ x¯ − tx ⊗ x¯) = 2 for every t ∈ C, we have 2 = rank
((sx ⊗ y¯ + sy ⊗ x¯) − (tx ⊗ x¯)) = rank(αu ⊗ u¯ + γ (u ⊗ v¯ + v ⊗ u¯) + βv ⊗
v¯ − f (t)u ⊗ u¯)) for every t ∈ C, which implies that β = 0. Similarly, α = 0. Con-
sidering −1, we see that there exists a bijective function k : C → C such that
(sx ⊗ y¯ + sy ⊗ x¯) = k(s)u ⊗ v¯ + k(s)v ⊗ u¯ for evry s ∈ C. In particular, (x ⊗
y¯ + y ⊗ x¯) = u ⊗ z¯ + z ⊗ u¯, where z = k(1)v ∈ ran((y ⊗ y¯)).
For every nonzero r, t ∈ C, (rtx ⊗ x¯ + 1
t
y ⊗ y¯) = f (rt)u ⊗ u¯ + g( 1
t
)
v ⊗ v¯.
If s2 = r , then s(x ⊗ y¯ + y ⊗ x¯) and rtx ⊗ x¯ + 1
t
y ⊗ y¯ are adjacent. Therefore
f (rt)g
(
1
t
)
= k(s)2.
Let r = s = 1, one gets f (t)g( 1
t
) = 1. In particular, k(1)2 = f (1)g(1) = 1, and
thus we have k(1) = ±1. Let t = 1, one gets f (r) = k(s)2. So we have f (rt)g( 1
t
) =
f (r)f (t)g
( 1
t
) = k(s)2. Hence, f is multiplicative and is an automorphism of C.
Moreover, it follows from taking r = 1
t
that f (t) = g(t).
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If y, x ∈ H are linearly dependent, let y = ax for some a ∈ C. Then (x ⊗
y¯ + y ⊗ x¯) = (2ax ⊗ x¯) = 2f (a)u ⊗ u¯. So we may take z = f (a)u. By choosing
y0 ∈ H such that both y0, x and y0, y are linearly independent, it easily follows that
(ty ⊗ y¯) = f (t)(y ⊗ y¯) for all t ∈ C.
Finally we check the uniqueness of z. If there exist z1, z2 ∈ H such that
(x ⊗ y¯ + y ⊗ x¯) = u ⊗ z¯1 + z1 ⊗ u¯ = u ⊗ z¯2 + z2 ⊗ u¯, then u ⊗ (z1 − z2) +
(z1 − z2) ⊗ u¯ = 0, which implies that z1 = z2.
By Step 5, for any nonzero x ∈ H , we can define a map Ax : H → H such that
(x ⊗ y¯ + y ⊗ x¯) = u ⊗ Axy + Axy ⊗ u¯.
Step 6. There exists an automorphism τ of C such that, for every x ∈ H , Ax is
τ -linear.
Since  is additive, Ax is obviously additive. Furthermore Axy ∈ ran((y ⊗ y¯)).
It follows from the fact that Ax is additive and ran((ty ⊗ ty)) = ran((y ⊗ y¯)),
there exists an additive map τx,y : C → C such that Ax(ty) = τx,y(t)Axy.
We claim that τx,y is independent of x, y.
Firstly we show that τx,y is independent of y. Since Axy ∈ ran((y ⊗ y¯)), there
exist y1, y2 ∈ H such that Axy1, Axy2 are linearly independent and
Ax(ty1 + ty2) = Ax(t (y1 + y2)) = τx,y1+y2(t)Ax(y1 + y2)
= τx,y1+y2(t)(Axy1 + Axy2).
On the other hand
Ax(ty1 + ty2) = Ax(ty1) + Ax(ty2) = τx,y1(t)Axy1 + τx,y2(t)Axy2.
Thus we have τx,y1 = τx,y1+y2 = τx,y2 .
If Axy1, Axy2 are nonzero and linearly dependent, we can find Axy3 such that
both {Axy3, Axy1} and {Axy3, Axy2} are linearly independent sets of vectors. There-
fore τx,y1 = τx,y3 = τx,y2 .
If Axy = 0, then (x ⊗ y¯ + y ⊗ x¯) = 0. So x ⊗ y¯ + y ⊗ x¯ = 0 which forces
that y = 0. Hence Ax(ty) = 0. This complete the proof that τx,y is independent
of y.
So, we can write that τx,y = τx .
Secondly we show that τx is multiplicative.
For any t, s ∈ C,
τx(ts)Axy = Ax(tsy) = τx(t)Ax(sy) = τx(t)τx(s)Axy.
Therefore τx(ts) = τx(t)τx(s).
Finally, we check that τx is independent of x. In fact, for any x1, x2 ∈ H , let
(xi ⊗ x¯i ) = ui ⊗ u¯i , i = 1, 2. By the proof of Step 5, Axi (txi) = f (t)ui =
f (t)Axi xi = τxi (t)Axi xi , i = 1, 2. It follows that τx1 = f = τx2 .
Step 7. For every x and y in H , Ay = Ax or −Ax .
Fix a nonzero x0 ∈ H and let (x0 ⊗ x¯0) = u0 ⊗ u¯0.
For any nonzero x ∈ H , let (x ⊗ x¯) = u ⊗ u¯. If x, x0 are linearly independent,
then u, u0 are linearly independent and
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((x0 + x) ⊗ (x0 + x)) = (x0 ⊗ x¯0 + x0 ⊗ x¯ + x ⊗ x¯0 + x ⊗ x¯)
= (x0 ⊗ x¯0) + (x0 ⊗ x¯ + x ⊗ x¯0) + (x0 ⊗ x¯0)
= u0 ⊗ u¯0 + u0 ⊗ Ax0x + Ax0x ⊗ u¯0 + u ⊗ u¯.
By Step 5, we have Ax0x = αxu with αx = ±1. Thus
((x0 + x) ⊗ (x0 + x)) = (u0 + αxu) ⊗ (u0 + αxu).
For any y ∈ H , we have
((x0 + x) ⊗ y¯ + y ⊗ (x0 + x)) = (u0 + αxu) ⊗ Ax0+xy + Ax0+xy
⊗ (u0 + αxu) = u0 ⊗ Ax0+xy
+ u ⊗ αxAx0+xy + Ax0+xy ⊗ u¯0
+αxAx0+xy ⊗ u¯.
On the other hand,
((x0 + x) ⊗ y¯ + y ⊗ (x0 + x) = ((x0 ⊗ y¯ + y ⊗ x¯0) + (x ⊗ y¯ + y ⊗ x¯))
= (u0 ⊗ Ax0y + Ax0y ⊗ u¯0)
+ (u ⊗ Axy + Axy ⊗ u¯).
From above we get u0 ⊗ (Ax0y − Ax0+xy) + (Ax0y − Ax0+xy) ⊗ u¯0 + u ⊗
(Axy − αxAx0+xy) + (Axy − αxAx0+xy) ⊗ u¯ = 0. This implies that Ax = αx
Ax0+x = αxAx0 = ±Ax0 .
If x, x0 are linearly dependent, we can always find x1 ∈ H such that both {x1, x0}
and {x, x1} are linearly independent. By what we just proved, we get again that Ax =
±Ax0 .
Denote A = Ax0 , then for any y ∈ H , (x ⊗ y¯ + y ⊗ x¯) = αxu ⊗ Ay + Ay ⊗
αxu with αx = ±1.
Step 8. (x ⊗ x¯) = Ax ⊗ Ax and (x ⊗ y¯ + y ⊗ x¯) = Ax ⊗ Ay + Ay ⊗ Ax,
for all x, y ∈ H .
By Step 7, we can define a map B : H → H such that for any x, y ∈ H ,
(x ⊗ y¯ + y ⊗ x¯) = Bx ⊗ Ay + Ay ⊗ Bx.
It is easy to verify that A,B are τ -linear and (x ⊗ x¯) = Bx ⊗ Bx. We only need
to prove that A = B.
For any x ∈ H , (x ⊗ x¯ + x ⊗ x¯) = Bx ⊗ Ax + Ax ⊗ Bx. On the other hand,
(x ⊗ x¯ + x ⊗ x¯) = 2(x ⊗ x¯) = 2Bx ⊗ Bx. It follows from Bx ⊗ (Ax − Bx) +
(Ax − Bx) ⊗ Bx = 0 that A = B.
It is clear that A is bijective. This completes the proof of Theorem 1. 
Proof of Theorem 2. We need only to check the “only if” part. Assume that  :
S
y
F (H) →SyF (H) is a continuous surjective map which preserves the adjacency in
both directions. By Theorem 1, there exist an automorphism τ of C, a τ -linear bijec-
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tive map A : H → H and an operator X0 ∈SyF (H) such that X → (X) − X0
is an additive bijection on SyF (H) and (x ⊗ x¯) = Ax ⊗ Ax + X0 for all x ∈ H .
Since  is bounded, we see that both A and τ are continuous. Hence τ is the identity
or the conjugate map of C and consequently, A is bounded linear or conjugate-linear.
Note that Ax ⊗ Ax = A(x ⊗ x¯)At. Using Lemma 2.1 we get (X) = AXAt + X0
for all X ∈SyF (H). 
Proof of Theorem 3. Only the “only if” part need be checked. Assume that  :
Sy(H) →Sy(H) is a surjective strongly continuous map which preserves adja-
cency in both directions. Without loss of generality, we can assume that (0) = 0.
The same argument as in Step 1 of the proof of Theorem 1 shows that  is also
injective. Let X, Y ∈Sy(H). It is easy to check that rank(X − Y ) = m implies the
existence of operators X = X0, X1, . . . , Xm = Y ∈Sy(H) such that Xi−1 and Xi
are adjacent, i = 1, . . . , m. Since  preserves adjacency, by the triangle inequality
we get rank((X) − (Y ))  m = rank(X − Y ). Considering −1 in place of 
entails rank((X) − (Y )) = rank(X − Y ). Therefore we must have (SyF (H)) =
S
y
F (H). Now we can apply Theorem 2 to get a bounded linear or conjugate linear
bijective operator A such that (X) = AXAt for all X ∈SyF (H).
It is easily checked by a standard method thatSyF (H) is strongly dense inS
y(H).
Since, by the assumption,  is strongly continuous, we have
(X) = TXT t
holds for all X ∈Sy(H). The proof is completed. 
Proof of Theorem 4. Assume that :Sy(H) →Sy(H) is a Jordan ring automor-
phism. We have to show that there exists a bounded linear or conjugate linear opera-
tor A on H such that (X) = AXAt for all X ∈Sy(H). It is trivial to prove that
(0) = 0, (2.1)
(X2) = (X)2, (2.2)
(I ) = I (2.3)
and
(XYX) = (X)(Y )(X) (2.4)
hold for every X, Y ∈Sy(H). We divide the proof into several steps.
Step 1. If X, Y ∈Sy(H) satisfy X2 = X /= 0, Y 2 = Y /= 0 and XY = YX = 0,
then (X)(Y ) = (Y )(X) = 0.
By (2.1), 0 = (0) = (XY + YX) = (X)(Y ) + (Y )(X), thus (X)
(Y ) = −(Y )(X). By (2.4), we have 0 = (XYX) = −(X)2(Y ) = −(X)
(Y ). Therefore (X)(Y ) = (Y )(X) = 0.
Step 2.  maps rank-one symmetric idempotents into rank-one symmetric
idempotents.
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By (2.2),  maps symmetric idempotent into symmetric idempotent.
If P ∈Sy(H) with rank(P ) = 1 and P 2 = P such that (P ) = Q has rank >
1, then we can find x ∈ ran(Q) such that 〈x, x¯〉 /= 0. Otherwise for every x ∈ H ,
0 = 〈Qx,Qx〉 = 〈Qx, JQx〉 = 〈x,Q∗JQx〉, where J is the conjugate linear oper-
ator on H defined by Jx = x¯, x ∈ H . It follows that Q∗JQ = 0, Q∗ = Q∗Q∗ =
Q∗JQtJ = Q∗JQJ = 0. This is a contradiction. So we have the decomposition
Q = Q1 + Q2 with Q1,Q2 ∈Sy(H), Q21 = Q1 /= 0, Q22 = Q2 /= 0, Q1Q2 =
Q2Q1 = 0. Thus P = −1(Q) = −1(Q1) + −1(Q2). By Step 1, −1(Q1)−1
(Q2) = −1(Q2)−1(Q1) = 0. So rank(P ) = rank(−1(Q1) + −1(Q2)) > 1,
arriving a contradiction.
Step 3.maps rank-one symmetric operators into rank-one symmetric operators.
For any rank-1 operator X = x ⊗ x¯ ∈Sy(H), there are two possibilities: 〈x, x¯〉 /=
0 or 〈x, x¯〉 = 0.
If b = 〈x, x¯〉 /= 0, then b−1X is a rank-1 idempotent. By Step 2, rank((b−1X)) =
1. Since X = (b−1X)X(b−1X), by (2.4) we get (X) = (b−1X)(X)(b−1X).
Therefore (X) is of rank one.
If 〈x, x¯〉 = 0, let Z = (x + x¯) ⊗ (x¯ + x) whenever x + x¯ /= 0; otherwise, let Z =
(x − x¯) ⊗ (x¯ − x). Then Z is a rank one symmetric operator, and so is(Z). Clearly,
X = aXZX, for some a ∈ C \ {0}. By (2.4), (X) = (X)(aZ)(X), so (X) is
of rank one.
Step 4. There exists an automorphism τ of C and a bijective τ -linear operator A,
such that (x ⊗ x¯) = Ax ⊗ Ax holds for all x ∈ H .
As in the proof of Theorem 3, we have (SyF (H)) =SyF (H). So the claim is
easily obtained by Theorem 1 and Step 3.
Step 5. 〈Ax,Ay〉 = τ(〈x, y¯〉) holds for all x, y ∈ H .
Firstly, we prove that 〈Ax,Ax〉 = τ(〈x, x¯〉). If 〈x, x¯〉 /= 0, then (〈x, x¯〉−1x ⊗
x¯) = τ(〈x, x¯〉−1)(x ⊗ x¯) = τ(〈x, x¯〉−1)Ax ⊗ Ax. Since 〈x, x¯〉−1x ⊗ x¯ is a rank-
one idempotent, τ(〈x, x¯〉−1)Ax ⊗ Ax is a rank-one idempotent. Therefore
τ(〈x, x¯〉−1)〈Ax,Ax〉 = 1. i.e., 〈Ax,Ax〉 = τ(〈x, x¯〉). If 〈x, x¯〉 = 0, considering−1
ensures us that 〈Ax,Ax〉 = 0. So we always have 〈Ax,Ax〉 = τ(〈x, x¯〉).
For any x, y ∈ H , from 〈Ax + Ay,Ax + Ay〉 = τ(〈x + y, x¯ + y¯〉) and 〈x, y¯〉 =
〈y, x¯〉, it follows that 〈Ax,Ay〉 = τ(〈x, y¯〉).
Step 6. τ is the identity or the conjugate map of C.
It is enough to prove that τ is continuous. Otherwise τ is unbounded in any
neighborhood of 0. Choose a sequence {en}∞n=1 in the fixed basis of H . If M =
supn{‖Aen‖} < ∞, let tn ∈ C such that |tn|  2−n and |τ(tn)| > n. Let x =∑∞
n=1 tnen. Then x ∈ H and
M‖Ax‖  |〈Ax,Aen〉| = |τ 〈x, e¯n〉| = |τ(tn)| > n
for all positive integer n, a contradiction. If M = supn{‖Aen‖} = ∞, for each n, we
can choose rn ∈ Q (the set of rational numbers) with ‖Aen‖  rn and tn ∈ C with
|tn/rn|  2−n so that τ(tn/r2n) > n. Let fn = en/rn and x =
∑∞
n=1(tn/rn)en ∈ H .
Then supn ‖Afn‖  1 but
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‖Ax‖  |〈Ax,Afn〉| = |τ(〈x, f¯n〉)| = |τ(tn/r2n)| > n,
again a contradiction. So τ is continuous, and τ(t) ≡ t or τ(t) ≡ t¯ for all t ∈ C.
Consequently, A is linear or conjugate linear.
Furthermore, from Step 5 to 6 and the closed graph theorem, we conclude that A
is continuous.
Step 7. At = A−1 and (X) = AXA−1 for every X ∈SyF (H).
By the additivity of , we only need to check the case that X is of rank one.
Let X = x ⊗ x¯, for any y ∈ H ,
(x ⊗ x¯)y = (Ax ⊗ Ax)y = 〈y,Ax〉Ax
= 〈AA−1y,Ax〉Ax = τ(〈A−1y, x¯〉)Ax
= A(〈A−1y, x¯〉x) = A(x ⊗ x¯)A−1y.
So (x ⊗ x¯) = A(x ⊗ x¯)A−1 = A(x ⊗ x)At and A−1 = At.
Step 8. (X) = AXA−1 holds for all X ∈Sy(H).
For any X ∈Sy(H) and y ∈ H ,
(X(y ⊗ y¯)X) = (X)(y ⊗ y¯)(X)
= (X)A(y ⊗ y¯)A−1(X) = (X)Ay ⊗ (X)Ay.
On the other hand,
(X(y ⊗ y¯)X) = (Xy ⊗ Xy) = AXy ⊗ AXy.
It is easily checked now that there exists αX ∈ C such that (X)A = αXAX and
(X) = αXAXA−1. Furthermore, αX does not depend on X. So, there exists a
scalar α such that(X) = αAXA−1 for every X ∈ Sy(H). Since(I ) = I , we have
α = 1. 
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