Introduction
In [1] , an integration theory for valued fields was developed with a Grothendieck group approach. Two types of categories were studied. The first was of semi-algebraic sets over a valued field, with all semi-algebraic morphisms. The Grothendieck ring of this category was shown to admit two natural homomorphisms, esssentially into the Grothendieck ring of varieties over the residue field. These can be viewed as generalized Euler characteristics. The objects of the second category are semi-algebraic sets with volume forms; the morphisms are semialgebraic bijections preserving the absolute value of the volume form. (Some finer variants were also studied.) The Grothendieck ring of bounded objects in this category can be viewed as a universal integration theory.
Even before the restriction to bounded sets, an isomorphism was shown between the semiring of semi-algebraic sets with measure preserving morphisms, and certain semirings formed out twisted varieties over the residue field, and rational polytopes over the value group. Though this description is very precise, the target remains complicated. With a view to representationtheoretic applications, we require a simpler description of the possible values of the integration, and in particular natural homomorphisms into fields. In the present paper we obtain such results after tensoring with Q, in particular introducing additive inverses. Since this operation trivializes the full semiring, we restrict to bounded sets. We show that the resulting Q-algebra is generated by its one-dimensional part. In the "geometric" case, i.e. working over an elementary submodel as a base, we determine the structure precisely. As a corollary we obtain useful canonical homomorphisms in the general case.
Let F be a valued field of residue characteristic 0. Let V be an F -variety. A semialgebraic subset of V is a Boolean combination of subvarieties and of sets defined by valuation inequalities {x ∈ U : valf (x) ≤ valg(x)}, where U is a relatively closed F -subvariety of V , and f, g are regular functions on U . (It is possible to think of the F a -points defined by these equalities, but better to think of K-points where K is an undetermined valued field extension of F .) Let Vol F be the category of semi-algebraic sets with bounded semi-algebraic volume forms; see 3. 19 for a precise definition. The Jacobian of any semi-algebraic map between such objects can then be defined, outside a lower dimensional variety; morphisms are semi-algebraic bijections whose Jacobian has valuation zero (outside a lower dimensional variety.) The Grothendieck ring K(Vol F ) of this category can be viewed as a universal integration theory for semialgebraic sets and volume forms over F . This ring is graded by dimension, but one can form out of it a ring K df (Vol F ) of "pure numbers", ratios of integrals of equal dimension (see §1.1). We state there a version of Theorem 3.22 in the case of a higher dimensional local field.
Let Var F be the category of algebraic varieties over the residue field of F . K by mapping q i to the ratio of the annulus of valuative radius γ i to the unit annulus U 0 ; and t i to the logarithmic quantity L F (t i ) = [({x : 0 ≤ val(x) < γ i }), dx/x)]/[(U 0 , dx)].
Localizations by certain elements will be needed. They are explained in the text before the statement of Theorem 3.22. Here we will just denote them with a subscript loc. We denote by L F the homomorphism induced on localizations also. Theorem 1. 1. vf1 Assume F has value group Z n . Let F denote the residue field of F . There exists a canonical homomorphism
. . , t n , q 1 , . . . , q n ] loc with I F J F = Id.
It is worth noting that K df Q (Var F ) contains an elementq, ratio of the volume of a closed and an open ball of the same radius. The quantitiesq, q 1 , . . . , q n are Q-algebraically independent. This is unlike p-adic integration theories, and those of Denef, Denef-Loeser, Cluckers-Loeser, where one hasq = q 1 . The reason is that we chose the "geometric" realization of the universal integral, which has the following functoriality in ramified extensions:
If F ≤ F ′ is a finite ramified field extension, whose value group is generated (for simplicity) by γ 1 /m 1 , . . . , γ n /m n , then we have: mi = q i . At the limit over all ramified extensions, or just a family whose value groups approach Q n , the homomorphisms I F ′ become an isomorphism. In fact the fundamental case here is really the case of divisible value group.
Viewed as an integral, I F satisfies Fubini and the usual change of variable formula, with respect to arbitrary semi-algebraic maps. It is also additive with respect to definable maps into the value group or residue field.
In the case of value group Z n described above, the theorem should be compared to earlier integration theories of Fesenko and Parshin ; see [3] .
The above statements are all special cases of the results in [1] , with improvement only in the description of the target ring. This depends on a closer study of the Grothendieck ring of bounded piecewise linear polytopes. We express in closed form the motivic volume of any bounded polytope over an ordered Abelian group, in terms of quantities ι(b) referring to the length of a one-dimensional segment [0, b), and Boolean quantities e(b) that can be viewed as referring to the existence or not of b as a rational point. Note that The formulas specialize (in their graded version) to standard integration formulas, and on the other hand formulas giving the number of integer points in bounded polytopes. But since they must also be valid in groups such as Z n , nothing can be assumed about the index of arithmetic sequences. Nevertheless when sufficient care is taken with arithmetic issues, it turns out that the formulas can be proved using integration by parts.
In [1] , a parallel theory without volume forms, and without ignoring lower dimensional sets, was also developed. On the one hand, a universal invariant was found, with values in a Grothendieck ring formed out of K(Var F ) and K(Γ). (Theorem 1.1) On the other hand, two homomorphisms were found, essentially into K(Var F ); they were deduced from the universal invariant and two "Euler characteristic" homomorphisms K(Γ) → Z, found earlier by [6] and [4] . (Theorem 10.5) However, no universality property was shown for the latter. The two Euler characteristics are known to be universal with respect to GL n (Q) transformations, but it is GL n (Z) transformations that are relevant here; since it is these (along with translations by values of rational points) that lift to the valued field. Theorem 3.12 fills this gap in the rational coefficient case, by showing that even with respect to integral transformations alone, K df (Γ) ∼ = Q 2 . In the appendix we define the Iwahori Hecke algebra of SL 2 over an algebraically closed valued field. Iwahori Hecke algebras are usually defined for (quasi-)split algebraic groups over non archimedian local fields as convolution algebras with respect to the Haar measure. Here, instead, we use motivic integration. We give an analogue of the Bernstein presentation for the algebra and find its center. In [5] , a construction of the Iwahori Hecke algebra of SL 2 over a two dimensional local field is given. We think this construction is unrelated to ours.
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2.
The Grothendieck ring of bounded polytopes over an ordered Abelian group 2.1. The dimension-free part of a graded ring. While we are ultimately interested in Q-algebras, in the interest of simpler proofs we will also use semi-rings for the basic lemmas. Elements of the Grothendieck semi-ring are represented by definable sets, and equality corresponds to definable bijections. For the corresponding ring representing an element [X] − [Y ] requires two definable sets, and equality
∪ Z. Thus a canonical isomorphism between semirings, when available, is not only stronger but easier to prove than the isomorphism of rings it implies.
Given a graded semiring R = ⊕ n≥0 R n , and an element
−1 ] 0 be the zero'th homogeneous component. When a 1 is fixed we will just write R df . We think of the elements of R df as ratios or pure numbers, whereas the elements of R may have "units".
As a semigroup, R df a can also be described as the direct limit of the semigroups R d under the maps R d → R d+1 given by x → a 1 x. In some cases that will be encountered, e.g. when R d is the Grothendieck group of varieties of dimension ≤ d, R df can be thought of as a stabilized version of the Grothendieck group of varieties (of all dimensions at once.)
Define a semiring homomorphism f :
] 0 has the universal property for semiring homomorphisms g : R → S such that g(a 1 ) = 1.
The Laurent polynomial semiring
is a semiring homomorphism, B 1 ⊗ A B 2 is defined to be the universal semiring B with maps g i : B i → B such that g 1 f 1 = g 2 f 2 . If A, B, B i are the ring canonically obtained from A, B, B i by introducing additive inverses, one verifies immediately that the natural map
] be a homomorphism of graded semirings with φ(e 1 ⊗1) = φ(1⊗e 2 ) = e 3 , and with kernel generated by the relation 1⊗e 2 = e 1 ⊗1.
Proof. We obtain an isomorphism of Laurent polynomial rings (
. The lemma follows.
Lemma 2.2. gr2
Let R be a graded ring,
Proof. The homomorphism R → R/I extends to a homomorphism h : 
∈ I
df .
This shows that ker(h 0 ) = I df , proving the lemma.
We also have:
Let R, S be graded semirings, e ∈ R 1 , e ′ ∈ S 1 , and let f : R → S be an injective homomorphism, f (e) = e ′ . If for any r ′ ∈ S, for some n, r 
is a bijection, and there exists a partition
. By definition, it is the free semigroup generated by the objects of Γ bdd A [n], subject to the relations: is the corresponding ring. Similar notation is used for the measured categories.
Observe that a disjoint union of volΓ[n] isomorphisms is again a volΓ isomorphism, provided that it is a Γ[n] isomorphism.
Here we will be interested in dimension-free quantities, i.e. ratios of elements of Γ[n] for each n, taking their direct limit over n. We will normalize
A ) be the corresponding ring, and
1 , using the GL 2 (Z) map (x, y) → (x + y, y). Hence e(a) is idempotent. For a ∈ A, we have e(a) = 1. We also have an element ι(a)
is the closed-open interval, for a > 0; if a < 0 we let ι(a) = −ι(−a), and ι(0) = o.) We will sometimes write [a, b) to denote the class ι(b) − ι(a). If φ(x 1 , . . . , x n ) is a formula, we will sometimes write [φ] for the class of {(x 1 , . . . , x n ) : φ(x 1 , . . . , x n )}.
We define the dimension-free Grothendieck ring as in the unmeasured case:
It turns out that the measured ring can be constructed from the unmeasured one; we thus begin by studying the latter.
Definable functions. definable-functions
Recall the semigroup of functions
). An element of this semiring is represented by a definable set F ⊆ Γ × Γ m , such that F (x) = {y : (a, y) ∈ F } is bounded for any x. F represents a function in the following sense: given any ordered Abelian group extension A(t) of A, generated over A by a single element t, we obtain an element [F (t)] of K + (Γ bdd A(t) ). Similarly we define F n(Γ, K +0 (Γ 
Note that e(t) represents the function 1 in this formalism, since [ 
, using the translation x → x − b. Hence F (t), e(t)F (t) represent the same function. Since all A ′ are at issue, we may take
. Addition is defined pointwise on representatives. There is more than one option for multiplication; at present we will use pointwise multiplication, yielding a semi-ring. The ring of functions F n(Γ,
) is the ring of formal differences; an element [
is represented by a pair (F 1 , F 2 ), with the obvious rules for equivalence, sum and product.
If
But if h has non-integral coefficients, this need not be the case. We also use the notation of indefinite integrals 1 . We write:
to mean: for any a, b,
. Nevertheless addition and composition on the right with a function make sense:
, no longer keeps track of ambient dimension; but we still have a filtration based on intrinsic dimension:
The graded version is not needed at the level of results; but it will simplify the proofs inasmuch as without it the integration by parts formulas become more complicated. 
We have equality of classes in K:
Proof. It suffices to prove the same statement for f i ∈ F n(Γ, K + ), since it is linear in each f i and hence formally extends to K, and thence to K df by division. For t = (t 1 , . . . , t n ) ∈ Γ n , let i(t) be an index i ∈ {1, . . . , n} with l i −1 (t i ) having the maximal value. In case there are several such indices, let i(t) be the smallest possible one. i F i is the class of
Then X is the disjoint union of the X i , and
The formula follows.
Now assume in addition that
.
Proof. Obtained by subtraction from Lemma 2.6 in the case of n + 1 functions, with G = F 0 and l 0 (x) = x for the first equation, G = F n+1 , l n+1 = x for the second.
We will often look at highest homogenous terms. The degree will be clear from the context, so we will write = gr for equality in the graded ring. In the graded ring there is no distinction between F i , F i and the formula simplifies to:
The variable limits of integration are needed because of the expression below for ι(αx + c); it cannot be written as an integral with limits 0, x of a function.
Let α = q/p ∈ Q be a reduced fraction. Then
Now in (1) we take, for i ≥ 1:
. Now the change of variable s = t/p j gives:
¿From this we retain:
, and Lemma 2.9 gives:
Changing sides, we obtain (n + 1)
, whence the corollary.
We will need a more precise version later. In any Q-algebra, one can define c n (
For n = 0 this is clear; we proceed by induction. By Lemma 2.7 with g(x) = 1,
Now (1 + t)C n−1 (t) = (t − (n − 1))C n−1 (t) + nC n−1 (t) = nC n (t) + nC n−1 (t). Thus using the induction hypothesis and (2) for n + 1,
) of the form e(αx+ βa), with α, β ∈ Q, a ∈ A. By definition, two such terms e 1 , e 2 are equal iff for all M |= DOAG A and c ∈ M , the idempotents e 1 (c), e 2 (c) are equal elements of K df (Γ bdd A(c) ). According to [1] Proposition 9.2, this in turn holds iff for all subgroups T of Q⊗A(c) containing A(c), e 1 (c) ∈ T iff e 2 (c) ∈ T ; In other words, iff A(c, e 1 (c)) = A(c, e 2 (c)). More generally, ( cr1 )
As an application, note the equalities, for m, m ′ relatively prime integers, k ∈ Z, b ∈ A:
The term "piecewise" will refer to partitions of Γ into definable points and open intervals, including all of Γ or half-infinite intervals. By a constant term we mean a piecewise constant function, whose values on each piece are of the form e( b m ) with m ∈ N, b ∈ A. By a standard divisibility term we mean a term e( Any term e(αx
equivalent to a product of a a constant term with a standard divisibility term. The denominator of the latter is equal to the denominator of α as a reduced fraction.
Proof. The term can be written as e(mx + nb)/p, with b ∈ A, m, n, p ∈ Z, p = 0. Write m = m 1 m 2 , p = m 1 m 3 , with m 2 , m 3 relatively prime. As in (4), we have:
Now since m 2 , m 3 are relatively prime, there exists m ′ ≥ 1 with m 2 m ′ = 1 mod m 3 . In particular, m ′ , m 3 are relatively prime. As in (5), ( 1.0.1 )
This is the product of the constant term e(m ′ nb/m ′ m 1 ) with the standard term
Lemma 2.13. zero Any finite product of terms e(αx + βb) ∈ F n(Γ,
) equals a product of one standard divisibility term and a number of constant terms.
Proof. Using Lemma 2.12 and (4) (with k = 1), it suffices to consider products of terms e( If m|m ′ , we have, using Criterion (3):
Thus for each prime p, it suffices to consider one term e( x+b p l )e(b), i.e. the highest occuring power can be used to reduce the others to constant terms. So we need only consider products of terms e( 
This finishes the proof.
) is equivalent to a Q-linear combination of products of the form of Lemma 2.13
is generated by the classes of definable points p = (p 1 , . . . , p n ). Each p i has the form c i /m i with c i ∈ A, and the class
is piecewise of the form of Lemma 2.13; i.e. there exists a partition
, with e j a Q-linear combination of a finite product of terms e(αx + βb). Now the characteristic functions of the I k are also constant terms, and using them it is clear that f itself is of the stated form.
Zero-dimensional terms inside integrals can now be eliminated as follows. Note that the analogous formula with rational m would not be valid; in effect we used the fact that e(x)e(b)e( x+b m ) = e(b)e(( x+b m )). We note in passing a more direct approach to the computation of the length of a segment on lines through the origin; but this method, that ignores the arithmetic of the inhomogeneous part, does not work for other segments.
Lemma 2.16. Let p, q be relatively prime integers. Then there exists
Proof. GL 2 (Z) acts transitively on primitive integer vectors, since they may be completed to a lattice basis. Hence some M ∈ GL 2 (Z) takes (p, q) t to (1, q) t . Thus M takes a planar line of slope p/q to one of slope 1/q. For lines through the origin, the length is now just the length of a projection.
2.8. One-dimensional functions.
Proof. A bounded, definable, one-dimensional subset of Γ n is a finite union of points and bounded segments on lines in Γ n , i.e. additive translates of 1-dimensional definable subspaces (α 1 , . . . , α n )Γ, with α = (α 1 , . . . , α n ) ∈ Q n .
We can take α to be a primitive element of Z n . All such elements are GL n (Z)-conjugate, so in fact we can take α = (1, 0, . . . , 0). In this case the translate has the form Γ × {p}, with p = (p 2 , . . . , p n ) a definable point of Γ n−1 . So the segment has the form (a, b) × {p}, with a, b ∈ Q⊗A. Hence the class of the segment is [(a, b)
For later use, if α = p/d with p, d ∈ N, and b ∈ A, we will say that ι(αx + b) admits internal denominator d. A product of terms, each admitting internal denominator d, will also be said to admit this denominator. Note that in general ι(
). We will also use an arithmetic refinement: let F n,d be the F 0 -submodule of F n generated by F n−1 along with n-fold products of basic one-dimensional terms with internal denominator dividing d, i.e. terms ι(
, and using additivity of the integral, we may assume
; so we may assume that if α i = 1 then c i = 0.
In case d = 1, we have p i = α i = 1, so c i = 0 and ι(α i t + c i ) = ι(t). By Lemma 2.10,
In general, let
Using Lemma 2.9 with g = 1, we have:
where
Now if α j = 1 and c j = 0, then c jk = c k . Thus (using also p j = d) each of the terms h j (α j (γx + c) + c j ) is identical with (γx+c) 0 n j=1 ι(α j t + c j )dt. Moving these terms to the left we have, with ν = |J 1 | + 1, c
For j ∈ J 2 we have p j < d, so the induction hypothesis applies. Since
This concludes the proof of the lemma.
It follows from the hypothesis, applied to the structure generated by an element b, that f (b) ∈ F ′ n ; it follows by compactness that f itself is a product of 0-and 1-dimensional generators. By Lemma 2.13, any product of 0-dimensional generators equals a product of one standard divisibility term e( 
Since g i (ms − b) is again a basic one-dimensional term, we may assume:
in order to show:
. This follows from Lemma 2.18.
is generated as a Q-algebra by the elements e(a), ι(a), a ∈ Q⊗A.
Proof. We have seen that F ′ 0 , F ′ 1 are contained in the algebra generated by these terms. Hence it suffices to show that F n = F ′ n for each n. For n = 0, 1 this is true by definition; we proceed by induction. Assume F n = F ′ n , and let X ⊆ Γ n ′ be definable and bounded, of dimension ≤ n + 1. After a finite definable partition we may assume the first projection has fibers of dimension ≤ n. By induction, for any t,
). It follows that there exists a definable partition Γ = ∪ j I j and f j ∈ F n(Γ, F n ) such that for t ∈ I j , [X t ] = f j (t). We may take I j to be an interval (a j , b j ) (j ∈ J 0 ) or a singleton {c j } (j ∈ J 1 ), or f j = 0. Then X is the disjoint union of the pullbacks of the I j ; so we may assume
). In fact we have obtained a somewhat stronger statement. The semiring K +0 (Γ) was defined below Definition 2.4. Let K +0 (Γ)
′ be the subsemiring generated by the elements e(a), ι(a).
′ be the corresponding ring, and
′′ be the semiring obtained from K +0 (Γ) by adding additive inverses to the elements of K +0 (Γ) ′ , and
′′ the result of formally dividing by integers n > 0. We have natural homomorphisms
Proof. All our integral equalities are valid in K
′ . Hence the proof of Proposition 2.20
′′ is surjective. Since the same elements are inverted in these semi-rings, the homomorphism is also injective, hence bijective, and
′′ by additively inverting elements, the
is also an isomorphism.
Subrings and quotients of
. Let A be an ordered Abelian group, and let T A denote the symmetric algebra
this is a polynomial ring in n variables.
We have a homomorphism φ A :
The image contains the classes of points of A (all equivalent to 1) and segments with endpoints in A.
Lemma 2.22. subring
The natural homomorphism φ A :
Proof. We may assume A is finitely generated. First consider the case A ⊆ Q. So A ∼ = Z, and we may take A = Z. The symmetric algebra T A can be identified with the polynomial ring
. Now for any m, we have a homomorphism For the general case we will use a statement of Van den Dries, Ealy, and Marikova. The proof is included in [1] Proposition 9.10, with R in place of Q, but this does not matter. Claim Let Q ∈ Q[u 1 , . . . , u n ], B ⊂ Γ n a DOAG-definable set, and Q vanishes on B(Q), then Q vanishes on B.
An element of T A can be written as G(a), with G ∈ Q[X 1 , . . . , X n ] and a = (a 1 , . . . , a n ) ∈ A. Suppose φ A (G(a)) = 0. This is due to a finite number of GL k (Z)-isomorphisms and Atranslations between finite unions of products of the intervals [0, a i ) and points, and possibly some auxiliary intervals and points with endpoints a The proof of Lemma 2.22 may give the impression that specializations of finitely generated subgroups of Γ into Z, followed by the maps count m , resolve points on K df Q (Γ bdd A ) and thus give decisive information. This is not the case, as the example below shows. In general, let A = Q⊗A. We have a natural surjective homomorphism ν :
Composing with ψ A we obtain a homomorphism
The relations e(a/n) = 1, nι( a n ) = ι(a) (a ∈ A) are already in the kernel of ν; both are seen using the translation x → x + a/n. These relations suffice (using Proposition 2.20) to reduce any element of K 
The measured Grothendieck ring
We turn to the dimension-free Grothendieck ring of the category volΓ A [ * ] of Definition 2.4 (3-5). When possible we omit A from the notation.
We begin by representing this Grothendieck ring as a ring of functions under convolution. Recall the semigroup of definable functions
To distinguish this semiring from the semiring F n(Γ, K + (Γ)) with pointwise multiplication, we denote it Fn * (Γ, K + (Γ)).
Let Fn
, a graded semiring. Fn bdd * (Γ, * ) are the functions with semi-bounded domain and pointwise bounded range:
Proof. (Compare Lemma 9.12 of [1] ; we include a proof for completeness.) Note first that the linear map (x 1 , . . . , x n ) → n i=1 x i is GL n (Z)-conjugate to the map (x 1 , . . . , x n ) → x 1 . Therefore volΓ is isomorphic to the category volΓ ′ defined in the same way, except with maps preserving the form x 1 in place of n i=1 x i . Moreover we relabel the variables as (t, x 1 , . . . , x n−1 ). Given X ⊆ Γ n , and t ∈ Γ, let X t = {(x 1 , . . . , x n−1 ) : (t, x 1 , . . . , x n−1 ) ∈ X}.
Given a semi-bounded definable X ⊆ Γ n , let α(X) be the definable function:
′ -isomorphism, then clearly h restricts to bijections h t : X t → Y t which are in fact volΓ A(t) [n − 1] -isomorphisms. Hence α(X) depends only on [X], and a homomorphism
we can take g t definable uniformly in t, and define g(t, x 1 , . . . , x n−1 ) = (t, g t (x 1 , . . . , x n−1 )); then g : F → F ′ is a definable bijection. Moreover for any t, there is a finite set of matrices M 1 (t), . . . , M k(t) (t) ∈ GL n−1 (Z) and elements c i (t) ∈ A(t) such that for any x ∈ Γ n−1 , for some i ≤ k(t), g t (x) = M i (t)x + c i (t). By compactness, M 1 (t), . . . , M k (t) can be chosen from a finite set M 1 , . . . , M k of matrices. So for any t ∈ Γ and x ∈ Γ n−1 , for some i ≤ k, g t (x) − M i (t)x ∈ A(t). Now A(t) is the group generated by t over A, so any element of A(t) has the form a + mt for some m ∈ Z. By compactness, there exist finite subset A 0 of A and Z 0 of Z such that for any t ∈ Γ and x ∈ Γ n−1 , for some i ≤ k, some a ∈ A 0 and m ∈ Z 0 , g t (x) = M i (t)x + a + mt. Partition X into finitely many pieces, such that M i , m, a are constant on each piece; then on each piece g is given by (t, x) → (t, M x + a + mt)for some a ∈ A n−1 and m ∈ Z n−1 . But this is clearly an affine GL n (Z)-transformation. Thus g is a volΓ
. his allows us to define β :
. It is clear that α, β are inverse homomorphisms. So α is an isomorphism and shows (1) . Restricting α to bounded sets yields an isomorphism
The direct sum of these isomorphisms over all n yields (2). The verification that product goes to tensor product is straightforward.
bdd )) be the function with support at {0} and value 1. Note that for f ∈ Fn
We can also define a convolution product on the semigroup Fn
). An element of this semigroup is represented by a pair (f, n), where f ∈ Fn bdd (Γ, K + (Γ[n] bdd )), and (f, n) is identified with (f * q m 0 , n+m). The pair (f, n) is intended to represent the function t → f (t)[0]
Proof. By Lemma 3.2 (2),
This defines an injective semiring homomorphism
which is clearly also surjective.
Given a definable function h : Γ → Fn * (Γ, K + (Γ)), and a definable Y ⊆ Γ, we define
where ev γ (h)(t) = h(t)(γ). This carries over to the groups and rings considered below.
Let
) be Q-algebra of functions represented by elements whose support is bounded below. Then R Γ also has a natural convolution structure, and forms a ring. We begin by developing some identities in R Γ . We denote convolution of functions f, g by f g; we will not consider the pointwise product except when one of the functions is supported on {0}, in which case the two products are equal.
Let R ) ) is defined pointwise, and implies equality of the value at 0, it is easy to see that this is an isomorphism.
( meas0 )
Let q(γ) denote the element supported on {γ}, with q(γ) = 1.
The elements of K 
Γ be the Q-space generated by products q(b ′ )a 1 ·. . .·a n , where a i ∈ F 1 R Γ 0 or a i = θ m,b for some m and some b ∈ Q⊗A.
As above we will write some of the identities in graded form.
Note that e(b)θ m,b = e(b) Note that while
is not. Thus integration by parts does not directly apply. To compute unbounded integrals (when A = (0)) we will use:
Let m ∈ N be such that mα i ∈ N, and let a ∈ mA, a = 0. Then 
From this the existence of f 1 is clear. We compute:
and the lemma follows.
Since the elements inverted are from F 0 R Γ , the filtration carries through to R Γ l . Let R Γ bdd be the subring of R Γ consisting of elements with two-sided bounded support: Now an analog of Lemma 2.9. We use integration by parts in K(volΓ A ). Products refer to the Grothendieck ring of these categories, or equivalently to convolution from the point of view of Lemma 3.2.
Lemma 3.6. ibp-6
Let α = α 0 , α 1 , . . . , α n ∈ Q >0 , c = c 0 , c 1 , . . . , c n ∈ Q⊗A,
We have by definition F 0 (t) = αt+c 0 q(ms)ds. We apply (1) (for indices 0, . . . , n) with g = 1, G = ι, f 0 , F 1 as above, and for i ≥ 1, writing
as in the proof of Lemma 2.9. Thus:
, so the change of variable s = t/p j gives:
We use induction on n and on d. If M i is the largest integer ≤ α i , we have:
. Using this relation, we immediately reduce to the case p i ≤ d.
(2.1) We begin with (2) in the case: α = 1. We have
q(ms)ds
Now e(t)e(mt) = e(t), and e(mt)q(m(t + s)) = q(mt)q(ms). Thus 
Both summands lie in F ′ n R Γ , by induction on n, and using Proposition 2.20. This finishes (2) in the case α = 1.
(
The first summand on the right is evidently in F ′ n R Γ . If α j = 1, so is the second, by the case (2.1). If α j < 1, then α k /α j = p k /p j have denominators < d, so induction on d applies and (2) can be quoted. Hence
2) in the general case. We use Lemma 3.6 (for n − 1). The first summand on the right is clearly in F ′ n R Γ . By (1), so is the second. The remaining n − 1 summands are
If α j = 1 then again the denominators are < d, and by induction E j ∈ F ′ n R Γ . If α j = 1 then E j has the form (2), and so can be moved to the left as in Lemma 2.18. 
So it suffices to show that for
lies in the Q-algebra generated by the elements q(b) and θ m,b , m ∈ N, b ∈ Q⊗A. This follows from Lemma 3.7.
(2) Follows from Lemma 3.4.
The next lemma suggests a way to look at unbounded functions; it will not be used further on. Let
pointwise multplication, and more generally an R Γ -module, under convolution. Thus we can define R
. Note that R Γ is no a priori a ring. However, it can be made into one using:
Proof. Using Proposition 3.8 together with the automorphism γ → −γ, the elements with negative support are generated by the q(γ) together with the elements θ 3.1. The elements θ m . We show that θ is transcendental over the elements of bounded support; but the various θ m are rational over θ. Proof. θ n = ∞ 0 j(t)q(t)dt with j of degree n. Convolving by an element of R b still leaves an expression of the same form, with j(t) ∈ F n \ F n−1 . The lemma follows from the linear independence of polynomials of distinct degrees over the functions with finite support.
On the other hand, we have:
, and we have
We have:
e(s)e(t)e( s n )e( s − t n + 1 ) = e(s)e(t)e( s + nt n(n + 1) )
With the change of variables s ′ = s + nt we obtain e(s)e(t) = e(s ′ )e(t), and
With a further change of variable
so by (14),
This is equivalently to the identity in the statement of the lemma. From this we see that
The lemma follows by induction.
Unbounded sets.
We briefly pause to describe the dimension-free Grothendieck ring of Γ. The resulting homomorphisms on K(V F ) were already described in [1] ; the present results confirms their uniqueness. Compare [6] , [4] .
We denote e(a)
is generated as a Q-algebra by the elements e(a), ι(a) (a ∈ Q⊗A) and ι(∞).
For a ∈ A, we have ι(a) = 0. Also ι(∞)
Proof. The proof of Lemma 2.6 remains valid for K(Γ) with b = ∞, letting Thus if A = Q⊗A, K df Q (Γ A ) is generated by the element ι(∞). The relation ι(∞) 2 = ι(∞) shows that the Q-algebra is a quotient of Q 2 ; the two Euler characteristics in [1] show that it is in fact Q 2 .
Subrings and quotients of
Let 
as well as a homomorphism ψ A :
Proof. Compositing the map φ
of (11), we obtain a map ψ A : 
It is still injective, by Lemma 3.10. By Lemma 3.11, the image of ψ ′ contains θ n for each n. By (13), for any a ∈ A, since e(a) = 1 ∈ R Γ , Q m (a) = (1 − q(ma))θ m is also in the image of ψ ′ . Hence so is θ m,a . Assume now that A is divisible. By Proposition 3.8, R 
be the induced homomorphism, then ψ ′′ is surjective. It follows that ψ ′′ is an isomorphism. Let ψ * be the inverse; restricting back to R Γ we obtain the lemma in the divisible case. In general, define ψ * A to be the composition of the natural homomorphism Q⊗K df
The Grothendieck ring of RV. As a step towards the valued field, we consider the theory of extensions
of an ordered divisible Abelian group Γ (written additively) by the multiplicative group of an algebraically closed field. This is a complete theory; in a saturated model M , the sequence is split, though of course the set of points in a given substructure need not be. See [1] for details. We work over a base structure A RV , which as above is left out of the notation. Let A be the image of A RV in Γ. Let A RES = A ∩ RES where RES = ∪ γ∈Q⊗A val rv −1 (γ).
The following specializes Definitions 3.66 and 5.21 of [1] 2 . Define Σ : Γ n → Γ by Σ ((x 1 , . . . , x n ) 
Definition 3.14. RVcat 1) RV[n] is the category of pairs (U, f ), with U a definable subset of RV m for some m, and
is the full subcategory of volRV[m] consisting of objects whose Γ-image is contained in [γ, ∞] m , for some definable γ ∈ Γ. These will again be referred to as semi-bounded. 
Semi-boundedness is preserved by the pullback ; and also, again by definition, a volΓ[n]-isomorphism lifts to a volRV[n] isomorphism. Thus we also have ( vGtoRV )
On the other hand the inclusion induces an obvious map ( REStoRV )
and ( vREStoRV )
We obtain homomorphisms ( rv0 )
has the same image under (19) as {γ} 1 has under (17); and similarly in the measured case. Thus in both cases the kernel contains the elements 1⊗[val rv
. By Corollary 10.3 and Proposition 10.10 of [1] , these elements generate the kernel in both cases, (19) and (17).
2
The definitions in [1] are more general in several respects. In particular several kinds of resolution on volume forms are considered; here we consider the type denoted vol Γ in [1] . Since no other volumes are considered, the subscript becomes unnecessary. Similar results are possible for the other variants.
3.5.
Bounded definable subsets of RV. We begin with a description of the Grothendieck ring of two-sided bounded definable subsets of RV in the divisible case, using Lemma 2.22. This does not immediately translate to a statement for VF, since the notion of boundedness is not preserved under arbitrary definable maps. The results of this subsection will not be used further on.
(21) induces a homomorphism:
whose kernel is again generated by the elements 1⊗[val rv Hence we have a surjective homomorphism ( rv3 )
whose kernel is generated by the relations val rv
(where γ ∈ Q⊗A, and e(γ)
, and similarly for the semirings.
Proof. The homomorphism (21) is compatible with restriction to semi-bounded sets:
) is surjective and has kernel generated by the elements 1⊗[γ] − [val rv −1 (γ)]⊗1. Equations (23), (24) for semi-bounded sets follow in the same way. The Proposition follows upon taking additive inverses.
Let T A denote the symmetric algebra Q ⊕ (Q⊗A) ⊕ Sym 2 (Q⊗A) ⊕ . . ..
Corollary 3.17. I5 Assume A is divisible, and let
Proof. Assume A is divisible. In this case every definable set X ⊆ RES m is definably isomorphic to a definable subset of a Cartesian power of k, where k is the residue field. So K(RES[n]) reduces to K(k), the Grothendieck ring of F -varieties. Moreover for any definable γ ∈ G, val rv −1 (γ) is definable isomorphic G m (k). Hence in this case the relations in Proposition 3.16 are redundant, and the tensor product is valid over Q. By Proposition 2.22,
The corollary follows.
3.6. The measured Grothendieck ring of RV. The connection between varieties with forms over the valued field, and the category volΓ[n], is mediated by volRV[n]. We now study the dimension-free Grothendieck ring of this category, incorporating in particular both Γ and the residue field.
Let F = A RV ∩ k be the base residue field, and Var F [n] the category of F -varieties of dimension ≤ n. (22) can be used to describe K df (volRV bdd ). We do this now in the case: A is divisible.
Proposition 3.18. KdfRV
Assume A is divisible. Then
Proof. In this case the natural map
is a surjective homomorphism, with kernel generated by the single relation
The proposition follows using Lemma 2.1.
3.7.
The Grothendieck ring of bounded volume forms over valued fields. Let T be a V-minimal theory; to simplify notation we will assume T is effective. See [1] for the definitions of these notions. The principal example are the theory ACV F F of algebraically closed valued fields, over a base valued field F with residue field F of characteristic 0. The reader may take T to be ACV F F ; in this case "definable" is the same as "F -semi-algebraic", and the category Vol T described below is Vol F of the introduction. Other examples are analytic expansions of L. Lipshitz and Z. Robinson. If V is a smooth n-dimensional variety, let ΩV = n T V , considered as a variety rather than a vector bundle. The notion of a bounded subset of V and in the same way as in [7] , §6.1. If X ⊆ V is bounded, we consider definable sections ω : X → ΩV over X; we say ω is bounded if the graph in ΩV is bounded.
Definition 3.19. vol
Vol T [n] is the category whose objects are pairs (X, ω), with X either empty or a definable bounded Zariski dense subset of a smooth F -variety V of dimension n, and ω : X → ΩV a definable bounded section. A morphism (X, ω) → (X ′ , ω ′ ) is a definable bijection g between subsets of X, X ′ whose complement has dimension < dim(V ), such that (away from a set of dimension < dim(V )) ω = cg * ω ′ for some definable function c on X with val(c) = 0.
Vol T is an N-graded category, and yields a graded Grothendieck semiring K + (Vol T ). We take e 1 = [(U 0 , dx)], and form the dimension free semiring
. To facilitate the comparison to Definition 3.14, we need to compare Vol T to a more elementary version. 
Proof. Let (X, f ) ∈ Ob volVF[n]. Let V be the Zariski closure of X, and ω = f * dx; this is defined away from a subvariety of V of dimension < n.
, inducing an injective graded semiring homomorphism K + volVF → K + Vol T .
An element of K + Vol T [n] has the form [(X, ω)] with X a definable subset of a smooth affine variety V ⊆ VF n+l , admitting a finite-to-one projection f : V → A n , and 
We write
[U0] , and for a definable b ∈ Γ we write q V F (b) =
[U0] . These correspond under the canonical isomorphisms below to the classes θ and q(b) of K df (volΓ bdd ), and when no confusion can be caused we will omit the subscript. We assume Γ has at least one definable element a 0 > 0, and write q −m for q V F (ma 0 ).
When no confusion can arise, we also write q −m for q(ma 0 ) andq 
If A is divisible, this induces an isomorphism
is the theory obtained from T by adjoining constants for the elements of the algebraic closure of F . We thus assume A = A is divisible.
Let sp be the semiring congruence on K + volRV generated by
, with the constant Γ-form 0 ∈ Γ. The restriction to K + volRV bdd is denoted by the same letter, as is the corresponding ideal of K Q volRV bdd . (The proof of Lemma 8.20 never goes out of the semi-bounded category.)
By [1] Theorem 8.29 ,
Restricting to Γ-valued measures as in (8.5), we obtain an isomorphism
We take [G m (k)] 1 as the distinguished element of K(volRV bdd ) [1] , and correspondingly the class [U 0 ] of the annulus
Under this isomorphism, ξ corresponds to
while q(ma 0 ) corresponds under the composition of (25), (26) to q V F (ma 0 ) = q −m , and θ to θ V F . '
Hence by Proposition 3.13, using 1 −q
We can view the relation ξ V F as defining 1⊗(θ − 1) = (q − 1) −1 ⊗1 where (q − 1)
. Then (27) becomes:
If V is a definable subset of a variety over F and ω a definable volume form, call (V, ω) strictly absolutely integrable if there exists (V ′ , ω ′ ) ∈ Ob Vol T and a definable bijection g : V → V ′ (up to a smaller dimensional set), such that valg * ω ′ = valω. Define V ω to be the image of [(V ′ , ω ′ )] under the homomorphism of Theorem 3.22. This clearly does not depend on the choice of (V ′ , ω ′ ). Let R be the target ring of Theorem 3.22, and the homomorphism. R admits a natural decreasing Γ filtration:
where A >γ = {c ∈ A : c > γ}. 
If all α i ≥ 0, and α i = 0 implies P i is constant, we can call (V, ω) absolutely integrable and define V ω = αi=0 r i P i . This does not depend on the choice of c, but it is not clear if it is really more general than strict absolute integrability. For instance q has an square root in K
. Equivalently, the idempotent e(1/2) has a nontrivial square root
In this appendix we define the Iwahori Hecke algebra of SL 2 over an algebraically closed valued field. We continue to denote by F a valuation field with value group Γ, ring of integers O and residue field F. We denote by O To ease notation, we choose a section Γ → F denoted by γ → t γ . Note, however, that this is never used in an essential way.
We denote by G the group SL 2 (F ), by B the subgroup of upper triangular matrices, by N the subgroup of unipotent upper triangular matrices and by A the subgroup of diagonal matrices. We will abuse notations and write G(O), G(F) etc. for the groups of points of the corresponding algebraic groups. We have a residue map res : G(O) → G(F). All integrals over G will be taken with respect to the Haar form on G, which is
So, for example, the measure of the set of matrices such that
In order that the convolution makes sense, the field of coefficients will be taken to be a field E together with a ring homomorphism K bdd (V ol F ) → E. By P roposition 3.13, there is such a field with nontrivial homomorphism. A special role will be played by the following H module: The proof of the following lemmas is standard: Lemma 4.6. Let g = x y z w and γ ∈ Γ be negative. Then
For γ ∈ Γ let v γ , u γ , S γ , S − γ be the characteristic functions of the following double cosets Proof. We show 2. for example. We first find the coefficients of the v δ 's in the convolution. Note that by I invariance, the coefficient of v δ in the convolution equals the value of the convolution at the point t −δ 0 0 t δ . This, in turn, equals to the measure of the set of elements g ∈ S γ for which there is h ∈ v 0 such that gh = t
To compute the coefficient of u δ , we proceed similarly. Suppose that the product is 0 t
The conditions are
Hence it is neccessary that γ < δ ≤ −γ. Under this assumption, the conditions are
We make the following change of base: We look for inverse to Id − AB of the form
The condition on G is that it satisfies G(z) − (q − 1) It follows from the above discussion that M is a rank one free module over H. In particular, H = End H (M ). A 0 f δ−γ . This map extends to an embedding of F n(Γ) into H which is clearly an algebra homomorphism. Denote T γ = A γ A 0 τ γ . The T γ act as translations on the e γ , f γ 's: T γ e δ = e γ+δ , T γ f δ = f δ−γ . We also have T γ T δ = T γ+δ . We let M be the set of (definable) functions from A(O)N \G/I that vanish on v γ , u γ for γ negative enough. It is clear that M is an H module but it is also a H module, where H is the obvious completion of H. We define I : M → M by Proof. Suppose X ∈ H is non zero. We can view X as a definable function from {±1} ⋉ Γ to E. The support of X is a definable set, hence there is a supremum γ for it. Let ǫ ∈ Γ be positive and smaller than b such that X(γ − ǫ) = 0. Then (1 − T b )X(γ + b − ǫ) = 0, so (1 − T b )X = 0. Proof. Denote by L the algebra (or space) generated by the T γ + T −γ . Clearly, L is contained in the center. On the other hand, every element in H can be uniquely written as a combination of elements of the form T γ + T −γ , T γ − T −γ , (T γ + T −γ )R − 0 , (T γ − T γ )R − 0 (note that T γ e 0 = e γ and R − 0 e 0 = f 0 ). Every one of those subspaces is L invariant and they are linearly independent. Corollary 4.16. The algebra H is finite over its center.
