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Abstract. We consider elements of finite order in the Riordan group R over a field
F of characteristic 0. Viewing R as a semi-direct product of groups of formal power
series, we solve, for all n ≥ 2, two foundational questions posed by L. Shapiro [16] for
the case n = 2 (“involutions”): Theorem 1 states, given F (x) of finite compositional
order, exactly which g(x) make
(
g(x), F (x)) a Riordan element of order n. Theorem
2 classifies finite-order Riordan group elements up to conjugation in R. Viewing R
as a group of infinite lower triangular matrices, we interpret Theorem 1 in terms of
existence of eigenvectors and Theorem 2 as a normal form for finite order Riordan
arrays under similarity. These lead to Theorem 3, a formula for all eigenvectors of
finite order Riordan arrays; and we show how this can lead to interesting combina-
torial identities. We then relate our work to papers [4], [5] of Cheon and Kim which
motivated this paper and we solve the Open question in Section 2 of [5]. Finally, this
circle of ideas gives a new proof of C. Marshall’s theorem ([9], [10]), which finds the
unique F (x), given bi-invertible g(x), such that
(
g(x), F (x)) is an involution.
MSC: 05A15, 20Hxx
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1 Introduction
Background
The Riordan group over a field F is a group R = R(F) of infinite lower triangle matri-
ces, which form a vast generalization of Pascal’s Triangle. Each element [dn,j]n,j≥0 of R is
determined by a pair
(
g(x), F (x)
)
of generating functions,
g(x) = g0 + g1x+ . . . , F (x) = f1x+ f2x
2 + . . . , g0 6= 0, f1 6= 0,
1
where the jth column (j = 0, 1, 2, . . .) is the sequence with generating function g(x) · F (x)j .
Thus (letting [xn] h(x) denote the coefficient of xn in h(x))
dn,j = [x
n] g(x) · F (x)j .
We get Pascal’s triangle, P = [dn,j] =
[(
n
j
)]
(with dn,j = 0 if j > n), if we set
P =
(
g(x), F (x)
)
=
(
1
1− x
,
x
1− x
)
.
The Riordan group was introduced in 1991 by Shapiro, Getu, Woan and Woodson [15] for
combinatorial purposes. They give examples of uses as a tool in enumeration (the number of
paths traversed in n steps under given rules), combinatorial identities and inverse relations
and such combinatorial applications have been much studied. (See for example [1], [7], [8]
and [17].)
The Setup
Each element of R is determined by a pair
(
g(x), F (x)
)
of generating functions and the
group is isomorphic to the semi-direct product of two groups of formal power series. We move
seamlessly between the semi-direct product and matrix viewpoints and write, for example
(the most elementary but very important example),
(g0, ωx) =

g0 0 0 0 · · ·
0 g0ω 0 0 · · ·
0 0 g0ω
2 0 · · ·
0 0 0 g0ω
3 · · ·
...
...
... 0
. . .
 , g0, ω ∈ F \ {0}.
In this paper, we resolve some of the foundational algebraic problems concerning Riordan
groups (Theorems 1 and 2) and we interpret these in terms of matrices to derive (Theorem
3) the complete determination of the eigenvectors of a finite-order Riordan array.
We fix a field F of characteristic zero and let F [[x]] denote the set of all formal power
series g(x),
g(x) = g0 + g1x+ g2x
2 · · ·+ gnx
n + · · · , (gn ∈ F).
We consider the following three groups. (Technical background will be given in Section 2.)
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1. F0[[x]] = { g(x) ∈ F[[x]]
∣∣ g0 6= 0 } is a group under multiplication.
2. F1[[x]] =
{
G(x) ∈ F[[x]]
∣∣ G(x) = g1x+ g2x2 + · · · ,with g1 6= 0} is a group under
composition. We denote
(
G ◦G ◦ · · · ◦G︸ ︷︷ ︸
n terms
)
(x) = G(n)(x)
3. F0[[x]]× F1[[x]] becomes the Riordan group R(F) if we define the operation as(
g(x), F (x)
) (
h(x), K(x)
)
=
(
g(x) · h
(
F (x)
)
, K(F (x))
)
4. It is also useful to have specific notation for the subset F+[[x]] of F[[x]] given by:
F+[[x]] =
{
G(x) ∈ F[[x]]
∣∣ G(x) = gkxk + gk+1xk+1 + · · · ,with k ≥ 1 and gk 6= 0}
Notation:
We denote series in F0[[x]] with lower case letters g(x), h(x), etc.
We denote series in F+[[x]] with capital letters F (x), G(x), etc.
A non-constant series g(x) ∈ F0[[x]] may be written uniquely as g0 + G(x) with 0 6=
g0 ∈ F.
Definition 1.1.
The order of an element γ ∈ Γ (in this paper Γ will be one of the groups F\{0}, F0[[x]],F1[[x]], R(F))
is the least possible integer n such that γn = (the identity element of Γ). If no such integer
exists, we say that γ has infinite order. If γ has order two, γ is called an involution in
Γ.
Remark 1.2.
If F is a subfield of R then it will be immediate from the definitions of the operations in
our groups (Lemma 2.1) that the only non-trivial elements of finite order in these groups
are involutions, since this is true in the multiplicative group R \ {0}. This fact is relevant
when dealing with generating functions of integer (e.g., counting) sequences as is central
in Combinatorics. Theorem 1 below gives a significant new result even when restricted to
involutions. On the other hand, power series over the complex field F = C are central in
mathematics and our main theorems answer basic questions in this realm for all n ≥ 2.
3
Main Theorems
Theorem 1.
Suppose that g(x) = g0 + g1x+ g2x
2 + · · · ∈ F0[[x]], where g0 has finite order (= ord(g0)) in
F \ {0} and F (x) = ωx+ F2x
2 + · · · is an element of finite (compositional) order in F1[[x]].
Then(
g(x), F (x)
)
has finite order n in the Riordan group ⇐⇒
1. n = ℓcm
(
ord(g0), ord(F (x))
)
= ℓcm
(
ord(g0), ord(ω)
)
and
2. there exists an element h(x) ∈ F0[[x]] such that g(x) = g0 ·
h(x)
h
(
F (x)
) .
Indeed, if ĝ(x)
def
=
1
g0
· g(x) and b
def
= ord
(
F (x)
)
then g(x) = g0 ·
h(x)
h
(
F (x)
) if we set
h(x) =
(
ĝ
1
b (x)
)b−1(
ĝ
1
b
(
F (x)
))b−2(
ĝ
1
b
(
F (2)(x)
))b−3
· · ·
(
ĝ
1
b
(
F (b−2)(x)
))
Remark 1.3. If m ∈ N then ĝ(x) =
1
g0
· g(x) = (1 + b1x + · · · ) has a unique m
th root of
the form (1+ c1x+ · · · ) by [11], Theorem 3. It is this m
th root which is denoted by ĝ
1
m (x). It
is proved in [11] that all the usual laws of roots and exponents apply for these formal power
series. In our proof of Theorem 1 we could replace ĝ
1
b (x) by α · ĝ
1
b (x) in the formula for
h(x), where α is any bth root of unity.
Remark 1.4. If
(
g(x), F (x)
)
is an involution (i.e., n = 2) then the proof gives h(x) =( 1
g0
· g(x)
) 1
2
.
Theorem 2 (The Conjugacy Theorem).
A. Suppose that g(x) = g0 + g1x+ g2x
2 + · · · and F (x) = ωx+ F2x
2 + · · · .
If
(
g(x), F (x)
)
has finite order in the Riordan group then
(
g(x), F (x)
)
is conjugate in
R to
(
g0, ωx
)
.
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Indeed if h(x) ∈ F0[[x]] with g(x) = g0 ·
h(x)
h
(
F (x)
) , as in Theorem 1, if ord(F (x) = b
and ΣF =
1
b
∑b
j=1 ω
jF (b−j)(x) then(
h(x), ΣF
)−1 (
g(x), F (x)
)(
h(x),ΣF
)
=
(
g0, ωx
)
B. Suppose that
(
g(x), F (x)
)
and
(
h(x), K(x)
)
are Riordan elements of finite order with
g(x) =
∑
i gix
i, h(x) =
∑
i hix
i, F (x) =
∑
j fjx
j and K(x) =
∑
j kjx
j .
Then
(
g(x), F (x)
)
∼
(
h(x), K(x)
)
(i.e., they are conjugate in R)
⇐⇒ g0 = h0 and f1 = k1.
Remark 1.5. If
(
g(x), F (x)
)
is an involution and
(
g(x), F (x)
)
6= (−1, x) then the Con-
jugacy Theorem, Part A, states that(( 1
g0
· g(x)
) 1
2 ,
1
2
(
x− F (x)
))−1 (
g(x), F (x)
)(( 1
g0
· g(x)
) 1
2 ,
1
2
(
x− F (x)
))
=
(
1,−x
)
.
Our third main theorem,
Theorem 3. (The general form of an eigenvector),
will be stated and proved in Section 5. It gives a complete formula for the eigenvectors of a
finite order element
(
g(x), F (x)
)
.
Remark 1.6.
While our Main Theorems are logically independent of their work, we were much influenced
by the papers ([4], [5]) of Cheon and Kim. We discuss connections to their papers in Section
6 and, in particular, we solve the Open question in Section 2 of [5]. In Section 7 we use an
idea from [4] to give a new (but less elegant) proof of C. Marshall’s Theorem ([9], [10]).
Acknowledgments. I wish to acknowledge my colleagues at Morgan State University,
Drs. Leon Woodson, Asamoah Nkwanta, Xiao-Xiang Gan and Rodney Kerby, and Dr. Lou
Shapiro of Howard University, who introduced me to these matters and provided the collegial
and stimulating atmosphere in which to work on them. And I am grateful to Dr. Gi-Sang
Cheon for pointing out that Theorem 1 could be restated in terms of eigenvectors.
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2 Basics of Formal Power Series and the Riordan Group
We summarize the initial facts about formal power series and the Riordan group with Lem-
mas 2.1 - 2.3. See [6] for proofs, references and historical background on formal power series,
[1] and [15] for introduction to the Riordan group. In 2.4 - 2.7 we develop some basic facts
about elements of finite order in R which we will need in the next section.
Our notational convention is to follow the pattern
g(x) =
∞∑
n=0
gnx
n ∈ F0[[x]], F (x) =
∞∑
n=1
fnx
n ∈ F+[[x]], etc.,
Lemma 2.1.
• F0[[x]] is an abelian group under multiplication:
– g(x) · h(x)
def
= g0h0 + (g0h1 + g1h0)x + · · · +
(
n∑
k=0
(gkhn−k
)
xn + · · ·
– The identity element is g(x) = 1.
– g(x)−1
def
=
1
g(x)
=
1
g0
−
g1
g20
x+ · · · (found by solving inductively for coeffients).
Or, writing g(x) = g0
(
1 + G(x)
)
, note:
1
g(x)
=
1
g0
(
1 − G(x) + G(x)2 − · · · )
(geometric series).
• F1[[x]] is a group under composition (= “Substitution”)
– (F ◦G)(x) = F
(
G(x)
) def
= f1 ·G(x) + f2 ·G(x)
2 + f3G(x)
3 + . . .
= f1g1x+ (f1g2 + f2g
2
1)x
2 + · · ·
– The identity is id(x) = x.
– The nth power of F is denoted by F (n)(x) = F
(
F (· · ·F (x) · · ·
)
).
F (n)(x) = fn1 x+ · · ·
– The inverse F (−1)(x)of F (x) in F1[[x]] is denoted by F (x) = F
(−1)(x):
F (x) =
1
f1
x−
f2
f 31
x2 + · · · (solve F (G(x)) = x inductively for the coefficients gj).
(For a general formula, see the Lagrange Inversion Formula, [19].)
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• The set F0[[x]]×F1[[x]] becomes a group – the Riordan group R = R(F) – if we define(
g(x), F (x)
)(
h(x), K(x)
)
=
(
g(x) · h(F (x)), K(F (x)).
– The identity element in R is
(
1, x)
– Inverses are given by
(
g(x), F (x)
)−1
=
(
1
g(F (x))
, F (x)
)
.
– If n ∈ N then
(
g(x), F (x)
)n
=
(
g(x) · g(F (x)) · · · g(F (n−1))(x), F (n)(x)
)
=
(
gn0 + · · · , f
n
1 x+ · · ·
)
.
Lemma 2.2.
If F (x) = ωx+ f2x
2 + f3x
3 + . . . has finite (compositional) order n in F1[[x]],
then ω has order n in F \ {0}. (i.e., ω is a primitive nth root of unity.) 
The author first learned the following Conjugation Lemma from a much more general theorem
(Theorem 8, page 19) in [2] . It appears explicitly in [5] and [14] and appears with different
conjugator than ΣF in [3].
Lemma 2.3. (Conjugation of finite-order formal power series: F (x) ∼ ωx)
Suppose that F (x) = ωx+ f2x
2 + f3x
3 + · · · has finite order n in F1[[x]]. Let
ΣF =
1
n
n∑
j=1
ωjF (n−j)(x).
Then ΣF conjugates F (x) to ωx in F1[[x]]:
(
ΣF ◦ F ◦ ΣF
−1
)
(x) = ℓω(x). 
The following simple examples of Riordan elements of order 6 in R(C) illustrate the next
Proposition.
Example 2.4. (a, bx)(c, dx) = (ac, (db)x), a, b, c, d ∈ F.
Thus all of the following elements of R
(
C
)
have order 6:(
1, e
2pii
6 z
)
,
(
e
2pii
3 ,−z
)
,
(
e
2pii
6 ,−z
)
,
(
e
2pii
6 , e
2pii
6 z
)
The following Proposition is central to the study of Riordan elements of finite order n ≥ 2
and to the proofs of our Main Theorems.
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Proposition 2.5.
Let g(x) = g0 + g1x+ g2x
2 + · · · ∈ F0[[x]] and F (x) ∈ F1[[x]]. Suppose that
• g0 has order a in the multiplicative group F \ {0}.
• F (x) has (compositional) order b in the group F1[[x]]
•
(
g(x), F (x)
)
has finite order n in the Riordan group.
Then n = ℓcm
(
a, b
)
.
Proof:
A straightforward inductive argument, using the definition of multiplication in R yields the
fact that
(
g(x), F (x)
)
has finite order n iff n is the least positive integer such that
• g(x) · g(F (x)) · · · · g
(
F (n−1(x)
)
= 1 and • F (n)(x) = x.
Since g(x) · g(F (x)) · · · · g
(
F (n−1)(x)
)
= (gn0 + · · · ) we see that g
n
0 = 1 so that a = order(g0)
divides n. Also F (n)(x) = x implies that b divides n. Hence ℓcm(a, b) divides n.
Let n = kb. Then
(
(
1, x
)
=
(
g(x), F (x)
)n
=
(
g(x) · g(F (x) · · ·g(F (kb−1)(x), F (kb)(x)
)
=
((
g(x) · g(F (x) · · · g(F (b−1)(x))
)k
, x
)
(becauseF (jb+r)(x) = F (r)(x)).
This implies that g(x) · g(F (x)) · · ·g(F (b−1)(x)) = (gb0 + · · · ) is a constant (a k
th root of
unity in F). Hence
g(x) · g(F (x) · · · g(F (b−1)(x) = gb0.
Now let us set ℓcm = ℓcm(a, b) = qb. Thus 1 = ga0 = g
ℓcm
0 =
(
gb0
)q
and x = F (b)(x) =
F ℓcm(x). Therefore(
g(x), F (x)
)ℓcm
=
((
g(x) · g(F (x) · · ·g(F (b−1)(x)
)q
, F ℓcm(x)
)
=
((
gb0
)q
, x)
=
(
1, x
)
Hence n = order
(
g(x), F (x)
)
divides ℓcm(a, b) and, as seen at the outset, ℓcm(a, b) divides
n. Thus n = ℓcm(a, b), as claimed. 
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Corollary 2.6.
Suppose that g(x) = 1 + g2x
2 + · · · and that
(
g(x), F (x)
)
has finite order.
Then order
(
g(x), F (x)
)
= order(F (x)) 
Corollary 2.7.
Suppose that g(x) = g0 · k(x) where g0 ∈ F \ {0} has finite order and k(x) ∈ F0[[x]]. Let
F (x) ∈ F1[[x]].
1.
(
g(x), F (x)
)
has finite order iff
(
k(x), F (x)
)
has finite order.
2. When these have finite order,
• ord
(
g(x), F (x)
)
= ℓcm
(
ord(g0k0), ord(F (x))
)
• ord
(
k(x), F (x)
)
= ℓcm
(
ord(k0), ord(F (x)
)
Proof:
1. If
(
g(x), F (x)
)
has finite order n and if ℓ = ℓcm(n, order(g0) then
(1, x) =
(
g(x), F (x)
)n
=
(
g(x), F (x)
)ℓ
=
(
g(x) · g(F (x)) · · ·g(F (ℓ−1)(x)), F (ℓ)(x)
)
=
(
gℓ0 · k(x) · k(F (x)) · · ·k(F
(ℓ−1)(x)), F (ℓ)(x)
)
=
(
k(x) · k(F (x)) · · ·k(F (ℓ−1)(x)), F (ℓ)(x)
)
Thus
(
k(x), F (x)
)
has finite order dividing ℓ.
Similarly, if
(
k(x), F (x)
)
has orderm, then
(
g(x), F (x)
)m
=
(
gm0 ·k(x)·k(F (x)) · · · (F
(m−1))(x), F (m)
)
.
Thus
(
g(x), F (x)
)ℓcm(ord(g0),m)
= (1, x) and
(
g(x), F (x)
)
has finite order.
2. The evaluation of the orders of
(
g(x), F (x)
)
and
(
k(x), F (x)
)
follow from Proposition
2.5. 
3 Proof of Theorem 1: g(x) = g0 ·
h(x)
h(F (x))
(⇐=) Proof of Sufficiency in Theorem 1
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We are given that g(x) = g0 + G(x) ∈ F0[[x]] and F (x) ∈ F1[[x]] with g0 of finite order and
F (x) of finite order. We let n = ℓcm(ord(g0), ord(F (x)). Also we are given h(x) ∈ F0[[x]]
with g(x) = g0 ·
h(x)
h
(
F (x)
) . Then we have
(
g(x), F (x)
)n
=
(
g(x) · g(F (x)) · · · g(F (n−1)(x)), F (n)(x)
)
=
(
gn0 ·
h(x)
h
(
F (x)
) h(F (x))
h
(
F (2)(x)
) · · · h(F (n−1)(x))
h(F (n)(x))
, x
)
=
(
1 ·
h(x)
h
(
F (x)
) h(F (x))
h
(
F (2)(x)
) · · · h(F (n−1)(x))
h(x)
, x
)
=
(
1, x
)
Therefore
(
g(x), F (x)
)
has finite order. We apply Corollary 2.7, setting k(x) =
h(x)
h
(
F (x)
)
=
1 +K(x), and we see that ord
(
g(x), F (x)
)
= ℓcm
(
ord(g0), ord(F (x))
)
= n. 
(=⇒) Proof of Necessity in Theorem 1
We are given that
(
g(x), F (x)
)
has order n. The fact that n = ℓcm
(
ord(g0), ord(F (x))
)
is
given by Proposition 2.5. It remains to prove that ∃ h(x) ∈ F0[[x]] such that
g(x) = g0 ·
h(x)
h
(
F (x)
) .
If g(x) ∈ F0[[x]] we set ĝ(x) =
1
g0
· g(x) = 1 +
g1
g0
x+
g2
g0
x2 + · · · .
From Corollary 2.7, we know that
(
ĝ(x), F (x)
)
is an element in the Riordan group of order
equal to ℓcm
(
1, ord(F (x)
)
= ord(F (x)). If we set b = ord(F (x)) then we have
1 = ĝ(x)ĝ
(
F (x)
)
· · · ĝ
(
F (b−1)(x)
)
and
1
ĝ(x)
= ĝ
(
F (x)
)
ĝ
(
F (2)(x)
)
· · · ĝ
(
F (b−1)(x)
)
(∗∗)
Using Remark 1.3, the series ĝ
1
b (x) is well-defined and for notational convenience we denote
k(x) = ĝ
1
b (x) . Let us define
h(x)
def
=
(
ĝ
1
b (x)
)b−1(
ĝ
1
b
(
F (x)
))b−2(
ĝ
1
b
(
F (2)(x)
))b−3
· · ·
(
ĝ
1
b
(
F (b−2)(x)
))1
=
(
k(x)
)b−1
·
(
k(F (x))
)b−2
·
(
k(F (2)(x))
)b−3
· · · ·
(
k(F (b−2)(x))
)
.
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Then
g(x) = g0 · ĝ(x) = g0
 ĝ(x)b−1(
1/ĝ(x)
)

1
b
= g0
[
ĝ(x)b−1
(ĝ
(
F (x)
)
· ĝ
(
F (2)(x)
)
· · · · · ĝ
(
F (b−1)(x)
) ] 1b by equation (∗∗) above
= g0 ·
k(x)b−1(
k(F (x)
)(
k(F (2)(x))
)(
k(F (3)(x))
)
· · · ·
(
k(F (b−1)(x))
)
= g0 ·
(
k(x)
)b−1(
k(F (x))
)b−1 ·
(
k(F (x))
)b−2(
k(F (2)(x))
)b−2 ·
(
k(F (2)(x))
)b−3(
k(F (3)(x))
)b−3 · · · ·
(
k(F (b−2)(x))
)(
k(F (b−1)(x))
)
= g0 ·
h(x)
h(F (x)
This completes the proof of Theorem 1. 
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4 Proof of Theorem 2 (The Conjugacy Theorem)
A. From Theorem 1, there exists h(x) ∈ F0[[x]] such that g(x) = g0 ·
h(x)
h(F (x)
.
Let ΣF =
b∑
j=1
ωjF (b−j)(x) ∈ F1[[x]], as in Lemma 2.3. Denote ℓω(x) = ωx. Then
(
g(x), F (x)
) (
h(x),ΣF ) =
(
g(x) · h(F (x)), (ΣF ◦ F )(x)
)
=
(
g0 ·
h(x)
h(F (x)
· h(F (x)), (ΣF ◦ F )(x)
)
=
(
g0 · h(x), (ℓω ◦ ΣF )(x)
)
, by Lemma 2.3,
=
(
h(x),ΣF (x)
) (
g0, ℓω(x)
)
=
(
h(x),ΣF (x)
) (
g0, ωx
)
Therefore
(
h(x),ΣF
)−1 (
g(x), F (x)
) (
h(x),ΣF
)
=
(
g0, ωx), as claimed. 
B. If g0 = h0 and f1 = k1 then, from part A.,(
g(x), F (x)
)
∼
(
g0, f1
)
=
(
h0, k1
)
∼
(
h(x), K(x)
)
.
Therefore
(
g(x), F (x)
)
∼
(
h(x), K(x)
)
.
Conversely suppose
(
g(x), F (x)
)
∼
(
h(x), K(x)
)
. We observe that if we conjugate(
g(x), F (x)
)
by an element
(
a(x), B(x)
)
, then the first coefficients of the two terms of
the pair both remain unchanged:(
a(x), B(x)
)(
g(x), F (x)
)(
a(x), B(x)
)−1
=
(
a(x) · g(B(x)), F (B(x))
)( 1
(a
(
B(x)
) , B(x))
=
(
a(x) · g(B(x) ·
1
(a(B
(
F (B(x))
) , B(F (B)))
=
(
(a0 + · · · )(g0 + · · · )
1
(a0 + · · · )
, (
1
b1
· f1 · b1)x+ · · ·
)
=
(
(g0 + · · · , f1 · x+ · · ·
)
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Therefore g0 = h0 and f1 = k1. 
5 Eigenvectors of Riordan Elements of Finite Order
Our algebraic theorem giving classification of finite order Riordan elements up to conjugation
becomes, from the point of view of linear algebra, a normal form for finite order proper arrays
under similarity. We use the fact that similar matrices have corresponding eigenvectors: if
~h is an eigenvector of the matrix B and if A = PBP−1 then ~v = P (~h) is an eigenvector of
A with the same eigenvalue.
We are grateful to Dr. Gi-Sang Cheon for the following observation (see also [1], Section
6.6), which connects our main theorem to eigenvectors of Riordan arrays.
Lemma 5.1. If
(
g(x), F (x)
)
∈ R and ~h = (h0, h1, . . . )
T with generating function h(x) and
h0 6= 0 then ~h is an eigenvector of
(
g(x), F (x)
)
with eigenvector g0 if and only if(
g(x), F (x)
)
· h(x) = g(x) · h
(
F (x)
)
= g0 · h(x).
⇐⇒ g(x) = g0 ·
h(x)
h(F (x)
Note: If h0 = 0 we would only write this in the form g(x) ·h(F (x)) = g0 ·h(x) since h(F (x))
would not have a multiplicative inverse.
Proof: The opening discussion of the Riordan group [15], concerning how multiplication of
Riordan arrays is defined, is based on the fact (now known as The Fundamental Theorem
of Riordan Groups) that the multiplication of a Riordan matrix
(
g(x), F (x)
)
by a vector ~h
gives (
g(x), F (x)
)
· ~h has generating function g(x) · h
(
F (x)
)
. 
Motivated by Theorem 1, we fix h(x) in our current discussion:
Notation 5.2.
h(x)
def
=
(
ĝ
1
b (x)
)b−1(
ĝ
1
b
(
F (x)
))b−2(
ĝ
1
b
(
F (2)(x)
))b−3
· · ·
(
ĝ
1
b
(
F (b−2)(x)
))
where ĝ(x)
def
=
1
g0
· g(x) and b = ord
(
F (x)
)
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Corollary 5.3. (Corollary to Theorem 1)
(a) If
(
g(x), F (x)
)
∈ R has finite order then h(x) is the generating function of an eigen-
vector of
(
g(x), F (x)
)
with eigenvalue g0.
(b) In particular, if
(
g(x), F (x)
)
is an involution in R then
h(x) =
√
ĝ(x)
is the generating function of an eigenvector of
(
g(x), F (x)
)
with eigenvalue g0. 
In fact, we can find all eigenvectors of any Riordan element
(
g(x), F (x)
)
of finite order.
Consider Theorem 2 (The Conjugacy Theorem) as a normal form for similarity of matrices,
Riordan arrays of finite order. We have
g0 0 0 0 · · ·
g1 g0ω 0 0 · · ·
g2 (g0f2 + g1ω) g0ω
2 0 · · ·
g3 · · g0ω
3 · · ·
...
...
...
. . .
 =
(
g(x), F (x)
)
∼ (g0, ωx) =

g0 0 0 0 · · ·
0 g0ω 0 0 · · ·
0 0 g0ω
2 0 · · ·
0 0 0 g0ω
3 · · ·
...
...
...
. . .

Theorem 3. (The general form of an eigenvector)
Suppose that
(
g(x), F (x)
)
∈ R has finite order and that the compositional order of F (x)) =
ord(ω) = b > 1. Set ĝ(x)
def
=
1
g0
· g(x). and let
h(x)
def
=
(
ĝ
1
b (x)
)b−1(
ĝ
1
b
(
F (x)
))b−2(
ĝ
1
b
(
F (2)(x)
))b−3
· · ·
(
ĝ
1
b
(
F (b−2)(x)
))
ΣF =
1
b
b∑
j=1
ωjF (b−j)(x).
Then
• v(x) is the generating function of an eigenvector of
(
g(x), F (x)
)
if and only if
v(x) = h(x) ·
(
θ ◦ ΣF
)
(x) =
(
h0θk x
k + · · ·
)
where for some integer k ≥ 0, θ(x) =
∞∑
j=0
θk+jbx
k+jb with θk 6= 0.
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• the eigenvalue for v(x) is g0ω
k.
Corollary 5.4. Suppose that
(
g(x), F (x)
)
is an involution with F (x) = −x+ f2x
2 + · · · .
Then v(x) is the generating function of an eigenvector of
(
g(x), F (x)
)
if and only if
v(x) =
√
ĝ(x) · θ
(
x− F (x)
)
.
where θ(x) =
∞∑
j=0
θk+2jx
k+2j , θk 6= 0, is a series which is either even or odd,
Proof of Theorem 3:
As above, we let h(x)
def
=
(
ĝ
1
b (x)
)b−1(
ĝ
1
b
(
F (x)
))b−2(
ĝ
1
b
(
F (2)(x)
))b−3
· · ·
(
ĝ
1
b
(
F (b−2)(x)
))
.
1. From Theorem 2,(
g(x), F (x)
)
=
(
h(x), ΣF
) (
g0, ωx
)(
h(x),ΣF
)−1
.
2. θ(x) =
∞∑
m=k
θmx
m (k ≥ 0, θk 6= 0) is the generating function of an eigenvector
of
(
g0, ωx
)
⇐⇒
(
g0, ωx
)
· θ(x) = λθ(x)
⇐⇒ g0 · θ
(
ωx
)
= λθ(x)
⇐⇒
∞∑
m=k
g0ω
mθmx
m =
∞∑
m=k
λθmx
m
⇐⇒ (g0ω
m = λ or θm = 0) for all m ≥ k.
In particular, we have g0ω
k = λ so that θ(x) gives an eigenvector of
(
g0, ωx
)
⇐⇒ (ωm−k = 1 or θm = 0) for all m ≥ k
⇐⇒
(
m = k + jb (j = 0, 1, . . . ; b = ord(ω)) or θm = 0
)
for all m ≥ k
⇐⇒ θ(x) =
∞∑
j=k
θk+jbx
k+jb.
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3. Since similar matrices have corresponding eigenvectors, as pointed out at the start of
this section, we have, from steps 1. and 2. the fact that
v(x) =
∞∑
m=0
vmx
m is an eigenvector of
(
g(x), F (x)
)
⇐⇒ v(x) =
(
h(x),ΣF (x)
)
· θ(x) where θ(x) =
∞∑
j=0
θk+jbx
k+jb, θk 6= 0
⇐⇒ v(x) = h(x) · θ
(
ΣF (x)
)
where θ(x) =
∞∑
j=k
θk+jbx
k+jb, θk 6= 0 
Combinatorial Identities from Eigenvectors
Theorem 3 leads to an interesting class of combinatorial identities:
Corollary 5.5. If the Riordan matrix
(
dn,k
)
=
(
g(x), F (x)
)
of finite order has eigenvector
with generating function v(x) then its nth row satisfies
∞∑
k=0
dn,k · vk =
n∑
k=0
dn,k · vk = g0ω
k · vn. 
Example 5.6. (We thank L. Woodson for making this formula more elegant.)
n−1∑
k=0
(−1)k
(
n
k
)(
2k
k
)
·
1
4k
=

0 if n is even
(
2n
n
)
·
2
4n
if n is odd.
Proof: Let the involution P ∗ be gotten by multiplying the odd columns of Pascal’s triangle
by (−1):
P ∗ =
(
g(x), F (x)
)
=
(
1
1− x
,
−x
1− x
)
=
(
(−1)k
(
n
k
))
n, k≥0
.
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Consider the eigenvector with generating function v(x) =
√
g(x) = (1− x)−
1
2 :√
g(x) = (1− x)−
1
2 =
∞∑
k=0
(
−1/2
k
)(
− x)k
=
∞∑
k=0
1
k!
·
(
−1
2
·
−3
2
· · ·
−2k + 1
2
)
(−1)kxk =
∞∑
k=0
1
k!
·
(
1
2
·
3
2
· · ·
2k − 1
2
)
xk
=
∞∑
k=0
1
k!
1
2k
·
(
1 · 3 · · · (2k − 1))2kk!
2kk!
)
xk =
∞∑
k=0
(2k)!
k! k!
·
1
4k
=
∞∑
k=0
(
2k
k
)
1
4k
xk.
In this example, the eigenvalue in Theorem 3 is g0ω
k = 1 · (−1)0 = 1. Thus, from Corollary
5.5, the dot product of the nth row with the eigenvector gives
n∑
k=0
(−1)k
(
n
k
)
·
(
2k
k
)
1
4k
=
(
2n
n
)
1
4n
,
from which our result follows. 
6 Connection of This Paper to the Papers of Cheon
and Kim
We describe in this section how the results above evolved from our reading of the noted
Cheon-Kim papers [4], [5]. We use the notation above in discussing these papers. Also, we
deal only with formal power series, while these authors allow the series to be either formal
power series or analytic functions.
A key concept in their papers is that of an anti-symmetric series Φ(x, z) of two variables and
more generally a k-cyclic symmetric series ϕ(z1, . . . , zk).
6.1 Riordan involutions and anti-symmetric series
The key theorem in [4], relating to L. Shapiro’s question (Q9.1, [16]), is the following:
Theorem. ([4], Theorem 2.3 (Q9.1))
If D =
(
g(x), F (x)
)
is a Riordan involution then
g(x) = ±exp [Φ(x, F (x)]
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for some anti-symmetric function Φ(x, z). Conversely, if F (2)(x) = x and g(x) = ±exp [Φ(x, F (x)]
for any antisymmetic funcion Φ(x, z) then D =
(
g(x), F (x)
)
is a Riordan involution.
Comment on the proof of this Theorem:
No proof is given in [4]. A reference is given to [12], where this result is stated, also without
proof. The proof of the “Conversely ...” part of the theorem is straightforward. But the fact
that such a Φ(x, z) exists, given that
(
g(x), F (x)
)
is a Riordan involution, has not appeared.
The Main Results above developed from the author’s discovery of the following proof:
Proof of Necessity in Cheon-Kim, Theorem 2.3:
Let g(x) = g0 · ĝ(x). (Necessarily g0 = ±1 since g(x) · g(F (x)) = 1.) Define
Φ(x, z) =
1
2
· ln
(
ĝ(x)
ĝ(z)
)
.
Clearly this is antisymmetric: Φ(x, z) = −Φ(z, x). Moreover
g0 · exp (Φ(x, F (x)) = g0 · exp
(
1
2
· ln
(
ĝ(x)
ĝ(F (x))
))
= g0 · exp
(
ln
(
ĝ(x)
ĝ(F (x))
) 1
2
)
= g0 · exp
(
ln
(
ĝ(x)
1/ĝ(x)
) 1
2
)
= g0 · exp (ln(ĝ(x)))
= g0 · ĝ(x)
= g(x). 
Remark 6.1.
Within this proof we see from the second and the last equations that
g(x) = g0 ·
ĝ
1
2 (x)
ĝ
1
2 (F (x))
It was this observation – that we can let h(x) = ĝ
1
2 (x) - which led to the author’s proof of
necessity in Theorem 1 in the case n = 2. This observation and this proof in this special
case led to the explorations which resulted in Theorems 1 and 2 above. As we shall see
below, after we proved Theorem 2 above we saw that it gave the key to proving ”the Open
question” in [5].
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Remark 6.2. The ability to use the logarithm and square root (or more generally nth root)
functions in these discussions is crucial. As noted in Remark 1.4, the nth root g
1
n (x) is
well-defined and the usual laws apply when g(x) = 1 +G(x).
Similarly, ln
(
g(x)
)
is defined, and its laws justified, in [11] when g(x) = 1 +G(x). We have
ln
(
1 +G(x)
) def
= G(x)−
1
2
(
G(x)
)2
+ · · ·
1
n
(
G(x)
)n
+ · · ·
In our definition of Φ(x, z), application of the logarithm is well-defined only because we may
write ĝ(x) = 1 +K(x) and we have
ĝ(x)
ĝ(z)
=
1 +K(x)
1 +K(z)
=
(
1+K(x)
)
·
(
1−K(z)+
(
K(z)
)2
+· · · (−1)n
(
K(z)
)n
+· · ·
)
= 1+H(x, z).
Remark 6.3. Warning:
ln(g(x)) = ln
(
1 + G(x)) is not an element of F1[[x]] in the cases where g1 = 0. Also, in
general as in the proof above, one may not assume that Φ(x, F (x)) ∈ F1[[x]]. So these may
not, in general, be taken as the second coordinate of a Riordan element.
For example, there exist elements
(
g(x), F (x)
)
of every order n ≥ 2 in the Bell subgroup of
R for which ln(ĝ(x)) /∈ F1[[x]]. For we have the following theorem (See [3], Theorem 2.5.4
or [6]):
Theorem. If 2 ≤ n ∈ N and ω is a primitive n′th root of unity in the field F
then for every infinite sequence { ak }k 6=nj+1 ∈ F there exists a unique sequence { anj+1 }
∞
j=1
such that the formal power series
F (x) = ωx+
∞∑
k=2
ak x
k
has order n in F1[[x]]. Moreover, anj+1 = 0 if a2k = 0 for all k ≤ j.
Thus for example, there is an involution F (x) = −x + a10x
10 + a11x
11 + · · · with a10 6= 0.
Then ((
g(x), F (x)
))
=
(F (x)
x
, F (x)
)
is an involution in R, as is
(
ĝ(x), F (x)
)
where ĝ(x) = −g(x) = 1 − a10x
9 − · · · . It follows
that ln(ĝ(x)) is defined in F+[[x]] but it is not an element of F1[[x]].
This Remark reduces the generality of the validity of Theorem 2.5 and of Corollary 2.6 of
[4]. However, the idea in Corollary 2.6 of [4] of using the logarithm as second coordinate
in a conjugating element will be very fruitful in empowering us to give a new proof of C.
Marshall’s theorem in Section 6.
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6.2 An Answer to an Open Question on k-Cyclic Symmetric Series
Generalizing the proof above, concerning antisymmetric series and involutions, we now an-
swer the “Open question.” in [5] for Riordan elements of higher order.
Definition 6.4. A k-cyclic symmetric series is a formal series ϕ(x1, x2, . . . , xk) in k
variables such that
ϕ(x1, x2, . . . , xk) + ϕ(x2, x3, . . . , xk, x1) + · · ·ϕ(xk, x1, . . . , xk−1) = 0
Open question. ([5], Section 2)
If
(
g(x), F (x)
)
is a Riordan element of order k with g0 = 1, is g(x) of the form
g(x) = exp
(
ϕ
(
x, F (x), . . . , F (k−1)(x)
))
for some some k-cyclic series ϕ(x1, x2, . . . , xk)?
Our Approach:
We know from Theorem 1, setting ĝ(x) = g(x) since we are given g0 = 1, that we may write
g(x) =
h(x)
h
(
F (x)
) . On the other hand, we may also write
g(x) = exp
(
ln
(
g(x)
))
= exp
(
ln
(
h(x)
h
(
F (x)
)))
so that: g(x) = exp
(
φ(X)
)
=⇒ φ(X) = ln
(
h(x)
h
(
F (x)
))
However, within the proof of necessity of Theorem 1 above, we see that
h(x)
h
(
F (x)
) = [ g(x)k−1
g
(
F (x)
)
· g
(
F (2)(x)
)
· · · · g
(
F (k−1)(x)
)]1/k
This leads to the following
Theorem ( Affirmative answer to the Open question).
If
(
g(x), F (x)
)
is a Riordan element of order k with g0 = 1, then g(x) is of the form
g(x) = exp
(
ϕ
(
x, F (x), . . . , F (k−1)(x)
))
for some some k-cyclic series ϕ(x1, x2, . . . , xk).
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Proof:
Let ϕ(x1, . . . , xk) =
1
k
· ln
[
g(x1)
k−1
g(x2) . . . g(xk)
]
.
Then we have:
1. ϕ(x1, . . . , xk) is k-cyclic symmetric, by a straightforward calculation using the basic
properties of logarithms.
2. g(x) = exp
(
ϕ
(
g(x), g
(
F (x)
)
. . . , g
(
F (k−1(x)
)))
, by the second line of the calculation
done in the proof of necessity of Theorem 1 above.
Therefore the Open question is answered in the affirmative. 
7 A New Proof of C. Marshall’s Theorem
C. Marshall’s theorem, in contrast to Theorem 1, deals with the question of finding F (x) for
given g(x), which will make
(
g(x), F (x)
)
into an involution. This theorem shows that there
is a unique such F (x) if g(x) is bi-invertible. We shall show how the circle of ideas above
can be used to give an alternate (though not as elegant) proof of her Theorem.
Definition 7.1.
An element g(x) ∈ F[[x]] is bi-invertible if g(x) = g0 + g1x+ g2x
2 + · · · = g0 +G(x) where
g0 6= 0 and g1 6= 0.
The term “bi-invertible” refers to the fact that g(x) is invertible in F0[[x]] and G(x) is
invertible in F1[[x]].
Theorem. (C. Marshall ([9], [10]))
If g(x) is bi-invertible and
(
g(x), F (x)
)
is an involution in R then
F (x) = G
(
−g0 ·G(x)
g(x)
)
Note: For an involution, necessarily g0 = ±1. We assume that F (x) = −x + · · · (i.e.,
ω = −1) since the alternative,
(
g(x), F (x)
)
= (−1, x) is not bi-invertible.
We shall prove this Theorem using the idea in Corollary 2.6 of [4] of conjugating by
(
ĝ(x)
1
2 , ln
(
ĝ(x)
))
.
Thus we replace
1
2
(
x−F (x)
)
, which (Remark 1.6) always works, by ln
(
ĝ(x)
)
. As pointed out
21
in Remark 5.3, this may be done precisely when g(x) is bi-invertible; i.e., when ln
(
ĝ(x)
)
∈
F1[[x]] .
Proof of the Theorem:
1.
(
g(x), F (x)
)
=
(
ĝ(x)1/2, ln(ĝ(x)
)(
g0,−x
)(
ĝ(x)1/2, ln(ĝ(x)
)−1
.
Proof:
(
g(x), F (x)
) (
ĝ(x)
1
2 , ln
(
ĝ(x)
))
=
(
g(x) ·
(
ĝ
(
F (x)
)1/2)
, ln
(
ĝ
(
F (x)
))
=
(
g0 · ĝ(x) ·
1
ĝ(x)
1
2
, ln
( 1
ĝ(x)
))
=
(
g0 · ĝ(x)
1
2 , − ln
(
ĝ(x)
))
=
(
ĝ(x)1/2, ln(ĝ(x)
)(
g0, −x
)

2. We define L(x) ∈ F1[[x]] by L(x) = ln(1 + x) = x−
1
2
x2 +
1
3
x3 + · · · .
Using the fact that g0 = ±1, define
Ĝ(x) =
1
g0
·G(x) = g0 ·G(x) = (ℓg0 ◦G)(x)), where ℓg0(x)
def
= g0 · x.
Notice that ĝ(x) = 1 + Ĝ(x) and that ln(ĝ(x)) =
(
L ◦ Ĝ
)
(x) =
(
L ◦ ℓg0 ◦G
)
(x).
From 1. we have:
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F (x) = ln(ĝ)
(
(−id)
(
(ln(ĝ)
))
(x)
= ln(ĝ)
(
− ln
(
ĝ(x)
))
= ln(ĝ)
(
ln
( 1
ĝ(x)
))
=
(
L ◦ ℓg0 ◦G
)(
L
( 1
ĝ(x)
− 1
))
=
(
G ◦ ℓg0 ◦ L
)(
L
( 1
ĝ(x)
− 1
))
= G
(
g0 ·
1− ĝ(x)
ĝ(x)
)
= G
(
g0 ·
−Ĝ(x)
ĝ(x)
)
= G
(
−g0 ·G(x)
g(x)
)

Remark 7.2. The uniqueness of F (x) given g(x), indicated by C. Marshall’s Theorem, does
not hold if the order of
(
g(x), F (x)
)
is greater than two, for the following reason:
If
(
g(x), F (x)
)
has order n and gcd
(
j, ord(F )
)
= 1. Then
(
g(x), F (j)(x)) also has order n.
Reason: 1 = g(x) · g(F (x)) · · · · g
(
F (n−1)x)
= g(x) · g(F (j)(x)) · g(F (2j)(x)) · · · g
(
F (n−1)j(x)
)
,
as these are exactly the same product, written in different orders. 
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