regarding each of several paragraphs. Each paragraph describes a different scientific domain; therefore, an examinee familiar with that content area will be more likely to respond correctly to the items in that paragraph. This structure results in items within domains (e.g., paragraphs) being more highly related to each other than items between domains. As a result, however, the item responses are no longer independent conditional on the primary dimension that the test was designed to measure. This violation of conditional independence precludes the use of unidimensional models for item responses. Bock and Aitkin (1981) and Bock, Gibbons, and Muraki (1988) developed full-information item factor analysis for binary responses; however, there has been little progress in multidimensional extensions of the graded response model (see Muraki & Carlson, 1995) . In part, this is due to the added computational complexity involved in jointly estimating multiple thresholds and factor loadings for each item. Limited information solutions based on weighted least squares (WLS) or robust WLS are available (Flora & Curran, 2004; Muth en, 1984; Muth en & Satorra, 1995) and have been implemented in the Mplus and LISREL computer programs. Less statistically rigorous approaches in which the graded response categories are assumed to represent a normally distributed continuous response and are analyzed using traditional unweighted least squares factor-analytic models have also been used (Bartholomew, 1980) . Bock et al. (1988) have indicated that this can lead to an underestimate of item factor loadings and an overestimate of the number of dimensions when the number of categories is small and the frequency of category use is nonuniform.
Although there are good limited information procedures available for ordinal response data, they are not designed specifically for application to instruments where a primary dimension and several subdimensions are present (i.e., the bifactor case). To obtain a correct estimate of both the general factor score and its standard error, however, the residual association between items within subdomains must be taken into account.
The Bifactor Structure
To analyze these kinds of structures for dichotomously scored item responses, Gibbons and Hedeker (1992) developed full-information item bifactor analysis for binary item responses. To illustrate, consider a set of n test items for which an s-factor solution exists with one general factor and s − 1 group or method-related factors. The bifactor solution constrains each item j to a nonzero loading α j1 on the primary dimension and a second loading (α jk ; k = 2; . . . ; s) on not more than one of the s − 1 group factors. For four items, the bifactor pattern matrix might be This structure, which Holzinger and Swineford (1937) termed the bifactor pattern, also appears in the interbattery factor analysis of Tucker (1958) and is one of the confirmatory factor analysis models considered by Jöreskog (1969) . In the latter case, the model is restricted to test scores assumed to be continuously distributed. However, the bifactor pattern might also arise at the item level (Muth en, 1989) . Gibbons and Hedeker (1992) showed that paragraph comprehension tests, where the primary dimension represents the targeted process skill and additional factors describe content area knowledge within paragraphs, were described well by the bifactor model. In this context, they showed that items were conditionally independent between paragraphs but conditionally dependent within paragraphs. Wilson and Adams (1995) developed a Rasch model for ''item bundles,'' which is a special case of the bifactor model of Gibbons and Hedeker. More recently, Wang and Wilson (2005) extended the ''Rasch testlet model'' to the graded response case.
The bifactor restriction leads to a major simplification of likelihood equations that (a) permits analysis of models with large numbers of group factors, (b) permits conditional dependence among identified subsets of items, and (c) provides more parsimonious factor solutions than an unrestricted full-information item factor analysis for many scales and tests structured as described here. This article provides the necessary extensions of the original model of Gibbons and Hedeker (1992) to the graded response case and illustrates the model using data from the ''Quality of Life Interview for the Chronically Mentally Ill'' (Lehman, 1988 ).
Samejima's Graded Response Model
A typical source of ordered categorical data in behavioral sciences is the response of examinees or observers on some form of rating scale. The scale defines for the respondent a dimension on which he or she is required to make a judgment of quantity, intensity, or degree. In psychological measurement problems, the so-called ' 'Likert'' scale (Likert, 1932) is often used to classify the endorsement of an item by a respondent into one of m categories, for example, ranging from strongly disapprove to strongly approve. Typically, 5 ≤ m ≤ 9 (see Bock, 1975) .
The graded case of the model assumes a normal cumulative distribution function (cdf) for the item response function. The probability of responding in or below category t is
where
The slope a j and thresholds b jt are the so-called ''invariant'' item parameters (Lord & Novick, 1968) , and θ is the underlying ability, disability, attitude, or attribute the scale was designed to measure. This graded response model was originally introduced by Samejima (1969) . For computational purposes, it is convenient to use the item intercept parameters, c jt = −a j b jt , and
Letting p j0 = 0 and p jm = 1, the probability of response to item j in category t is therefore
Muraki's Rating Scale Model Muraki (1983 Muraki ( , 1990 ) introduced a rating scale version of the graded response model where
(see also Masters, 1982) . Here, c j is the unique item intercept, and d t are category parameters, assumed to be constant across all n items in the scale, that represent the psychological distance among points on the rating scale, constrained such that P m t d t = 0. Let x ijt = 1 if person i responds positively to item j in category t and x ijt = 0 otherwise. Assuming conditional independence of the n items, the probability of person i responding with response pattern w i = ½w i1 ; w i2 ; . . . ; w in conditional on θ is
For a randomly sampled person from a population with distribution function gðθÞ, the unconditional probability is
which can be approximated to any practical degree of accuracy using the Gauss-Hermite quadrature as
where X q is the tabled quadrature point, and AðX q Þ is the corresponding weight (see Bock & Aitkin, 1981; Stroud & Sechrest, 1966) . The distribution function gðθÞ is assumed to be continuous, and Bock and Aitkin (1981) have shown that assuming gðθÞ to be normally distributed has little effect on the estimated parameters. They also show how to obtain a nonparametric estimate of gðθÞ directly from the data. The major advantages of the rating scale model over Samejima's (1969) original model are that (a) it requires estimation of ðn − 1Þm fewer parameters, (b) the category parameters associated with the points on the rating scale may be separately estimated from the item parameters, and (c) the items can be unidimensionally ordered by the item intercept. The major disadvantages are that (a) items with different numbers of response categories cannot be used and (b) the model assumes a common distance between response categories for all items.
Although the focus of this article is on the rating scale model, the necessary modifications to the estimation procedure are provided so that the bifactor solution for Samejima's (1969) original model can also be obtained.
The Bifactor Model for Graded Response Data
In the bifactor case, the graded response model is
where only one of the k = 2; . . . ; s values of a jk is nonzero in addition to a j1 . Assuming independence of the θ, in the unrestricted case, the multidimensional model above would require an s-fold integral to compute the unconditional probability, that is,
for which numerical approximation is limited to four or five dimensions (see Bock & Aitkin, 1981) . Gibbons and Hedeker (1992) showed that for the binary response model, the bifactor restriction always results in a two-dimensional integral regardless of the number of dimensions, one for θ 1 and the other for θ k ; k > 1. The reduction formula is due to Stuart (1958) , who showed that if n variables follow a standardized multivariate normal distribution where the correlation ρ ij = P s k=1 α ik α jk and α ik is nonzero for only one k, then the probability that respective variables are simultaneously less than γ j is given by
. . . ; s), and u jk = 0 otherwise. Note that for item j, u jk = 1 for only one k. Note also that γ jt and α jk used by Stuart (1958) are equivalent to the item threshold and factor loading and are related to the more traditional item response theory (IRT) parameterization as described above.
Equation (11) follows from the fact that if each variate is related only to a single dimension, then the s dimensions are independent, and the joint probability is the product of s unidimensional probabilities. In this context, the result applies only to the s − 1 content dimensions (i.e., k = 2; . . . ; s). If a primary dimension exists, it will not be independent of the other s − 1 dimensions because each item now loads on each of two dimensions. Gibbons and Hedeker (1992) derived the necessary two-dimensional generalization of Stuart's (1958) original result as 
For the rating scale graded response model, the probability of a value less than the category threshold γ jt = −ðc j + d t Þ=y j can be obtained by substituting γ jt for γ j in the previous equation. The unconditional probability of a particular response pattern w i is therefore
which can be approximated bŷ
Alternatively, Samejima's (1969) original graded response model can be used to compute the above probability as Note that for both the binary and graded bifactor response models, the dimensionality of the integral is 2 regardless of the number of subdomains (i.e., s − 1) that comprised the scale. The previously mentioned independence assumption of the θ implies an orthogonal basis for the bifactor model. The orthogonal basis is a reasonable choice in that the secondary factors model the residual association among the items once the unique contribution of the primary dimension has been removed. Furthermore, the orthogonal basis permits evaluation of the likelihood using numerical integration.
Marginal Maximum Likelihood Estimation
Gibbons and Hedeker (1992) showed how parameters of the item bifactor model for binary responses can be estimated by maximum marginal likelihood using a variation of the EM algorithm described by Bock and Aitkin (1981) . For the graded case, the likelihood equations are derived as follows.
Denoting the kth subset of the components of θ as θ
Then, the log-likelihood is
where S denotes the number of unique response patterns, and r i is the frequency of pattern i. As the number of items gets large, S typically is the number of respondents and r i = 1. Complete details of the likelihood equations and their solution are provided in the appendix.
Estimating Primary Trait Levels
In practice, the ultimate objective is to estimate the trait level of person i on the primary trait the instrument was designed to measure. For the bifactor model, the goal is to estimate the latent variable θ 1 for person i. A good choice for this purpose (Bock & Aitkin, 1981 ) is the expected a posteriori (EAP) value (Bayes estimate) of θ 1 , given the observed response vector w i and levels of the other subdimensions θ 2 . . . θ s . The Bayesian estimate of θ 1 for person i iŝ
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Similarly, the posterior variance ofθ 1i , which may be used to express the precision of the EAP estimator, is given by
These quantities can be evaluated using the Gauss-Hermite quadrature as previously described.
In some cases, there may also be interest in obtaining a trait estimate for the subdomains in addition to the primary dimension of interest. For example, in the following quality-of-life example, in addition to obtaining an estimate of a respondent's overall quality of life, one may also be interested in estimating that respondent's quality of health and/or social domains. One solution is to use the estimated factor loadings from the subdomains directly from the bifactor model. It is important to note, however, that the subdomain estimates in the bifactor model describe associations among the residuals between the items within each subdomain, once the primary dimension has been accounted for. As such, the bifactor subdomain factor loadings may underestimate the unconditional subdomain estimates. A reasonable alternative is to break the test into a series of subtests (based on subdomains) and apply a traditional unidimensional IRT model separately to each subtest and obtain a corresponding subdomain trait estimate. The problem of obtaining subdomain trait estimates for bifactor models should be a topic for further research.
Illustration
As an illustration of the bifactor model for graded response data, the ''Quality of Life Interview for the Chronically Mentally Ill'' (Lehman, 1988) was analyzed based on the item responses of 586 chronically mentally ill patients. The scale consists of seven subdomains (Family, Finance, Health, Leisure, Living, Safety, and Social), each with 4 to 6 items for a total of 34 items. In addition, there is one global life satisfaction item, which was allowed to load on its own subdomain in the event that it had a unique contribution to the residual variation above and beyond its contribution to the primary dimension. Each item is rated on a 7-point scale with the following response categories: 1 = terrible; 2 = unhappy; 3 = mostly dissatisfied; 4 = mixed, about equally satisfied and dissatisfied; 5 = mostly satisfied; 6 = pleased; and 7 = delighted.
Item intercepts, primary factor loadings, and factor loadings on the eight subfactors are displayed in Table 1 based on the polytomous rating scale model. Table 1 shows that all items had substantial loading on the primary dimension (Factor 1), indicating that the scale was well designed and that all items were related to overall life satisfaction. The three most discriminating items were ''global life satisfaction,''λ 11 = :694; satisfaction with ''free time,''λ 16;1 = :611 (Scale 4); and ''emotional well-being,''λ 15;1 = :609 (Scale 3). The three least discriminating items were satisfaction with ''people in general,''λ 35;1 = :385 (Scale 7); ''amount you pay for basic needs,'' λ 7;1 = :391 (Scale 2); and ''pleasure from TV,''λ 21;1 = :414 (Scale 4). The unique ''life as a whole'' item loaded heavily on the primary dimension but not at all on the subdomain, indicating that the primary dimension is a good measure of overall life satisfaction.
The item intercepts permit items to be positioned relative to the global life satisfaction item to determine at what point on the scale a person would report global life satisfaction. Table 1 shows that the Health (Scale 3), Living (Scale 5), and Social domains (Scale 7) were typically reported at lower levels of satisfaction than the global item, whereas Financial (Scale 2) and Leisure (Scale 4) items had, on average, higher intercepts than the global satisfaction item. The domains of Family (Scale 1) and Safety (Scale 6) items were located at similar levels to the global item. 
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In terms of subdomains, items within domains had a high degree of residual association, with an average loading of .406. Consistent with this finding was a significant likelihood ratio test for improvement in fit of the bifactor model over the unidimensional graded response model (χ 2 35 = 2188; p < :0001). Table 2 displays the observed and expected (in italics) category proportions for each item. In general, there is close agreement between observed and expected response proportions. The root mean square error (RMSE) between observed and expected proportions (over all items and categories) was 0.026, indicating that the model with common category parameters fit these data extremely well. The six category parameters were as follows: Samejima's (1969) model with unique item category parameters produced a significant likelihood ratio test for improvement in fit over the rating scale model (χ 2 169 = 1637; p < :0001), with a decrease in RMSE between observed and expected proportions to 0.010. Factor loadings were almost identical between the two models. Furthermore, there were only minor changes in the estimated item thresholds between the two models, despite the fact that the rating scale model has only one item-specific threshold (and six general thresholds) and Samejima's model has six unique thresholds per item. For example, estimated item thresholds for the first 10 quality-of-life items for both models are presented in Table 3 . Table 3 shows that the estimated thresholds are quite similar for the two models. Although the fit of the model is significantly improved when estimating category parameters separately for each item (presumably due to the large number of subjects, items, and categories), the model with common category parameters may be a useful alternative for applications in which the items have the same number of categories.
Finally, a limited-information solution based on polychoric correlations was compared using robust WLS (Muth en, du Toit, & Spisic, 1997), which is available in Mplus software (Muth en & Muth en, 2004) for the full-information approach. The presentation in this study is simply to show that there is alternate estimation method for the bifactor model. A nontechnical review and details of the method are available in Flora and Curran (2004) . Because the WLS solution did not converge when a factor loading of the global life satisfaction factor (consisting of only one item) was estimated, it was fixed to its maximum likelihood estimate (0.001). Estimates of the rating scale parameters are obtained from estimates of a mathematically identical model because the category and the intercept parameters cannot be specified directly in Mplus. The obtained parameters are rescaled by dividing by ð1 + a 2 1j + a 2 kj Þ 1=2 to make them comparable to parameters in equation (12). The Mplus program setup and details of reparameterization can be obtained from the author. The first and the second blocks in Table 4 are WLS and the difference between WLS and marginal maximum likelihood (MML) estimates, respectively (MML estimates are in Table 1 ). Overall, the differences between the limited-and full-information solutions were small. Consistent downward bias in the primary and secondary factor loadings was observed but was more pronounced for the secondary factor, where there is less information.
Discussion
In many practical applications, the bifactor model provides a natural alternative to the traditional conditionally independent unidimensional IRT model. When conditional dependence is likely, as in the case of paragraph comprehension tests, tests in which there are two or more methods of item presentation, or personality or other items that have a two-level structure with an underlying general factor, the item bifactor solution provides an excellent alternative. An GIBBONS ET AL.
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attractive by-product of this model is that it requires only the evaluation of a two-dimensional integral, regardless of the number of subtests, paragraphs, or content areas. In the ordinal response case, the bifactor model provides the advantages previously described for the binary response model and, in addition, provides a very general multidimensional model for graded response data. In mental health measurement, rating scales are typically constructed by sampling items from domains related to a single underlying construct, as in the quality-of-life scale analyzed in the illustration. In these cases, a priori knowledge of which item belongs to which subdomain is available, and the bifactor model is a natural choice. Similarly, in educational measurement problems, tests are often constructed by creating a series of subtests or so-called ''testlets'' (Wainer & Kiely, 1987) within which items have similar content or focus, and these testlets are then combined to form a test. In this case, item groupings are also known in advance, and the bifactor model applies. Regardless of the number of testlets, the relevant integrals in the full-information maximum marginal likelihood solution always reduce to 2 and can be approximated to any practical degree of accuracy.
Computer Software
A program for estimating the bifactor model for ordinal and dichotomous data is available from the first author. The bifactor model for dichotomous data is available in TESTFACT (Scientific Software International, Lincolnwood, IL). GIBBONS ET AL.
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The derivative of the log marginal likelihood to a general item parameter ν j (i.e., a jk and b j ) follows. Let
Replacing the integrals with Gauss-Hermite quadrature sums and rearranging terms yields
and
. " r jtk represents the expected number of positive responses for item j in category k.
These equations are similar to those in the unrestricted case, except that in the bifactor case, the conditional probability of response pattern w ik (i.e., responses to items j = 1; . . . ; n k in subsection 
From provisional parameter values, each E-step yields " r jtk and " N k (expectations of complete data statistics computed conditionally on incomplete data; see Bock et al., 1988) , where
denotes the effective sample size for subset k at quadrature point ðX q 1 ; X q k Þ and " r jtk the corresponding expected number of positive responses for item j in category k. When weighted by AðXÞ and summed over quadrature nodes for each subsection, " N k yields the total number of respondents, whereas corresponding weighting and summation for " r jtk yields the total number of respondents rating item j in category t.
The subsequent M-step solves using conventional maximum likelihood ordinal probit analysis, substituting provisional expectations of " r jtk and " N k (see Bock & Jones, 1968) . The elements of the information matrix required for the M-step solution of a j1 , a jk , and b j are 
For |g − g 0 | ≥ 2, elements of the information matrix are zero. During the M-step, improved estimates of item and category parameters are obtained separately for the rating scale model but jointly for Samejima's (1969) 
