One-dimensional open-boundary simulations have been carried out in a current-carrying plasma seeded with a neutral density depression and with no initial electric field. These simulations show the development of a variety of nonlinear localized electric field structures: double layers (unipolar localized fields), fast electron phase-space holes (bipolar fields) moving in the direction of electrons accelerated by the double layer and trains of slow alternating electron and ion phase-space holes (wave-like fields) moving in the direction of ions accelerated by the double layer. The principal new result in this paper is to show by means of a linear stability analysis that the slow-moving trains of electron and ion holes are likely to be the result of saturation via trapping of a kinetic-Buneman instability driven by the interaction of accelerated ions with unaccelerated electrons.
Introduction
FAST (Fast Auroral SnapshoT) satellite measurements have shown the existence of a variety of nonlinear localized electric field structures in the auroral ionosphere. Isolated bipolar field structures have been observed in the downward current region where they have been interpreted in terms of electron phase-space holes moving upward at speeds on the order of electron drift velocities (Ergun et al., 1998) and in the upward current region, where they have been interpreted as ion phase-space holes moving at ion speeds (McFadden et al., 1999) . Strong localized unipolar electric fields have recently been measured in the downward current region over distances equal to tens of Debye lengths. Such structures have been interpreted physically as features of diverging electrostatic field structures (sometimes referred to as diverging shocks) in the auroral region ) and have been shown via numerical simulations ) to be consistent with double layers, which are staCorrespondence to: D. L. Newman (david.newman@colorado.edu) tionary nonlinear structures well-known from kinetic theory (Block, 1977) . Numerical simulations have demonstrated that electron phase-space holes can be produced by an instability involving two electron streams that drive an unstable wave to nonlinear levels where it saturates by trapping the electron streams (Goldman et al., 1999) .
Recent 1-D open boundary simulations have shown that the double layer provides a means for accelerating one component of electrons relative to another, allowing the two-stream instability to drive waves that grow spatially and develop into electron phase-space holes with distance from the double layer. This picture is also consistent with recent FAST observations . In the present paper we report the results of related 1-D open boundary simulations, which confirm the above picture but also lead to new predictions. The main points of this paper and their relation to previous work are as follows:
1. The introduction of a charge-neutral density depression into an initially equipotential current-carrying plasma is shown to result in the formation of a double layer. Whether or not this is the process by which physical double layers form in the auroral region is not known and is probably difficult to determine from satellite studies -although charge-neutral density depressions are not uncommon (Persoon, 1988) . Related simulations show double-layer formation for weaker initial density depressions than those considered in this paper, suggesting that such density depressions are a potentially robust means for seeding double layers. However, we do not speculate in this paper as to the origins of initial charge-neutral density depressions in the auroral ionosphere.
2. It is confirmed through simulations that the electron phase-space holes evolve nonlinearly from a double layer that accelerates electrons via the two-stream instability. This process has been previously demonstrated numerically by Singh (2000) and by Newman et al. (2001) ; it is supported observationally by Ergun et al. (2001) .
3. A slow-moving train of alternating electron and ion phase-space holes traveling in the direction of the ions accelerated by the double layer is found to form at later times in these simulations. Similar structures were also found in the numerical simulations of Newman et al. (2001) but they are studied in greater detail here. The relevance of this phenomenon to the auroral ionosphere is not yet known. The simulations suggest that downward-moving electron and ion phase-space holes might appear just below the double layer (i.e. on the ionosphere side) in the downward current region. Although there have been no such measurements in the downward current region to date, ion holes have been measured in the upward current region where accelerated ions are also found.
4. A detailed analytical treatment in this paper suggests that the alternating train of slow-moving ion and electron phase-space holes develops out of an electron-ion kinetic instability related to the Buneman instability, which is enabled after ions accelerated by the double layer have traversed many Debye lengths. This analysis has never been presented before to our knowledge. The growth rate, wavenumber and phase velocity of the linearly most-unstable wave are shown to be consistent with the simulations. This agreement supports the hypothesis that the unstable wave traps electrons and ions, leading to the alternating train of slow-moving phasespace holes.
The details of the new simulations are as follows: A density depression is introduced into an initially stable current-carrying plasma consisting of counterstreaming electron and ion distributions that enter the simulation from opposite boundaries. A potential ramp develops at the location of the density depression as the drifting electrons set up a double layer characterized by spatially separated regions of positive and negative charge density. The potential ramp then accelerates electrons in the direction of their initial drift and the ions (much more slowly) in the opposite direction. In the next stage of evolution, the accelerated electrons participate in a two-stream instability as they interact with "downstream" electrons that are reflected by the potential ramp and are thus confined to the high-potential side of the ramp. The growing wave traps electrons, thereby creating electron phase-space holes moving rapidly in the direction of the accelerated electrons (Goldman et al., 1999) . The location of the hole turbulence in relation to the potential ramp, as determined from the simulation, is found to agree reasonably well with recent measurements of hole turbulence in relation to potential ramps found by the FAST satellite in the auroral ionosphere . Also in reasonably good agreement are the size of the potential jump in the ramp and characteristics of the electron distribution function.
A new feature found in the simulation at late times is a train of alternating electron and ion holes moving very slowly in the direction of the ion beam. In this paper we present a new theoretical explanation of this feature, which appears in a later stage of evolution -after the ions have been accelerated across the initial density depression. We attribute these holes to an electron-ion instability in which the accelerated ion beam interacts with a velocity-steepened hot electron distribution. Such electron-ion instabilities differ from the better-known reactive Buneman instability between cold ions and a cold electron beam. These instabilities are kinetic and arise from Landau-resonant wave-particle interactions. The growth rates are thus smaller than for (fluid) Buneman instabilities. The theoretically-predicted linear growth rate, wavelength and phase velocity of the fastest growing wave all agree fairly well with the properties of the electronion hole train seen in phase space in the simulation. This lends support to the interpretation that the train of electron and ion holes arises from ions and electrons trapped in the potential minima and maxima of the unstable wave. This heuristically motivated analysis is only approximate, since the distributions are varying in both space and time. Soon after the appearance of the train of alternating electron and ion holes moving in the direction of the ion beam, a growing stationary hole appears near the base of the potential ramp and eventually accelerates off in the direction of the accelerated electrons, thereby disrupting the potential ramp -at least temporarily. This disruption event may be associated with a localized Buneman instability, although a conclusive determination will require further analysis.
Initial conditions, boundary conditions, and development of the potential ramp
The chosen initial and boundary conditions lead to the development of a quasi-stable potential ramp in a 1-D simulation of an initially equipotential current-driven plasma. In the Vlasov simulations described here, the length of the simulation box is 640 λ e , where the Debye length λ e = v e /ω e is defined in terms of the initial electron distribution. The simulation is run for 2500 ω −1 e . (The Vlasov code is described more fully in Newman et al., 2001 ). The current is maintained at the boundaries by having a drifting Maxwellian electron distribution flow into the simulation box from the left and an oppositely drifting ion distribution flow in from the right (these incoming distributions initially fill the box, except as modified by the imposed density depression discussed below). The incoming distributions are chosen to satisfy the Bohm and the Langmuir conditions (Block, 1977) by taking the electron drift u e to be equal to the electron thermal velocity v e = (T e /m e ) 1/2 and the ion drift u i to be equal to minus the ion thermal velocity v i = (T i /m i ) 1/2 . The electron and ion temperatures T e and T i are taken to be equal, with a ratio of ion to electron mass of m i /m e = 400.
A local charge-neutral depression with a characteristic width of 80 Debye lengths is introduced as an initial con-dition at the center of the simulation box. The maximum density depression in the simulation discussed in this paper is 50% of the density at the boundaries. (See Newman et al., 2001 , for the shape of a similar density depression that differs only in width and depth.) A current depression is associated with this density depression, although similar results are found when the beam fluxes, and hence the currents, are kept constant in the density depression by locally increasing the drift velocity (Mangeney, 2001; Newman et al., 2001; Carlqvist, 1972) . The time for development of a potential ramp is rather sensitive to the depth and spatial width of the density depression, with shallow and/or wide depressions leading to long delays in the appearance of the ramp. Related simulations show that electron phase-space holes can appear even without a well-defined ramp.
A more complicated boundary condition is required for the flux of ions entering from the left boundary and the flux of electrons entering from the right boundary. These fluxes can change with time as growing phase-space holes effectively heat the particles (this is especially true of the electron flux). The distributions at the boundaries are obtained by space-averaging over adjacent narrow layers and are gradually phased in across the width of the layer.
The boundary values of the potential and electric field are both fixed at zero at the left boundary throughout the run while the potential and field are allowed to float at the right boundary with an initial value of zero for both. It is important to note that in these simulations there is no initial potential difference between the two boundaries. This is in contrast to other recent "potential-driven" simulations (Singh, 2000) , in which both a potential ramp and electron phase-space holes were found.
In our simulations, the potential ramp develops as electrons begin to transit the density depression from one direction and ions from the other (hence, an initial double layer of charge is formed with an associated localized electric field and potential ramp). The magnitude of the potential difference at the two boundaries is determined self-consistently.
Evolution of two-stream instability and fast electron phase-space holes
After a short initial transient phase, in which Langmuir waves driven by the initial current inhomogeneity transit and then leave the simulation box, both an incipient potential ramp and the first electron phase-space hole appear. The potential ramp accelerates an electron component moving to the right and reflects the slow electron component moving to the left. Both of these components coexist just to the right of the ramp and constitute a bimodal electron distribution that is unstable to the two-stream instability. It is known that an initial two-stream instability in a homogeneous plasma saturates by creating electron phase-space holes as the growing unstable mode traps the streams (Goldman et al., 1999) . In the present simulation, the process occurs in space as well as time and the origin of the spatially localized unstable two-stream in- stability is now determined by the position of the potential ramp. If the two electron populations have the same density and temperature, the resulting phase-space holes will prop-agate at the mean velocity of the total electron distribution which, for this case, is one-half the velocity of the accelerated electrons. Such fast electron phase-space holes are seen in Figs. 1a and b, which show the behavior of particles in both electron and ion phase space at two early times. At the first time (ω e t = 45), after the transients have exited the simulation box, the first electron hole is seen to be forming near the center of the box as the accelerated electron beam interacts with the stationary (reflected) component of electrons. The ions have not yet had time to transit the spatial width of the initial density depression. Further to the left and right of the center of the simulation box we can see the original drifting electron and ion distributions, which are stable to electron-ion instabilities.
At the later time of Fig. 1b (ω e t = 700), we see the effect of a fully-developed stationary ramp in electron phase space. There is a well-defined beam of accelerated electrons occupying a "stand-off" spatial interval to the right of the ramp and to the left of where the holes form. In this interval there is also a component of (reflected) electrons centered at zero velocity, as well as the original drifting ion distribution moving at the slow ion thermal velocity (which scales the velocity axis in the ion phase-space plots of Fig. 1 ). If we were to view a movie beginning at this time we would see the holes moving off to the right quickly while the ramp remains essentially stationary.
A summary of the time history is shown in Fig. 2 , which is a grayscale plot of the dimensionless electric field intensity as a function of space (horizontal axis) and time (vertical axis). Each successive horizontal slice can be regarded as a frame of a "movie." Notable at early times on the right are the fast electron holes moving to the right, which show up as bipolar fields (the shallow slope of the bipolar field structures signifies a large velocity). The double layer ramp field appears as the dark vertical feature near x = 320λ e . Other features indicated in Fig. 2 will be discussed later.
By time ω e t = 700, the ions accelerated towards the left have been able to transit the entire spatial width of the density depression and show up as a well-defined ion beam just to the left of center in Fig. 1b . This marks the beginning of a new stage, seen in Figs. 1c and d , which we interpret in terms of ion-electron beam "Buneman-like" instabilities discussed in the following section.
Electron-ion instabilities and slow trains of electron and ion holes
If we look just to the left of the ramp in Fig. 1b , we see a ("cold") ion beam accelerated towards the left, together with "warmer" ion and electron beams. We shall show that this configuration of beams is unstable, and that the evolution from time ω e t = 700 (Fig. 1b) to just before ω e t = 1350 (Fig. 1c) is due to an electron-ion instability.
At the later times of Figs. 1c, and d, one can identify spatially-alternating ion holes and electron holes to the left of center, which are moving slowly to the left, in the direction of the ion beam. Thus, the ion hole centers coincide with the electron hole edges, and vice versa. The electric fields associated with these holes appear in the time history of Fig. 2 for times ω e t 700 as the slower train of alternating positive and negative amplitude, which is moving to the left in the region to the left of center. From the slope of the x-t plot, we can estimate the velocity of these structures as −3.3v i , where v i is the (initial) ion thermal velocity. We shall see that this is slightly slower than the range of velocities of the accelerated ions.
We offer the following tentative explanation for these alternating electron and ion holes associated with the field maxima and minima moving to the left in Fig. 2 : By the nonlinear stages seen in Figs. 1c and d , the putative unstable wave has saturated by trapping the particles that drive itboth the slow-moving ions and the slow part of the hot electron beam distribution function. Since ions are trapped in potential minima but electrons are trapped in potential maxima (minima of potential energy), the trapped particles will show up as holes in both electron and ion phase space, as seen in Fig. 1d . We now attempt to quantify this explanation in terms of electron-ion instabilities.
First, we review the properties of electron-ion instabilities. We shall refer to the unstable interaction of an electron beam drifting at velocity v 0 with respect to one or more ion beams as an electron-ion instability (Stringer, 1964; Ahedo and Lapuerta, 2001 ).
For two cold beams, this becomes a classic textbook example of the standard Buneman instability (Nicholson, 1983) : In the frame of the ions, the complex frequency of the fastest growing mode (with wavenumber, k = ω e /v 0 ) is given by ω = (1 + √ 3i)(m e /m i ) 1/3 . The growth rate is fast; for our mass ratio of 400 the time for one e-folding is just 8 ω −1 e . The frequency and growth rate are both larger than the ion plasma frequency but smaller than the electron plasma frequency. (For this reason the first order density response is not quasineutral; the electron density response is larger than the ion density response). The phase velocity of this mode is v φ = (v 0 /2)(m e /m i ) 1/3 , which is small compared to the relative drift velocity v 0 . When the ions are drifting in the direction opposite to the electron beam with velocity v ib , the phase velocity of the unstable mode is reduced by −v ib due to the frame transformation, so that the most unstable linear wave can be stationary or even moving in the direction of the ions.
When one or both of the beams has a sufficiently high temperature, the instability must be treated by kinetic theory (Stringer, 1964) and the growth rate is reduced or even suppressed (i.e. there is no longer instability). A simple kinetic analysis reveals that the initial two drifting Maxwellians in the simulation with u e = v e and u i = −v i (constituting the current at t = 0) are stable against the electron-ion instability (Nicholson, 1983) .
However, at time ω e t = 500 and afterwards, the ion beam to the left of center in Figs. 1b and c has been accelerated by the ramp to such a degree that it is now a "colder" ion beam. The accelerated ion beam interacts with the original and stillpresent (but modified) electron and ion populations, leading to a slow kinetic electron-ion instability local to the region of the accelerated ions. This instability is enhanced by the distorted hot electron distribution, as we shall soon see. This slow electron-ion instability is related to a Kindel-Kennel (Kindel and Kennel, 1971 ) instability in one-dimension. The unstable waves are related to ion-acoustic waves, although they are not quasineutral. In the ion rest frame their phase velocity is on the order of the ion-acoustic velocity. We will now show that the growth rate, phase velocity and wavelength of such an electron-ion instability are consistent with the simulation stages between the time of Fig. 1b and just before the time of Fig. 1c . Figure 3 shows the distribution functions f s (x, v) in electron (s = e) and ion (s = i) x-v phase space at time ω e t = 904. The two inner frames are intensity plots of f e and f i as in Fig. 1 . The outer frames contain "cuts" of the velocity distribution functions near the center of the simulation at equally-spaced locations δx j = 10j λ e , where j = 0, ±1, ±2, . . .. From Fig. 3 , it is clear that there are two distinct ion beams to the left of center (i.e. at j < −2), in the region where the ions have been accelerated and where there is a single (distorted) electron beam. In order to determine whether beam-excited wave instabilities in this region can explain the train of alternating ion and electron holes moving slowly to the left, we have fitted analytic functions of velocity to the pair of ion beams and the electron beam at two locations, j = −4 and j = −6, and have used these analytic distributions in the dielectric function to find linearly unstable modes. Since the ion and electron velocity distributions produced by the simulation in this region have tails, we have used a so-called kappa-distribution (Summers and Thorne, 1991 ), for f s (v) for each of the three particle species, s = e, s = i 1 or s = i 2 , rather than a Maxwellian. The form of the kappa-distribution function (κ = 1) is
Here the quantitiesñ s ,ṽ s , andṽ ds represent, respectively, the density, thermal velocity, and drift velocity of each of the species (in units of the initial electron/ion densities and thermal velocities). These are the three fitted parameters for each distribution. The values of these parameters for the two chosen locations are given in Table 1 .
The dispersion relation for kinetic electron-ion instabilities when there are two ion "species" or components and one electron component is given by
The quantities χ s are the susceptibilities measuring the linear density response of each of the three species. From a linear stability treatment of the Vlasov equation for the distributions given by (1), the susceptibility χ s for species s takes the form
whereω s = 4π n s e 2 /m s is the plasma frequency of species s.
In the so-called "cold plasma" or "fluid" limit characterized by ξ → ∞, the susceptibilities take the usual form, χ s = −ω 2 s /(ω − kṽ ds ) 2 , which is independent of the thermal velocities v s . (In this limit, with one cold ion beam and one cold electron beam, the usual fluid Buneman instability is derived.) The slow electron-ion instability is well-known in the literature and is discussed by Davidson (1972) for two cold ion beams and one hot (Maxwellian) electron component. The electron distribution function in the accelerated ion region left of center of phase space is "hot" (with a kappa distribution). Therefore, the two ion beams do not yield susceptibilities that correspond to the "cold plasma" limit. The result of numerically solving Eq. (2) at the two chosen spatial locations are given in Table 2 .
The growth rates are smaller than for the cold-electron cold-ion Buneman instability, whose wavelength is also shorter (kλ e ≈ 1). Waves with the growth rates of Table 1 efold roughly six times from the time the ions have traversed the density depression, growing in amplitude by a factor of ∼ 400. It is tempting to associate the nonlinearly evolved growing wave in this instability as the source of particle trapping leading to the alternating electron and ion holes seen in Figs. 1c and 1d . This hypothesis is strengthened by the following two additional facts: The phase velocity of the wave is on the order of the velocity of the train of electron and ion holes in phase space (−3.3v i according to Fig. 2 ), since the phase velocity and group velocity of this acoustic-like instability are essentially the same. Furthermore, the wavelength The hole separation distance in the simulation can be determined from Fig. 1 or from the corresponding electric field or charge density as a function of position. In Fig. 4 , we have plotted the difference in density between electrons and ions (in units of the initial density), which is proportional to the charge density, at time ω e t = 904. The wave structure is already evident with a characteristic wavelength in a range between 0.4 and 0.7 (in units of the initial Debye length), although the by-now saturated wave is rather aperiodic. This kinetic instability, like the cold Buneman instability, is not quasineutral; we note from Table 2 that none of the susceptibilities have absolute values significantly larger than one.
There are several reasons why this interpretation of the origin of the slowly moving train of alternating electron and ion holes cannot be more than heuristic in nature: First, the particle distributions are changing fairly quickly in both space and time, both as a result of the acceleration process and due to the evolving trapping potentials. Hence, a linear electron-ion instability analysis based on unchanging characteristic particle drifts and thermal widths cannot be correct except in some average sense. Furthermore, over a very narrow spatial region in the center of the potential ramp itself, both the electron and ion beams are accelerated and fairly cold, so that the strong, fast Buneman instability may occur in this narrow region (and be likely to require an eigenvalue-eigenfunction treatment).
A second difficulty with this interpretation is that this instability occurs over a rather broad range of wavenumbers, so the wave coherence necessary for particle trapping may be hard to achieve without some method of scale selectivity. Selectivity may be provided by the faster Buneman instability in the small range near the center of the simulation cell. Waves would then propagate out of the central region and into the kinetic-Buneman instability region, where their growth rate decreases. In the kinetic region, the broader range of wavenumbers corresponding to growing waves would permit amplification of the already partially grown waves from the unstable region near the center, where the electrons have a larger drift with respect to the ions.
We note from the susceptibility values in Table 2 that the slow ion beam (with drift velocity close to zero) essentially does not participate in this instability. The instability is driven mainly by the interaction of electrons with the ion beam at −4.25v i . If the slow ion beam is left out of the dispersion relation, the properties of this instability are essentially unchanged. However, there is another unstable root to the dispersion relation in Eq. (2). At the same wavenumber as in Table 2 (i.e. kλ e = 0.470), this root has a lower growth rate of about 40% of the fast-ion-beam instability, as seen in Table 3 . The phase velocity of this more slowly growing mode is positive but it cannot travel very far because the slow ion beam is reflected by the double layer field and disappears just to the right of its reflection point near δ x = −20λ e (see Fig. 3 ).
Finally, we remark that the disruption of the double layer evident around time ω e t = 1350 in both Fig. 1 and Fig. 2 is initiated by the appearance of a giant electron hole that spins in place before accelerating to the right and destroying the double layer. Thus, not only does the double layer lead to the creation of phase-space holes but it appears that holes can react back on the double layer, thereby influencing its lifetime. It seems likely that there is once again an underlying instability, probably of the Buneman variety, since the center of the disrupting hole is slowly moving or stationary for a while before moving off quickly to the right. The lifetime of the double layer in this simulation is on the order of 1000ω −1 e , a value that probably depends on the ion mass. Since m i = 400m e in these simulations (smaller by a factor of almost 80 than the mass of oxygen, which can be the dominant ion species in the auroral ionosphere), the lifetime of the double layer with the physical ion mass should be correspondingly longer. Other factors, such as details of the initial distribution functions, could also affect the longevity of the double layer.
Conclusions
New 1-D open-boundary Vlasov simulations of a currentcarrying plasma with an initial density depression but no initial electric field show the development of many different kinds of spatially-localized electric fields. At early times, the flow of a higher density of electrons into the density depression and a lower density of electrons out of the density depression creates the charge separation which leads to a potential ramp (corresponding to both a localized electric field and a double layer of total charge density). Subsequently, electrons are accelerated by the potential ramp into a higher velocity beam which interacts with the slow electron component consisting of electrons both incident from the opposite direction and reflected by the ramp. This leads to a twostream instability, which saturates by trapping both the fast (accelerated) and the slow electron components. In electron phase space, this shows up as a series of holes that can merge with one another and that grow in size as the double layer develops. The unipolar electric field of the quasistationary double layer and the turbulent bipolar electric field of the electron holes are consistent with recent observations Newman et al., 2001) .
The focus of the present paper, however, has been on localized field structures moving slowly to the left, which appear later after the ions have been accelerated by the potential ramp of the double layer in the opposite direction to that of the accelerated electrons. The new localized field structures appear to arise from a kinetic instability, related to the Buneman instability, in which an ion beam interacts with an electron beam to produce a wave moving almost at the ion velocity. The growth rate, wavenumber and phase velocity of the unstable waves obtained from a linear stability analysis all are consistent with the simulation results. These slow waves then saturate by trapping both electrons and ions, leading to a train of alternating electron and ion phase space holes moving at a slightly slower velocity than the accelerated ions, as observed in the simulation at late times. Such nonlinear wave trains have not yet been observed in the downward current region of the auroral ionosphere. In that context they would lie close to the double layer and would be moving slowly Earthward. However, ion beams and ion holes have been observed in upward current regions (McFadden et al., 1999) , and these results may be relevant there, although ion-ion instabilities are another possible hole-producing mechanism . It should be stressed that our simulation studies need to be extended to higher dimensions where competing processes, such as electrostatic ion cyclotron harmonic instabilities, occur on the ion time scale. Even without such processes, ion holes may be less robust in higher dimensions if the ions are weakly magnetized with i /ω i 1 (Morse and Nielson, 1969) . Indeed, the ion holes observed in the upward current region are found where the plasma density is lower (hence,the ratio i /ω i is larger), possibly leading to magnetic stabilization of the ion holes as found in recent simulations Daldorff et al., 2001) .
Finally, we have seen that the lifetime of the double layer in our simulation is determined by the appearance of a giant hole that is initially slowly moving or stationary. This hole may also arise from a Buneman instability, although some of its properties are highly nonlinear. The lifetime of the double layer in the simulation is found to be on the order of 1000ω −1 e , although a more realistic ion mass and effects of higher dimensions could change this result.
