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EXCITED RANDOM WALK IN THREE DIMENSIONS HAS POSITIVE
SPEED
GADY KOZMA
1. INTRODUCTION
Excited random walk is a model of a random walk on Zd which, whenever it
encounters a new vertex it receives a push toward a specific direction, call it the
“right”, while when it reaches a vertex it “already knows”, it performs a sim-
ple random walk. This model has been suggested in [BW] and had since got
lots of attention, see [V, Z]. The reason for the interest is that it is situated very
naturally between two classical models: random walk in random environment
and reinforced random walk. A reinforced random walk is a walk on a graph
(say Z2) that, whenever it passes through an edge, it changes the weight of this
edge, usually positively (i.e. the edge has now a greater probability to be chosen
when the random walk rereaches one of its end points) but possibly also nega-
tively, with the extreme being the “bridge-burning random walk” that can never
traverse the same edge twice. The problem appears naturally in brain research
in connection with the evolution of neural networks. Reinforced random walk
models are notoriously difficult to analyze, and even the question whether the
simplest one-reinforced random walk on Z2 is recurrent or transient is open. See
[K90, KR99, PV99, DKL02] for some known results.
Random walk in a random environment is also a model in which the environ-
ment is random, but independently of the walk. For example, one may throw a
coin at every point of Z to decide if at this point thewalk will have a push to the left
or to the right, and then perform random walk on the resulting weighted graph.
The independence of the walk from the environment turns out to be a powerful
leverage, and many very precise results are known. See e.g. the book [H95].
Excited random walk has, seemingly, all the difficulties of reinforced random
walk: the environment depends on the walk, and in a dynamic way. However,
it has two significant advantages. The first is the inherent directedness: the drift
of excited random walk is always in the same direction, and in particular, it can
be coupled with simple random walk so that the excited is always to the right
of the simple random walk. The second is the projected simple random walk of
lower dimension. Thus, for example, for the excited random walk in three dimen-
sions, its projection on the two directions orthogonal to our “right” is a simple
two-dimensional random walk, up to a time change.
Thus, for example, it is clear that the three dimensional excited random walk
is transient. Indeed, since a two-dimensional simple random walk visits an order
of n/ logn vertices, the three dimensional excited random walk must visit at least
n/ logn vertices. This means, roughly, that R(n)1 > n/ logn − C
√
n log logn (x1
denoting the first, “left-right” coordinate of x), and in particular that R(n) drifts
to the right and returns to every point only a finite number of times (in the two
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dimensional case this argument does not work— see [BW] for a proof of this fact).
The purpose of this note is to improve this obvious remark. We shall show that
the factor 1/ logn is only an artifact of this argument, namely we shall prove
Theorem 1. Let R(n) be an ǫ-excited random walk. Then
lim inf
n→∞
R(n)1
n
> 0.
The corresponding problem in two dimensions remains open.
I believe that the lower limit above is in effect a limit. We will not prove it,
but our techniques show great independence between different parts of an excited
random walk, therefore it stands to reason that it shouldn’t be difficult.
An important element of the proof is a two dimensional result which might
be of independent interest — indeed we already have another application for it,
[ABK]. It reads
Theorem 2. LetR1 andR2 be two independent simple random walks on Z
2 starting from
0, R1 of length n and R2 of lengthm = exp(log
µ n) for some µ ∈ [ 12 , 1]. Then
P(#{v : ∃t ≤ m, R2(t) = v but ∀s ≤ n, R1(s) 6= v} ≤ m3/4) ≤
≤ C exp(−c log2µ−1 n). (1)
(note that µ has the elegant expression µ = log logm/ log logn). In particular, it
shows thatR1 has at leastm
3/4 “holes” in a
√
m vicinity of zero— ifR2 finds them
then they must exist! The theorem is sharp in the following sense: with probability
> c exp(−C log2µ−1 n), R1 covers all of B(0,m). The (easy) proof of sharpness will
only be sketched below.
1.1. Around the proof. The proof of theorem 1 is only three pages long, but its
inductive nature, the number of parameters and their interdependencies make it
somewhat opaque. Therefore I feel compelled to make some vague comments in
preparation for the actual argument. The basic argument is a block decomposition.
This approach has been tried before, but a straightforward attack does not work. If
you divide your time span [0, n] into blocks of length k and allow yourself to “lose
a factor of 1log k” in each, you are left with the following obstacle: once you have
one really bad block (whichwill happen, if n is large enough), you have difficulties
to say anything useful about the next block. And then about the block following it.
And so on. Hence k cannot be independent of n — it has to be at least logn to get
something. Thus the basic block approach gives (roughly) R(n)/n > c/ log logn,
but not a constant.
The argument here tries to work around this problem by a “restartmechanism”,
namely some way to continue after encountering a bad block. This mechanism,
roughly, throws away a big chunk in this case, initializes the process from two
dimensional considerations, and is then forced to “pay” just a little for the bad
block, and of course, they happen very rarely. The “big chunk” above, denote it
by l, where n≫ l ≫ k, is simply an intermediate size block. Since multiple layers
are needed to get an actual constant, the easiest method to describe the structure
is inductive. Thus the reader should probably keep in mind, while reading the
proof, that it really describes a multi-layer structure where layer i + 1 is used to
restart the estimates in the rare events that a block in the ith level failed.
Acknowledgement. I wish to thank Itai Benjamini for many useful discussions.
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1.2. Excited random walk — notations. Let 0 < ǫ ≤ 16 . An ǫ-excited random
walk (in three dimensions) is a random sequence {R(n)}∞n=0 of points in Z3 with
the distribution defined as follows. R(0) = (0, 0, 0). Denote R(n) =: (x1, x2, x3).
Then
(1) If R(n) = R(m) for somem < n (R(n) is “visited”), then R(n+ 1) is one of
the six neighbors of R(n) in Z3 with probability 16 each.
(2) Otherwise (R(n) is “new”), the probability is 16 + ǫ for R(n + 1) = (x1 +
1, x2, x3) and
1
6−ǫ forR(n+1) = (x1−1, x2, x3). The other neighbors have
probability 16 each.
In both cases, the random choice is independent of the past, except for the position
R(n) and whether the vertex is visited or new.
If V ⊂ Z3 is any set and x ∈ Z3 is a point, then an ǫ-excited random walk
starting from (x,V) is an ǫ-excited randomwalk such that R(0) = x, and such that
if R(n) ∈ V then rule 1 above is applies to it regardless of the past of R, i.e. all
vertices inV are considered “visited”.
1.3. Standardnotations. The notations C and c relate to absolute constants, which
may be different from place to place. Sometimes we shall number them for clarity.
C will usually pertain to constants which are “large enough” and c to constants
which are “small enough”. The notation x ≈ y is a short hand for cx ≤ y ≤ Cx.
The notations≪ and≫ have no particular additional mathematical content over
< and >. We only use them to stress that in a specific point the estimate is very
rough, and that’s OK because it is enough for our purposes.
For a subset A ⊂ Zd, we denote by ∂A the inner boundary, namely all vertices
v ∈ Awith at least one neighbor outside A.
For a number x, ⌊x⌋ will denote the largest integer ≤ x and ⌈x⌉ will denote the
smallest integer ≥ x.
2. SIMPLE RANDOM WALK IN TWO DIMENSIONS — THE eC
√
logn PHENOMENON.
Lemma 1. Let k ∈ N and let r > e
√
k. Let x1, . . . , xk ∈ ∂B(0, r) and let R1, . . . , Rk be
random walks starting from xi and stopped on B(0, 2r). Then
P(Ri(t) 6= 0 ∀i = 1, . . . , k∀t) > ce−C
√
k.
Proof. Let a be the harmonic potential on Z2 (see e.g. [S76]). Let pi be the probabil-
ity that Ri hits 0 before exiting B(0, 2r). Let τ be the stopping time when Ri hits
either 0 or ∂B(0, 2r). Since a is harmonic outside 0, we get
a(xi) = ERi(τ) = pia(0) + (1 − pi)E(Ri(τ) |Ri(τ) ∈ ∂B(0, er)).
Since a(xi) =
2
π log r + O(1) and a(x) =
2
π log(2r) + O(1) for any x ∈ ∂B(0, er)
(see [S76, P12.3, page 124]), and since a(0) = 0we get
pi =
log 2
log 2r
+O
(
log−2 r
)
=
log 2
log r
+O(log−2 r).
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Taking k’th power we get
P(Ri(t) 6= 0 ∀i = 1, . . . , k; ∀t) =
(
1− log 2
log r
+O(log−2 r)
)k
>
>
(
1− log 2√
k
+O(k−1)
)k
> ce−(log 2)
√
k. 
Lemma 2. Let k ∈ N and let r > eC1
√
k for some C1 sufficiently big. Let x
in
1 , . . . , x
in
k ∈
∂B(0, r), let xout1 , . . . , x
out
k ∈ ∂B(0, 2r) and let R1, . . . , Rk be random walks starting
from xini and conditioned to hit B(0, 2r) at x
out
i . Then
P(Ri(t) 6= 0 ∀i = 1, . . . , k; ∀t) > ce−
√
k.
Proof. This follows as lemma 1 when one remembers the following fact: if R is
an (unconditioned) random walk starting from xin ∈ ∂B(0, r) and stopped on
∂B(0, 2r), and if E is any event that depends only on the portions of R inside
B(0, r), then
P(E) ≈ P(E |R hits B(0, 2r) in some xout). (2)
This is well known. see e.g. [BK, lemma A.5] (the result there is for dimension ≥ 3
but the same proof holds for dimension 2with minimal changes). The constant C1
comes from the constants implicit in the ≈ notation in (2). 
Definition. Let R be a random walk with some stopping time τ and let B(x, r) be
some ball. Define stopping times by τout0 = 0 and
τ inj := min{t ≥ τoutj−1 : Ri(t) ∈ B(x, r)}
τoutj := min{t > τ inj : Ri(t) ∈ ∂B(x, 2r)}. (3)
Let J := max{j : τ inj < τ}.We call J the number of visits toB(x, r). In many cases
we will have k walks Ri with stopping times τi. In this case we define τ
in/out
i,j and
Ji in the same manner, and call
∑
Ji the total number of visits to B(x, r). Note
that it is possible for (some of) the random walk to start inside the ball B(x, r). In
this case τ in1 = 0 and this is considered the first visit.
Lemma 3. Let k ∈ N and let r > eC2
√
k for some C2 sufficiently big. Let x
in
1 , . . . , x
in
k ∈
B(0, r), xout1 , . . . , x
out
k ∈ B(0, 2r) and let R1, . . . , Rk be random walks starting from xini
and conditioned to hit B(0, 2r) in xouti . Then
P(#{x ∈ B(0, r) : Ri(t) 6= x ∀i = 1, . . . , k; ∀t} > r7/4) > c. (4)
Proof. Clearly, we may assume r is sufficiently large (in the sense that r > C) and
pay only in the constant c in (4); and since the probability is decreasing in k that
means we may also assume k is sufficiently large. Let s = eC3
√
k for some C3 < C2
that will be fixed, together withC2, only later (however, the implicit constants rmin
and kmin are assumed to be fixed afterC2 andC3 andmay depend on their values).
We do need to remark in this stage that C2−C3 is also “sufficiently large” i.e. dur-
ing the proof we will only add restrictions that increase it. Let y1, . . . , yn ∈ B(0, r)
satisfy that B(ym, 2s) are disjoint and that B(ym, 2s) ⊂ B(0, r) \ {xin1 , . . . , xink }.
Clearly, we may assume n > c(r/s)2. Examine the i’th walk (for a while, ev-
erything below will depend on this i but we will not repeat this fact every time).
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Define stopping times τ in/outj = τ
in/out
i,j as follows: τ
out
0 = 0 and
τ inj := min{t > τoutj−1 : ∃m, Ri(t) ∈ B(xm, s)}
τoutj := min{t > τ inj : Ri(t) ∈ ∂B(xm, 2s)}. (5)
We have left out the ∃m which might be formally needed in the definition of τoutj
since, clearly, the samem holds for both τ inj and τ
out
j — m may only change when
j changes. It is easy to see that for some c sufficiently small,
P(τoutj − τ inj < cs2 |R[0, τ inj ]) <
1
4
(i.e. the estimate holds independently of the past). Notice that this uses (2) to
overcome the conditioning over the past. Hence, easily,
P(τoutj < cjs
2) <
1
4
∀j (6)
(not necessarily the same c, of course). Let σ = σi be the stopping time when Ri
exits B(0, 2r). It is well known that σ is approximately r2, with an exponentially
decreasing tail, i.e.
P(σ > λr2) < Ce−cλ (7)
(the only difficulty is that R is conditioned, and (2) doesn’t apply. Again, we refer
to a proof of a high dimensional analog result, [BK, lemma A.8]).
We now return the notation i. Define Ji := max{j : τouti,j < σi}. The same
argument that gave (6) will give, with another sum,
P
(∑
i
τi,Ji < cs
2
∑
i
Ji
)
<
1
4
, (8)
while a sum over (7) would give
P
(∑
i
σi > λkr
2
)
< Ce−cλ. (9)
Picking λ sufficiently large such that this would be < 14 , and combining (8) we get
an estimate for
∑
Ji:
P
(∑
Ji ≤ C4k(r/s)2
)
≥ 1
2
. (10)
Denote this event by E. Let Ξ denote the space of vectors (γ1, . . . , γk, y
in
1,1, . . . ,
yin1,γ1 , y
in
2,1, . . . , y
in
k,γk
, yout1,1 , . . . , y
out
k,γk
) where γ1, . . . , γk are integers and the y
in/out
i,j are
points in some ∂B(xm, s) and ∂B(xm, 2s) respectively. For every ξ ∈ Ξ denote by
Eξ the event that Ji = γi and that Ri(τ
in/out
i,j ) = y
in/out
i,j . Since ξ clearly determines
whether E happened or not, define Ξ′ ⊂ Ξ to be the collection of all ξ’s such that
Eξ ensures E. Let Xm be the event that Ri(t) 6= xm for all i and all t and let
X :=
∑
1{Xm}.
If the total number of visits of some ball B(xm, s) by the Ri’s is ≤ Ck, we may
apply lemma 2, if only s > eC1
√
Ck, where C1 is from lemma 2, i.e. if C3 > C · C1,
and we get
P(Xm |Eξ) > ce−
√
k. (11)
Notice that
∑
Ji is, in effect, the sum over all balls B(xm, s) of the total number
of visits of the Ri’s. Since the number of balls is > c(r/s)
2, and since E says that∑
Ji ≤ C4k(r/s)2, we get that for at least half of the balls the number of visits
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is ≤ Ck. We now choose C3 so that (11) is satisfied for at least half of the balls.
Further, conditioning by Eξ all the balls B(xm, 2s) are independent and we get
using standard estimates for independent variables, for k sufficiently large,
P(X < c(r/s)2e−
√
k |Eξ) < 1
2
∀ξ ∈ Ξ′.
Together with (10) we get
P(X ≥ c(r/s)2e−
√
k) ≥
∑
ξ∈Ξ′
P(Eξ)P(X ≥ c(r/s)2e−
√
k |Eξ) ≥ 1
2
∑
ξ∈Ξ′
P(Eξ) =
=
1
2
P(E) ≥ 1
4
.
Hence we only need to check when c(r/s)2e−
√
k > r7/4, but this happens, for k
sufficiently large, when C2 > 4 + 8C3, so we may now choose C2 and the lemma
is proved. 
Remark. Clearly, the same proof yields the stronger estimate
P(#{x ∈ B(0, r) : Ri(t) 6= x ∀i = 1, . . . , k; ∀t} > r2−ǫ) > c(ǫ).
However, we will not need it here.
Lemma 4. Let k ∈ N, let s ≥ 1 and let r = se
√
k. Let xin1 , . . . , x
in
k ∈ B(0, r) and
xout1 , . . . , x
out
k ∈ ∂B(0, 2r) and let R1, . . . , Rk be random walks starting from xini and
conditioned to hit B(0, 2r) in xouti . Let y satisfy B(y, 2s) ⊂ B(0, r) and |y − xini | ≥ 14r
for all xini . Let J denote the total number of visits of the Ri’s to B(y, s). Then
P(J > λk) ≤ e−(cλ−C)
√
k ∀λ > 0.
Proof. The proof is a simple variation on the classic estimate for sums of indepen-
dent variables. Let Ji be the number of visits of Ri to B(y, s). The same harmonic
potential estimates as in lemma 1 show that for any point in ∂B(y, 2s), the prob-
ability to hit ∂B(0, 2r) before hitting B(y, s) is ≥ c/ log(r/s) = c/√k (here we use
(2)). This means that each Ji has an exponential distribution with the tail decreas-
ing faster than (1− c/√k)n, or in other words,
E(ec1Ji/
√
k | Ji > 0) ≤ C (12)
for some c1 sufficiently small.
We now use the condition |y − xini | > 14r: a second application of the harmonic
potential argument shows that P(Ji > 0) ≤ C/
√
k (again using (2)). Plugging this
into (12) gives
E(ec1Ji/
√
k) ≤ 1 + C/
√
k
and since the various Ji’s are independent we get
E(ec1J/
√
k) =
k∏
i=1
E(ec1Ji/
√
k) ≤ (1 + C/
√
k)k < eC
√
k.
Therefore, by Chebyshev’s inequality,
P(J > λk) = P(ec1J/
√
k > ec1λ
√
k) ≤ Ee
c1J/
√
k
ec1λ
√
k
< e(C−c1λ)
√
k. 
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Remark. The value 14 is of course arbitrary — it can be replaced by any µ > 0 but
the constants C and c from the formulation of the lemma depend on this µ.
Proof of theorem 2. As usual, we assume n is sufficiently large, as we may. The
constant nmin will be fixed last, at the very end of the proof. In particular we
assume n > 1 so that we have no problem dividing with logn. Let r =
√
m/ logn.
Clearly,
P(R2[0,m] ⊂ B(0, r)) ≤ Ce−cm/r2 = Ce−c log2 n ≪ C exp(−c log2µ−1 n). (13)
Denote this “bad” event by B1.
Examine the number of visits of R1 to B(0, r). Let x ∈ ∂B(0, 2r) be some point
and let S be a random walk starting from x, and let τ be the first time when S ∈
B(0, r)∪ ∂B(0, 2n). Clearly, if S(τ) ∈ ∂B(0, 2n) then τ ≥ 2n− 2r > n and then the
usual harmonic potential argument gives
P(S[0, n] ∩B(0, r) = ∅) ≥ P(S(τ) ∈ ∂B(0, n)) ≥ c/ log(2n/r) > c/ logn.
Clearly, this implies that if R1(t) ∈ ∂B(0, 2r) then with probability > c/ logn this
is the last visit of R1 to B(0, r). Hence we see that the number of visits J has an
exponentially decreasing tail, and in particular, for any constant c2 > 0,
P(J > c2 log
2µ n) ≤ C exp(−c log2µ n/ logn) = C exp(−c log2µ−1 n) (14)
where the various c’s depend on c2. We shall fix c2 later on. This bad event (denote
it by B2) is the one with the largest probability, and the reason that the factor
exp(−C log2µ−1 n) appears in (1). Let
k :=
⌊
c2 log
2µ n
⌋
. (15)
Define the stopping times τ in/outj using (3) for the ballB(0, r), and from now onwe
shall examine R1[0, τ
out
k ] instead of R1[0, n]. Similarly define σ to be the stopping
time when R2 exits B(0, r) and replace R2[0,m] with R2[0, σ]. More precisely, we
shall show that
P(#{v : ∃t ≤ σ, R2(t) = v; ∀s ≤ τoutk , R1(s) 6= v} ≤ m3/4) ≤ C exp(−c log2µ−1 n),
(16)
which will finish the theorem with (13) and (14).
Let therefore Eξ , ξ = (x
in
1 , . . . , x
in
k , x
out
1 , . . . , x
out
k ), be the event that R1(τ
in/out
j ) =
xin/outj (notice that x
in
1 = 0). Conditioning by Eξ we get k independent walks, each
one conditioned to exit B(0, 2r) at a given point. We wish to use lemma 4 with
s := re−
√
k. First we note that r =
√
m/ logn > c(ǫ) exp((12 − ǫ) logµ n) for any
ǫ > 0 so
s > c(ǫ) exp
((
1
2
−√c2 − ǫ
)
logµ n
)
(17)
so for c2 sufficiently small and n sufficiently large we get s ≥ 1, and we may apply
lemma 4 in a meaningful way and get, for every B(y, s) satisfying d(y, xini ) ≥ 14r,
P(Jy > λk |Eξ) ≤ e−(cλ−C)
√
k ∀λ > 0 (18)
where Jy is the number of visits to y. Pick λ sufficiently large such that the proba-
bility above is ≤ e−3
√
k.
Examine the set
Y := (B(0, 34r) \B(0, 14r)) ∩ ⌈4s⌉Z2.
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The proof of the theorem will follow from the interactions of R1 and R2 with the
balls B(y, 2s), y ∈ Y (note that they are disjoint). As in the proof of lemma 3, we
want to be able to consider the events inside each B(y, s) as independent. Define
therefore stopping times ρin/outi,j for i = 1, 2, similarly to (5), i.e
ρini,j := min{t ≥ ρouti,j−1 : ∃y ∈ Y s.t. Ri(t) ∈ B(y, s)}
ρouti,j := min{t > ρini,j : Ri(t) ∈ ∂B(y, 2s)}.
and define Fζ , where ζ = (J1, J2, z
in
1,1, . . . , z
in
2,J2
, zout1,1 , . . . , z
out
2,J2
), to be the event that
Ri(σ
in/out
i,j ) = z
in/out
i,j and that ρ
in
1,J1+1
> τk and ρ
in
2,J2+1
> σ, or in other words,
that the total number of visits of Ri to the balls B(y, s), y ∈ Y , is Ji. Denote the
collection of these ζ’s by Z. Examine first R1.
1. R1 and the balls B(yi, 2s).
Since xin1 = 0 and all other x
in
i ∈ ∂B(0, r) we get that |y− xi| ≥ 14r for all i ≤ k and
y ∈ Y . Hence, since #Y < C(r/s)2 = Ce2
√
k with (18) and our choice of λwe get
P(∃y ∈ Y s.t. Jy > λk |Eξ) ≤ Le−3
√
k < Ce−
√
k ≤ C exp(−c logµ n) ≪
≪ C exp(−c log2µ−1 n) (19)
Denote this event by B3. Let Z
′ ⊂ Z be the subset of all ζ’s such that Fζ implies
¬B3 (clearly, if Fζ happened then we can calculate the number of visits to every
B(y, s) and know whether B3 happened or not). Conditioning by Fζ , ζ ∈ Z ′
we get that all balls B(y, s) are independent, and we may use lemma 3 for ev-
ery B(y, s), if only s > eC2
√
λk. Remembering (15) and (17), and comparing the
exponents, we see that this will hold (for n sufficiently large) if only
1
2
−√c2 − ǫ > C2
√
λc2
which, again, holds if only c2 is sufficiently small. The conclusion of lemma 3 now
reads
P(#Hy > s
7/4 |Fζ) > c ∀y ∈ Y, ∀ζ ∈ Z ′. (20)
Hy := {v ∈ B(y, s) : ∀t < τoutk , R1(t) 6= v}.
2. R2 and the balls B(yi, 2s).
The last conclusion, (20), says in effect that many balls B(y, s) have “large R1
holes” (the Hy’s) in them. Here we shall complement this with proving that R2
passes through many B(y, s)’s and at least in one of them, through a sizable part
of the R1 hole.
Easily, if B(z, 4s) ⊂ B(0, 34r) \B(0, 14r), and if S if a random walk starting from
z and stopped at ∂B(z, 4s), then
P

S ∩ ⋃
y∈Y
B(y, s) = ∅

 < 1− c.
Hence the probability not to intersect
⋃
B(y, s) has an exponentially decreasing
tail, as long as we are still within the annulus. In particular, if B(z, C5 logn) ⊂
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B(0, 34r)\B(0, 14r) for someC5 sufficiently large, and S is stopped at ∂B(z, C5s logn),
then
P

S ∩ ⋃
y∈Y
B(y, s) = ∅

 < 1
n2
Examine now an annulus A(a) := B(0, a+(2C5 logn+4)s)\B(0, a)whereA(a) ⊂
B(0, 34r) \ B(0, 14r). We get that with probability > 1 − 1n2 , R2 intersects a ball
B(y, s) ⊂ A(a). Taking ai = 14r+ i(2C5 logn+4)swe get a sequence of ≈ r/s log n
disjoint annuli, and then
P(∀ai ∃y s.t. B(y, s) ⊂ A(a) and R2 ∩B(y, s) 6= ∅) > 1− r
ns logn
and in particular, if Y∗ is the set of y’s such that R2 intersects B(y, s), then
P(#Y∗ < cr/s logn)≪ C exp(−c log2µ−1 n). (21)
Denote this event by B4.
1 Define Z ′′ ⊂ Z ′ to be the subset of ζ’s that ensure that
B4 did not happen..
3. The interaction between R1 and R2.
Next examine one B(y, s), y ∈ Y∗. For every v ∈ Hy , the harmonic potential
argument shows that
P(∃t ≤ σ : R2(t) = v) ≥ c/ log s
hence, if hy := #{v ∈ Hy : ∃t ≤ σ, R2(t) = v} then Ehy ≥ c#Hy/ log s, and of
course hy ≤ #Hy . This shows that
P(hy >
1
2Ehy |Fζ) >
c
log s
∀y ∈ Y∗, ∀ζ ∈ Z.
Remembering (20) and the independence of R1 and R2 gives
P(hy > c3s
7/4/ log s |Fζ) > c
log s
∀y ∈ Y∗, ∀ζ ∈ Z ′
for some c3 sufficiently small. Remembering the definition of Z
′′ (see below (21))
we get
P(∀y ∈ Y∗, hy ≤ c3s7/4/ log s |Fζ) ≤
(
1− c
log s
)cr/s logn
≤ exp
(
−ce
√
k/ log2 n
)
≪ C exp(−c log2µ−1 n) ∀ζ ∈ Z ′′
(remember the definition of k, (15)). Throwing in (19) and (21) and summing over
all ζ we get
P
( ∑
y∈Y∗
hy ≤ c3s
7/4
log s
)
≤ C exp(−c log2µ−1 n).
However, this event is what we need in (16)! Indeed, directly from the definitions,
#{v : ∃t ≤ σ, R2(t) = v; ∀s ≤ τoutk , R1(s) 6= v} ≥
∑
y∈Y∗
hy,
1This estimate is actually quite bad. The true expected value of #Y∗ is (r/s)2/ log(r/s), analo-
gous to the fact that a random walk of length n passes through approximately n/ logn distinct points.
However, it will do for our needs.
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so we need only explain why m3/4 ≤ c2s7/4/ log s. Using (17) we see that this is
equivalent to, for n sufficiently large,
7
4
(
1
2
−√c2 − ǫ
)
>
3
4
, (22)
which holds for c2 sufficiently small. Finally we may fix the value of c2, get (16)
and hence the theorem. 
Remarks. (1) The only place in the proof the value 34 appears is in (22). Hence,
as in the remark following lemma 3 (and using that remark), the theorem
may be strengthened to say
P(#{v : ∃t ≤ m, R2(t) = v but ∀s ≤ n, R1(s) 6= v} ≤ m1−ǫ) ≤
≤ C(ǫ) exp(−c(ǫ) log2µ−1 n).
(2) As explained in the introduction, the theorem is sharp in the sense that
with probability > c exp(−C log2µ−1 n), R1 covers all of B(0,m). Roughly,
the proof is as follows: lemma 1 can be reversed to show that the proba-
bility to cover any point in B(0, 12r) is > 1 − C exp(−c
√
k). Similarly, the
argument leading to (14) can be reversed to show that the probability to
have log2µ n visits to B(0,m) is > c exp(−C log2µ−1 n), and these two to-
gether give the result.
3. EXCITED RANDOM WALK IN THREE DIMENSIONS
The theorem will follow very easily from the following lemma. In effect, the
lemma is stronger than the theorem. The reasonwe need this stronger formulation
is its inductive proof.
Lemma 5. Let n ∈ N. Let V ⊂ ]−∞,− ⌊n5/8⌋] × Z2 be any configuration of visited
vertices. Let x ∈ Z3. Let R be an ǫ-excited random walk starting from (x,V) of length
2n. Then
P(R(n)1 > 0 and R(2n)1 < R(n)1 + αn(ǫ)n) ≤ exp(−c4(ǫ)
√
logn)
where the numbers αn(ǫ) satisfy a recursive condition ensuring that αn(ǫ) ≥ c(ǫ) > 0.
The mystery number 58 is simply in the middle between the
3
4 of theorem 2 and
1
2 . Since the
3
4 of theorem 2 was an arbitrary number < 1, so is this
5
8 . For the
impatient, the recursive condition on the α(n) is (30) below where k is defined in
(24) and where λ is some constant. It clearly ensures αn ≥ c.
Proof. All the constants during the proof will depend on ǫ, but we will not repeat
this fact and only write C or c instead of C(ǫ) and c(ǫ). The lemma will be proved
by induction, so assume the lemma holds for any k < n (we shall explain how
to deal with the case n = 1, indeed with all sufficiently small n, at the end). Due
to this fact we need to pay special attention to the constant c4, to ensure that it is
indeed a constant and does not increase with n—hence none of the C and c below
will depend implicitly on c4.
Our first observation is that one can couple (meaning, realizing them on the
same probability space) in the obvious way the excited random walk in the in-
terval ]n, 2n] to a regular three dimensional random walk R′ such that R′(i)1 ≤
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R(n + i)1 for i ≤ n. For R′ we can use a simple estimate of binomial variables to
say that
P(∃i ≤ n : R′(i)1 < −n5/8) ≤ Ce−cn1/8 ≪ C exp(−c
√
logn). (23)
Hence the same holds for R ]n, 2n] and we conclude that we do not need to know
anything aboutV—with very large probability, R ]n, 2n] does not intersectV and
we need to investigate only its intersections with R[0, n].
Let
k :=
⌈
n/ exp(log1/4 n)
⌉
(24)
and let Ii := ]n+ ik, n+ (i+ 1)k] for i = 0, . . . ,
⌈
n
k
⌉− 1. Let
Vi := {v ∈ Z3 : ∃t ∈ Ii, R(t) = v and ∀t ≤ n+ ik, R(t) 6= v}.
Theorem 2 allows to estimate #Vi since if the projections of the Vi’s on the second
and third coordinates are large then they themselves definitely will be. Denote the
projection by P . P (R[0, n+ ik]) is a two dimensional randomwalk with the length
≤ n + ik < 2n. P (R(Ii)) is a two dimensional random walk whose length m is a
(k, 23 )-binomial variable, and in particular
P(m < 12k) ≤ Ce−ck.
Assumingm ≥ 12k we get µ = log logm/ log logn = 1 − o(1) and hence theorem 2
says that, for n sufficiently large,
P(#Vi ≤ m3/4) ≤ C exp(−c log2µ−1 n) ≤ C exp(−c
√
logn) ∀i.
Examine the horizontal movement ofR during Ii for one i. There are≤ k balanced
horizontal moves (meaning that they start from a visited vertex) and the number
of unbalanced horizontal moves is a (#Vi,
1
3 )-binomial distribution. Hence with
probability > 1 − Ce−ck it is ≥ 16#Vi and if #Vi > 12k3/4 then we get a positive
drift, namely
P(R(n+ (i+ 1)k)1 −R(n+ ik)1 < cǫk3/4) ≤ C exp(−c
√
logn) ∀i (25)
(in this formulation we no longer need to assume that n is sufficiently large).
Our purpose is to use the lemma inductively for every Ii, i > 0. Let therefore
ai := max
t≤n+(i−1)k
R(t)1 +
⌊
k5/8
⌋
.
We translate by −ai and use the lemma for k, which will now read as
P(R(n+ik)1 > ai and R(n+(i+1)k)1 < R(n+ik)1+αkk) ≤ exp(−c4
√
log k). (26)
Denote this event byBi. The estimate (26) holds for any value of R[0, n+ (i− 1)k]
and hence we may rewrite it as
P(Bi |B0, . . . ,Bi−2) ≤ exp(−c4
√
log k).
Hence the sequence B2i dominates a sequence of random independent variables.
Let λ = λ(ǫ) be an integer parameterwhichwe shall fix later. The simplest estimate
now gives
P
(
#{i : B2i} ≥ λ)
)
≤
⌈n
k
⌉λ
e−λc4
√
log k ≤ C exp(−c4λ(1 − o(1))
√
logn).
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A similar calculation holds for the oddB2i+1, and we get
P(#{i : Bi} ≥ 2λ+ 2) ≤ C exp(−c4λ(1 − o(1))
√
logn) (27)
(the+2 appears as follows: theB0 for which our argument doesn’t work as is, and
the very last Bi where the interval Ii might be cut off and we don’t want to mess
with this problem).
We still need one calculation to overcome the condition R(n+ ik)1 > ai in (26).
Applying the same coupling argument as in the beginning of the lemma shows
that
P(R(n+ (i− 1)k)1 < ai − 2n5/8) ≤ Ce−cn1/8 ≪ C exp(−c
√
logn).
(25) gives, for n sufficiently large as to satisfy 2n5/8 < cǫk3/4
P(R(0, n+ ik)1 > ai) > 1− C exp(−c
√
logn) ∀i (28)
and (28) holds for any n if only C is sufficiently large as to make it trivial for
smaller n’s. Summing over all iwe get
P(∃i : R(n+ ik)1 ≤ ai) ≤
⌈n
k
⌉
C exp(−c
√
logn) ≤ C exp(−c
√
logn). (29)
Assuming that the events in (23), (27) and (29) did not happenwe get thatR(2n)1−
R(n)1 ≥ αkk
(⌈
n
k
⌉− 2λ− 2) (note that the event of (29) implies, in particular, that
for the 2λ+ 2 bad i’s, we still get that R(n+ k(i + 1))1 − R(n + ik)1 > 0). Define
therefore
αn = αk
(
1− 2λ+ 2
n/k
)
(30)
and get (we now number some constants for clarity in the next part),
P(R(n)1 > 0 and R(2n)1 < R(n)1 + αnn) ≤ (31)
≤ C6 exp(−c5
√
logn) + C7 exp(−c4λ(1 − o(1))
√
logn).
We can now fix our parameters. Strangely enough, we start with λ, and fix it so
that
(
11
12
)λ−2
< 1/2C7. Next we fix N1(ǫ) sufficiently large so that for all n > N1(ǫ)
the o(1) inside the second exponent is < 1λ , and so that
n
k > 4λ + 4, so that (30)
makes sense. Next we need to fix c4. Let N2(x) be defined by
exp(−x
√
logN2(x)) =
11
12
.
For c4 sufficiently small, we would have
C6 exp(−c5
√
logn) <
1
2
exp(−c4
√
logn) ∀n > N2(c4). (32)
Further, for c4 sufficiently small we would have N2(c4) > N1. Fix c4 sufficiently
small so as to satisfy both conditions. Hence, for all n > N2(c4) we get
C7 exp(−c4λ(1− o(1))
√
logn) ≤ C7 exp(−c4(λ− 1)
√
logn)
≤ C7 exp(−c4(λ− 2)
√
logN2(c4)) exp(−c4
√
logn)
≤ C7
(
11
12
)λ−2
exp(−c4
√
logn) <
1
2
exp(−c4
√
logn) (33)
and with (32) and (31) we get
P(R(n)1 > 0 and R(2n)1 < R(n)1 + αnn) ≤ exp(−c4
√
logn) ∀n > N2,
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as required. Finally, for n ≤ N2, we only need to show that
P(R(2n)1 < R(n)1 + αnn) ≤ exp(−c4
√
logn) ≤ 11
12
.
However, setting α(n) = 12n we get, from the coupling of the excited randomwalk
to the simple three-dimensional random walk, as in the beginning of the lemma,
that
P(R(2n)1 ≤ R(n)1) ≤ 5
6
(showing this for a three-dimensional simple random walk is a straightforward
calculation — but if you really don’t want to do it, replace 1112 everywhere with
1− c for some c > 0) and we are done. 
Corollary. Let R be an ǫ-excited walk of length 2n (starting from 0). Then
P(R(2n)1 ≤ c(ǫ)n) ≤ exp(−c(ǫ)
√
logn).
Proof. Translate by n+1 so thatR starts from (n+1, 0, 0). Use lemma 5 withV = ∅
to get
P(R(n)1 > 0 and R(2n)1 < R(n)1 + αn(ǫ)n) ≤ C exp(−c(ǫ)
√
logn).
Since αn(ǫ) ≥ c(ǫ), and since R(n)1 > 0 always, we are done. 
Proof of theorem 1. Use the last corollary for n = 2i and get a sequence of event with
probability ≤ exp(−c√i) hence by the Borel Cantelli lemma only a finite number
of them occur, and we are done. 
REFERENCES
[ABK] Gidi Amir, Itai Benjamini and Gady Kozma, Cautious random walk, in preparations.
[BK] Itai Benjamini and Gady Kozma, Loop-erased random walk on a torus in dimensions 4 and above.
http://arxiv.org/abs/math.PR/03090009
[BW] Itai Benjamini and David Wilson, Excited random walk.
http://arxiv.org/abs/math.PR/0302271
[DKL02] Rick Durrett, Harry Kesten and Vlada Limic, Once edge-reinforced random walk on a tree,
Probab. Theory Related Fields 122:4 (2002), 567–592.
[H95] Barry D. Hughes, Random walks and random environments, Clarendon Press, Oxford, 1995.
[K90] Michael S. Keane, Solution to problem 288, Statistica Neerlandica, 44:2 (1990), 95–100.
[KR99] Michael S. Keane and SilkeW.W. Rolles, Edge-reinforced random walk on finite graphs, in Infinite
dimensional stochastic analysis (Amsterdam, 1999), 217–234.
http://www.math.ucla.edu/~srolles/rrw.ps.gz
[PV99] Robin Pemantle and Stanislav Volkov, Vertex-reinforced random walk on Z has finite range, Ann.
Probab., 27 (1999), 1368–1388.
http://www.math.ohio-state.edu/~pemantle/papers/vrrw2.ps
[S76] Frank Spitzer, Principles of Random Walk, Second Edition, Springer (1976). (all material used
in this paper exists in the first edition (1964) as well).
[V] Stanislav Volkov, Excited random walk on trees.
http://www2.maths.bris.ac.uk/~maxsv/PAPERS/erw.ps
[Z] Martin Zerner, in preparations.
