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Resumen
En la modelación de muchos problemas de optimización lineal no es posible considerar el modelo clásico deter-
minista, porque el conjunto de los parámetros no son completamente conocidos debido a que los datos varían
en forma significativa a lo largo del tiempo o porque no hay homogeneidad en los valores. Estos problemas son
conocidos como problemas con incertidumbre, para los cuales existen diversos enfoques en la modelación y en los
métodos de solución. En este artículo se revisa tales enfoques, incidiendo fundamentalmente en la optimización es-
tocástica, optimización difusa, optimización intervalar y optimización híbrida. La diferencia entre estos enfoques
se perciben en la naturaleza de los datos, nociones de factibilidad y optimalidad, requerimientos computacionales,
entre otros.
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Abstract
In the modeling of many problems on linear optimization is not possible to consider the classic deterministic model
because the set of parameters is not fully known due to the significant variation of the data along time or because
there is no uniformity on the values. These kind of problems are known as problems with uncertainty and there
are different approaches about modeling and methods of solution to resolve them. In this paper we make a review
of such approaches focusing basically in stochastic optimization, fuzzy optimization, intervaling optimization and
hybrid optimization. The difference between these approaches is perceived in the nature of the data, notions of
feasibility and optimality and computational requirements, among others.
Keywords. Optimization, uncertainty.
1. Introducción. La Optimización es una herramienta de gran ayuda en el proceso de toma de decisiones, que
permite escoger la mejor estrategia para alcanzar un objetivo. Para esto es necesario modelar como un problema
de optimización el entorno en el que se produce esa toma de decisión.
De manera general, un modelo de optimización tiene la siguiente forma:
Optimizar f(x)
Sujeto a x ∈ S ⊆ Rn
donde f : S ⊆ Rn → R es la función objetivo y el conjunto factible S es definido por las restricciones impuestas
al vector x. La optimización puede ser minimización o maximización.
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En la optimización lineal f(x) = cTx y S = {x ∈ Rn/Ax ≤ b} donde c es un vector columna n-dimensional, A
es una matriz mxn y b es un vector columna m-dimensional.
En la optimización clásica se asume que los parámetros que intervienen en el modelo (c, A, b) son conocidos
con certeza; y por tanto para resolver se pude utilizar los métodos clásicos de optimización lineal, método simplex
[6, 27, 35], métodos de puntos interiores [57, 67] , etc. Sin embargo, en diversas situaciones problemáticas de la
vida real, estos parámetros no son conocidos con precisión, es decir, son parámetros imprecisos o inciertos. La
incertidumbre puede presentarse debido a la carencia de datos fiables, errores de medida o porque representan
información sobre el futuro. Un gran número de problemas sobre planificación de la producción y scheduling,
transporte, finanzas y diseños de ingeniería requieren que las decisiones se tomen en presencia de incertidumbre
de esta naturaleza.
En estos casos es común asumir que la incertidumbre puede ser representada por medidas de probabilidad
o, según estudios más recientes mediante funciones de pertenencia propios de la teoría de conjuntos difusos. Sin
embargo, no siempre cada representación es la más adecuada.
Una dificultad importante a considerar en la optimización bajo incertidumbre es cuando se trabaja con un
espacio de incertidumbre muy grande lo cual, con frecuencia, conduce a modelos de optimización de gran escala.
A partir de los trabajos de Beale [7], Bellman [8], Bellman y Zadeh [9], Charnes y Cooper [25], Dantzig [28],
y Tintner [75], la optimización bajo incertidumbre ha experimentado un rápido desarrollo tanto en lo referente
a la teoría así como en algoritmos de solución. Pese a este avance, sigue vigente lo que Dantzig consideraba la
planificación bajo incertidumbre como uno de los problemas abiertos más importantes en la optimización [29].
En este trabajo se revisan los principales enfoques para tratar la optimización con incertidumbre. Se hace
una revisión del enfoque estocástico, las diferentes definiciones propuestas, sus modelos y se incluyen algunas
referencias de artículos en donde se hace uso de este enfoque para la solución de diferentes tipos de problemas.
Se revisa la optimización difusa, la optimización flexible y la optimización posibilística, incluyendo referencias
de artículos que hacen estudios de este enfoque y también se revisa la optimización intervalar con sus respectivas
referencias de principales artículos.
Finalmente se revisa la optimización híbrida, en la cual se incluyen los trabajos sobre optimización difusa-
intervalar y artículos de optimización difusa-estocástica.
2. Material y Métodos.
2.1. Optimización Estocástica. La optimización estocástica trata problemas de Programación Matemática
en cuya formulación aparece algún elemento aleatorio, es decir, mientras que en el caso determinístico todos los
datos o parámetros que aparecen son números conocidos, en Programación Estocástica dichos parámetros (o parte
de ellos ) no se conocen con certeza.
La programación estocástica tiene su inicio con los trabajos de Dantzig [28] y Beale [7]. En esa misma década
alcanzó con Markowitz [52] una aplicación muy destacada al problema de selección de carteras lo cual lo llevaría
a la consecución del Premio Nobel. Prekopa [62] propone dos definiciones para Programación Estocástica:
Definición 1. Es la ciencia que ofrece soluciones para problemas formulados en conexión con sistemas esto-
cásticos, en los que el problema numérico resultante a resolver es un problema de Programación Matemática de
tamaño no trivial.
Definición 2. Es una ciencia que trata problemas de Programación Matemática en los que algunos de los
parámetros son variables aleatorias. Su metodología se basa en el estudio de las propiedades estadísticas del
valor óptimo aleatorio o de otras variables aleatorias presentes en el problema o bién en la reformulación del
problema a otro problema de decisión en el que se tiene en cuenta la distribución de probabilidad conjunta de los
parámetros aleatorios.
Básicamente existen dos tipos de modelos de programación estocástica:
Modelos “Esperar y Ver"(“wait and see") o modelos de programación estocástica pasiva. Estos modelos con-
sisten en esperar la ocurrencia de un evento incierto (realización de variables aleatorias) para luego optimizar. Sin
embargo en ocasiones puede ser de gran interés conocer la distribución de probabilidad del valor objetivo óptimo
o algunos de sus momentos (valor esperado o varianza) antes de conocer la realización de sus variables aleatorias.
Tales problemas se llaman problemas de distribución y se estudian en: [10, 54, 62].
Modelos “aquí y ahora"(“here and now") o modelos de programación estocástica activa basados en optimiza-
ción inmediata en base a alguna medida de probabilidad [23].
Por otro lado Ermoliev and Wets [30] proponen dos esquemas de modelos de programación estocástica: Mo-
delos Adaptativos y Modelos con Recursos. En los modelos adaptativos, los cuales usan distribuciones posteriores,
se presenta dos casos: problemas de distribución y modelos anticipados. En los problemas de distribución se puede
obtener la distribución de probabilidad o algunas características de las variables aleatorias tales como: la distribu-
ción de probabilidad del valor óptimo aleatorio o la solución optimal, para el caso de programas lineales aleatorios.
En el caso de los modelos anticipados sólo se tienen las distribuciones apriori de los parámetros. En cada uno de
estos modelos, la función objetivo inducida o el conjunto factible pueden estar definidos en términos de otras
probabilidades o momentos de funciones de distribución tales como:
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a) Modelos probabilísticos: Los cuales usan probabilidades.
b) Modelos basados en Momentos: Los cuales usan momentos.
c) Modelos Híbridos: que vienen a ser una combinación de restricciones probabilísticas con función objetivo
basada en momentos.
En los modelos con recursos, las variables de decisión de un problema de optimización bajo incertidumbre
se dividen en dos etapas. Las variables de la primera etapa son aquellas que tienen que ser decididas antes de la
realización actual de los parámetros de incertidumbre, mientras que las variables de la segunda etapa se interpre-
tan como medidas correctivas o de recursos, que surgen debido a una realización particular de la incertidumbre.
El concepto de recurso ha sido aplicado a la programación lineal, no lineal y entera. Estudios de optimización
estocástica se pueden encontrar en los siguientes artículos:
• “Optimization under uncertainty: state -of-the art and opportunities", [58]. En este artículo se revisa la
teoría y metodología desarrollada para hacer frente a la complejidad de los problemas de optimización
bajo incertidumbre.
• “Uncertain Programming: Optimization Theory in Uncertain Environments", [45]; en donde se proporcio-
na una breve introducción a la programación con incertidumbre, incluyendo ideas de modelado híbrido,
algoritmos inteligentes y aplicaciones en sistemas de decisión.
Anteriormente se mencionó que los problemas de optimización estocástica son problemas de gran escala,
por lo cual requieren de algún método de solución. Para este fin se puede consultar los siguientes artículos:
• “Optimización bajo incertidumbre, técnicas de descomposición y aplicación en GRID", [44]; en donde se
revisan los conceptos de optimización estocástica y se presentan dos enfoques de solución: Descompo-
sición de Banders y Relajación Lagrangeana, con aplicación a la coordinación hidrotérmica. También se
puede consultar el artículo:
• “Stochastic programming approach to optimization under uncertainty", [72]. Aquí se plantea la solución
de problemas de optimización estocástica mediante el Método de Montecarlo. Un método similar se
encuentra en [42].
Se han desarrollado diversas aplicaciones de optimización estocástica, en las áreas de planeamiento de la
producción [14], scheduling [12], localización [43], expansión de la capacidad [2], gestión de control y ambiente
[13], telecomunicaciones [40], diseño y optimización de sistemas de procesos químicos [1], y finanzas [21]. Más
recientes aplicaciones, destacan en la toma de decisión en emergencia a causa de inundaciones [34]; y en las
decisiones de reemplazo en las empresas de manufactura [80].
Por otro lado, una clase importante de problemas de decisión y de optimización es el área de Scheduling, en
donde se deben asignar recursos limitados a tareas que deben ser procesadas a lo largo del tiempo y bajo ciertas
restricciones. En este caso los parámetros que intervienen en el problema son: tiempo de procesamiento, tiempos
de preparación, fecha de iniciación o fecha de vencimiento; los cuales también presentan incertidumbre en algunos
casos.
Por lo tanto, dichos parámetros son estudiados desde un enfoque estocástico ya que éstos se asumen como
variables aleatorias con distribuciones de probabilidad conocidas. Mayores detalles se puede consultar en [12,17];
aquí los autores brindan un panorama general del enfoque estocástico para problemas de scheduling.
2.2. Optimización difusa. Así como la programación estocástica, la programación difusa también trata con
problemas de optimización bajo incertidumbre. La principal diferencia entre los enfoques estocásticos y difusos
es la forma de modelar la incertidumbre. En el caso de la programación estocástica, la incertidumbre se modela
a través de funciones de probabilidad discretas o contínuas, mientras que en la progración difusa los parámetros
imprecisos son considerados como números difusos; o la región factible es considerado como un conjunto difuso;
consecuentemente se utiliza la teoría de los conjuntos difusos.
La región factible se considera un conjunto difuso, cuando en la formulación clásica mediante desigualda-
des, el decisor admite soluciones que incumplen con las resctricciones. Naturalmente, los incumplimientos son
graduados hasta cierto nivel de tolerancia, mediante funciones de pertenencia, que en este contexto se denomina
funciones de grado de incumplimiento, que el decisor establece.
Los distintos desarrollos de este enfoque difuso tienen sus orígenes en los trabajos de Bellman y Zadeh [9],
pero este campo fue popularizado en 1991 por Zimmermann con la publicación de su libro Conjuntos Difusos y
sus Aplicaciones [83].
En [58], se hace un breve estudio de dos tipos de programación difusa: programación flexible y programación
posibilística. La diferencia fundamental entre ambas es que en los modelos de programación flexible, las funciones
de pertenencia de los objetivos y las restricciones se basan y determinan por las preferencias subjetivas de los deci-
sores. En contraste, la programación posibilística se basa en distribuciones de posibilidad las cuales se determinan
objetivamente a partir de la información histórica [39].
Trabajos referentes a programación posibilística y flexible se pueden encontrar en los siguientes artículos:
• “Programación lineal Posibilística", [5]. Aquí el autor hace un estudio sobre un programa general de
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programación lineal posibilística en el que todos los parámetros así como las restricciones pueden ser
difusos.
• “Possibilistic programming in production planning of assemble-to-order environments", [36]. En este
trabajo, se propone un modelo de programación lineal posibilística para gestionar problemas de planifi-
cación de la producción. El modelo propuesto realiza ajustes de previsión, gestión de materiales, y de las
actividades de producción.
• “The effectiveness of a fuzzy mathematical programming approach for supply chain production planning
with fuzzy demand", [56]. Este trabajo usa el enfoque de la programación posibilística, lo cual hace
posible modelar la incertidumbre epistémica de la demanda que podría presentarse en la planificación de
la producción de la cadena de suministro.
• “Assessing the water requirements in refineries using possibilistic programming", [22]; en donde los au-
tores aplican el enfoque de optimización difusa posibilística en el contexto de la conservación del agua
en una industria petrolera.
• “MRP with flexible constraints: A fuzzy mathematical programming approach", [33]. Aquí se presenta el
modelado de un sistema MRP utilizando programación flexible para solucionar modelos de programación
difusa.
• “Despacho Económico ambiental con variables difusas y posibilísticas", [55]. Este artículo presenta la
formulación del problema de despacho económico considerando criterios ambientales. Para considerar la
incertidumbre relacionada con el conocimiento de los niveles de emisiones en las unidades de generación
se hace uso de la teoría de los conjuntos difusos. El aspecto fundamental que lo diferencia de otros trabajos
similares es el uso de una estructura interpretativa de los conjuntos difusos utilizados para representar
tanto entidades difusas (flexibles) como entidades posibilísticas (inciertas), presentes en el problema de
despacho económico.
Por otro lado Lai Hwang [41] y Verdegay [77] clasificaron los modelos de programación lineal difusa (PLD),
en modelos con conjuntos factibles difusos (restricciones difusas), modelos con metas difusas, y modelos con
coeficientes de la función objetivo difusos. Asimismo, para cada uno de los modelos mencionados existen métodos
de solución que se diferencian en la forma de representación de los parámetros difusos o bien en el procedimiento
mismo. Para el primer modelo; existen dos métodos: el propuesto por Tanaka, Okuda y Asai [4] y el segundo
propuesto por Verdegay [78]. Para el siguiente modelo existen tres métodos: aproximación de Zimmermann [84],
aproximación de Chanas [24] y aproximación de Werners [81]. Finalmente para el tercer modelo, tenemos los
métodos de aproximación de Verdegay [76] , aproximación de Tanaka, Ichihashi y Asai [73], aproximación de
Rommelfanger, Hanusheck y Wolf [65]. Revisiones de estas aproximaciones y aportes posteriores se encuentran
en [18, 19, 26, 31, 48, 66].
Existen muchos trabajos, en donde se hace uso de las herramientas de la optimización difusa, entre las primeras
recopilaciones se tiene [31, 66, 83], y el más reciente [48]. Entre los que no están incluidos en las recopilaciones
anteriores o son recientes, destacan:
• “Métodos de optimización lineal difusa para la planificación nutricional en granjas avícolas", [79]. En este
trabajo se desarrolla un software (SADIGA) (Sistema de Apoyo de Decisión en las Granjas Avícolas),
el cual utiliza los modelos y métodos de la programación lineal difusa para resolver el problema de
planificación de la nutrición en granjas avícolas en un ambiente impreciso en lo referente a precios de los
insumos. Un trabajo similar ha sido desarrollado para una granja de ganado vacuno [61].
• “Un modelo para la Selección de carteras de proyectos con incertidumbre en los costes", [16]. En el cual
se desarrolla un modelo de programación entera 0−1 para seleccionar y planificar, simultáneamente, una
cartera de proyectos, de entre un conjunto de propuestas iniciales.
• “Optimization Under Uncertainty: Methods and Applications in Radiation Therapy", [47]. En este tra-
bajo los autores muestran como utilizar los métodos de optimización difusa para resolver problemas de
planificación de radioterapia (RTP), a través del modelado de incertidumbres.
• “Application of fuzzy mathematical programming approach to the production allocation and distribution
supply chain network problem", [11]. Este estudio propone un modelo de integración de la producción y
planes de distribución en una red de cadena de suministros, con múltiples líneas de distribución, múltiples
plantas y múltiples centros de distribución. Trabajo similar reciente se encuentra en [3].
• “Application of fuzzy optimization in energy saving", [15]. Este trabajo muestra el uso de herramientas
de optimización difusa para solucionar problemas en los sistemas de almacenamiento y distribución de
energía. Así mismo en [74] se aplica la optimización difusa en la transformación de residuos en energía .
• “Application of fuzzy optimization problem in fuzzy environment", [70] es la aplicación de tres métodos
de optimización difusa en la solución de un problema medio-ambiental.
En el contexto de scheduling, también hay muchos trabajos donde se hace uso de las herramientas de optimización
difusa. Para ello se pueden consultar los siguientes artículos: [32, 37, 53, 68, 71, 82].
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2.3. Optimización Intervalar. En este enfoque se consideran problemas de optimización lineal en donde
cada coeficiente de la función objetivo es un intervalo. Tales intervalos pueden ser obtenidos a través de datos
históricos o con la ayuda de un experto. Una característica importante para los modelos con formulación intervalar,
es que cualquier variación no muy significativa en los coeficientes de la función objetivo no afecta el conjunto de
soluciones encontradas [49].
Trabajos referentes a optimización intervalar se puede encontrar en los siguientes artículos:
• “Interpretation of inequality constraints involving interval coefficients and a solution to interval linear pro-
gramming", [69]. Este artículo define un problema de programación lineal intervalar como una extensión
de problemas de programación lineal clásica en un ambiente con incertidumbre.
• “Multiple objective linear programming models with interval coefficients-an illustrated overview", [60].
Este artículo ofrece una visión ilustrada del estado del arte de la programación intervalar en el contexto
de modelos de programación lineal con múltiples objetivos.
• “Optimización Global por intervalos: Aplicación a Problemas con Parámetros inciertos", [20]. Este ar-
tículo presenta la aplicación de una plataforma de software, que permite realizar la optimización global
de criterios no lineales con restricciones utilizando el análisis por intervalos. El problema ha sido aborda-
do considerando las variables del criterio a optimizar como intervalos, así como también los parámetros
con incertidumbre.
Una aplicación interesante se ha realizado en la planificación del transporte urbano, de tal manera que minimice
los costos generales y maximice la entropía. En la formulación se considera los costos como intervalos [50].
2.4. Optimización Híbrida. En esta sección se revisa formulaciones de problemas mediante la combina-
ción de enfoques mencionados anteriormente. A continuación se muestran algunos artículos relacionados con la
optimización híbrida, agrupadas de acuerdo a las combinaciones de enfoques:
2.4.1. Optimización Difusa-Intervalar. “An interval-parameter fuzzy nonlinear optimization model for stream
water quality management under uncertainty", [63]. En este artículo se desarrolla un modelo de programación li-
neal difusa intervalar para la gestión de la calidad del agua en condiciones de incertidumbre. Los métodos de
programación intervalar y difusa se integran dentro de un marco general para hacer frente a las incertidumbres en
los lados izquierdos y derechos de las restricciones no lineales.
2.4.2. Optimización Difusa-Estocástica.
• “A Mathematical Model for a Flow Shop Scheduling Problem with Fuzzy Processing Times", [64]. En
este artículo se presenta un modelo matemático para un problema de flow shop scheduling, donde el
tiempo de procesamiento puede ser estimado con variables aleatorias o números difusos.
• “Optimization under hybrid uncertainty", [51]. Cuyo objetivo es describir un enfoque metodológico uni-
ficador para encontrar la solución a un problema matemático con presencia de datos difusos y variables
aleatorias.
Para mayor información sobre optimización híbrida también se puede consultar: [38, 46, 59].
3. Conclusiones. Se a recogido diferentes enfoques referente al modelado de la optimización con incerti-
dumbre. Cada uno de ellos abarcan la modelación así como el desarrollo de una variedad de algoritmos, los cuales
se han utilizado en muchas áreas como: ingeniería, medicina, economía, entre otras.
En la optimización estocástica, las cantidades inexactas se manejan como variables aleatorias; en la teoría
de los conjuntos difusos, como números difusos con funciones de pertenencia y en el análisis intervalar, como
intervalos.
En el contexto de la optimización difusa, no se elimina la imprecisión, sino, más bien se plantea un método
para su manejo; es decir no se pasa por alto la imprecisión del problema y, por el contrario, se las utiliza para
generar soluciones.
Existen varios estudios y retos en el área de la optimización bajo incertidumbre, especialmente en lo que
concierne a la teoría de scheduling. En este aspecto, existe buen número de trabajos con aplicaciones de las teorías
de la optimización difusa a problemas de scheduling estáticos, pero aún no se conoce trabajos de modelación con
incertidumbre en problemas de scheduling dinámicos.
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