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“How could a pond be so cool and clean?
Because fresh water from the source flows in.”
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ABSTRACT
Rapid technological developments of photodiodes using organic semiconductors
have gained significant attention over the past years. Innovative molecular and thin-
film morphological designs of organic heterojunctions (HJs) are still required to enable
devices such as organic photovoltaics (OPVs) approaching the market-entry-level per-
formance. This thesis explores energy transfer properties of HJs as functions of molec-
ular geometry, blend HJ structures, and material combinations, providing guidelines
for future designs of organic optoelectronic material systems.
In the first part of this thesis, we investigate the charge transfer (CT) properties
in small-molecule blend HJs comprising the nonpolar donor, tetraphenyldibenzoper-
iflanthene (DBP), and the acceptor, C70. A kinetic Monte Carlo model along with
transmission electron microscopy and X-ray diffraction are used to quantitatively
evaluate the crystallinity and percolation of the donor and acceptor at various blend
ratios. A quantum confinement model is used to describe the dependence of both
CT state energy and lifetime on the C70 or DBP crystalline size. We identify that
the delocalized CT2 state at the crystalline phase having >90% dissociation effi-
ciency significantly contributes to efficient photogeneration in highly dilute (>80%
C70) DBP/C70 HJs.
We also explore the loss mechanisms of OPVs during the transition from the photo-
generated exciton energy of donor or acceptor (Eex) to the open circuit energy (qVoc).
We derive universal relationships connecting the polarizabilities and exciton binding
xvii
energies (EB) to molecular geometry. The design of large conjugated volumes along
with the juxtaposition of electron donating and withdrawing groups characteristic of
thiophene-based nonfullerene acceptors significantly decreases their EB and electron-
phonon couplings, compared to more compact and symmetric fullerenes, leading to
the decrease of energy loss by >0.2 eV and increase of efficiency for OPVs.
Furthermore, we explore the exciton energy transfer and annihilation at the high-
exciton-density regime of an organic type-I HJ comprising 4-(dicyanomethylene)-
2- methyl-6-julolidyl-9-enyl-4H-pyran (DCM2) and tris(8-hydroxyquinolinato) alu-
minum (Alq3). Interactions of singlet and triplet excitons show significantly different
temperature dependence, suggesting their different energy transfer mechanisms, and
eventually allowing for a separate management of singlet and triplet energy transport
in organic material systems.
Second part of this thesis presents optoelectronic properties and applications of
a new class of organic-inorganic HJs comprising a monolayer of transition metal
dichalcogenide (TMDC) and a thin film of organic semiconductor. Both theoreti-
cal and experimental investigations of a HJ employing WS2 and 3,4,9,10-perylene
tetracarboxylic dianhydride (PTCDA) indicate that Frenkel states in PTCDA and
two-dimensional (2D) Wannier-Mott states in the WS2 dissociate to form hybrid CT
excitons at the interface that subsequently dissociate into free charges that are col-
lected at opposing electrodes. Approximately 30% Fo¨rster resonant energy transfer
is observed between excitons in the PTCDA and a monolayer MoSe2. This energy
transfer from low mobility organic materials to higher mobility 2D semiconductors
along with their extremely large oscillator strengths presents an attractive platform
for developing new types of photodetection and energy harvesting systems.
xviii
PART I
Energy Transfer at Organic Heterojunctions
1
CHAPTER I
Introduction
1.1 Overview
Optoelectronic semiconductor devices have been influential in shaping the devel-
opment of our society in many ways: light emitting diodes in displays and lighting;
photovoltaics in renewable energy generation; photodetectors in imaging and sensing.
Organic semiconductor is an important material category for optoelectronic applica-
tions that has been developed and implemented over the past decades. While organic
photovoltaics (OPVs) and organic photodetectors are still transitioning from the lab-
oratory to broadly commercialized products, organic light emitting diodes (OLEDs)
have made significant progress into the market and have found wide acceptance in the
areas of information display and solid-state lighting. Figure 1.1 shows an example of
a commercially available curved OLED wallpaper display (left) and a demonstration
of curved organic solar panels installed on a bus shelter in San Francisco (right).
The continuous technological developments of organic optoelectronics have been
driven by a fundamental understanding of the nature of excitonic energy transfer
and charge transport phenomena in organic semiconductors. Optoelectronic devices
transfer energy and information from photons to electrons, or vice versa. Control
over every aspect of the energy transfer process at both macroscopic and microscopic
scales is essential for successful organic device design. Figure 1.2 summarizes the
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Figure 1.1: Organic optoelectronic products: (left) an example of a commer-
cially available curved OLED wallpaper display; (right) the curved
organic solar panels installed on a bus shelter in San Francisco.
Images from the news (https://www.commercialintegrator.com/digital-
signage/digital-signage-hardware/lg-oled-wallpaper-video-wall-dse/
and https://inhabitat.com/solar-powered-bus-shelter-unveiled-in-san-
francisco/)
major energy transfer processes that occur in a light emitting diode, i.e. electrical
to optical transfer from left to right, and a photodiode, i.e. optical to electronic
transfer from right to left. Electrons and holes at metal-organic interfaces of the light
emitting diode are injected from the electrodes into the lowest unoccupied molecular
orbital (LUMO) and highest occupied molecular orbital (HOMO) of the organic lay-
ers, respectively. They drift in opposite directions under the influence of the static
electric field generated by the forward bias, and subsequently, capture one another to
recombine at the active layer, leading to the formation of excitons. During their char-
acteristic lifetimes, excitons can hop among molecules and interact with each other via
an energy-transfer processes. Excitons radiatively decay and generate photons that
are coupled out of the devices. The organic photodiode, however, operates in the op-
posite direction, as illustrated in the bottom of Fig. 1.2. The photons are absorbed in
the organic layers and generate excitons that diffuse towards the heterojunction (HJ),
where they can dissociate into free charges as a result of a charge transfer process
3
Figure 1.2: Energy transfer processes in the organic optoelectronic devices.
between the electron donor and acceptor molecular layers. The charges that remain
separated drift in the organic layers under the influence of a superimposed electric
field generated by the voltage bias and the built-in potential between two electrodes,
and ultimately are collected at the electrodes.
This thesis focuses on the photocurrent generation process in the organic photo-
diode and presents recent works and understanding of exciton physics and the energy
transfer process at organic HJs. The thesis is divided into nine Chapters. We begin
by reviewing the unique characteristics of organic semiconductors and introducing
important concepts of optical transitions, excitonic properties and operational prin-
ciples of organic donor-acceptor HJs. Chapter II examines the morphology of organic
bulk HJs and its dependence on the donor/acceptor blend ratio. Chapters III and IV
present studies on the energy and dynamics of charge transfer (CT) excitons, charge
transfer efficiency, and energy loss vs. morphologies of HJs and molecular structures
of acceptors. Chapter V explores exciton energy transfer and annihilation dynamics
in the presence of high excitation intensity at an organic type-I HJ. In Chapters VI to
VIII, we explore emerging organic-inorganic HJs and construct van der Waals bonded
HJs by combining organic semiconductors with two-dimensional (2D) transition metal
dichalcogenide (TMDCs). Chapter IX presents conclusions and a future outlook.
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Figure 1.3: Chemical structures of small molecule, DBP and polymer, P3HT.
1.2 Properties of Organic Semiconductors
Organic semiconductors are a class of materials that are based on carbon and
hydrogen atoms, with a few heteroatoms such as oxygen, nitrogen, or sulfur. In the
field of organic optoelectronics, organic semiconductors are generally classified into
two types: small molecule and polymer. Small molecules have well-defined structures
and molecular weights, e.g. tetraphenyldibenzoperiflanthene (DBP) as illustrated in
Fig. 1.3 (left). Polymers consist of variable chain lengths of repeating monomers with
indefinite molecular weight, such as Poly(3-hexylthiophene-2,5-diyl) (P3HT) shown
in Fig. 1.3 (right). In contrast to well-established inorganic semiconductors, such
as Si, GaAs, InP that are highly crystalline with strong covalent bonds between
atomic constituents (see Fig. 1.4 (left)), organic semiconductors consist of covalently
bonded molecular constituents held together by van der Waals bonds. The unique
bonding characteristics of organic materials directly lead to their distinct optical
properties, mechanical versatility, unlimited synthetic and processing potential, and
hence extraordinary device applications compared to their inorganic counterparts.
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1.2.1 Intermolecular Interactions
Van der Waals bonds between molecules arise from the interactions between fixed
or induced dipoles of the molecules. In non-polar molecules, instantaneous fluctu-
ations in their equilibrium electron distributions induce a dipole that subsquently
produces a counter-polarized dipole in the neighboring molecules. The net attraction
between two induced dipoles follows the London relationship, [1] where the interaction
potential decreases as r−6. Here, r is the relative distance between two molecular
dipoles. A similar relationship exists for the attraction of fixed dipoles and fixed-
induced dipoles between molecules that have ground state dipole moments. The
total attraction potential is, therefore, the superposition of the potentials of all in-
teractions. The attraction force is counteracted by repulsion of the electronic orbital
due to the Pauli Exclusion Principle. Generally, a Lennard-Jones 6-12 potential is
used to approximate the intermolecular interaction:
U(r) = 4[(
σ
r
)12 − (σ
r
)6], (1.1)
where  and σ are empirical parameters that correspond to the strength of attraction
and the inter-particle distance at which the potential is zero, respectively.
In principle, the optimum separation between two molecules in the solid is ob-
tained by taking the first derivative of U(r) with respect to r and set the derivative
to zero. The minimum energy and crystal structure of the molecular solid is deter-
mined by iterating the calculation for each molecule with respect to all neighboring
molecules. In practice, other factors such as the molecular shape and internal degrees
of freedom for non-rigid molecules may deviate from this analysis. More sophisticated
molecular dynamics calculations, including all pairwise interactions between atoms
comprising the separate molecules, are then necessary.
Figure 1.4 (right) shows an example of the ideal face-centered cubic (FCC) crys-
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Figure 1.4: Crystal structures of Si and C60. Image adapted from ref.
[2] and [3]
.
tal structure of fullerene C60 obtained by calculation. In practical cases, however,
instead of forming a perfect single crystalline structure, organic solids form at a local
energy minimum, and they have a variety of morphology ranging from amorphous to
polycrystalline. Depending on the magnitude of external driving forces that perturb
the structure from its local energy minimum, the morphology of the organic thin film
and its corresponding electronic and optical properties can be further adjusted.
1.2.2 Intramolecular Bonding and Molecular Orbitals
Atomic orbitals
Atomic constituents within the molecule form strong covalent bonds (bond ener-
gies of several eV) between their unpaired valence electrons. Carbon atoms are the
major building blocks of organic molecules with four valence electrons distributed
over four outer-shell orbitals, 2s2px2py2pz. A linear superposition (also known as hy-
bridization) of 2s and 2p orbitals yields spn orbitals, where n=1, 2, or 3 depending on
the number of p orbitals participating in the hybridization.(See Fig. 1.5) Generally,
two types of covalent bonds exist between carbon atoms: the σ bond through the
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Figure 1.5: The σ and pi bonds between (a) sp3, (b) sp2, and (c) sp hybridized carbon
atoms. Figure adapted from ref. [4].
overlap of two spn hybridized orbitals, and the pi bond between lone p orbitals. All
bonding schemes are shown in Fig. 1.5. Due to the axial symmetry of σ bonds, two
carbon atoms are free to rotate with respect to the bonding axis, unless a pi bond is
present. The sp2 hybridization shown in Fig. 1.5(b) is the dominant bonding configu-
ration in conjugated organic molecules, where carbon atoms are connected by σ bonds
within the plane of sp2 orbitals and the lone electrons in the p orbitals are shared
through the pi bonds by the conjugated group of atoms, which creates a delocalized
electron cloud over the entire conjugated backbone.
Atomic-to-molecular orbitals
The total number of molecular orbitals is equal to the number of atomic orbitals
that participate in bonding. The mutual interactions of atomic orbitals through σ
or pi bonds incur an energy splitting of bonding and anti-bonding molecular orbitals
and, hence, determines the energy structure of the molecules. Figure 1.6 depicts
the schematic of frontier pi orbitals, in particular, the highest occupied molecular or-
bital (HOMO) and lowest unoccupied molecular orbital (LUMO) in benzene that are
generated by the overlap of six lone p orbitals in sp2 hybridized carbon. The bonding
and anti-bonding pi orbitals are denoted as pi and pi∗, respectively. Note that there
are two pairs of degenerate orbitals, pi2 and pi3, and pi
∗
4 and pi
∗
5. According to the Auf-
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Figure 1.6: Six p orbitals of carbons of benzene produce bonding and anti-bonding
molecular frontier orbitals. The six valence electrons fill the orbitals pair-
wise, resulting in HOMO and LUMO. The energy gap of a molecule
between HOMO and LUMO is denoted as Eg. The molecular orbitals of
benzene shown on the right are calculated using the density functional
theory (DFT).
bau and Pauli Exclusion Principles, electrons with opposite spins fill each molecular
orbital pairwise until reaching the HOMO level in the ground state configuration,
leaving the anti-bonding orbitals empty.
There are many approaches for calculating molecular orbitals, ranging from semi-
empirical to ab initio methods depending on the level of approximation. Density
functional theory (DFT) [5], an increasingly popular approach, is used in this thesis.
Generally, six primitive Gaussians are employed to construct each core atomic orbital
basis function. The valence orbitals are composed of two basis functions each: one is
a linear combination of 3 primitive Gaussian functions; the other is a single primitive
Gaussian function. The overall basis set is hence denoted as 6-31G. In DFT, the
n-body problem based on an electronic wavefunction ψ with 3n degrees of freedom is
reduced to a single-body problem focusing on electron density that has only 3 spatial
variables. In this approximation, the density ρ(r) is constructed by a superposition
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of “Kohn-Sham” orbitals φ(r) for n electrons in the molecule:
ρ(r) =
n∑
i
| φi(r) |2 . (1.2)
The orbitals and, hence, electron density are solved iteratively and self-consistently
using a one-particle Schro¨dinger-like equation, known as the Kohn-Sham equation:
(
− ~
2
2m
∇2 + veff(r)
)
φi(r) = εiφi(r), (1.3)
where ~ is the Planck constant divided by 2pi, m is the electron mass, εi is the energy
that corresponds to φi, and veff is the Kohn-Sham potential which is the sum of
external vext, Coulomb vc, and exchange-correlation vxc potentials. More in-depth
detail of DFT can be found in ref. [5].
1.3 Excitons in Organic Semiconductors
1.3.1 Molecular Wavefunction and Exciton States
Previous discussions of molecular orbitals have considered stationary atomic nuclei
in the molecule. It provides the possible configurations of electron distributions over
the molecular orbitals. Shown in Fig. 1.7 (left) are two most common configurations:
(i) all electrons fill up to the HOMO, known as the ground state, S0; (ii) one of
the electrons excited to the LUMO leaves the other with the opposite spin in the
HOMO, known as the first singlet excited state, S1. The corresponding state diagram
is illustrated on the right. To accurately describe the properties of these electronic
states, interactions between electrons, or electrons and nuclear vibrations cannot be
ignored. A full molecular wavefunction is written as:
Ψ = ψ({ri} , {RI})χ({RI})σ({Si} , {msi}), (1.4)
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Figure 1.7: The orbital (left) and state (right) diagrams of singlet S0 and S1 states.
In the orbital diagram, the energy levels of HOMO and LUMO at S1 state
are shifted due to the Coulomb interaction between the electron and the
hole. Image is adapted from ref. [4].
where the total wavefunction is divided into the electronic spatial (ψ), nucleus vibra-
tional (χ) and electronic spin (σ) components, and {ri} is the ith spatial vector of n
electrons in the molecule, {RI} is the I th nuclear coordinate vector of N nuclei, {Si}
is the total spin quantum number, and {msi} the projected spin quantum number.
The vibrational motions of the nuclei in a molecule are described by χ({RI}).
Generally, the interatomic interaction is approximated by an infinite potential of the
simple harmonic oscillator:
V =
1
2
mω2∆Q2, (1.5)
where m is the reduced mass of the nucleus, ω is the vibrational frequency, and
∆Q =
∑N
I (∆RI) is an integrated nuclear displacement. The vibrational energy,
E = (n + 1
2
)~ω, is quantized, where n is the excited quanta. Alternatively, a more
accurate asymmetric Morse potential can be employed: [6]
V = De(1− e−a∆Q)2, (1.6)
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where De is the potential well depth from the minimum to the dissociation energy,
and a =
√
k/2De. Here, k is the force constant of oscillation. Near the minimum,
the Morse potential surface is approximately harmonic.
Different atoms comprising the molecule oscillate at a different frequency ωi and
form a set of coupled oscillators. For example, the stretching mode of a carbon-carbon
double bond has a frequency of ∼1600 cm−1, the torsion mode of phenyl rings has
a frequency of ∼70 cm−1 and the stretching mode of a carbon-hydrogen bond has
a frequency of ∼3000 cm−1. [4] The vibronic progression of optical spectra is often
broadened, and only the effective mode (dominantly carbon-carbon stretching) and a
mean energy of quanta can be seen. An example will be shown in Fig. 1.9 in section
1.3.2. Due to the interaction between electrons and nuclei, the vibrational energy
levels are added to the electronic energy levels to fully describe the property of each
electronic state.
When considering the spin wavefunction σ, the two pairwise outermost valence
electrons at r1 and r2 in the molecular orbitals are of particular interest. Their total
spin wavefunctions have four possible configurations:
σ(0, 0) =
1√
2
[|↑↓〉− |↑↓〉] , (1.7)

σ(1,+1) = [|↑↑〉]
σ(1, 0) = 1√
2
[|↑↓〉+ |↑↓〉]
σ(1,−1) = [|↓↓〉]
. (1.8)
Here, |↑〉 and |↓〉 denote two different spins for each electron, i.e. ms = 12 and −12 ,
respectively. The anti-symmetric spin state σ(0, 0) is known as the singlet state, while
three symmetric spin states σ(1,+1), σ(1, 0), σ(1,−1) are the triplet states. According
to the Pauli exclusion principle, the total electronic wavefunction ψ(r1, r2)σ(S,ms)
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of these two electrons must be asymmetric under particle exchange; that is to say,
the spatial wavefunction of singlet (ψS) and triplet states (ψT ) should be symmetric
and asymmetric, respectively:
ψS(r1, r2) =
1√
2
(ψa(r1)ψb(r2) + ψa(r2)ψb(r1))
ψT (r1, r2) =
1√
2
(ψa(r1)ψb(r2)− ψa(r2)ψb(r1))
. (1.9)
Here, ψa and ψb are the spatial functions of molecular orbitals where the two electrons
are located. The energy of singlet and triplet states can then be calculated:
ES =
e2
8pi0
〈ψa(r1)ψb(r2) + ψa(r2)ψb(r1) | 1r1−r2 | ψa(r1)ψb(r2) + ψa(r2)ψb(r1)〉
ET =
e2
8pi0
〈ψa(r1)ψb(r2)− ψa(r2)ψb(r1) | 1r1−r2 | ψa(r1)ψb(r2)− ψa(r2)ψb(r1)〉
,
(1.10)
where e is the unit charge and 0 is the vacuum dielectric constant. This yields:
ES = K + J
ET = K − J
. (1.11)
Here K is called the Coulomb repulsion energy and J is the exchange energy, where:
K = e
2
4pi0
〈ψa(r1)ψb(r2) | 1r1−r2 | ψa(r1)ψb(r2)〉
J = e
2
4pi0
〈ψa(r1)ψb(r2) | 1r1−r2 | ψb(r1)ψa(r2)〉
. (1.12)
Therefore, the excited triplet state has 2J lower energy than the singlet state. This
energy difference is governed by the overlap between ψa and ψb, e.g. HOMO and
LUMO, which varies with the molecular structure.
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Figure 1.8: Three types of excitons and their different characteristics
At the excited state, e.g. S1 (see Fig. 1.7(left)), the vacancy in the HOMO is
generally considered as a hole that mirrors the behaviour of the remaining electron.
The coulombically correlated electron-hole pair is treated as a quasi-particle, known
as an exciton. The interaction between the electron and hole typically reduces the
energy of the exciton state from the theorectical energy gap between the HOMO
and LUMO. This energy difference is indicated by the solid and dashed lines in
Fig. 1.7(left) and is generally refered to as the exciton binding energy, EB. The
excitons are divided into three different types, depending on their spatial extent and
binding energy: Frenkel excitons, charge transfer (CT) excitons, and Wannier-Mott
excitons as shown in Fig. 1.8. The most common excitons in amorphous organic
materials are of the Frenkel type which has the most localized wavefunction (usually
confined to a single molecule) and the highest binding energy (> 200 meV) among
the three. Charge transfer excitons have broader spatial extent and occur when the
intermolecular coupling between neighboring molecules is sufficient, and are often
seen in organics with local crystalline order. [7] The delocalized Wannier-Mott exciton
has a small binding energy of << 100 meV. It is observed in high dielectric constant
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crystalline inorganic semiconductors and is generally not stable at room temperature.
1.3.2 Optical Transitions
The optical transitions, i.e. absorption and emission, between excitonic states S0
and S1 occur vertically between their vibrational sub-levels, as shown in Fig. 1.9.
This is based on the Franck-Condon (FC) principle, a manifestation of the Born-
Oppenheimer approximation, that states the fast oscillating electromagnetic field of
light interacts with the electrons in such a short time scale that the nuclei do not
respond. During the characteristic lifetime τ (∼ ns) of the excited state S1, the
molecules relax from the configuration Q0 to the new equilibrium configuration Q1
on the order of 10−13s. The subsequent transition, therefore, preferentially occurs
from the lowest vibrational sub-levels. This is also known as Kasha’s rule, [8] resulting
in mirror-symmetric absorption-emission spectra as shown in Fig. 1.9. The energy
separation between the absorption and emission spectra is termed the FC shift. In
solution or solid, the 0-0 emission peak is further shifted from the 0-0 absorption peak
due to the solvation effect from the surrounding medium.
The optical transition rate can be calculated by Fermi’s Golden Rule: [9]
kif =
2pi
~
| 〈Ψf | H | Ψi〉 |2 ρf , (1.13)
where the subscripts i and f indicate the initial and final state, Ψ is the total molec-
ular wavefunction from Eq. 1.4, ρf is the density of the final states, and H is the
perturbing Hamiltonian. To a first order approximation H = −er · F, [10] where er is
the electric dipole moment of molecular charge distribution, F is the optical electric
field. Generally, the dipole operator only acts on the electronic spatial wavefunction
ψ, since the nuclei are too slow to respond and the spin of the electron is unchanged
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Figure 1.9: (Left) Emission and absorption spectra of DBP (the chemical structure
is shown in the inset) dissolved in chlorobenzene, and (right) the corre-
sponding energy diagram of the ground singlet state S0 and first excited
singlet state S1. The vibrational energy levels are added to the electronic
energy levels. The potential surface is described by Eq. 1.6. The vibra-
tional sub-levels of both states are indicated by n = {1, 2, 3, · · · }. The
transition occurs between lowest vibrational state of one electronic state
to the nth of the other, i.e. 0→0, 0→1, 0→2, etc. The equilibrium coordi-
nates of ground and excited states are denoted as Q0 and Q1, respectively.
in the absence of strong spin-orbit coupling. This gives:
kif =
2pi
~
F2ρf | 〈ψf | −er | ψi〉 |2| 〈χf | χi〉 |2| 〈σf | σi〉 |2 . (1.14)
The term, | 〈ψf | −er | ψi〉 |2, is known as the transition dipole moment, which
determines the oscillator strength, f :
f =
2me
3~
(Ef − Ei) | 〈ψf | r | ψi〉 |2, (1.15)
where me is the electron mass, and Ef and Ei are the final and initial state energies,
respectively. The absorption and emission intensities, hence, scale with the value of
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dipole moment (−er) and the electronic orbital overlap.
The second term, | 〈χf | χi〉 |2, is the FC factor. This overlap integral of vi-
brational wavefunctions determines the probabilities, i.e. relative intensities, of the
transitions from 0th vibrational level of one electronic state to the nth of the other.
Since the dominant normal modes in organic moelcules have energies much larger
than the thermal energy, ~ω  kBT , e.g. ~ω ≈ 0.17eV for carbon-carbon stretching,
the FC factor can be approximated by a Poisson distribution: [11,12]
| 〈χf | χi〉 |2= S
n
n!
e−S, (1.16)
S =
1
2
mω2∆Q2
~ω
=
1
2
mω
~
∆Q2. (1.17)
Here S is known as the Huang-Rhys factor. The oscillation of the vibrational mode
for Eq. 1.17 is treated as a simple harmonic oscillator. (see Eq. 1.5).
The last term, | 〈σf | σi〉 |2, is the spin factor. The initial and final states must
have the same parity to ensure a non-zero transition rate; that is, the transition
between two singlet states is spin-allowed, while that between a triplet and a singlet
state is forbidden. In reality, the phosphorescent process from T1 to S0 still occurs at
an extremely low rate due to the spin-orbital coupling [13] that produces the singlet-
triplet mixing. This effect can be greatly enhanced by employing heavy metal atoms
in the molecules. The highly efficient phosphorescent OLED is therefore achieved
based on this design. [14]
Note that all the discussions above describe radiative transitions based on the
assumption of a separable wavefunction written in Eq. 1.4. In a non-radiative tran-
sition process, however, the electronic state significantly couples with the vibrational
modes, and the Born-Oppenheimer approximation no longer applies. The potential
energy surfaces of the excited, S1, and ground state, S0, shown in Fig. 1.9 will cross.
The transitions between two electronic states are no longer vertical. The molecule
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is therefore de-excited through the conversion of electronic energy into lattice vibra-
tional energy, i.e. phonon energy. The non-radiative transition rate, knr, competes
with that for radiative transitions, kr, resulting in a luminescent quantum yield of:
η =
kr
kr + knr
. (1.18)
The characteristic exciton lifetime is defined as: τ = 1
kr+knr
. More details of the
non-radiative transition will be discussed in Chapter IV.
1.3.3 Exciton Energy Transfer
We have considered the dynamics of excitons within the molecule. In the organic
solid, the exciton energy transfer between molecules also plays an essential role in the
exciton dynamics. Exciton energy transfer is governed by three principle mechanisms
depending on the distance between an excited state donor and ground state acceptor
molecule: (i) near-field exchange energy transfer, known as Dexter transfer; [15] (ii)
dipole-dipole interactions, known as Fo¨rster resonant energy transfer (FRET); [16] and
(iii) far-field radiative transfer.
The Dexter transfer, as shown in Fig. 1.10, occurs by electron exchange between
donor and acceptor in close contact, and is allowed for either the same or different
spin multiplicities of two states. The transfer rate as a function of intermolecular
distance RDA is given by:
[15]
kD ∝ J
R2DA
exp(−2RDA/L), (1.19)
where J =
∫
fD(λ)σA(λ)dλ is the spectral overlap integral between the normalized
spectrum of the donor, fD(λ), and the absorption spectrum of acceptor, σA(λ), and
L is the exciton radius. The typical Dexter interaction range is less than 1 nm.
Another near-field energy transfer, FRET, originates from non-radiative resonant
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Figure 1.10: Three exciton energy transfer approaches between molecules: near-field
Dexter transfer between excitons ≤ 1nm apart, Fo¨rster resonant energy
transfer (FRET) between excitons ≤ 10nm apart, and far-field radiative
transfer between excitons > 10nm apart.
dipole-dipole coupling. The transfer rate derived from Fermi’s Golden rule with
dipole-dipole perturbation is: [16]
kF =
1
τD
(
RF
RDA
)6. (1.20)
The rate is determined by the donor exciton lifetime τD, donor-to-acceptor distance
RDA, and RF is known as the Fo¨rster radius,
R6F =
9κ2ηD
128pi5n4
∫
fD(λ)σD(λ)λ
4dλ, (1.21)
where κ is the relative molecular orientation factor of donor and acceptor, ηD is the
donor emission quantum yield, and n is the refractive index. Efficient FRET occurs
when RDA is comparable to the Fo¨rster radius which is typically in the range of ≤
10 nm.
Far-field radiative transfer is dominant between molecules that are > 10nm apart
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where near-field Dexter transfer and FRET are no longer active. The donor molecule
emits a photon that is subsequently absorbed by the acceptor molecule. The radiative
transfer rate scales with R−2DA.
[17]
The total energy transfer rate is the sum of all active processes. A collective
random motion of incoherent exciton transport over macroscopic distances in the
organic solid results in the energy transfer across a characteristic length, LD, known
as the exciton diffusion length. The diffusivity D of the material is hence defined
as the exciton diffusion length within its lifetime τ , that is, D = L2D/τ . The rate
equation that describes the exciton dynamics is written as:
∂N(r, t)
∂t
= G(r, t)− N(r, t)
τ
+DO2N(r, t), (1.22)
where N(r, t) is the local exciton density as a function of position and time, G(r, t)
is the local exciton generation rate, and O2N(r, t) represents the local exciton flow
rate.
1.4 Process and Deposition Methods for Organic Semicon-
ductors
1.4.1 Material Purification
High purity of an organic semiconductor is essential for achieving optimal optical
and electrical device performance, and a reproducible, comprehensible physical char-
acterization of the organic material system. The intrinsic properties of the material
system can only be accurately studied without extrinsic behaviors introduced from
foreign species. Chemical impurities have invariably different HOMO and LUMO
levels than the major constituents, and may form traps that result in a decrease of
charge mobility and exciton diffusion length. [18,19] The impurities may also diminish
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Figure 1.11: The apparatus for thermal gradient sublimation purification.
luminescence efficiency due to exciton quenching or introduce parasitic luminescence
at an undesired wavelength.
A variety of solution-based purification techniques compatible with both polymer
and small molecule organics is available including fractional crystallization, [20] chro-
matography, [21] centrifugation, [22] etc. Effective separation of the organic compound
from impurities relies on their difference in solubility, molecular size, and weight.
These methods are usually the first purification steps following synthesis, and yet the
purity level is still unacceptable although labeled as > 98% by the manufacturer.
Thermal gradient sublimation is the widely adopted method for small molecule
organics to refine the purity level. [23] As illustrated in Fig. 1.11, a horizontal three-
zone furnace is used to maintain a thermal gradient along a quartz tube, where
the raw organic material is loaded in a quartz boat at the hot end. The tube is
evacuated to 10−6 Torr vacuum using a combination of dry mechanical and turbo
pumps. The temperature is gradually ramped up until slow sublimation of the raw
material is observed. Organic compounds with different volatility diffuse along the
thermal gradient and condense at different catching sleeves in the tube, allowing for
spatial separation and collecting the purified material from impurities. A permeable
stopper, e.g. quartz wool, is placed near the tube open end to stop the organic
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vapor from contaminating the pump system. Each cycle of purification process lasts
approximately one week. Several iterations are sometimes needed to reach acceptable
purity levels.
1.4.2 Organic Thin Film Deposition
The intermolecular van der Waals bond of organic materials enables a wide range
of deposition methods, free from the requirement of lattice matching characteristic of
inorganic semiconductors. An even larger variety of material combination, thin film
morphologies, and device geometries on various substrates can therefore be achieved.
This section provides a brief introduction of widely used organic deposition tech-
niques, in particular, those used in the subsequent chapters.
The most common organic deposition method for both research and large scale
manufacturing purposes is vacuum thermal evaporation (VTE). [23,24] The configura-
tion of VTE is illustrated in Fig. 1.12. The source material is placed in a baﬄed
metal boat made of tungsten or molybdenum that is resistively heated in vacuum by
passing current through it. The evaporation is generally operated at 10−6 to 10−9
Torr vacuum, resulting in a ballistic and highly directional organic vapor stream to-
wards the substrate. The shadow mask attached to the substrates as shown in Fig.
1.12 is used to pattern growth features and define the device area. The deposition
rate is controlled in real time by a quartz crystal monitor and a feedback loop to the
boat heating controller. Multiple organic sources can be simultaneously deposited,
with the deposition rate and thus concentration of each source controlled by individ-
ual crystal monitors. Substrate rotation enables the uniformity of film thickness and
composition.
A promising alternative to VTE is organic vapor phase deposition (OVPD), [26–28]
whereby organic materials are thermally evaporated at a low pressure (0.1-10 Torr)
into a heated carrier gas stream and transported through a hot wall reactor to a
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Figure 1.12: Schematic of the vacuum thermal evaporation (VTE) system. Image
adapted from ref. [25]
cooled substrate. In OVPD, the process of evaporation and transport are essentially
decoupled. Molecules evaporated from the sources undergo collisions with the gas
molecules, resulting in a loss of kinetic energy. The molecules remain near the source
region until being carried away by the gas stream. Control over the evaporation
temperature and gas flow rate results in a shift between equilibrium and kinetically
limited growth regime, [29] and therefore vastly different morphology of the film. One
subclass of OVPD is organic vapor jet printing (OVJP), [30] [31] where the vapor stream
is passed through a heated nozzle towards the substrate with < 1 mm substrate-to-
nozzle distance. Instead of using a shadow mask for film patterning, OVJP is designed
to directly pattern the features with< 10µm resolution. [31] Also note that OVJP offers
a superior material utilization efficiency compared to VTE and OVPD.
Solution-based depositions are another major class of organic deposition tech-
niques. They are applicable for processing large molecular weight or low decomposi-
tion temperature organic molecules. Most notable of these techniques include spin-,
dip-, and blade-coating, inkjet printing [32] and screen-printing, [33] etc. Organic mate-
rials are dissolved or suspended in the solvent, and subsequently contact the substrate
as the solvent evaporates. Post annealing by heat or solvent vapor can be used to
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Figure 1.13: Three types of organic heterojunctions (HJs).
further alter film morphology. Solution processing has the advantage of very-high-
speed deposition over large substrate areas, but has difficulty in growing complicated
multi-layer structures and device patterning.
1.5 Fundamentals of Organic Donor-Acceptor Heterojunc-
tions
1.5.1 Heterojunctions: Types and Structures
The HJ, i.e. the junction between two dissimilar semiconductors, is the essen-
tial building block for electronic devices. The energy gap alignment of constituting
semiconductors at the interface governs the properties of HJs for different device
applications. Similar to other semiconductor materials, organic materials at the in-
terface can be organized into three types of HJs: type-I straddling junction, type-II
staggered junction, and type-III broken junction.
The type-I HJ, shown in Fig. 1.13(left), has the energy gap of materal-2 nested
within that of material-1. The excitons generated on material-1 preferentially transfer
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towards lower energy molecular sites in material-2, while those generated on material-
2 are confined within the layer. Such a structure is commonly used in the organic
host(material-1)-guest(material-2) system for light emitting devices, where the guest,
e.g. organic light emitting dopant, is blended into a wide energy gap host at a dilute
volume concentration of 1 - 10 %. Isolated guest molecular domains analogous to
quantum dot structures enable high luminescent quantum yield. The type-I HJ is
also applied in organic multi-quantum well structures [34], or as a exciton blocking
structure in OPVs. [35]
A type-II HJ, as illustrated in Fig. 1.13(middle), has both HOMO and LUMO
of material-1 higher than that of material-2. This energy gap alignment facilitates
electron transfer from material-1 (the electron donor) to material-2 (the electron
acceptor) while leaving the hole behind. Organic donor-acceptor HJs are the crucial
design elements in organic photodetectors and photovoltaics where the energy offset at
the interface provides the driving force for the dissociation of tightly-bound electron-
hole pairs. Due to the versatility of organic thin film growth techniques, various
geometries of the organic HJ as shown in Fig. 1.14 can be achieved. (i) Planar
structure with one layer grown on top of the other; (ii) finger-like donor-acceptor
interpenetrating structures that can be grown by OVPD in the equilibrium growth
regime; [36] or (iii) blended bulk HJs with donor and acceptor materials intermixed
with each other.
The type-III HJ shown in Fig. 1.13(right) is an extreme case of type-II HJ where
the energy offset is larger than the energy gaps of the two materials and the HOMO
of material-1 partially overlaps the LUMO of material-2. This type of structure is
applied in devices, such as Esaki tunnel diode. [37]
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Figure 1.14: Structures of type-II donor/acceptor HJ: (a) planar, (b) finger-like in-
terpenetrating, and (c) blended HJs.
1.5.2 Photocurrent Generation at Type-II Donor-Acceptor Heterojunc-
tions
The energy transfer process at the type-II donor-acceptor HJ are the main focus
of this thesis. As depicted in Fig. 1.15, a photon is absorbed by either the donor
or acceptor layer and generates an exciton that diffuses to the HJ interface where
charge transfer occurs. Here, a blended heterojunction (see Fig. 1.14 (c)) is usually
applied to circumvent the trade-off between a short exciton diffusion length (LD) and
a considerably longer optical absorption length. Subsequently, an intermediate CT
exciton is formed at the interface and dissociated into free charges that are collected
at the electrode. The external quantum efficiency (EQE ) of charge generation at the
organic HJ is:
ηEQE(V, λ) = ηA(λ) · ηdiff · ηdiss(λ, V ) · ηCC(V ), (1.23)
where ηA is the absorption efficiency, ηdiff is the exciton diffusion efficiency, ηdiss is
the exciton dissociation efficiency at HJ, and ηCC is the charge collection efficiency.
The ηA and ηdiss vary with wavelength λ of the incident photons, and ηdiss and ηCC
are dependent on the applied voltage V . These dependences will be further discussed
in Chapter III. Figure 1.15(right) shows the transfer rate of each process. Excitons at
the donor or acceptor layer diffuse towards the interface at a rate of Jx/a0, where Jx is
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Figure 1.15: (Left) Schematic of photogeneration processes in the type-II organic
donor-acceptor HJ. (1) Exciton generation in the organic upon photon
absorption. The blue dashed line depicts the mutual Coulomb potential
of electron-hole pair. (2) The exciton diffuse to the interface at a flux
Jx. (3) Charge transfer occurs at the HJ interface in the region of width
a0. The charge transfer excitons (at a population of ζ) either (4) disso-
ciate (kd) into free charge carriers(nHJ and pHJ) or (5) recombine (kr).
Charge carriers near the interface can also recombine at a rate of krec to
form CT exictons. (6) Charge extraction at a rate of J
qa0
. (Right) State
diagram of all processes.
the exciton flux and a0 is the average electron-hole separation at HJ. The dissociate
rate (kd) of the CT excitons (whose population is ζ) competes with the CT exciton
recombination rate (kr) and the geminate charge recombination rate (krec). The rate
of charge extraction from the HJ is J/(qa0). The steady state rate equations of the
CT excitons and charge carriers (nHJ and pHJ) are written as:
[38]

Jx
a0
− kr(ζ − ζeq)− kdζ + krecnHJpHJ = 0
kdζ − krecnHJpHJ + Jqa0 = 0
. (1.24)
Here, ζeq is the thermal equilibrium population of the CT state in the absence of bias
and illumination determined by detailed balance, finding ζeq = krecneqpeq/kd,eq.
[39]
Solving Eq. 1.24 yields the current going through the HJ as: [38]
J = qa0krec(1− ηd)
(
nHJpHJ − kd
kd,eq
neqpeq
)
− qJxηd, (1.25)
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Figure 1.16: Schematic of J-V characteristic of an ideal photodiode. Three major
parameters, Jsc, Voc, FF are shown. The FF is the area ratio of the blue
and dashed rectangles. Inset: illustration of voltage and current flow
from the photodiode based on a donor-acceptor type-II heterojunction.
where ηd =
kd
(kd+kr)
is the dissociation efficiency of the CT exciton. Assuming quasi-
equilibrium, the carrier density at the HJ (nHJ , pHJ) can be related to that at the
contact (nC , pC) via
[40] nHJpHJ = nCpCexp(
q(Va−Vbi)
kBT
), where Va is the applied bias,
Vbi is the built-in voltage of the HJ, kB is the Boltzmann constant, and T is the
temperature. Furthermore, assuming detailed balance of the charge density adjacent
to an injecting contact, the ideal current density-voltage (J-V) characteristic of the
organic donor-acceptor HJ can thus be derived as: [38]
J = Js0
[
exp(qVa/kBT )− kd
kd,eq
]
− qηdJx, (1.26)
where Js0 is the dark current prefactor that is a function of nC , pC , Vbi, contact
barriers etc. A more detailed derivation is described in ref. [38]. At forward bias,
kd
kd,eq
≈ 1. The term on the right is the photocurrent. Inserting Jx=0 gives the dark
J-V characteristics.
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Equation 1.26 yields the dark and illuminated J-V curve of an ideal photodiode
employing the type-II donor-acceptor HJ, as shown in Fig. 1.16. The three main
characteristic parameters of an illuminated J-V curve are short circuit current (Jsc)
at V = 0, open circuit voltage (Voc) at J = 0, and fill factor FF (=
Pmax
JscVoc
). The
maximum power output Pmax is the area of blue square shown in Fig. 1.16. Generally,
photovoltaics operate in the fourth quadrant to generate power while photodetectors
work in the third quadrant under reverse voltage bias to maximize the current output.
In the context of OPV characterization, Jsc, Voc, and FF under the illumination of
AM 1.5 solar spectrum are usually reported. The power conversion efficiency (PCE )
equals Pmax
Pincident
= JscVOCFF
Pincident
. Under AM 1.5G solar irradiation, the incident power
density Pincident = 100mW/cm
2.
1.5.3 Charge Transfer Excitons and Theories of Exciton Dissociation
Exciton dissociation at the interface gives rise to the formation of a CT exci-
ton, where the hole and the electron of the exciton reside on molecules of different
materials at the HJ but are still weakly bound across the interface. Charge trans-
fer excitons play a crucial role in photogeneration of charges and thus determine
the OPV open-circuit voltage and short-circuit current. A considerable body of
research has studied the interfacial CT states whose existence has been confirmed
by the observation of the distinct absorption or luminescence features of organic
HJs. Photoluminescence peaks with energies less than the lowest Frenkel exciton en-
ergy in the comprising materials have been attributed to radiative recombination of
CT complexes. [41–43] Other methods, including transient absorption, [44] time-resolved
photoluminescence (PL), [45] electroabsorption, [42,46] time-resolved two photon photoe-
mission, [47,48] time-resolved second harmonic generation, [49] and theoretical quantum
chemical calculations, [47,50] have been applied to understand the characteristics of CT
states.
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With a decreased overlap between the electron and the hole wavefunctions, the CT
exciton has a lower binding energy and smaller energy splitting (see Eq. 1.11) between
its singlet and triplet spin states as compared to Frenkel excitons. However, a typical
CT exciton binding energy at the organic HJ (∼ 200meV ) is still much larger than
thermal energy, making mechanisms of CT exciton dissociation an open question.
Onsager [51] considered a Coulombically bound electron-hole pair with separation, r0,
in a dielectric medium with relative dielectric constant, εr. The general Smoluchowski
model is used to describe the Brownian motion of charge within the Coulomb potential
that is superimposed with the applied external field F . Since both recombination and
dissociation are diffusion controlled, the trade-off of both processes is independent of
the diffusion constant. As a result, the dissociation probability as a function of r0, F ,
εr, temperature T and the angle θ between the dipole moment of the electron-hole
pair and the applied field is given by: [51,52]
Φ(F ) = exp
(
−rcoul
r0
)(
1 +
e3F
8piεrε0(kBT )2
(1 + cosθ)
)
, (1.27)
where rcoul =
e2
4piεrε0kBT
is the Coulombic capture radius. Braun et al. furthered On-
sager Theory and introduced a finite lifetime of CT exciton to correct the “infite sink
approximation” that the electron and the hole directly recombine on encounter. [53]
The dissociation probability is thus determined from the trade-off between the disso-
ciation rate kd(F ) and CT recombination rate kr:
Φ(F ) =
kd(F )
kd(F ) + kr
=
kd(F )
τ
. (1.28)
Here, the CT exciton lifetime τ is determined by both kd(F ) and kr. The field and
temperature dependent dissociation rate kd(F ) is given by:
kd(F ) = ACTkrecexp
(
−∆E
kBT
)
J1(2
√−2b)√−2b , (1.29)
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where J1 is the Bessel function of order one, and b =
e3F
8piεrε0(kBT )2
, ∆E is the Coulomb
binding energy of the CT exciton. The prefactor ACT is the reciprocal of the CT
exciton volume. Assuming a classical ion pair bound in a sphere of radius r0,
ACT =
3
4pi
r−30 . In the case where the CT exciton has a Wannier character, ACT =
(m∗kBT/3pi~2)3/2, where m∗ is the effective mass of electron. In disordered organic
solids, the charge recombination rate is diffusion limited and follows Langevin recom-
bination statistics of krec =
q〈µ〉
ε0εr
, where 〈µ〉 = µe + µh is the effective mobility of the
electron and hole.
Although successful applications of Onsager-Braun model have been made to de-
scribe charge photogeneration of donor-acceptor systems, [54,55] the model often over-
estimates field and temperature dependence of the dissociation yield in practice. [56,57]
Due to the complex energy structure of the CT states and contributions of excess
energy upon exothermic charge transfer at the interface, the CT exciton dissociation
mechanisms vary case-by-case. Figure 1.17 depicts three prevelant ones. The first
possiblity (Fig. 1.17(1)) is that the excess energy upon charge transfer is converted
into the kinetic energy of the electron and hole. The hot carriers rapidly dissipate
their energy to the local heat bath by inelastic scattering, which creates thermal-
ized yet loosely bound electron-hole pairs and also increases the Boltzmann factor,
exp( ∆E
kBT
) that enhances the dissociation yield. [52,58,59] In such a scheme, however,
charge transfer has to be fast enough to outcompete the relaxation of the CT exciton
to its low energy configuration. Another possible dissociation pathway is through a
higher electronic CT state that couples to the charge separated state more efficiently
as compared to the lowest CT state(Fig. 1.17(2)). The dissociation yield, there-
fore, varies with the energy structure of CT states which is dependent on HOMO
and LUMO energy levels and local morphology of the donor-acceptor HJ. The third
dissociation theory (Fig. 1.17(3)) argues that efficient charge generation can occur
through the relaxed CT state (CT1). It does not matter if the excess energy exists,
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Figure 1.17: Energy diagram of three possible exciton dissociation mechanisms at the
donor-acceptor HJ: (1) hot CT exciton dissociation, (2) dissociation via
higher electronic CT manifold, and (3) relaxed CT dissociation. Image
adapted from ref. [52]
or if the higher electronic CT states are accessed. This notion is supported by the
work of Vandewal et al. [60], where the quantum yield of charge generation through the
selectively excited CT1 state is found to be equal to that through optical excitation
of the bulk donor and acceptor states in an OPV.
Research on the mechanisms of CT exciton dissociation has not yielded conclusive
answers. Indeed, due to a variance of molecular structure and morphological charac-
teristics for each organic system, investigations have yet to proceed on a case-by-case
basis. Scientists have also been highly interested in the roles played by other param-
eters such as electrostatic screening due to the interfacial dipoles, [61–63] entropy, [64,65]
and local morphology. [42,66–69] Of these parameters, the local morphology of donor-
acceptor HJs has been gaining considerable attention. Charge transfer state energies
and dissociation dynamics can be dramatically altered by varying the morphology
at the interface. The origins of these excitonic property changes and their resulting
32
Figure 1.18: Gaussian distribution of density of states around energy level E0 and
with width σGDM .
implications on device performance will be the main topic in Chapters II and III.
1.5.4 Charge Transport and Mobility
After charge separation, electrons and holes transport in the LUMO and HOMO
levels, respectively. Due to weak intermolecular electronic coupling, the intramolecu-
lar electron-phonon coupling and consequent nuclear configuration relaxation in the
presence of a charge carrier occurs faster than the charge transport process. The sur-
rounding molecules are also rapidly polarized by the charge, and lower their energy.
The electron and local nuclear distortion and polarization are treated as a composite
quasi-particle, called a polaron. The total molecular reorganization energy is known
as the polaron binding energy.
The polaron travels through the organic film by incoherent stochastic hopping.
In the presence of disorder, the density of states g(Ei) around the energy level E0,
i.e. HOMO and LUMO, is approximated by the Gaussian disorder model (GDM) for
convenience: [70]
g(Ei) =
1√
2piσ2GDM
exp
(
−(Ei − E0)
2
2σ2GDM
)
. (1.30)
The Gaussian distribution with width σGDM is shown in Fig. 1.18. The polaron
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hopping in organic films can be described by two models: Miller-Abrahams [71] and
Marcus transfer models. [72] The hopping rate of Miller-Abrahams transfer is given as:
kCT = νexp(−2γR)

exp(− ∆E
kBT
) ∆E > 0
1 ∆E < 0
, (1.31)
where ν is the transfer attempt frequency, R is the distance between two sites, γ is
the spatial wavefunction overlap factor, and ∆E = Ef − Ei is the energy difference
between final (Ef ) and initial (Ei) sites. If the energy of the final site is higher
than the initial site (∆E > 0), the transfer rate is thermally activated, otherwise the
transfer is exothermic with a unity probability times the prefactor that describes the
overlap decay. Alternatively, classical Marcus transfer can be used to describe the
hopping rate as:
kCT = Aexp
(
−(∆G+ λ)
2
4λkBT
)
, (1.32)
where A is the prefactor that depends on the electronic coupling between the initial
and final states, ∆G is the change in the Gibbs free energy, and λ is the reorganization
energy upon charge transfer. A schematic of non-adiabatic Marcus charge transfer is
shown in Fig. 1.19. Potential energy surfaces of two molecular states are described
by the simple harmonic oscillator model (see Eq. 1.5). If assuming the same and
symmetric parabolic potential surfaces of two molecules, we get λ = 1
2
k(Qi − Qf )2,
where k is the force constant of nuclear vibration, Qi and Qf are the equilibrium
nuclear coordinates of the initial and final states, as labeled in Fig. 1.19. The thermal
activation barrier is Ea =
(∆G+λ)2
4λ
.
The mobility of the charge in the solid can thus be obtained by employing either
Miller-Abrahams or Marcus transfer theory in the three-dimensional (3D) solid. As
an example, we proceed with Miller-Abrahams transfer. The charge mobility (µ) in
the presence of the field F is determined by the effective charge carrier hopping in
34
Figure 1.19: Energy diagram of the classical Marcus transfer theory. The change in
Gibbs free energy between the initial and final sites, ∆G, and the reorga-
nization energy, λ, are the key parameters that governs the transfer rate.
The equilibrium coordinates of the initial and final states are indicated
by Qi and Qf , respectively.
the direction along and against the electrical field W+e and W
−
e :
[73]
µ = a
W+e −W−e
F
, (1.33)
where a is the distance between two hopping sites and

W+e = νexp(−2γifa)exp
(
− |Ef−Ei−qaF |+(Ef−Ei−qaF )
2kBT
)
W−e = νexp(−2γifa)exp
(
− |Ei−Ef+qaF |+(Ei−Ef+qaF )
2kBT
) , (1.34)
where q is electron charge. In the organic solid, energetic configurational averaging
over the Gaussian distributed density of states using Eq. 1.30 and 1.34 yields the
hopping probability in the solid: [73]
Y ±e = νexp(−2γa)·
1
2
{
exp
(
−1
2
x2 ± xf
)[
1− erf
(±f√
2
)]
+
[
1− erf
(
x∓ f√
2
)]}
,
(1.35)
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where x = σGDM/kBT , f = qaF/σGDM , and erf(z) = (2/
√
pi)
∫ z
0
dtexp(−t2) is the
error function. If assuming 1/x f  x, combining Eq. 1.35 and 1.33 yields:
µe = µ1exp
[
−1
2
(
σGDM
kBT
)2
+
σGDM
kBT
qaF
σGDM
− 1
2
(
qaF
σGDM
)2]
, (1.36)
where µ1 = µ0/(
√
2pixf 2), µ0 = (qa
2ν/kBT )exp(−2γa). Considering the correla-
tion that qaF
σGDM
≈
√
σGDM
2kBT
√
qaF
σGDM
, [74] Eq. 1.36 can be extrapolated to arrive at the
following expression: [73]
µe = µ1exp
{
−1
2
(
σGDM
kBT
)2
+
1√
2
[(
σGDM
kBT
)1.5
−
(
σGDM
kBT
)0.5]√
qaF
σGDM
}
, (1.37)
As a result, Eq. 1.37 predicts the well-known Frenkel-Poole type electric field de-
pendence of the mobility that µe ∼ exp(−A
√
F ). Also note that the temperature
dependence of drift mobility ln(µe) ∝ 1T 2 is different from the conventional first order
thermal activation relation.
1.5.5 Applications: Organic Photovoltaics
As illustrated in Fig. 1.20, the basic structure of a single junction OPV includes
a donor-acceptor HJ that is sandwiched between the buffer/transport layers followed
by electrodes on two sides. The buffer/transport layers selectively conduct only one
type of charge carrier (either electron or hole) and block the other. Lab-made OPVs
often use a bottom-illuminated structure where the photons come in from the glass
substrate and pass through a transparent anode, e.g. indium tin oxide (ITO) or a
thin layer of metal (∼ 20 nm), such as Ag or Al. Thick metal cathodes are usually
deposited on the opposite side of the device. It can be replaced by a transparent
electrode top illumination or semi-transparency. The choice of electrode material
and thickness crucially depends on the trade-off between low sheet resistance and
high optical transparency. A considerable amount of research has focused on the
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Figure 1.20: The device structure of a single junction OPV.
alternative electrode materials including thin metal alloys, [75] carbon nanotubes, [76,77],
graphene [78,79], etc. A successful device architecture requires a balanced design of each
layer thickness. The transfer matrix model [80] is usually applied to analyze how the
interaction of electromagnetic radiation with the photoactive materials is modified by
optical interference for the purpose of achieving optimum absorption efficiency ηA at
the HJ.
Organic photovoltaics provide unique features over the conventional bulk and thin
film inorganic PVs. The low energy-cost deposition and non-epitaxial growth of or-
ganic semiconductors greatly reduces the substrate and the device fabrication cost.
Due to the high optical density of organic materials, the thickness of organic HJs
and, therefore, the material consumption per unit power absorption, is reduced. In
addition, the benefit of light weight and the flexible characteristic make the OPV
adaptable to the curved surface of everyday products such as windows, cars and elec-
tronic devices, and generates power without altering the product look and function.
The narrow and tunable absorption band of organic semiconductors can alter the
appearance of OPV from neutral to any saturated visible color for the purpose of
transparency or decoration.
To approach a market-viable level of OPV performance, three critical elements
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have to be achieved: high PCE , long device operational lifetime, and low-cost scalable
production. Decades of research efforts result in a great leap of device PCE from
∼ 1% of first OPV demonstration in 1986 by C.W. Tang [81] to > 15% in 2018. [82] An
extrapolated device operational lifetime of post-burn-in T80, i.e. 80% of the PCE drop,
over 10 years has been reported. [83] In terms of low-cost scalable production, early
lab-scale demonstrations of solution-processed [84,85] and vacuum-deposited [86] roll-to-
roll (R2R) processing has been shown. Owing to this rapid progress in the area of
organic material design and device fabrication techniques, OPV products are starting
to appear in the emerging market of building integrated photovoltaics (BIPV) [87]
and smart windows, [88] and eventually will become one of the competitive power
generation technologies.
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CHAPTER II
Morphological Properties of Organic
Donor-Acceptor Heterojunctions
The donor-acceptor blend ratio and consequent morphology of organic bulk HJ
determines the properties of exciton dissociation and the charge extraction process
in OPVs. In this chapter, we present systematic morphological characterizations of
an archetype small-molecule blend HJ comprising the donor DBP and the acceptor,
C70,
[66,69] needed to understand excitonic properties, charge transfer dynamics and
charge collection.
2.1 Experimental Section
Prior to deposition via vacuum thermal evaporation in a system with a base
pressure of ∼ 2 × 10−7 Torr, both C70 and DBP were purified once via vacuum
thermal gradient sublimation. [23] The 54 nm thick DBP/C70 blend films (with C70
volume concentrations of 0, 10, 25, 50, 65, 80, 90, 95, and 100%) were grown on
quartz substrates. The sample morphology was characterized by grazing-incidence
X-ray diffraction at a fixed incidence angle of 0.2◦ using Cu Kα radiation in a Rigaku
diffractometer. The nanostructure of the blend were visualized using a JEOL 2100F
high-resolution transmission electron microscope (TEM) at an accelerating voltage
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of 80 kV. The organic films for TEM measurement were deposited on Si substrates
precoated with a 10 nm thick layer of MoO3, subsequently lifted off by dissolving the
MoO3 in deionized water, and then captured by a Cu TEM grid.
A kinetic Monte Carlo (KMC) simulation model was also applied to quantitatively
simulate the nanomorphology. Following Peumans, et al. [89] and Yang, et al., [90]
molecules filled sites starting at the substrate surface in a FCC lattice with a lattice
constant of 1.06 nm, consistent with the crystal structure of C70. Each DBP molecule
had a length of 2.15 nm and could contact between 16 to 22 C70 molecules. Given
its large size compared with C70, each DBP molecule was allowed to occupy two
adjacent FCC sites, resulting in a coordination number of 18. The intermolecular
binding energies for molecules in various configurations were evaluated using the
Forcite molecular dynamics module in Materials Studior. To simulate the deposition
dynamics, a two-step process was employed: single molecule deposition followed by
full sample annealing. In the first step, a molecule normally incident to the substrate
landed at a random location at the growth surface, and attempted to move to adjacent
vacant sites. An attempt was accepted if the target site had a lower total energy
than its initial site, otherwise the attempt was accepted with a reduced probability
of P (∆E) = exp(− ∆E
kBT
), where ∆E was the difference between the total binding
energies of the target and initial sites, kB was the Boltzmann constant and T = 300K
was the temperature. The number of attempts a molecule allowed to make was
used as a parameter to control the average sizes of the molecular aggregates. For
DBP molecules, there was an extra rotational attempt where one end of the DBP
molecule stayed in its original site while the other end attempted to move to an
adjacent vacant site, or exchange with an adjacent C70. To account for the many-
body dynamics during deposition, full sample annealing occurred after every 1,000
molecules were deposited. During this step, the 1,000 molecules were allowed to move
to adjacent sites. The attempts followed the same rules as in the single molecule
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Figure 2.1: Intensity of the (111) C70 X-ray diffraction peak of several DBP/C70
blends whose C70 concentrations are provided in the legend.
deposition process. Full sample annealing significantly reduced the computational
intensity compared with real-time simulations in which the dynamics of all molecules
were simultaneously considered. This enabled the simulation of systems with a very
large number of molecules (∼ 106).
2.2 Nanostructures in the Blended DBP/C70 Heterojunc-
tions
The nanostructures formed in DBP/C70 blends are examined using the X-ray
diffraction patterns shown in Fig. 2.1. The peak at 10.3 ± 0.1◦ corresponds to
diffraction from the (111) crystal planes of the C70 FCC structure.
[91] Blending with
DBP results in broadened and less well-defined diffraction peaks. The average C70
nanocrystallite diameters calculated using the Scherrer equation [92] are 11.6 ± 0.1,
10.8 ± 0.2, 5.6 ± 0.3, 4.1 ± 0.6 nm, 3.3 ± 1.0 nm for neat C70, 95%, 90%, 80%,
and 65% C70 blends, respectively. The diffraction patterns become structureless for
41
Figure 2.2: Transmission electron microscope (TEM) images of DBP/C70 blends with
different C70 concentrations. Crystalline C70 domain boundaries are out-
lined in white. Scale bars in the lower left of each micrograph are 20
nm.
blends with C70 concentration < 65%, indicating a lack of crystalline formation to
the resolution of X-ray diffraction. No evidence for DBP crystallization is found at
any blend concentration studied.
High resolution TEM images for four representative blended films are provided in
Fig. 2.2. The neat C70 film has 10 to 20 nm diameter interconnected nanocrystalline
domains, whereas 95% C70 in DBP results in ∼ 10 nm C70 nanocrystallites isolated by
amorphous regions where DBP and C70 are mixed. For 90% C70, the domain diameters
are decreased yet further, and are increasingly isolated by amorphous regions. Finally,
the 50% C70 blend shows no evidence for nanocrystallites at any scale.
Due to the low contrast between DBP and C70 (both are carbon-based) in the TEM
42
Figure 2.3: Three-dimensional simulation of the morphorolgy of a 10 nm deep by 80
nm thick slice of 95%, 90%, 80%, and 50% C70 in the DBP/C70 blends.
Growth is simulated by molecules arriving at the top of the surface start-
ing the bottom surface. Blue areas are C70 molecules. Green (red) areas
are DBP molecules that form (do not form) percolating paths to the bot-
tom surface. Note the voids in the thin film. The simulation comprises
600,000 molecules.
image, the further details of the nanomorphology, in particular, those at amorphous
regions are studied via the KMC simulation based on the van der Waals attraction
between molecules. Figure 2.3 shows the 10 nm deep slice of simulated DBP/C70
blends with 95, 90, 80, 50 mol % C70. The evaporated molecules are incident from
the top and travel normal to the bottom surface of the film with the anode (ITO
coated with MoO3) at the base. The 80 nm thick film has a rough surface and a
modest density of voids. Here, the C70 regions are shown in blue, and the green areas
are DBP molecules that form into percolating paths to the anode surface. The red
areas are isolated islands of DBP disconnected from the anode. The isolated DBP
islands remain in a substantial minority until > 90% C70 concentration.
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Figure 2.4: Average C70 cluster radius 〈r0〉 vs. C70 concentration in DBP/C70 blends.
The radii obtained from X-ray diffraction (squares) in Fig. 2.1 and KMC
simulations (circles) are indicated. Error bars for the X-ray diffraction
data arise from uncertainties in line widths at half maxima. Error bars
are standard deviations of the simulated cluster size distributions.
The morphology of the simulated blend is evaluated by determining the C70 aggre-
gate size. Spheres with increasing diameters are compared with the C70 cluster shape.
The diameter of the largest sphere that can fit within the C70 cluster with a volume
shape mismatch below 5% is used to characterize the C70 aggregate size. From X-ray
diffraction data in Fig. 2.1, the diffracted intensity from a spherical cluster containing
N molecules is proportional to N2. Therefore, the average radius of a simulated blend
is derived using an average with weight of r6, and the standard deviation is given by
the error bars in Fig. 2.4. The simulation results of the average nanocrystalline C70
cluster radius 〈r0〉 is shown as circles, compared with values inferred from the Scherrer
approximation of the X-ray diffraction pattern (squares). As the C70 concentration
decreases from 95% to 50%, 〈r0〉 decreases from 5.2 ± 0.9 to 1.3 ± 0.2 nm in the
simulated mixed layer, which agrees with the experiment findings.
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2.3 Percolation and Efficient Charge Collection
Figure 2.5(a) shows only those percolating paths of 10 mol % DBP in DBP/C70
blends that extend from the anode into the active layer of a 50 nm deep by 80 nm
thick slice. During deposition, the planar DBP molecules form continuous pi−pi stacks
that exclude C70 molecules from their interstices, thus minimizing the total energy of
the blend. The stacks increase the probability of the formation of percolating paths
to the anode even at very high dilutions (10%). We define the 2D density of paths
using
ρ(z) = Np(z)/A, (2.1)
where Np(z) is the number of DBP molecules forming into continuous regions in a
single layer at a distance z from the anode, and A is the anode contact area. Figure
2.5(b) shows the 2D density of percolating paths in the substrate plane in a blend
with 10% DBP versus the distance from the anode. The simulation follows:
ρ(z) = ρ0(z)exp
(
−z
ζ
)
, (2.2)
shown by the line in Fig. 2.5(b). Here, ρ0 is the 2D density of percolating paths
originating at the anode, and from the fit, ζ = 33 ± 5 nm is the characteristic
percolation length. At thickness d = 50 nm, which is the typical active HJ layer
thickness of an OPV cell, then ρ ≈ 0.05 nm−2, [35] corresponding to a mean distance
between percolating paths of 4.5 nm. This is well below the C70 exciton diffusion
length (∼8 nm), [93] suggesting that the holes can be extracted throughout the active
layer with a DBP concentration of only 10 mol %.
Figure 2.3 also shows that a fraction of DBP clusters form isolated islands where
holes can be trapped following exciton dissociation. Dissociation on islands is there-
fore limited by the recombination rate of the previously dissociated charges within a
particular island. Due to the spatial separation and energetic barriers of the trapped
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Figure 2.5: (a) Three-dimensional simulation of the DBP percolating paths of a 50 nm
deep and 80 nm thick vertical slice of a blend with 10 mol % DBP in C70.
The C70 molecules are not shown. Percolating paths are identified by con-
necting adjacent DBP molecules with green lines. (b) Two-dimensional
density of DBP percolating paths, ρ, in the substrate plane as a function
of distance from the anode, z (triangles). An exponential fit to the data
is shown by the line.
holes and free electrons delocalized among C70 molecules, the hole recombination rate
in the blends with DBP concentration > 10% is expected to be low compared with
the charge extraction rate. In steady state, therefore, the exciton dissociation rate on
isolated DBP islands is smaller than within the percolating paths. This is supported
by the high peak internal quantum efficiencies of devices at donor concentrations of
∼10% in ref. [35].
In summary, we have studied nanomorphology of the blended HJ using a combi-
nation of experimental and computational methods. As shown in the TEM images
in Fig. 2.2, the C70 crystalline phase coexists with the amorphous DBP/C70 mixed
phase at high C70 concentrations. At low donor concentrations, the planar and high-
aspect-ratio DBP molecules readily form continuous and extended percolating paths,
allowing for the extraction of photogenerated charges at the opposing electrodes that
are positioned at exceptionally large distances from their point of origin.
46
CHAPTER III
Charge Transfer States in Dilute Donor-Acceptor
Blend Organic Heterojunctions
3.1 Introduction
Exciton dissociation at the donor-acceptor interface gives rise to the formation of
a CT state that plays a crucial role in photogeneration of charges and thus deter-
mines the OPV open-circuit voltage and short-circuit current. A key to improving
OPV performance is to optimize the donor-acceptor blend ratio in the photoactive
HJs. While dilute donor and fullerene acceptor blends are commonly used, [35] the
fundamental properties of CT states such as their energy levels and dynamics have
yet to be fully clarified. Bernardo et al. explored CT states at N,N’-Di(1-naphthyl)-
N,N’-diphenyl-(1,1’-biphenyl)-4,4’-diamine (NPD)/C60 HJs with varying C60 concen-
trations and found that the dependence of CT state energy on the dielectric constant
is affected by the crystallinity of C60 in the blend. Their results point to the im-
portance of local crystallinity in enabling delocalization of electrons and/or holes of
the CT state to facilitate the charge separation process. However, their luminescence
spectra failed to cover energies <1.2 eV, giving incomplete data of the important
CT spectral features at long wavelengths. [42] Arndt et al. studied the time-resolved
and temperature-dependent PL of CT states in P3HT/[6,6]-phenyl-C61-butyric acid
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methyl ester (PC61BM) blends. They showed that an excess amount of fullerene led
to an increased probability of CT state formation, although the disruption of the
polymer packing at high fullerene concentrations negatively influences charge sepa-
ration. [45] Piersimoni et al. discussed the change of film morphology and energies
of CT states in the blends consisting of poly[2-methoxy-5-(30,70-dimethyloctyloxy)-
1,4-phenylenevinylene] (MDMO-PPV) as donor and fullerene molecules with different
side chains as acceptors, where the CT energy decreases as fullerene concentration
increases. [94]
In this chapter, we continue focusing on small-molecule blend HJs comprising
the donor DBP and the acceptor, C70. When used in an OPV structure, the device
performance is optimized at a surprisingly dilute donor volume ratio of 1:8 DBP/C70
(∼90% C70). [35] Charge transfer state properties at various blend ratios are studied
by means of both steady-state and time-resolved PL, electroluminescence (EL), and
reverse-biased OPV EQE , and analyzed based on DFT. We identify two CT states in
blends where the amorphous DBP/C70 mixed and nanocrystalline C70 phases coexist:
a localized, high binding energy CT1 state; and a delocalized, lower binding energy
CT2 state. To confirm the proposed morphological origins of both CT states, we
intentionally control the spatial confinement of them by growing multi-quantum well
structures of C70 and DBP with the degree of CT localization determined by the
individual layer thicknesses.
In the blended DBP/C70 HJ, the energy and lifetime of the CT states are functions
of the size of the C70 nanocrystallites, which is quantitatively understood in terms of
a quantum confinement model. The ratio of the CT2-to-CT1 population increases as
the relative volume of the C70 crystalline phase increases. The delocalized C70 state
exhibits > 91 ± 2% dissociation efficiency in HJs with a 90% C70 concentration. The
contribution of CT2 dominates the charge generation in highly dilute DBP/C70 HJs.
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3.2 Experimental Section
Using the same purification and deposition methods described in Chapter II, 54nm
blended DBP/C70 HJs were grown on sapphire substrates. During the growth of mul-
tilayer DBP/C70 quantum well structures, however, temperatures of both sources were
adjusted to give a stable growth rate of 0.1 A˚/s while two independently controlled
source shutters were used to switch between DBP and C70 after each layer growth
was completed.
Samples for the scanning transmission electron microscope (STEM) measurements
were capped with a C70 layer with a thickness equal to the total multilayer stack
thickness, and a 100 nm thick Ag protection layer. The sample was then cut into
thin slices using focused ion beam (FIB) milling (FEI Nova 200 Nanolab SEM/FIB).
The sample thicknesses were estimated to be tens of nanometers. The samples were
then examined using a JEOL 2100F high-resolution transmission electron microscope
at an accelerating voltage of 200 kV. The dibenzo([f,f’]-4,7’-di[4bromophenyl]-4’,7-
diphenyl)diindeno[1,2,3-cd:1’,2’,3’-lm]-perylene (Br2-DBP) molecules used in STEM
samples were synthesized by Luminescence Technology Corp. [95]
Steady-state PL spectra were obtained by exciting the organic samples in vac-
uum at a wavelength of λ = 442 nm using a continuous wave He-Cd laser. The EL
from forward-biased OPVs was investigated using the device structure: ITO/10 nm
MoO3/54 nm DBP/C70/8 nm bathophrenanthroline (Bphen)/100 nm Al. All spectra
were collected normal to the substrate using a fiber-coupled monochromator (Prince-
ton Instruments SP2300i) equipped with both a Si charge-coupled device (CCD) array
(PIXIS:400) and an InGaAs photoreceiver with sensitivity from λ = 800 to 1700 nm
(Newport model 2153). Time-resolved PL measurements were performed using a
time-correlated single photon counter (PicoHarp 300) coupled to a Si single photon
avalanche detector (PDM Series). The samples were excited at λ = 480 nm using 150
fs pulses at a 1 kHz repetition rate from a Ti:sapphire laser (ClarkMXR CPA-series)
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pumped optical parametric amplifier (TOPAS-C). A λ = 800 nm cutoff long-pass
filter was used to remove DBP and C70 emission to isolate the CT state spectra.
For reverse-biased EQE measurements, the OPVs were excited normal to the sub-
strate by focused monochromated light from a Xe arc-discharge lamp chopped at 200
Hz. A current amplifier (Keithley 480) was used to provide a voltage bias and fur-
ther amplify the photocurrent before measurement with a lock-in amplifier (Stanford
Research Systems SR830). Under sufficiently high reverse bias, the CT exciton dis-
sociation efficiency ηdiss and charge collection efficiency ηCC approach unity, leading
to ηEQE = ηA (See Eq. 1.23) in the blend HJ with 100% diffusion efficiency ηdiff .
[96]
The internal quantum efficiency (IQE ) can therefore be obtained from the ratio of
ηEQE/ηA. Optical constants (i.e., the real and imaginary parts of the index of refrac-
tion) of the neat and blended films were measured by variable angle spectroscopic
ellipsometry.
Quantum chemical calculations were carried out using DFT and time dependent
density functional theory (TDDFT) in the Gaussian 09w package. [97] Calculations
were performed on various monomer, dimer, and trimer combinations of the C70 and
DBP molecules. The geometries were optimized using the B3LYP functional and 6-
31G(d) basis set. Based on the optimized structures, TDDFT was used to obtain the
electron densities and energy levels of excited states based on the B3LYP functional
and 6-31G(d) basis set.
3.3 Charge Transfer Excitons at Blended DBP/C70 Hetero-
junctions
Figure 3.1(a) shows the EL spectra of OPVs with different DBP/C70 blends at +3
V forward bias. The EL resulting from two CT states in the near-infrared (λ = 1.0 -
1.6 eV) is easily distinguished from the singlet emission of neat C70 and DBP at λ >
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Figure 3.1: (a) EL spectra of OPV with different C70 concentrations in blends with
DBP under ± 3 V forward bias. The spectra above and below 1.22 eV are
detected by a Si CCD and an InGaAs photoreceiver, respectively. The
spectra are offset for clarity. Two charge transfer excitons are labeled CT1
and CT2. The spectra from neat DBP and C70 are shown for comparison.
(b) Voltage dependence of EL with 90 and 50% C70 concentrations in
DBP. Inset: Molecular structures of DBP and C70.
1.6 eV. We denote the low- and high-energy states as CT1 and CT2, respectively. The
EL spectrum from the 50% C70 blend is relatively structureless. The CT state energy
increases as the C70 concentration is either decreased or increased away from 50%,
where the CT2 state becomes dominant for blends with >65% C70 concentration.
The low-energy EL shoulder for >65% C70 blends is associated with the separate
CT1 state. Surprisingly, insignificant DBP or C70 Frenkel exciton emission appears
in the blends even with highly asymmetric blend concentrations (95 or 10% C70) due
to the efficient recombination of injected negative and positive charges at the HJ.
As the drive voltage increases from +1 to +5 V in Fig. 3.1(b), the low-energy EL
shoulder from the device with 90% C70 slightly decreases in intensity, while the peak
energy remains unchanged at 1.41 ± 0.01 eV. The EL peak of the 50% C70 device
has a minor blue shift of 20 ± 5 meV as the voltage is increased from ±1 to ±5 V.
The PL spectra from various thin film blends at 20 K are shown in Fig. 3.2(a).
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Figure 3.2: (a) Steady-state PL spectra of DBP/C70 blends excited by a λ = 442 nm
wavelength laser at 20 K. Both CT and monomer singlet emission spectra
are noted. The spectra are offset for clarity. (b) Charge transfer exciton
energies vs C70 concentration. The curves are a guide for the eye.
Charge transfer state emission appears in the same energy range as from EL for all
blends tested, whereas the CT2-to-CT1 intensity ratio is larger than that in EL, with
intensity ratios calculated based on Gaussian fits to the spectra of 3.0 ± 0.4, 2.7 ± 0.5,
1.9 ± 0.6, and 1.3 ± 0.6 for 95, 90, 80, and 65% C70 concentration, respectively. At
<65% concentration, the PL spectra become structureless and it is no longer possible
to resolve the two charge transfer features. The CT2-to-CT1 intensity ratio does not
change as the excitation energy varies from 2.80 to 1.60 eV. No C70 or DBP Frenkel
exciton emission is observed for blends with C70 concentrations between 90 and 25%,
indicating ∼100% exciton diffusion to, and charge transfer efficiency at the interface.
The CT state energies as a function of C70 concentration are provided in Fig. 3.2(b).
Calculations using TDDFT were employed to investigate the shift in CT energy,
with the results of singlet Frenkel/CT exciton energies shown in Fig. 3.3(a). The C70
monomer has the lowest singlet energy of ES =2.04 eV, while the DBP monomer has
ES =2.18 eV. Other high-energy singlet states are also shown. The singlet energies
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Figure 3.3: (a) Calculated singlet energies of different monomer, dimer, trimer, and
tetramer combinations of DBP and C70 using TDDFT. On the abscissa,
DBP is abbreviated as D. (b) Visualized charge density difference anal-
ysis of the first four CT states of the DBP/C70 dimer (left) and trimer
(right) complexes. The electron (purple) and the hole (yellow) density
distributions are located on the C70 and DBP molecules, respectively.
of the DBP-C70 physical dimer, trimer (one DBP/two C70 molecules), and tetramer
(one DBP/three C70 molecules) that lie below the DBP and C70 monomer states are
CT states. We note that these calculations consider only a few of the many possible
DBP-C70 molecular configurations, with those provided here serving as examples.
The charge density distribution of CT states shown in Fig. 3.3(b) indicates that
the electron (purple) and hole (yellow) densities are on C70 and DBP, respectively.
Including more C70 into the complex leads to moderate electron delocalization and
creates several higher-energy CT states. This is also consistent with DFT results
reported for PC61BM clusters of varying sizes.
[98] The calculated oscillator strengths
of dimer CT states are in the range of 10−4 to 10−3, which are 102 to 103 times lower
than for the monomers but higher than for trimer and tetramer CT states.
The dynamics of CT state recombination were studied using time-resolved PL at
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Figure 3.4: (a) Time-resolved PL for a DBP/C70 blend with 90% C70 at 295 K and 20
K. (b) CT state lifetime vs C70 concentration at 295 and 20 K. The error
bars are the 95% confidence intervals. The data points are connected by
curves to guide the eye.
room temperature and 20 K, with results shown in Fig. 3.4. At room temperature,
the transient is fit by a single lifetime of τ = 0.55 ± 0.05 ns with no dependence on C70
concentration (see Fig. 3.4(b)). At 20 K, nonradiative recombination is diminished,
leading to an increase in CT lifetime that is dependent on concentration. The time-
resolved PL of CT1 and CT2 are separately determined by illumination through λ =
950 nm long-pass and 900 nm band-pass filters, respectively. The best fits are bi-
exponential for both regions, yielding two similar characteristic lifetimes except that
the slope intersection point for the transient at λ > 950 nm region is lower than
that near 900 nm due to the different intensities of the two CT states. The lifetimes
of CT1 and CT2 versus C70 concentration have similar trends, remaining relatively
unchanged at <65% C70 concentration and increased by a factor of 2 as concentration
is increased from 65 to 95%.
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3.4 Delocalization of Charge Transfer Exciton and Quantum
Confinement Modeling
Luminescence spectra in Fig. 3.1 and 3.2 show that CT exciton energies, ECT ,
in DBP/C70 blends increase as the C70 concentration is either increased or decreased
away from 50%. This trend is strikingly different from that reported for other material
combinations, where the ECT decreases monotonically as the fullerene concentration
increases. The change of dielectric constant for different blend ratios has typically
been invoked to explain the shift in ECT .
[41,42,94] However, the optical dielectric con-
stant (εr) of DBP/C70 blend increases monotonically with C70 concentration (xC70),
which fits to εr = 3.88 ± 0.0064·xC70 . While this behavior may result in the spec-
tral shift observed in CT1, it nevertheless fails to explain the trend of CT2 with an
energy minimum at 50% C70 and the change in slope toward an apparent asymp-
tote at > 80% C70 concentration. Furthermore, the shift cannot be explained by the
solid-state solvation effect [99] since both DBP and C70 are nonpolar molecules.
[100]
Alternatively, the shift in CT2 energy can be attributed to the change in exciton
binding energy as a result of CT delocalization and quantum confinement in the C70
nanocrystals or DBP aggregates. As the C70 concentration increases to >50%, the
electron on a C70 nanocrystal bound to the hole on DBP is delocalized over several C70
molecules (cf. Fig. 3.3(b)), leading to a decrease in the binding energy and therefore
an increase of CT state energy. Similarly, as the C70 concentration decreases below
50%, the DBP aggregate size increases, allowing for increasing hole delocalization.
To model the CT states at >50% C70 concentration, we assume for simplicity that
the C70 domain is spherical with radius 〈r0〉 estimated from X-ray diffraction data
in Fig. 2.1 and is located tangent to the x-y plane. An electron within the domain
is confined by a potential barrier φb = 0.5 eV on the boundary, which corresponds
to the difference between the LUMO energies of DBP and C70.
[35] The hole bound
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to that electron is fixed on a DBP molecule at a = (0, 0, -0.4 nm), where 0.4 nm is
the distance to the neighboring C70 obtained from DFT geometric optimization. We
assume that the electron mobility in C70 is at least as large or larger than the hole in
DBP and hence can occupy a greater volume, as noted by Peumans and Forrest. [55]
The electron Hamiltonian is then
H = − ~
2m∗O2 + V (r)
V (r) =

− q2
4piε0εr(C70)|r−a|
(| r− r0 |< r0)
− q2
4piε0εr(DBP )|r−a| + φb (| r− r0 |> r0)
(3.1)
where q is the electron charge, m∗ is the electron effective mass, r0 is the C70 domain
radius, r0 is the coordinate of the center of C70 domain. and | r− a | is the distance
between the hole and the electron. The relative dielectric constants are εr(C70) = 4.60
and εr(DBP ) = 3.92 at λ = 900 nm.
We obtained the energy eigenvalues of the Hamiltonian with and without the
potential V (r), yielding the energy of the Coulombically bound and unbound electron
states, respectively. The energy difference between them corresponds to the CT
binding energy, shown in Fig. 3.5(a). The electron density of a Coulombically bound
state for a C70 domain radius 〈r0〉 = 2 nm is shown in the inset of Fig. 3.5(a). The
calculated binding energies fit reasonably well with the measured ECT after including
the 1.52 eV energy difference between the DBP HOMO and the C70 LUMO.
[35]
We can apply the same approach to analyze the energy of holes located on DBP
aggregates at C70 concentrations <50%. However, crystallographic data show no evi-
dence for DBP nanocrystals at any concentration. Thus, our analysis assumes cofacial
stacking [100] of only a few DBP molecules to a thickness, d, at the interface, with the
bound electron fixed on the adjacent C70 molecule. Calculation of the eigenenergies
for the hole using a Hamiltonian similar to Eq. 3.1 suggests that stacks of only 4 ± 1
56
Figure 3.5: (a) Measured peak energies of CT2 states (data points) and calculated
CT binding energies (red line) as functions of C70 domain radius, 〈r0〉.
Inset: Calculated electron density distribution for a domain with 〈r0〉 = 2
nm. (b) (Top) Calculated probability density overlap J vs 〈r0〉. (Bottom)
Measured recombination rate kd for CT2 vs 〈r0〉.
DBP molecules can lead to the shifts in CT2 spectra in Fig. 3.2(b) observed at high
DBP concentrations. Since most of the DBP region is highly disordered, the fits are
not as convincing as for C70 nanocrystallites in Fig. 3.5(a).
As inferred from the TEM images in Fig. 2.2, the C70 crystalline phase coex-
ists with the amorphous DBP/C70 mixed phase at high C70 concentrations. Charge
transfer excitons in the amorphous regions are more localized than in the crystalline
domains. [101] As a result, two discrete CT peaks are found in the PL spectra of thin
film blends with >65% C70, at which point C70 nanocrystallites with diameters >4 nm
appear. The population of CT2 excitons significantly decreases at C70 concentrations
<65% due to the decrease of C70 nanocrystallites, thereby resulting in a decrease in
CT2 emission intensity.
The different lifetimes of CT1 and CT2 result in a bi-exponential PL decay at
20 K, as shown in Fig. 3.4(a). We find that the CT2 lifetime, as in the case of its
binding energy, is also dependent on the C70 domain size, with the lifetime increasing
with 〈r0〉, as shown in Fig. 3.5(b). Quantum confinement in the C70 domains leads
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to an increase in the overlap of the electron and hole probability density as 〈r0〉
decreases, resulting in a concomitant increase in the CT2 recombination rate. To
model this dependence, we calculate the overlap of the probability density of the
excited (| ψCT |2) and ground states (| ψG |2), that is, J =
∫ | ψCT |2| ψG |2 dr3,
where ψG is the electron wave function at the DBP HOMO obtained from TDDFT
calculations. The overlap integral, J , vs C70 domain radius is shown in Fig. 3.5(b),
top panel, which qualitatively agrees with the trend observed for the decay rate of
CT2, that is kd (= 1/τ), in the bottom panel. A quantitative prediction of CT lifetime
versus the domain size requires an accurate knowledge of the electron wavefunction
phase which can only be obtained from a description of the actual C70 molecular
configurations in the solid. This makes an accurate calculation of the transition
oscillator strength as a function of 〈r0〉 impossible using our current approach.
For the largest C70 nanocrystalline domains, the more delocalized CT states with
lower binding energy may also suffer from a higher probability of exciton dissociation
than for the localized CT1 states. Absent charge extraction, however, the dissociated
electron eventually recombines with the hole to reform a CT exciton at the HJ, which
further increases its lifetime. The CT1 lifetime versus C70 concentration in Fig.
3.5(b) is similar to that of CT2. Although spatially separated by different phases,
some of the delocalized CT2 excitons may transfer via exchange interactions to CT1
or execute a diffusive random walk along the interface and relax to a strongly bound
CT1 state. [102] Thus, a change in the CT2 lifetime may also result in changes in the
observed CT1 lifetime.
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Figure 3.6: (a) Bright field cross-sectional STEM image of 5 pairs of 2 nm thick
alternating layers capped by a 20 nm thick C70 layer and a 150 nm thick
Ag protection layer. The dark spots are due to Ag diffusion from the
contact. (b) Image of 5 pairs of 5 nm thick alternating layers capped by
a 20 nm thick C70 layer and a 50 nm thick Ag layer.
3.5 Charge Transfer Exciton in a DBP/C70 Multi-Quantum
Well Structure
To further confirm the proposed morphological origins of CT states and test the
hypothesis of CT exciton delocalization, we systematically control the degree of CT
exciton confinement by growing alternating multilayer quantum well structure of
DBP/C70 to gain insights into the mechanisms affecting CT states in the blends
of similar ratios of the two constituents. Figure 3.6 shows bright field cross-sectional
STEM images of the multi-quantum well structure with alternating layer thicknesses
of 2 and 5 nm. To increase the image contrast between C70 and DBP molecules,
Br2-DBP was substituted for DBP. Each sample contains 5 pairs of DBP and C70
layers capped by a C70 layer with the same thickness as the multilayer stack, and 100
nm of Ag. Individual layers as thin as 2 nm are clearly identified in the images in
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Figure 3.7: (a) Room temperature PL spectra of multi-quantum wells consisting of
alternating layers of DBP and C70 and a 1:1 blended sample. To achieve
a total thickness of 40 nm, the multi-quantum well structures with alter-
nating layer thicknesses of 1, 2, 3, and 5 nm contain 20, 10, 7, and 4 pairs
of DBP and C70 layers, respectively. The spectra are normalized to the
same integrated intensity, and are offset for clarity. (b) Photolumines-
cence peak energies of CT2 states, E2, and calculated Coulombic binding
energies vs layer thickness.
Fig. 3.6.
Figure 3.7(a) shows the normalized room temperature PL spectra from DBP and
C70 stacks with various layer thicknesses. All samples have a total thickness of 400
nm. The spectra are compared with that of a 1:1 DBP:C70 blend HJ. The blend
sample has a lowest CT2 peak energy E2 = 1.33 ± 0.01 eV. As the alternating layer
thicknesses increase from 1 to 5 nm, E2 blue shifts to 1.43 ± 0.02 eV.
The energy shift of CT exciton shown in Fig. 3.7(a) is consistent with the model
described in the last section. Since the volume and ratio of materials in all the samples
are equal, the energy shift of the CT2 peak is attributed to quantum confinement as
the individual layer thicknesses decrease. The quantum mechanical model developed
in the last section is modified to calculate the binding energy between electron and
hole of the CT2 states with various alternating layer thicknesses. The experimental
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and simulated results are shown in Figure 3.7(b). The calculated energy shift reason-
ably agrees with experiment except for the sample with 1 nm thick layers. This is
possibly due to incomplete layer coverage for the thinnest sample, leading to reduced
confinement.
3.6 Dissociation Efficiency of Charge Transfer Excitons in
DBP/C70 Heterojunctions
In the OPV comprising a DBP/C70 blended HJ, as the volume containing the CT
state decreases, an increased overlap between the electron and hole wavefunctions
occurs, resulting in a larger recombination rate and a smaller dissociation efficiency
compared with that of the delocalized CT states. To further study the dissociation
efficiency of CT states at different blend ratios, the EQE of reverse-biased OPVs with
90 and 50% C70 concentrations and their IQE versus photon energy are measured
and calculated, as shown in Fig. 3.8. Both EQE spectra show a shoulder at <1.70
± 0.02 eV that is absent in devices with either a neat C70 or DBP photoactive layer.
We attribute this feature to direct CT state absorption and exciton dissociation at
the interface. At 90% C70 concentration shown in Fig. 3.8(a), IQE remains constant
at photon energies >1.55 ± 0.02 eV, while it substantially decreases from 0.91 ±
0.02 to 0.20 ± 0.01 as the photon energy decreases from 1.55 to 1.30 eV. At 50% C70
concentration shown in Fig. 3.8(b), the IQE decreases from 0.71 ± 0.01 to 0.40 ±
0.09.
The properties of different CT excitons are also apparent from the OPV EQE
spectra at both 0 and -5V reverse bias. The ratio of the EQE at these two voltages
is
ηEQE(0V )
ηEQE(−5V ) ≈
ηA(Eph)·ηdiff ·ηdiss(Eph,0V )·ηCC(0V )
ηA(Eph)·ηdiff
= ηdiss(Eph, 0V ) · ηCC(0V ) = ηIQE
(3.2)
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Figure 3.8: External quantum efficiency at 0 and −5 V reverse bias for OPVs with
(a) 90% C70 concentration in DBP, neat C70, and neat DBP; (b) 50% C70
concentration in DBP. The EQE at −5 V is equal to ηA. The internal
quantum efficiency spectra for two blends are shown with blue lines.
where ηA is the absorption efficiency, ηdiff is the exciton diffusion efficiency, ηdiss
is the CT exciton dissociation efficiency, ηCC is the charge collection efficiency of
the OPV, and Eph is the photon energy. Under sufficiently high reverse bias, ηdiss
and ηCC approach unity, as implied by the first equality in Eq. 3.2. The exciton
diffusion efficiency is ηdiff ≈ 1 in the 90 and 50% C70 blends, which is justified by
the absence of DBP or C70 Frenkel exciton emission under direct laser excitation at λ
= 442 nm, as shown in Fig. 3.2. Thus, according to Eq. 3.2, ηEQE(0V )/ηEQE(−5V )
is approximately equal to IQE . Since ηCC is independent of photon energy, the
decrease of IQE at Eph < 1.55 ± 0.02 eV for 90% C70 concentration shown in Figure
3.8(a) is attributed entirely to the decrease of ηdiss for CT states. From this, we infer
that the difference in IQE versus Eph below and above 1.55 eV corresponds to the
relative importance of dissociation from the localized CT1 and delocalized CT2 states,
respectively. The delocalization of polaron pairs in the crystalline phase facilitates
the escape from their mutual Coulomb attraction, which leads to a larger ηdiss than
the localized CT1 states in the amorphous phase.
The IQE spectrum in Figure 3.8(a) has three distinct regions: (i) Eph > 1.70 ±
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0.02 eV, where DBP or C70 Frenkel excitons are excited and can subsequently transfer
to CT states leading to dissociation; (ii) 1.55 ± 0.02 eV < Eph < 1.70 ± 0.02 eV,
where CT2 states are directly excited; and (iii) Eph < 1.55 ± 0.02 eV, where localized
CT1 states are predominantly excited. The IQE in regions (i) and (ii) are 0.91 ± 0.02,
suggesting that the relative contributions of CT1 and CT2 to the photocurrent remain
unchanged across these two regions. As shown in the steady-state PL spectra at 90%
C70 concentration in Figure 3.2(a), nearly 100% of the Frenkel excitons generated in
DBP and C70 transfer to interfacial CT states. Assuming that a is the fraction of
CT2 states and (1 − a) is the fraction of CT1 states generated at the HJ at Eph >
1.55 ± 0.02 eV and that only CT1 is generated at Eph = 1.30 eV, then:

ηIQE = a · ηdiss(CT2)ηCC + (1− a)ηdiss(CT1)ηCC = 0.91± 0.02 Eph > 1.55eV
ηIQE ≈ ηdiss(CT1)ηCC = 0.20± 0.01 Eph = 1.30eV
(3.3)
Since the values of a and ηdiss(CT2)ηCC are in the range of 0 and 1, using Eq. 3.3 we
infer that 0.91 ± 0.02 < ηdiss(CT2)ηCC < 1 and 0.88 ± 0.03 < a < 1. This implies
that greater than 88% of excitons generated at Eph > 1.55 ± 0.02 eV are CT2 states
at 90% C70 concentration. The dissociation efficiency of CT2 is greater than 91%,
leading to efficient photogeneration in the OPV. In contrast, the OPV with 50%
C70 concentration shown in Figure 3.8(b) exhibits a low IQE due to a decreased
population of CT2 states in the amorphous blends. These provide an explanation
for the very high efficiencies observed in significantly diluted donor blends in this
material system. This differs from material systems examined by Vandewal et al.,
who find that IQE is independent of the photon energy, and where the lowest energy
CT state contributes to efficient photocurrent generation. [60]
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CHAPTER IV
Energy Losses in Organic Photovoltaics
4.1 Introduction
Excitons in organic semiconductors are tightly bound electron-hole pairs with
binding energies of EB = 0.2 to 1.5 eV.
[103–106] A large driving force is required to
overcome the binding energy to separate the electron and hole in the photocurrent
generation process. This force is provided by the offset of the LUMO and HOMO ener-
gies, i.e. ∆ELUMO and ∆EHOMO, respectively, between donor and acceptor molecules
at a type-II HJ. As a result, the dissociation process incurs an energy loss during CT
at the interface:
∆ECT = Eex − ECT ≈ ∆EHOMO(LUMO) − EB, (4.1)
where Eex is the exciton energy of the donor or acceptor that is generally equal to
the HOMO-LUMO energy gap less EB. Also, ECT is the CT state energy. Additional
losses arise from both radiative (∆Er) and nonradiative (∆Enr) recombination in
charge separation and extraction:
∆Erec = ECT − qVOC = ∆Er + ∆Enr, (4.2)
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where VOC is the open circuit voltage and q is the electron charge. Therefore, the
total energy loss at the donor-acceptor HJ is: [107]
Eloss = ∆ECT + ∆Erec = Eex − qVOC . (4.3)
Heterojunctions employing fullerene derivatives usually suffer from a loss of Eloss
∼ 0.7 eV. Alternatives to fullerene acceptors have therefore been sought to reduce
Eloss while extending the absorption spectrum into the infrared. The development
of nonfullerene acceptors (NFAs) with acceptor-donor-acceptor (a-d-a) or perylene
diimide (PDI)-based molecular motifs give freedom to tune the molecular energetics,
absorption spectra and thin film morphologies through molecular design. [108–112] As
a result, HJs using NFAs show ∆ECT as low as 0.1 to 0.2 eV, and a total Eloss ≤
0.5 eV, [113–115] compared to fullerene-based HJs with ∆ECT > 0.3 eV, and a Eloss >
0.7eV. [116–118] While energy loss mechanisms have been discussed for years, [107,119–121]
to our knowledge there has been no quantitative analysis as to why NFAs have both
∆ECT and ∆Erec comparatively low. As a result, unambiguous guidelines for molec-
ular designs have been lacking.
In this chapter, we use semiclassical Marcus charge transfer theory to quantify
both the charge transfer, kCT , and non-radiative recombination, knr, rates. These
rates are used to analyze the energy losses, ∆ECT and ∆Enr, as functions of EB
and the intra- and inter-molecular electron-phonon coupling. We compare the energy
losses during exciton dissociation of a family of acceptors in type-II bulk HJs, where
kCT vs. ∆ECT are studied using temperature dependent transient PL spectroscopy.
Also, ∆Enr is determined from the EL quantum yield of the CT states. The large and
rigid molecular backbone of thiophene-based NFAs, and the presence of non-bonding
orbitals introduced by cyano or chloro group substitutions extend the electron density
distribution along the molecules to reduce EB, electron-phonon coupling, and hence
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Figure 4.1: Energy diagrams of (a) charge transfer from the acceptor exciton (A*) to
the charge transfer (CT) state (A−/D+), and (b) non-radiative recombi-
nation from the CT state (A−/D+) to the ground state (A/D). The Gibbs
free energies are ∆ECT in (a) and ECT in (b). Symmetric parabolic po-
tentials are assumed for the initial and final states. The vibrational levels
(n, n′, and n′′= {0, 1, 2 · · · }) are equally spaced. Equilibrium configura-
tions of A∗/D, A−/D+, and A/D manifolds are indicated by Q1, Q2 and
Q3, respectively.
reduce energy losses. Calculations using DFT and quantum mechanical modeling
lead to strategies for the design of molecular structures with low energy losses.
4.2 Theory and Modeling
We focus our attention on comparing charge transfer of excitons from a variety of
acceptor to donor molecules. The transition from an acceptor exciton (A∗) to a CT
state (A−/D+) is illustrated in Fig. 4.1(a). In semiclassical Marcus theory, [11,72] the
rate for non-adiabatic transfer is given by:
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kCT =
2pi
~
V 2F =
2pi
~
V 2
1√
4piλOkBT
∑
n′
(−S)S
n′
n′!
exp
(
−(−∆ECT + λO + n
′~〈ωI〉)2
4λOkBT
)
.
(4.4)
Here, V = 〈ψA∗/D | H | ψA−/D+〉 is the electronic coupling between the acceptor
excited state (ψA∗/D) and CT (ψA−/D+) wavefunctions, H is the Hamiltonian, F
denotes the nuclear Franck-Condon factor, λO is the intermolecular reorganization
energy, kB is the Boltzmann constant, and T is the temperature. Also, S is the
mean intramolecular electron-phonon coupling constant known as the Huang-Rhys
factor, given by S = λI/~〈ωI〉 where λI is the intramolecular reorganization energy
incorporating all the coupled modes. Conveniently, the intramolecular phonon modes
can be subsumed into a single mode with mean energy ~〈ωI〉, since the dominant
mode in organic molecules is carbon-carbon (C-C) bond stretching with ~〈ωI〉 ≈ 0.17
eV. Neglecting the contribution of entropy to the free energy for charge transfer, the
Gibbs free energy in Eq. 4.4 is:
−∆ECT = ECT − Eex ≈| EHOMOD − ELUMOA | −(| EHOMOA − ELUMOA | −EB)
= −(∆EHOMO − EB),
(4.5)
where EHOMOD(A)and ELUMOD(A) are the HOMO and LUMO energies of the donor
(acceptor) molecule, respectively.
The Franck-Condon factor in Eq. 4.4 contains contributions from high frequency
intramolecular phonon modes (~ωI  kBT ) and low frequency intermolecular modes
in the medium (~ωO  kBT ). The high frequency modes are quantum mechanically
treated with quantized levels (n = {0, 1, 2 · · · }) depicted in Fig. 4.1. The transi-
tion occurs from the lowest vibrational state (n=0) of acceptor excitons (A∗) to the
vibrational state n′ in the CT (A−/D+) manifold. The Frank-Condon integral of
the transition is then simplified to exp(−S)Sn′
n′! . The contribution of low frequency
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intermolecular modes is lumped into λO in the classical Arrhenius-type exponential
in Eq. 4.4.
The reorganization energy, λ, during charge transfer is the sum of intramolecular
(λI) and intermolecular (λO) contributions. Intramolecular reorganization arises from
local electron-phonon coupling leading to a nuclear coordinate displacement 〈∆Q〉
between two equilibrium positions Q1 and Q2 (or Q2 and Q3 in Fig. 4.1(b)). In the
harmonic approximation,
λI =
1
2
(M〈ωI〉2)〈∆Q〉2, (4.6)
S =
1
2
(
M〈ωI〉
~
)
〈∆Q〉2, (4.7)
where M is the reduced nuclear mass of the molecule.
Intermolecular reorganization is due to the electronic polarization, and conse-
quently lattice relaxation of the surrounding medium. Assuming a spherically sym-
metric charge distribution on the donor and acceptor, and treating the medium as an
isotropic dielectric continuum, we have: [122]
λO =
e2
4piε0
(
1
εopt
− 1
εs
)(
1
2rD
+
1
2rA
− 1
RDA
)
, (4.8)
where εopt and εs are the optical and static dielectric constants, respectively, rD(A) is
the effective radius of the donor (acceptor) molecule, and RDA is the distance between
acceptor and donor.
Non-radiative recombination energy losses (∆Enr) that occur through coupling
from the CT (A−/D+) to the ground state (A/D) are illustrated in Fig. 4.1(b). The
transfer rate is:
knr =
2pi
~
V ′2
1√
4piλ′OkBT
∑
n′′
(−S ′)S
′n′′
n′′!
exp
(
−(−ECT + λ
′
O + n
′′~〈ωI〉)2
4λ′OkBT
)
, (4.9)
where, V ′ = 〈ψA−/D+ | H | ψA/D〉 is the electronic coupling between the CT and
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Figure 4.2: Charge transfer rate, kCT , vs. the energy loss on CT state formation,
∆ECT as functions of (a) the intermolecular reorganization energy, λO,
and (b) intramolecular coupling strength, S. (c) Non-radiative recombi-
nation rate, knr, vs. ECT as functions of λO and (d) S.
ground states. The Gibbs free energy in Eq. 4.9 is equal to ECT , leading to a
nonradiative energy loss of:
∆Enr = kBT ln
(
1
ηEL
)
= kBT ln
(
kr + knr
kr
)
, (4.10)
Here, ηEL is the IQE of the CT state EL.
To achieve low energy loss yet efficient charge transfer, EB and ∆EHOMO must be
minimized at the same time (c.f. Eqs. 4.4 and 4.5). Secondly, decreasing both intra-
and intermolecular electron-phonon coupling leads to an increased kCT at a minimum
cost to ∆ECT , as well as a decrease in knr and consequently, ∆Enr. Calculations
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of kCT and knr using Eqs. 4.4 and 4.9 at T=300 K are shown in Fig. 4.2. For
convenience, we set V 2 and V ′2 equal to unity. Figures 4.2(a) and (b) show that
reducing λO and S, respectively, lead to an increased maximum in kCT that occurs at
a lower ∆ECT . Note that knr vs. ECT in Figs. 4.2(c) and (d) have a Marcus inverted
relationship in the range of ECT we consider. This is a version of the ”energy gap
law” [120,123] where knr decreases with increasing ECT . Decreasing λO and S further
reduces knr at a given ECT , and hence non-radiative recombination ∆Enr, according
to Eq. 4.10. All four figures show that a decrease of S results in a more pronounced
change of kCT and knr than that for λO.
4.3 Experimental Section
Molecular level electron density distributions of NFAs and fullerenes, and their
energy levels were modeled using DFT/TDDFT in the Gaussian 09w package. [97]
The calculation of exciton binding energy and reorganization energy was based on
the B3LYP functional and the 6-31G(d) basis set, since B3LYP is one the most
widely used functional and has been used to give reasonable results for both excited
and ionic states of some NFAs. [124–126] Molecular solvation effects are considered by
combining the DFT calculations with the Polarizable Continuum Model. [127]
The kCT as a function of ∆ECT was studied by blending the acceptors with a
variety of donors at a concentration of 2 ± 1 wt%, and with a wide energy gap
poly(methylmethacrylate) (PMMA) or Bphen matrix as a reference. The mixture
was either made by thermal evaporation at a chamber base pressure of 2×10−7 torr,
or dissolved in chlorobenzene at a concentration of 20 mg mL−1, and then spin-coated
onto a Si substrate to form 100 nm thick films. Donors were chosen to have non-
overlapping absorption spectra with the acceptors such that excitons are generated
only on the acceptor molecules using appropriately chosen excitation wavelengths. In
the dilute blends, the acceptor domains are small compared to the exciton diffusion
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length, thereby eliminating the dynamics of exciton diffusion. Then, kCT is calculated
from the difference between the acceptor exciton lifetime in the type-I PMMA(or
Bphen)/acceptor HJ, and at the type-II donor/acceptor HJ.
Exciton dynamics were measured by time-resolved PL using a time-correlated
single photon counter (PicoHarp 300, PicoQuant GmbH) coupled to a Si single photon
avalanche detector (PDM Series, PicoQuant GmbH). The accepter molecules were
excited at λ = 725 nm for NFAs, and 560 nm for fullerene derivatives using 150 fs
pulses at a 1 kHz repetition rate from a Ti:sapphire laser (CPA-2110, Clark-MXR
Inc.)-pumped optical parametric amplifier (TOPAS-C, Coherent). Charge transfer
dynamics vs. temperature in the range between 295 K and 25 K were obtained in a
closed-cycle cryostat (SHI-4-5, Janis Research Company LLC).
Organic photovoltaic cell structures were: indium tin oxide (ITO)/ ZnO/ BHJ/
MoO3/ Al. The 20 nm thick ZnO layer was spin-coated onto a precleaned, UV-ozone-
treated ITO anode, followed by 30 min thermal annealing at 150 ◦C in air. The 100
nm thick BHJ layer was spin-coated on the ZnO, followed by thermal evaporation of a
10 nm thick MoO3 buffer and a 100 nm thick Al cathode at a chamber base pressure of
2×10−7 torr. The external quantum efficiency was measured using the photocurrent
of devices coupled to a lock-in amplifier (Stanford Research Systems SR830) while
being excited by monochromated light from a Xe arc-discharge lamp chopped at
200 Hz. Photoluminescence and EL spectra were measured using a fiber-coupled
monochromator (Acton series SP2300i, Princeton Instruments) equipped with a Si
charge-coupled device array (PIXIS:400, Princeton Instruments).
4.4 Results
The parameters, EB, S and λO in Eqs. 4.4, 4.5 and 4.9 that determine energy
losses are closely correlated with the molecular structure. We, therefore, systemati-
cally analyzed the exciton binding energies, molecular polarizabilities and intramolec-
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Figure 4.3: (a) The molecular structure of BT-ClC. The red bold line traces the
electron conjugation path comprising alternating C-C single and dou-
ble bonds. Blue dashed circles indicate the electron-rich (i.e. oxy-) and
deficient (i.e. chloro- and cyano-) moieties that affects the electron dis-
tributions in the molecules. (b) The electron and hole density distri-
butions along the molecular length of BT-ClC calculated using density
functional theory (DFT). (c) The molecular structural formulae of IDT-
IC and IDTIDT-IC, that have different length of the electron-donating
cores as indicated in the shaded regions.
ular reorganization of fullerenes and NFAs by DFT. The exciton binding energy is
EB = (E−+E+)–(Egnd+Eex), where E− and E+ are the optimized energies of radical
anions and cations of the molecule, respectively. Also, Egnd and Eex are the ground
and first singlet excited state energies, respectively.
Figure 4.3 shows the molecular structures of archetypical a-d-a type NFAs. The
electron-donating conjugate backbone is capped with two electron-withdrawing side
groups. The electron and hole distributions of the excited state along the long molec-
ular axis of BT-ClC is shown in Fig. 4.3(b). All the chemical names and structures
of the molecules are provided in the Appendix A. The conjugated electron system is
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Figure 4.4: (a) Exciton binding energy, EB, found via DFT vs. effective molecu-
lar volume for several acceptor molecules indicated in legend, and whose
molecular formulae are in Appendix A. The red solid line is a fit assum-
ing electron confinement within the effective molecular volume for each
molecule. The calculation assumes a dielectric parameter, f=5.4. The
shaded area is the 95% confidence band. The blue dashed line assumes
f depends on molecular polarizability from (b). The confidence limits of
the calculations are shown by dotted lines. (b) The calculated molecular
polarizability along the molecular longitudinal axis, αxx, vs. the effective
molecular length l. The dashed line is the fit using an empirical power-law
described in text.
shown by the bold red line bridging the electron-donating thiophene backbone to the
electron deficient cyano and Cl groups. This charge distribution results in symmetric
intramolecular charge transfer (ICT) from the middle to the two ends of the optically
excited molecule. Also, the relative segregation of electron and hole densities results
in a reduced EB (see below). Two other molecules with different numbers of thio-
phene rings, and hence a shorter conjugation length with reduced ICT are shown for
comparison in Fig. 4.3(c).
Figure 4.4(a) shows calculated EB of a variety of acceptors vs. the effective molec-
ular volume. The effective molecular volume v = l ·w ·h is determined from the molec-
ular length l, width w, and height h that are defined by a box whose boundaries are
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Table 4.1: The intramolecular reorganization energy due to electron transfer of
archetypical fullerenes and NFAs.
PC71BM IDT-IC IDTIDT-IC BT-ClC
λ−I (eV) 0.180 0.179 0.101 0.157
defined at an electron density of 0.02 au−3. Figure 4.4(a) shows that EB decreases
with increasing v. Also, the slope of EB vs. v decreases until v > 1.5 nm
3. Figure
4.4(b) shows the calculated static polarizabilities, αxx, along the molecular length, l of
this same population of acceptors. Since the electron distribution is spread along the
molecular backbone, αxx increases with l. This corresponds to the x coordinate, with
y and z along w and h, respectively. The full polarizability tensors of the acceptors
are provided in the Appendix B.
The intramolecular reorganization energy of electron transfer is λ−I = (E
∗
0 −
E0) + (E
∗
− − E−), where E0 and E− are the energies of the neutral and radical
anion molecules in their optimized geometries, respectively, and E∗0 and E
∗
− are en-
ergies of the neutral and radical anion molecules in their unrelaxed geometries, re-
spectively. Table 4.1 lists the calculated λ−I of [6,6]-phenyl-C71-butyric acid methyl
ester (PC71BM) and the three a-d-a NFAs in Fig. 4.3(a) and (c). Non-fullerene ac-
ceptors have smaller intramolecular reorganization energies on electron transfer than
PC71BM. Introducing electron-donating oxy-, and electron-withdrawing cyano-, and
chloro- moieties (Fig. 4.3(a)), or extending the conjugation length of the donor sub-
group (Fig. 4.3(c)) further reduces λ−I .
The kCT from BT-ClC (or BT-IC), IT-IC and fullerene derivatives are measured
as functions of ∆ECT , with results shown in Fig. 4.5. The NFA-based HJs show non-
monotonic changes of kCT as ∆ECT increases, indicative of the Marcus normal (non-
shaded) and inverted (shaded) regimes that are separated by the ∆ECT corresponding
to the maximum value of kCT . The kCT of fullerene derivatives in Fig. 4.5(c), however,
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Figure 4.5: Measured kCT vs. ∆ECT for HJs comprising (a) 1. BT-IC/PBDBT,
2. BT-IC/J61, 3. BT-IC/P3HT, 4. BT-ClC/PCDTBT, 5. BT-
ClC/PBDBT, 6. BT-ClC/J61, (b) 1. IT-IC/PCDTBT, 2. IT-
IC/PBDBT, 3. IT-IC/J61, 4. IT-IC/P3HT, and (c) 1. PC71BM/F8T2,
2. PC71BM/F8, 3. PC71BM/F8BT, 4. ICBA/F8T2, 5. PC61BM/F8T2,
6. PC61BM/F8, 7. PC61BM/F8BT, 8. C70/CBP, 9. C70/TCTA, 10.
C70/NPD, and 11. C70/TPTPA. The dashed lines in (a) and (b) are the
fits using semi-classical Marcus theory (Eq. 4.4 in text). The blue dashed
line in (c) is a guide to the eye. All molecular structural formulae are
found in Appendix A.
do not reach a maximum, but rather increase monotonically until ∆ECT = 0.6 eV
which is at energies short of the inverted region.
We also measured kCT as a function of temperature for two HJs, BT-IC/PBDBT
and IT-IC/PBDBT, with results shown in Fig. 4.6 (a) and (b), respectively. Both
systems show two distinct regimes with a transition at TX = ∼150 K. At T > TX , kCT
decreases rapidly with temperature, characteristic of thermally activated behavior for
charge transfer. At T < TX , kCT is relatively temperature independent due to the
dominance of tunneling in the charge transfer process.
We also compared ∆Enr in HJs employing NFAs and fullerenes by measuring the
quantum efficiency of the CT state EL (ηEL) obtained by driving PC71BM/PBDBT
and IT-IC/PBDBT HJ devices in forward bias. In Fig. 4.7, we find that ηEL of IT-
IC/PBDBT is approximately one order of magnitude higher than that of PC71BM
/PBDBT.
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Figure 4.6: Measured kCT vs. temperature, T, at (a) BT-IC/PBDBT and (b) IT-
IC/PBDBT HJs. The dashed lines are the fits assuming thermal activa-
tion.
Nonradiative coupling between the CT and ground states possesses the same
Franck-Condon factor as in radiative coupling. [120] We therefore measured the Franck-
Condon shift between absorption and emission spectra of CT state to probe the
electron-phonon coupling strength during the nonradiative recombination. Electrolu-
minescence spectra of PC71BM/PBDBT and IT-IC/PBDBT OPV in Fig. 4.8 show
CT emission peaks at 1.24 ± 0.01 eV and 1.37 ± 0.01 eV, respectively. We extract
the CT state absorption spectra using Gaussian fits to the EQE at the low energy
shoulders using the same full width at half maximum (FWHM) as the corresponding
emission spectrum. The Franck-Condon shift of the PC71BM/PBDBT HJ is EFC =
0.49 ± 0.02 eV, while for IT-IC/PBDBT, EFC = 0.22 ± 0.02 eV.
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Figure 4.7: External quantum efficiency (EQE ) of CT state electroluminescence (ηEL)
from OPVs using IT-IC/PBDBT and PC71BM/PBDBT HJs.
Figure 4.8: Electroluminescence (EL) and external quantum efficiency (EQE ) spec-
tra of OPVs based on (a) neat IT-IC, PBDBT, and their blended hetero-
junction. (b) Neat PC71BM, PBDBT, and their blended heterojunction.
The CT state emission at low energy is extracted from the EL spectra
by subtracting the spectra from the neat layers. The CT state absorp-
tion spectra is extracted by a Gaussian fit of the EQE spectra along the
low energy shoulders. The arrows between the short lines indicate the
Franck-Condon shift, EFC , of CT spectra.
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4.5 Discussion
For a given offset of the donor and acceptor HOMO energies, the Gibbs free energy
of hole transfer from acceptor to donor, ∆ECT , is maximized by minimizing the ac-
ceptor exciton binding energy, which in turn increases kCT in the Marcus non-inverted
regime. The combined influences of molecular size, conjugation length, and strength
of the electron donating and withdrawing groups determines the magnitude of ICT in
the acceptors, [128,129] and this ultimately determines EB. The molecular size and the
availability of sp2 hybridized atoms in the molecules determine the extent of conju-
gation, and hence the mean separation of the electron and hole orbital distributions.
The rigid coplanar structure of a-d-a NFAs ensures that the electron wavefunction
is delocalized over the entire molecular backbone, unlike polymers that can twist at
C-C single bonds that ultimately terminates the extent of the excited state. [130] This
is apparent from DFT calculations of the electron and hole densities of BT-CIC in
Fig. 4.3(b). The oscillations in the densities are due to variations in electron and hole
wavefunctions at each of the thiophene rings that terminate at the end caps. The
low electron concentration at the molecular center of mass relative to the capping
groups results from their electron donating and withdrawing character, respectively,
and leads to a reduction in the electron-hole (i.e. exciton) binding energy.
To estimate the effects of molecular size on the exciton binding energy, we use
a simplified electron wavefunction for a particle in a three dimensional box, i.e.
ψnx,ny ,nz =
√
8
v
sin(nxpix
l
)sin(nypiy
w
)sin(nzpiz
h
), where nx, ny, nz are quantum numbers.
This fits the results in Fig. 4.4(a), whereby the EB vs. effective molecular volume
monotonically decreases, independent of the details of the molecules studied (i.e.
fullerenes or NFAs). For this analysis, we use an average molecular height of h =
0.3 nm and width of w = 0.8 nm, and vary the length l according to the dimensions
of the molecule. Then the wavefunctions ψnx,ny ,nz and exciton binding energies are
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solved using Schro¨dinger’s equation to give the binding energy:
EB = q
2
∫ | ψ0,0,0(rh) |2| ψ1,0,0(re) |2
f · 4piε0 | rh − re | dr
3
hdr
3
e, (4.11)
where the hole and electron wavefunctions are ψ0,0,0 and ψ1,0,0, respectively, rh and re
are the coordinate vectors of the hole and electron, respectively, and q is the electron
charge. Here, f is a parameter that accounts for the relative dielectric constant of
the molecule and the relaxation energy of ionic species. The solid line in Fig. 4.4(a)
corresponds to only a single value of f = 5.4 that approximately fits the entire pop-
ulation of acceptors. This is indeed remarkable, given that the molecular structures
vary significantly from molecule to molecule, and from highly symmetric fullerenes to
planar NFAs. The shaded region depicts the 95% confidence band between f = 6.8
and 4. The deviations of the data from the solid line are associated with details of the
molecular structures that impact the molecular polarizabilities and relative dielectric
constants in the solid.
As shown in Fig. 4.4(b), the polarizability αxx vs. molecular length l follows an
empirical power-law dependence: [131,132]
αxx = α0 + α1l
n. (4.12)
Here, α0 is the polarizability of terminal bonds such as C-H, and α1 is related to the
polarizability of conjugated or non-conjugated chains of length l. A fit to the data
gives α0= 0.035 ± 0.075 nm3, α1= 0.098 ± 0.060 nm3−n, and n= 1.51 ± 0.44. A
superlinear increase of polarizability (n > 1) is due to the contributions of conjugation
and ICT [128]. The relationship between the dielectric constant of the medium and the
polarizabilities of each constituent, αi, is given by the Clausius-Mosotti relationship:
ε− 1
ε+ 2
=
4pi
3
∑
i
(Niαi), (4.13)
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where the molecular packing density is Ni. The effect of the dielectric constant
change on EB can be estimated using Eqs. 4.12 and 4.13 to replace constant f of Eq.
4.11, and assuming an isotropically polarizable medium comprising randomly oriented
molecules with N = 1.3 nm−3. This yields the blue dashed line in Fig. 4.4(a). Two
blue dotted lines indicate the confidence limits of the calculation from the fit to the
data in Fig. 4.4(b). The fit closely follows the data for molecules 1 to 11 compared
to the that using a constant f , despite a slight overestimation due to simplifications
used to approximate molecular structure and the molecular relaxation of ionic species
that are considered DFT calculations. The less accurate fits to molecules 12, 13, 15
- 17 is attributed to molecular bends that disturb the electron conjugation, thereby
increasing EB.
Achieving a small ∆ECT and ∆Enr requires simultaneously reducing both the
intra- and intermolecular electron-phonon coupling. Increased dielectric constant of
NFAs as shown above reduce the intermolecular coupling, λO (c.f. Eq. 4.8). The
intramolecular coupling, S, also changes with the size and rigidity of the molecules.
Studies of oligoacenes, polythiophenes, fused thiophenes, etc. [133] have shown that
S ∝ 1
NC−C
∝ 1
n
, where, NC−C is the number of carbon-carbon bonds, and n is the
number of aromatic rings. Bond length adjustment is smaller when accommodating
a more delocalized charge distribution. In NFAs, extending the conjugation length
along the donor subgroup is one such effective method in reducing S, and therefore
λI ≈ S~〈ωI〉, as shown in Table 4.1. Another feature that leads to a reduced S
(see Fig. 4.3(a)) is the nonbonding character of the molecules. Calculations suggest
that the primary intramolecular mode appears along the conjugated carbon chains
forming the backbone, indicated by the bold line tracing the conjugation path. The
presence of nonbonding orbitals in the cyano, chloro or oxy groups introduce lone pair
electrons that do not participate in bonding, and that avoid electron-phonon coupling.
At the same time, the cyano and chloro groups attract electrons and reduce the charge
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density along the backbones, effectively reducing electron-phonon coupling.
A small, S, and intermolecular coupling λO in NFAs, leads to a reduced Gibbs
free energy change −∆ECT for achieving a maximum kCT than for the more compact
fullerenes. In particular, HJs using BT-IC achieve a maximum kCT at only ∆ECT
= 0.22 eV, which is slightly lower than IT-IC, of ∆ECT = 0.35 eV. Equation 4.4 is
applied to fit both Fig. 4.5 and the temperature dependent results above TX in Fig.
4.6 to obtain λO = 0.21 ± 0.03 eV and S = 0.30 ± 0.10 for BT-ClC (BT-IC)/donor
HJs, and λO = 0.35 ± 0.11 eV and S = 0.54 ± 0.12 for IT-IC/donor HJs. In contrast,
fullerene/donor HJs show an unconstrained fit where λI + λO > 0.6 eV.
Charge transfer states are characterized by the strength of electron-phonon cou-
pling and reorganization energy, λCT , during recombination, that can be determined
via their Franck-Condon shifts (see Fig. 4.8). The Franck-Condon shift is twice
the total reorganization energy, [134] i.e. EFC ≈ 2λCT , yielding λCT = 0.11 eV for
IT-IC/PBDBT compared to λCT = 0.24 eV for PC71BM/PBDBT. This results in a
higher knr for the latter system, according to Fig. 4.2. Thus, ηEL =
kr
kr+knr
is higher
in the IT-IC/PBDBT HJ. Calculations of the non-radiative recombination loss using
Eq. 4.10 and ηEL of IT-IC/PBDBT and PC71BM/PBDBT HJs result in a 0.05 ±
0.01 eV smaller ∆Enr in the IT-IC system, leading to the generally higher power
conversion efficiencies observed for NFA vs. fullerene based OPVs.
4.6 Designing Strategies for Low Energy Loss
The foregoing analysis suggests molecular design strategies that can further re-
duce energy loss. Currently, all a-d-a-type NFA have symmetric electron-withdrawing
end groups that possess a nearly zero dipole moment. However, asymmetric electron
withdrawing end groups in a-d-a molecules can provide freedom to tune the dipole
moment and further reduce EB, S, and λO by changing the effective intramolecular
electron-hole separation and molecular packing in bulk HJs. Additionally, the rela-
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tionship between molecular dimension, rigidity and energy loss points to the benefits
of increasing the molecular volume. However, there is a limit to the extent to which
the length of the donor backbone can be increased without bending, and hence ter-
minating the effective conjugation length. Extending the conjugation into two and
three dimensions can further reduce EB, S, and λO, as compared to one-dimensional
conjugation used up to now. This additional degree of freedom may also enhance
intermolecular pi−pi interactions along all directions, leading to increased charge car-
rier mobilities. Indeed, early demonstrations of increasing the molecular volume in
two dimensions based on dithienopicenocarbazole-based a-d-a-type [113] or spiro-fused
perylene diimide NFAs [135] provide an illustration of the benefit of this strategy.
In conclusion, this chapter presents a theory that connects molecular structure of a
wide range of fullerenes and nonfullerene acceptors to energy losses in the charge pho-
togeneration process at organic HJs. Based on a combination of DFT, semi-classical
Marcus theory and quantum mechanics, derived universal relationships connecting
the polarizabilities and exciton binding energies to molecular geometry. The large
conjugated volumes along with the juxtaposition of electron donating and withdraw-
ing groups characteristic of thiophene-based NFAs leads to significant decreases of
their exciton binding energy, intra- and intermolecular electron-phonon couplings,
compared to more compact and symmetric fullerenes. As a result, HJs employing
NFAs, such as BT-IC(BT-ClC) and IT-IC, reach a maximum kCT at a small CT
state energy loss of only ∆ECT=0.22 and 0.35 eV, respectively, compared to that for
fullerenes with ∆ECT > 0.6 eV. Furthermore, nonradiative recombination losses are
concomitantly reduced in NFAs. Semi-classical Marcus theory is applied to quantify
the impact of exciton binding energy and electron-phonon coupling on both ∆ECT
and ∆Enr. A significant outcome of our analysis is to provide guidelines for the design
of molecules with reduced energy losses by increasing the effective molecular volume.
One particular approach is to extend the one-dimensional molecular motifs currently
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employed in thiophene-based NFAs into two or three dimensions. Ultimately, the
use of these larger molecules should lead to higher OPV efficiencies when employed
in HJs with appropriate donor, provided that their steric structure allows for the
achievement of bulk HJ morphologies that encourage exciton dissociation and charge
extraction.
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CHAPTER V
Exciton Dynamics in an Organic Type-I
Guest-Host Heterojunction
5.1 Introduction
Excitons can migrate within an organic material via a succession of energy transfer
steps mediated by either Dexter exchange [15] or electrostatic Fo¨rster interactions [16].
While spin antisymmetric singlet excitons favor transport via FRET, spin-forbidden
symmetric triplet excitons diffuse primarily via hopping between molecules. Inelas-
tic exciton-exciton interaction (i.e. annihilation) occurs when two excitons “meet”
each other. One exciton transfers the energy to the other and promotes it to an
upper electronic state, which is usually followed by a loss of excess energy through
vibrational relation. Annihilation reactions usually involve either two excitons or one
exciton one polaron, including singlet-singlet annihilation (SSA), singlet-triplet anni-
hilation (STA), triplet-triplet annihilation (TTA), singlet-polaron annihilation (SPA),
and triplet-polaron annihilation (TPA).
Such phenomena are ignored in previous Chapters since the steady-state exciton
density at donor-acceptor HJ is only on the order of 1013 cm−3 in the context of photo-
voltaic operation at one sun (100mW/cm2) illumination (assuming 100% absorption
within a 100nm thick active layer, average incident photon energy of 2 eV, and aver-
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age exciton lifetime of 1 ns). An example of excitation intensity dependent STA will
be shown in Section 5.4. The annihilation becomes prevalent as the exciton density
increases to > 1016 cm−3. That is, the average distance between excitons significantly
decreases. Such an exciton density is usually required in the applications such as
organic lasers and solid state lighting using OLEDs. An adequate management of
singlet and triplet energy transfer is essential for mitigating triplet-induced losses in
organic lasers [136], and determines the efficiency [137–139] and reliability [140] of OLEDs.
In this Chapter, we present the exciton dynamics in an archetypical small molecule
fluorescent guest-host heterojunction (type-I), comprising 4-(dicyanomethylene)-2-
methyl-6-julolidyl-9-enyl-4H-pyran (DCM2) (guest) and tris(8-hydroxyquinolinato)
aluminum (Alq3) (host). Such a system has been used in devices such as fluorescent
OLED and organic laser. [136,138,141]. The red emitting DCM2 is usually doped in the
Alq3 host at 1-5% concentration, enabling a high luminescence efficiency of close to
100%. [142] Here, we measure the temperature and excitation intensity dependence of
the exciton dynamics to provide us insight into the mechanisms that govern both
exciton transfer and annihilation processes.
5.2 Theory
As shown in Fig. 5.1, by the appropriate choice of illumination wavelength, singlets
are directly generated on the host followed by their Fo¨rster transfer to the guest.
Triplets can also be generated on the host through intersystem crossing of singlets.
Host triplets then transfer to the guest via hopping (i.e., via a Dexter process). The
singlet (S), host triplet (Th), and guest triplet (Tg) densities as functions of time t
are described using: [136]
dS
dt
=
ηI
epd
− kSS − kISCS − kSTSTg, (5.1)
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Figure 5.1: An archetypical fluorescent guest-host heterojunction, comprising a red
emitting dopant, DCM2, and a host material, Alq3. After excitation of
the host, Fo¨rster (Dexter) transfer occurs from the emissive singlet (non-
emissive triplet) state of Alq3 to that in DCM2. Singlet-triplet annihila-
tion (kST ) and triplet-triplet annihilation (kTT ) at the guest molecule are
shown.
dTh
dt
= kISCS − khgexp
(
− 2
L
3
√
1
N0 − Tg
)
Th − kT (h)Th − 1
2
kTT (h)T
2
h , (5.2)
dTg
dt
= khgexp
(
− 2
L
3
√
1
N0 − Tg
)
Th − kT (g)Tg − 1
2
kTT (g)T
2
g . (5.3)
Here I is the optical pump power density, η is the fraction of the pump power absorbed
by the film, ep is the photon energy, and d is the film thickness. Singlet decay processes
are described by several rates, including natural decay (kS), intersystem crossing
(kISC), and annihilation between a guest singlet and triplet (kST ). We neglect guest
singlet and host triplet interactions since the large host triplet TTA rate results in
a relatively low host triplet density. For example, a TTA rate of kTT = 10
−12 cm3
s−1 has been reported for Alq3 at room temperature, [143] which is three orders of
magnitude larger than the rate of the TTA on the relatively low density of DCM2
dopant molecules. This assumption will be discussed further in Sec. 5.4. Also, N0
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is the guest triplet saturation density, [136] khg is the prefactor for host-guest Dexter
transfer, and L is the effective localization radius of the exciton on the molecule (∼1
nm). [136] The triplet decay rate includes the triplet natural decay (kT ) and TTA (kTT ).
Following the pump pulse, only guest triplet dynamics are considered due to the fast
decay of singlets and host triplets, [143] in which case Eq. 5.3 becomes
dTg
dt
= −kT (g)Tg − 1
2
kTT (g)T
2
g . (5.4)
Based on this theory, we analyze: (i) the singlet evolution in the presence of host
and guest triplet annihilation model described in Eqs. 5.1–5.3 by measuring the PL
turn-on transient using a >20 µs pump pulse; (ii) the singlet decay by measuring the
PL response to a short (1 ns) pump pulse; and (iii) the triplet density decay described
in Eq. 5.4 by measuring its transient absorption following the pump pulse.
5.3 Experimental Section
Organic films were deposited by vacuum thermal evaporation at a base pressure
of 8 × 10−7 torr. Films of DCM2 co-deposited with Alq3 at a 3% vol. concentration
were grown on a Si substrate to a thickness of 50 nm for use in the PL turn-on
transient and singlet decay measurements. 200 nm thick 3%, 8%, and 15% vol.
DCM2 doped in Alq3 and undoped Alq3 films were grown on 2-µm-thick SiO2-on-Si
substrates forming an air-organic-SiO2 slab waveguide for pump-probe guest triplet
density measurements. [143] Temperature was controlled in the range between 295 and
80 K using a closed-cycle cryostat (Janis SHI 4-5).
For PL turn-on transient measurements, the sample was pumped using a laser
diode at a wavelength of λ = 405 nm (Nichia NDV7116), whose beam power density
was 15 to 150 W/cm2 focused on a 490 µm × 900 µm spot on the film. The laser was
driven using 30µs pulses at a 1 Hz repetition rate (HP 8114A pulse generator). The
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Figure 5.2: Schematic of the pump-probe triplet absorption measurement, determin-
ing the triplet exciton dynamics in DCM2:Alq3 film. The probe beam
was spatially separated from the pump beam and delayed by ∆t in time.
Photons generated by the probe were waveguided through the triplet pop-
ulated region, got attenuated by the triplet absorption and emitted from
the cleaved edge where intensity was measured using a streak camera.
PL transients were measured using a photodiode (FPD 510-FV) and an oscilloscope.
Singlet lifetimes were measured using a N2 laser pump (λ = 337 nm, pulse width =
1.5 ns) and a streak camera (Hamamatsu C4334) with a time resolution of 40 ps.
Triplet exciton density decay following the pump pulse was determined by pump-
probe triplet absorption, schematic of which is shown in Fig. 5.2. [143] The λ = 405 nm
laser diode was used as the pump with a power of 680 mW and spot size of 2900 µm ×
1500 µm positioned adjacent to a cleaved edge of the substrate. The pulse conditions
were the same as in PL turn-on transient measurements. The probe (N2 laser) beam
was focused to a 1500 µm × 390 µm spot separated by 1600 µm from the pump
spot, and delayed by 1 µs to 800 ms following the pump. Photons generated by the
probe were waveguided through the triplet populated region created by the pump, and
emitted from the cleaved edge where both spectrally and temporally resolved emission
were measured using a streak camera. Measurement of the attenuated edge emission
intensity vs. the length of the pump region yields the triplet absorption coefficient α
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Figure 5.3: (a) Photoluminescence (PL) turn-on transient for a 3% vol. DCM2 doped
in Alq3 film at T = 295 K under four different power densities. The data
are normalized to the peak PL at 147 W/cm2. Solid lines are fits to the
annihilation model in Eqs. 5.1-5.3. (b) Temperature dependence of the
time resolved PL at 58 W/cm2. The PL transient decay duration slightly
increases as the temperature decreases.
at each wavelength. The average triplet absorption is calculated between wavelengths
from 520 to 640 nm for Alq3 and 640–750 nm for DCM2:Alq3.
5.4 Results
Photoluminescence turn-on transients for a 3% vol. DCM2:Alq3 film at four dif-
ferent power densities at room temperature (295 K) are shown in Fig. 5.3(a). Figure
5.3(b) shows the PL vs. temperature for a power density of 58 mW/cm2. From these
data, the PL turn-on transients show only a minor temperature dependence. The PL
data at four different power densities are fit simultaneously using Eqs. 5.1-5.3 with
N0, kST , and kISC as parameters, which are indicated by the solid lines. Guest triplet
natural decay, annihilation on the guest, and triplet natural decay on the host (de-
scribed by rates kT (g), kTT (g), and kT (h), respectively) are neglected in modeling the
turn-on transient of the PL signal due to their relatively minor influence during the
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Figure 5.4: Temperature dependence of the rates of singlet-triplet annihilation kST ,
intersystem crossing kISC , and the guest triplet saturation density N0 for
3% vol. DCM2 doped in Alq3.
Figure 5.5: Time resolved PL response of a 3% vol. DCM2 in Alq3 film to the 1.5 ns
pump pulse at 300 and 80 K. The fits (solid lines) to the singlet exponen-
tial decay model convolved with the temporal profile of the pump laser
are shown.
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Table 5.1: Singlet lifetime of a 3% vol. DCM2 doped in Alq3 film vs. temperature.
Temperature (K) 295 270 240 210 180 150 120 80
Lifetime
(ns)
1.14
±0.02
1.21
±0.01
1.33
±0.02
1.38
±0.03
1.30
±0.02
1.26
±0.02
1.37
±0.03
1.28
±0.02
build-up of the triplet population. Note that kS at each temperature is obtained from
the singlet lifetime measurement, and kTT (h) is measured using pump-probe triplet
absorption where the sample is an undoped, 200-nm-thick Alq3 film on the SiO2-on-Si
substrate. Finally, khg = 4 × 1010 s−1 is obtained from Ref. [136]. Figure 5.4 shows
the result of fits that yield N0, kST , and kISC from the PL transients in Fig. 5.3. The
STA rate kST decreases by <50% when the temperature is decreased from room tem-
perature to 80 K. In contrast, the intersystem crossing rate kISC remains relatively
constant over this same temperature range while the guest triplet saturation density
N0 increases slightly.
Figure 5.5 shows the transient PL response following a 1.5 ns pump pulse for the
sample in Fig. 5.3. We assume only the singlet density is important given the low
intersystem crossing rate of 107 s−1. The singlet lifetime is calculated by deconvolving
the temporal profiles of the laser pulse and PL for a pump intensity of 4 µJ/cm2,
where singlet-singlet annihilation is neglected. Table 5.1 provides the singlet lifetimes
inferred from the fits.
The edge emission at room temperature obtained in the guest triplet absorption
measurement is shown in Fig. 5.6(a). Figure 5.6(b) shows a minor change of guest
triplet absorption across the spectral region of the probe. For simplicity of analysis,
the average triplet absorption coefficient is converted to the triplet density when
divided by the DCM2 guest triplet absorption cross section of 4 × 10−17 cm2. [136] The
normalized guest triplet density in DCM2:Alq3 vs. temperature and time following
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Figure 5.6: (a) The edge emission obtained in the guest triplet absorption measure-
ment of a 3% vol. DCM2 in Alq3 film at room temperature. (b) Guest
triplet absorption coefficient vs. wavelength after a 1 µs delay.
the pump pulse is shown in Fig. 5.7. Equation 5.4 is used to fit the data (solid lines).
The triplet density at 80 K takes ten times longer to decrease to 10% of its original
value compared to room temperature. Comparison of Figs. 5.5 and 5.7 indicates that
the triplet decay is temperature dependent from 80 to 295 K, whereas singlet decay
is not.
We can obtain the host triplet density when applying the same method to an
undoped Alq3 film, as shown in the inset of Fig. 5.7. The results of the fits to the
data are provided in Table 5.2. Our observations indicate that the TTA rate of host
triplets is several orders of magnitude larger than that of guest triplets. Following
the pump pulse, fast decay of host triplets results in their limited contribution to the
long-lived guest triplet decay.
Table 5.3 and Fig. 5.8(a) show the triplet lifetime and kTT obtained from the fits
in Fig. 5.7, respectively. The temperature dependence of the kTT and triplet natural
lifetime in films with 3%, 8%, and 15% vol. doping concentration follows similar
trends, as indicated in Figs. 5.8(b) and 5.8(c) and Table 5.3. For 3% vol. DCM2 in
Alq3, kTT = (1.6 ± 0.1) × 10−15 cm3 s−1 at room temperature, which is close to kTT
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Figure 5.7: Transient response of the guest triplet density vs. temperature of a 3%
vol. DCM2 doped in Alq3 film following the turn-off of the pump pulse.
Films of 8% and 15% vol. DCM2 in Alq3 have a similar transient response,
and are omitted for clarity. The solid lines are the fits to the guest triplet
decay model [Eq. 5.4]. Each data set is normalized to its initial value. A
representative error bar of this pump probe measurement is shown. Inset:
Transient response of the triplet density vs. temperature in an undoped
Alq3 film following a 30 µs pump pulse.
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Table 5.2: Triplet-triplet annihilation rate vs. temperature for Alq3.
Temperature
(K)
295 270 240 210 180 150 120 100 80
kTT
(×10−12cm3/s)
1.90
±0.27
1.10
±0.25
0.81
±0.39
0.27
±0.22
0.22
±0.26
0.079
±0.034
0.029
±0.027
0.0081
±0.0069
0.0018
±0.0043
= 1 × 10−15 cm3 s−1 previously reported for the DCM2:Alq3 system. [136,143] Reducing
the temperature to 80 K results in a 20 times reduction to kTT = 5.1 × 10−17 cm3
s−1. This is in striking contrast to the temperature dependence of kST in Fig. 5.4.
When log(kTT ) vs. 1000/T is plotted in Fig. 5.8, two distinct slopes with a transition
temperature Ttrans ≈ 180 K are observed.
5.5 Discussion
In fluorescent systems, the natural decay rate (kT ) of nonemissive triplets has a
limited contribution to the triplet density. The temperature dependence of the triplet
density is therefore determined by the temperature dependence of the TTA. Now [144]
kTT = 8piRQDT , (5.5)
where DT is the triplet diffusivity and RQ is the triplet interaction radius. Since RQ
is temperature independent, DT provides the temperature dependence of kTT .
The temperature dependent triplet diffusivity corresponding to kTT in Fig. 5.8
reveals two separate temperature activated regimes indicative of two different triplet
energy transfer mechanisms. At temperatures above the transition between rates
(i.e., T > Ttrans ≈ 180 K), triplet diffusion is described by Marcus transfer. [145]
During Dexter transfer, the simultaneous exchange of two electrons occurs between
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Table 5.3: Guest triplet natural lifetime vs. temperature of 3%, 8%, and 15% vol.
DCM2 doped in Alq3 films.
Temperature
(K)
295 270 240 210 180 150 120 100 80
Lifetime
(ms)
3% vol.
50.0
±11.5
120.2
±22.3
122.7
±20.7
150.7
±30.8
154.1
±16.4
170.5
±17.5
194.0
±12.6
177.3
±12.3
215.1
±14.8
8% vol.
73.1
±11.3
107.0
±24.5
137.5
±18.7
141.3
±10.1
136.5
±7.8
150.1
±8.9
175.3
±8.1
167.2
±11.1
178.0
±14.3
15% vol.
44.9
±7.5
101.4
±16.8
126.5
±19.1
139.5
±8.2
168.5
±6.9
182.7
±13.0
172.8
±11.0
231.9
±19.5
230.5
±21.3
Average 56.0 109.5 128.9 143.8 153.0 167.8 180.7 192.1 207.9
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Figure 5.8: Arrhenius plots of the triplet-triplet annihilation rate (kTT ) obtained for
(a) 3%, (b) 8%, and (c) 15% vol. DCM2 in Alq3 films between T = 295 and
80 K. The solid lines are the fits to models based on Marcus triplet transfer
at high temperatures, and Miller-Abrahams transfer at low temperatures.
The error bars correspond to the standard errors calculated from the fits.
the HOMO and LUMO levels of adjacent donor and acceptor molecules which undergo
a configuration change during transfer. During Marcus transfer, multiple phonons are
required to overcome the energy barriers separating the sites (denoted by an activation
energy Ea) and the differences in the site energies.
[145,146] The site energy difference
itself is attributed to morphological disorder in the amorphous thin film, where the
site-specific orientation of dipoles between molecules leads to an inhomogeneously
broadened density of states (DOS). The half-width of the Gaussian DOS distribution
(σ) corresponds to the degree of orientational order; narrow distributions reflect a
more ordered environment.
At temperatures below the transition (i.e., T < Ttrans), multiphonon Marcus trans-
fer is less probable. In this case, phonon-assisted tunneling between energetically dis-
ordered sites described by Miller-Abrahams transfer theory is more appropriate. [71,145]
Moreover, dispersive triplet diffusion is prevalent at low temperatures. [147–149] Follow-
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ing excitation, triplets relax towards the low-energy tail of the DOS, resulting in a
hopping towards acceptor sites at lower energies. [147,150] Decreasing the temperature
slows hopping, thereby reducing DT .
The respective diffusivity DT (proportional to the triplet energy transfer rate W )
vs. temperature (T ) above and below Ttrans is thus described by
[145,146]
DT ∝ W = J
2
0
~
√
pi
4EakBT
exp
(
−2 a
L
)
exp
[
− Ea
kBT
− 1
8
(
σ
kBT
)2]
, T > Ttrans,
(5.6)
DT ∝ W = γ0exp
(
−2 a
L
)
exp
[
−1
2
(
σ
kBT
)2]
, T < Ttrans, (5.7)
where kB is Boltzmann’s constant, ~ is Planck’s constant divided by 2pi, α is the
average distance between donor and acceptor sites, L is the effective localization radius
of triplets, J0 is the electronic coupling integral prefactor, and γ0 is the characteristic
frequency of the phonon.
In Fig. 5.8 we fit the data above (Marcus) and below (Miller-Abrahams) Ttrans
to Eqs. 5.6 and 5.7, respectively, at three different DCM2 doping concentrations.
The σ from three fits are identical within the experimental confidence limits, with
an average of σ = 7.8 ± 0.9 meV. Energetic disorder (σ) of some organic systems
can be large, for example, for poly[methyl(phenyl)silylene] (PMPSi), σ = 89 meV;
for poly[biphenylyl(methyl)silylene] (PBPMSi), σ = 94 meV; [151] and for poly(2,7-
(9,9-bis(2-ethylhexyl)fluorene)) (PF2/6), σ = 40 meV. [152] In contrast,DCM2:Alq3
films possess considerably less disorder as reflected in their narrow DOS. Fits of Eq.
5.7 to the data yields a ratio of exp(−2a3%
L
) : exp(−2a8%
L
) : exp(−2a15%
L
) ≈1.7:1.4:1,
which indicates that 15% vol. doping concentration has the largest average distance
between neighboring triplets. This is likely due to concentration quenching, where a
large DCM2 concentration leads to a low quantum yield and large separation of guest
triplets. [153]
Activation energies of Ea = 105 ± 8, 124 ± 12, and 131 ± 13 meV are obtained
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from the fits for 3%, 8%, and 15% vol. DCM2 doped in Alq3, respectively. The elec-
tron coupling integral J = J0exp(− aL) between the neighboring sites has a measured
ratio of J3% : J8% : J15% ≈1:1.7:1.8. This suggests that higher guest concentrations
lead to an increased overlap of the donor and acceptor electronic wave functions, as
expected.
The temperature dependence above and below Ttrans is dominated by Ea and σ, re-
spectively. A low ratio of σ
Ea
leads to a more obvious distinction in slopes between the
two regimes. Small disorder, and thus a large distinction between σ and Ea increases
the transition temperature. [145] In our case, a low disorder results in a transition at
T ≈ 180 K which is higher than reported for other systems. For example, the Pt-
polymer (poly[trans(bis(tributylphosphine))Pt(1,4)phenylenediethynylene) transition
occurs at 80 K, [146] and for MDMO-PPV, the temperature is 150 K. [150]
Thermal activation of exciton transport is observed only if the hopping occurs
between nearest neighbors coupled by the exchange interaction. Therefore, it is a
dominant factor governing triplet rather than singlet transport. Fo¨rster transfer of
singlets occurs by long range electrostatic interactions leading to its temperature
independence. [149] In our measurements, the PL response of the films (Figs. 5.3
and 5.5) is dominated by singlet dynamics, and hence is only weakly dependent on
temperature. Now, the singlet-triplet annihilation rate is [145,154]
kST = 0.676× 4pi
(
R6ST
τsφF
)1/4
D
3/4
ST , (5.8)
where DST is the combined diffusivity of the singlet and triplet states, RST is their
interaction radius, τS is the singlet lifetime, and φF is the FRET efficiency. The
singlet diffusivity (DS) is usually much larger than that of triplets (DT ): For example,
DS is between 0.1 and 1 cm
2/s, [155] while DT = 2 × 10−4 cm2/s in anthracene. [156]
Thus, we expect DS to dominate DST in the DCM2:Alq3 system, leading to the weak
98
temperature dependence observed for kST .
To conclude We have observed significantly different temperature dependences of
the singlet and triplet density dynamics in the archetype small molecule fluorescent
organic system comprised of Alq3 doped with DCM2. From 295 to 80 K the large tem-
perature dependence of the nonemissive guest triplet diffusivity results in a decrease
in the triplet-triplet annihilation rate of 20 times. The two temperature regimes ob-
served for kTT reveal that the diffusivity of triplets is determined by the dominance of
thermally activated multiphonon Marcus transfer at high temperatures, and Miller-
Abrahams single phonon assisted hopping at low temperatures. Fo¨rster transfer leads
to a weakly temperature dependent singlet diffusivity, resulting in a similarly weak
temperature dependent singlet-triplet annihilation process. This suggests that singlet
and triplet diffusion can be separately controlled due to their different energy transfer
mechanisms. For example, the triplet is localized at low temperature without affect-
ing the singlet dynamics, eventually allowing for improved management of exciton
energy transport in luminescent materials systems.
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PART II
Energy Transfer in van der Waals Bonded
Organic-Inorganic Heterojunctions
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CHAPTER VI
Introduction to Organic-Inorganic Heterojunctions
6.1 Why Use an Organic-Inorganic Heterojunction
As we discussed in Chapter I, distinctive physical properties of organic and inor-
ganic semiconductors are the result of their different bonding characteristics. Intimate
covalent or ionic bonding between atoms in inorganic semiconductors give rise to their
continuous conduction and valence band structures, and hence high charge mobility
of ∼ 1000 cm2/(V·s). This is compared to a low mobility (< 1 cm2/(V·s) polaron
hopping in organic semiconductors due to the weak electrostatic coupling between
molecules (See Table 6.1). Chemical bonding in an inorganic semiconductor also
leads to large dielectric screening and therefore weak binding between photogener-
ated electron-hole pairs, i.e. large-radius Wannier-Mott excitons, as compared to the
tightly-bound Frenkel excitons in organic molecules. The optical spectra of organic
semiconductors are hence narrower but more intense than that in inorganics.
Organic-inorganic hybrid HJs that synergistically combine the distinct optoelec-
tronic properties of two contacting materials systems, e.g. coupling the high absorp-
tion efficiency of organics with the high charge transport mobility of inorganics, is
an attractive platform for realizing enhanced optoelectronic device performance as
well as for observing emergent properties. Coupling organic and inorganic semicon-
ductors through resonant energy transfer, such as FRET, has been widely demon-
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Table 6.1: Comparison of the physical properties of organic and inorganic semicon-
ductors.
Property Inorganics Orgnaics
Bond Type Covalent/Ionic van der Waals
Charge Transport Band Transport Polaron Hopping
Charge Mobility ∼1000 cm2/(V·s) <1 cm2/(V·s)
Peak Absorption Coefficient 103-104 cm−1 105-106 cm−1
Exciton Species Wannier-Mott Frenkel
Exciton Binding Energy ∼5-10 meV >200 meV
Exciton Radius ∼100 A˚ ∼10 A˚
strated. Control over the dimensionality of the loosely-bound Wannier excitons
through temperature and structure of inorganic layers at the junction can effectively
tune the FRET efficiency. [157–161] In addition, photon mediated hybridization between
Frenkel and Wannier-Mott excitons and strong exciton-photon coupling in an organic-
inorganic (OI) hybrid optical microcavity has been observed. [162–164]
Hybrid type-II OI HJs have attracted considerable interest over the years. The
charge generation between a metal oxide, such as TiO2, and an organic dye interface
has been utilized for the operation of the dye-sensitized solar cell (DSSC), where PCE
of 10-12% has been achieved. [165,166] The studies of optical and electronic properties of
OI HJs and their potential applications to photodetectors, [167–169] solar cells, [170] and
light-emitting diodes [171] have shown promise. Furthermore, organic layers are often
used for surface passivation of inorganic devices, [172–175] and as the charge transport
layers in colloidal quantum dot (QD) [176] and perovskite [177] devices. Other struc-
tures, such as multilayer OI superlattices, provide unprecedented abilities to tune
the dielectric screening, electron mobility, and thermal conductivity of the material
systems, providing access to thermoelectric and optoelectric applications. [178]
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6.2 Fundamentals of Organic-Inorganic Heterojunctions
In addition to efforts by thriving research communities contributing to demon-
stration and improvement in the application of OI material systems, comprehensive
models describing charge transport and excited state dynamics in OI systems have
also been developed to aid in the understanding, and ultimately, the optimization
of the devices in which they are used. [179,180] Figure 6.1 depicts a hybrid type-II HJ
of an n-type inorganic semiconductor in contact with a p-type organic semiconduc-
tor, where the Fermi level of inorganics is in alignment with the organics (Va = 0).
We begin by assuming defect states at the OI HJ are inactive. Indeed, the pres-
ence of organic semiconductors at the surface, in some cases, [172–175] passivate the
surface states of inorganic semiconductors. The general photogeneration processes
in the type-II OI HJ are as follows: Photon absorption leads to free carrier genera-
tion in the inorganic semiconductor (GI) where the majority carriers, i.e. electrons
in this case, are extracted through the cathode and contribute to the photocurrent
(JI). Minority carriers, i.e. holes, either travel across the HJ and reach the anode,
or recombine through a hybrid charge transfer exciton (HCTE) state at the junction.
Tightly-bound electron-hole pairs generated at the organic layer (GO) travel to the
OI interface at a flux of Jx and dissociate through an intermediate HCTE state at a
rate, kd. Losses occur through recombination of electrons (nHJ) and holes (pHJ) near
the interface at a rate of krec, and recombination of HCTE at a rate of kr. The total
charge generation rate out of the OI HJ is J+JI
q〈a〉 .
The dynamics of photogeneration processes that occur at the interfacial region
of width 〈a〉, i.e. the characteristic HCTE diameter, can be described using the
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Figure 6.1: (a) Schematic of photogeneration processes at the hybrid type-II HJ. Pho-
toexcitation generates free carriers in the inorganic semicondcutor, yet
Frenkel excitons in the organic semiconductor. The excitons diffuse to
the interface at a flux Jx, where charge transfer at the HJ region of width
〈a〉 gives rise to the formation of HCTE (with a population of ζ). The
charge generation efficiency is determined by the ratio of HCTE dissoci-
ation (kd) and recombinitaion (kr) rate. Free charge carriers (nHJ and
pHJ) near the interface can also recombine at a rate of krec to form HCTE.
(b) State diagram that shows the rate of all processes. Figure adapted
from ref. [181]
steady-state rate equations analogous to Eq. 1.24 for an organic donor-acceptor HJ:

Jx
〈a〉 − kr(ζ − ζeq)− kdζ + krecnHJpHJ = 0
kdζ − krecnHJpHJ + J+JIq〈a〉 = 0
. (6.1)
Here ζ is the steady state population of HCTE, and ζeq is the thermal equilibrium
population of the CT state in the absence of bias and illumination, where ζeq =
krecneqpeq/kd,eq. Solving Eq. 6.1 yields:
J = q〈a〉krec(1− ηd)
(
nHJpHJ − kd
kd,eq
neqpeq
)
− (qJxηd + JI), (6.2)
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where ηd =
kd
(kd+kr)
is the dissociation efficiency of the HCTE. Assuming quasi-
equilibrium, and J is sufficiently small so that the quasi-Fermi levels of both the
electron and hole are constant throughout the respective layers, the electron and hole
densities at the OI HJ are given by: [179]

nHJ = NCexp(
q(VI−φI)
kBT
)
pHJ = NHOMOexp(
q(VO−φO)
kBT
)
, (6.3)
where NC and NHOMO are the density of states of the conduction band of an inorganic
and the HOMO of an organic semiconductor, VI and VO are the voltage drops across
the inorganic and organic layers, φI and φO are the injection barriers of cathode-
to-inorganics and anode-to-organics, respectively. Combining Eq. 6.2 and 6.3 leads
to:
J = q〈a〉krec(1− ηd)NHOMONCexp
(
−∆EOI
kBT
)[
exp(
qVa
kBT
)− kd
kd,eq
]
− qηdJx, (6.4)
where ∆EOI = q(Vbi + ψO + ψI), and Vbi is the built-in potential of the device corre-
sponding to the difference in contact work functions, Va = VO + VI + Vbi. Equation
6.4 can be further expanded to account for the case where a significant density of
surface defects and trapped charges at the OI HJ is present. More details of the
J −V characteristics of hybrid HJ under equilibrium and non-equilibrium conditions
can be found in refs. [179–181]
The HCTE, analogous to the CT excitons described in Chapters I and III, is
generally considered as a precursor to HCTE dissociation. Studies of hybrid HJ be-
tween inorganic semiconductors such as CdS, [182] ZnO, [183,184] ZnMgO, [185] GaAs, [186]
WS2
[187] and organic semiconductors have shown direct evidence for the existence
of an HCTE. Figure 6.2(a) shows the EL spectra of the HCTE as a function of
temperature (T) of a ZnO/4,4-bis(N-carbazolyl)-1,1-biphenyl (CBP) HJ device un-
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Figure 6.2: (a) Electroluminescence spectra of HCTE at the ZnO/CBP HJ vs. tem-
perature. (b) Energy level diagram of ZnO/CBP OI HJ under forward
bias. Due to the asymmetry in charge mobilities of the two materials,
under forward bias, ZnO remains in equilibrium while the applied voltage
is primarily dropped across CBP. The energy of the free singlet HCTE
(EHCTEf ) is the difference between the ZnO conduction band maximum
energy and CBP HOMO energy (EOI = 2.1 ± 0.1 eV) minus the bind-
ing energy (EB = 9 meV). The trapped singlet HCTE (EHCTEt) has an
emission energy of EOI minus the electron Fermi level in ZnO with re-
spect to the ZnO conduction band minimum (EF,n = 0.2 - 0.8 eV), with
a full width at half maximum σ = 300 ± 10 meV as determined from its
spectral half width.
der forward bias. [183] The hybrid device structure is ITO (75 nm)/ZnO (15 nm)/CBP
(15 nm)/MoO3 (15 nm)/Al (100 nm). Here, ZnO film was grown on the pre-cleaned
ITO substrate by sputtering a ZnO target at 0.25 A˚/s with RF power (175 W) and
1 cm3/min O2 flow while maintaining the chamber pressure at 2.5 mTorr. The CBP,
MoO3, and Al layers were deposited by vacuum thermal evaporation at 1 A˚/s in a
chamber with a base pressure of 1 ± 10−7 Torr.
The proposed energy level diagram of the device under high forward bias and the
energetic levels of relevant states are shown in Fig. 6.2(b). We employed CBP due
to its wide energy gap which maximizes the difference between the ZnO conduction
band maximum energy and the CBP HOMO energy, EOI = 2.1 ± 0.1 eV, at the
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HJ. Then, EOI − EB (where EB is the HCTE binding energy, EB = 9 meV [183])
corresponds to the expected free HCTE emission energy, denoted as EHCTEf . The
electrons localized at defect states of the ZnO surface can also bound to holes in CBP
forming a trapped HCTE with binding energies of 60–430 meV [183]. The trapped
HCTE has an emission energy (EHCTEt) of EOI minus the electron Fermi level in
ZnO with respect to the ZnO conduction band minimum (EF,n = 0.2 - 0.8 eV).
[188]
Due to the binding energy and oscillator strength of free HCTE, only EL spectra of
trapped HCTE can be observed in Fig. 6.2. The spectra exhibit a rigidochromic blue
shift as the temperature is reduced from 1.65 ± 0.01 eV at 300 K to 2.05 ± 0.01 eV
at 30 K, with a temperature-independent full width at half maximum of σ = 300 ±
10 meV. This shift is attributed to the Fermi level shift as a function of temperature
at the same current density of the device.
6.3 Hybrid Heterojunction Employing Two-Dimensional Tran-
sition Metal Dichalcogenides
6.3.1 Two-Dimensional Transition Metal Dichalcogenides
Since the first exfoliation of graphene in 2004, [189] two-dimensional (2D) materials
have provided unprecedented access to fascinating optical and electronic properties
at the atomic scale. In recent years, rapid developments of synthesis and processing
techniques give rise to a flourishing 2D material family beyond graphene, including
2D insulators (hexagonal boron nitride (h-BN), transition metal oxide, etc.), 2D semi-
conductors (WS2, MoSe2, black phosphors (BP), etc.), 2D semimetals (TiS2, TiSe2,
etc.), and 2D superconductors (NbSe2). Weak interlayer van der Waals bonding of 2D
materials and high-quality interfaces free of surface dangling bonds make it possible
to assemble individual layers into functional multilayer heterostructures and achieve
intriguing device applications. Figure 6.3(a) shows an example of 2D heterostructures
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Figure 6.3: (a) A device structure of 2D TMDC p-n HJ sandwiched between
graphenes that are connected to the electrodes on the sides. (b) The crys-
talline structure and stacking symmetry of 2H and 1T phase in TMDC,
where M is the transition metal atom, X is the chalcogen atom, a is
the lattice constant, and c is the stacking index. Figure adapted from
refs. [190,193,194]
comprised of p-type and n-type transition metal dichalcogenide (TMDC) semicondu-
tors sandwiched between two graphene layers that are connected to the electrodes.
This structure can be used as both photodetector and light emitting diode where
graphene transports charges from and to the 2D HJ in the middle, respectively. [190–192]
Among 2D materials, TMDCs with finite bandgaps ranging from ultraviolet (UV)
to near infrared (NIR) are of particular interest for semiconductor physics and opto-
electronic device applications. The general chemical formula of TMDC is MX2, where
M is the transition metal atom (e.g., W, Mo) and X is the chalcogen atom (e.g., S,
Se, Te). The M atoms are sandwiched by two X atom layers in either trigonal or
octahedral prismatic coordination, as shown in Fig. 6.3(b) left and right, respec-
tively. The stacks of TMDC having a hexagonal interlayer symmetry with two layers
per repeat unit (trigonal intralayer coordination) are denoted as 2H. Those in tetrag-
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onal symmetry with one layer per repeat unit (octahedral intralayer coordination)
are termed 1T. The lattice constants a are in the range of 3.1 to 3.7 A˚ for different
materials. [195] The interlayer spacing is ∼ 6.5 A˚, and the stacking index c indicates
the number of layers. A transition of crystalline phases between 2H and 1T results
in significant band structure and, therefore, electronic property changes of TMDC
between semiconducting and metallic. For most TMDC material, the 1T crystalline
phase is not thermally stable even at room temperature. [196] A phase transition from
semiconducting 2H phase to metallic 1T phase can be achieved by chemical treatment
(e.g. lithiation using butyllithium), [197] plasmonic hot electron transfer, [198] electron
beam irradiation, [199] or strain. [200] Subsequent annealing can transfer 1T back to 2H.
The band structures of TMDCs also exhibit a significant dependence on the num-
ber of layers due to quantum confinement, [201] whereby the bandgap increases and
a transition from indirect to direct bandgap occurs as the layer number decreases.
Reduced Coulomb screening in low dimensional TMDCs results in the formation of
room-temperature stable exciton states. The exciton binding energy in monolayer
MoS2, for example, is shown to be in the range of 0.48 to 0.89 eV.
[202,203] The ef-
fective exciton radius is around 1 to 2 nm, [203,204] which is relatively small yet still
at least three times larger than the in-plane lattice constant (0.31 nm). Therefore,
the excitons in 2D TMDC are still considered as Wannier-Mott type. Wannier-Mott
calculations, although at the limit of applicable range, agree with experiment. [203]
Figure 6.4(a) shows the simplified band diagram of monolayer TMDC near the
valley of wavevector k=0. The exciton level is depicted by the dashed line. The
energy difference between the conduction band (CB) edge and the exciton level is the
exciton binding energy. The A and B exciton arise from the valence-band splitting
which is due to spin-orbit coupling in the monolayer TMDC. Figure 6.4 (b) shows
optical spectra of monolayer MoSe2 as an example. The A and B exciton absorption
peaks are labeled in the spectrum. The large absorption feature, C, corresponds to
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Figure 6.4: (a) The simplified band diagram of a monolayer of TMDC. The con-
duction and valence band are denoted as CB an VB, and ∆so indicates
the spin orbit energy splitting. (b) Normalized absorption and photolu-
minescence spectra of a monolayer of MoSe2, where the A, B, C exciton
features in absorption spectrum are labeled.
the phenomenon known as band nesting. In the nesting region, the CB and valence
band (VB) are parallel to each other in the energy-wavevector (E − k) diagram.
The materials absorb photons of same energy and produce electrons and holes that
propagate with exactly the same, but opposite, velocities. Significant band nesting
phenomenon contribute to the strong light-matter interactions in 2D TMDCs. [205]
The narrow PL spectrum of MoSe2 shown in Fig. 6.4(b) (∼ 30nm full width at half
maximum) is a result of the A exciton transition. In some systems, such as monolayer
MoS2, the A and B exciton emission both appear.
The 2D TMDC exhibts complementary electronic properties to those of graphene.
Graphene displayes exceptionally high charge mobilities of > 105 cm2V−1s−1 at room
temperature when encapsulated in BN layers. [206] Field-effect transistors (FETs) made
from pristine graphene, however, have low on/off switching ratios due to a lack of
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a bandgap. The devices employing TMDCs present charge mobilities of 102-103
cm2V−1s−1 and on/off switching ratios exceeding 108. [207–209] More in-depth reviews of
the optical and electronic properties of TMDCs and other extraordinary phenomena
such as trions and valley polarization can be found in Refs [194,210–212].
6.3.2 Synthesis and Transfer Techniques
Reliable production of high quality 2D material is essential for achieving repeat-
able electronic and optical properties, and successful applications to devices. Pro-
cessing techniques can be categorized into top-down and bottom-up approaches.
Top-down exfoliation
Top-down processing of 2D materials, as shown in Fig. 6.5(a,b), includes me-
chanical and liquid phase exfoliation from layered bulk crystals. Ever since the first
demonstration of mechanical exfoliation of graphene using adhesive tape, [189] exfolia-
tion of other 2D materials has adopted the same method and produces high-quality
monolayers with few defects. Such a handy method is widely used for proof-of-concept
device demonstrations and spectroscopic measurements, although controls of the ex-
foliation yield and sample size are difficult. Liquid phase exfoliation of 2D TMDC
is a promising method for high yield production of scalable monolayer nanosheets.
Interlayer van der Waals bonding is broken via sonication of layered crystals that are
submerged in the solvents (such as N-methyl-pyrrolidone and dimethylformamide) or
intercalators (such as butyllithium and metal naphthalenide). [213–218] Both mechan-
ical and liquid phase exfoliation leave residues, i.e. adhesive materials and solvent
molecules, respectively, which may affect the properties of 2D materials.
Bottom-up synthesis
Chemical vapor deposition (CVD) is one of the most widely used and reliable
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Figure 6.5: Two-dimensional materials processing techniques: (a) mechanical exfoli-
ation; (b) liquid phase exfoliation; (c) chemical vapor deposition (CVD)
for 2D WS2 growth; and (d) wet and dry transfer approaches. Figure
adapted from ref. [193]
bottom-up approaches for synthesizing large-area and uniform 2D materials. Growth
of graphene, [219] 2D MoS2,
[220,221] WS2,
[222] MoSe2,
[223] and WSe2,
[224] etc. using CVD
have been reported. A schematic CVD setup of 2D TMDC growth is shown in Fig.
6.5(c). Solid precursors (i.e. transition metal oxide and chalcogenide powders) as
shown in Fig. 6.5(c) are vaporized in the furnace and carried by an inert gas (Ar
or N2) to the substrate where two precursors react and form atomic layers. Due
to different evaporation temperatures, the chalcogenide powder is usually placed in
the low temperature zone while the transition metal oxide powder is placed in the
high temperature reaction zone near the substrate. Temperature at the substrate is
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slightly lower than at the metal oxide zone to assist reactions. It has been shown that
seeding the substrate prior to growth via surface functionalization [225] or covering the
substrate with organic molecules [226] can improve the film quality. A selective-site
growth can also be achieved by pre-patterning the substrate surface. [225]
Transfer techniques
The assembly of multilayer heterostructures requires efficient and non-destructive
transfer techniques. As illustrated in Fig. 6.5(d), a polydimethylsiloxane (PDMS)
stamp or spin-coated PMMA film is brought in contact with the 2D materials on the
substrate. The 2D samples are detached from the substrate via mechanical peeling
(known as dry transfer) or wet-etching (known as wet transfer) using NaOH, KOH,
or HF for SiO2 substrates and a liquid etchant (e.g. FeCl3, CuCl2) for Cu substrates.
The 2D materials are then transferred to the target substrate and released from the
PMMA or PDMS film with the help of organic solvent or heating.
6.3.3 Two-Dimensional Organic/Transition Metal Dichalcogenide Het-
erojunctions
Two dimensional TMDCs with their intriguing optical and electronic proper-
ties [227–230] have provided a unique platform for developing an entirely new class of
hybrid HJs. Van der Waals bonded HJs comprising organic semiconductors and
TMDC monolayers benefit from access to a wide variety of materials and structural
designs compared to 3D inorganic semiconductors that require lattice matching to the
substrate. The assembly of multilayer organic/TMDC heterostructures in various ge-
ometries has the potential to lead to unique physical properties and functionalities
that are unachievable using other, more conventional material systems. [230]
Generally, the interactions between organic molecules and 2D TMDCs are divided
into two types: van der Waals and covalent bonding. High quality, pristine TMDC
113
layers have atomically smooth interfaces absent of dangling bonds. Bonding between
the TMDC and organic molecules in this case is predominantly driven by weak elec-
trostatic interactions. The weak organic-TMDC interactions enable self-assembly
of organic molecules depending on the intermolecular interactions. The growth of
3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA) on WSe2, for example, re-
sults in well-ordered monolayer PTCDA islands with the characteristic herringbone
molecular packing structure, [231] similar to the structure formed on Au (111) and
graphite surfaces. [232,233] In cases where defects at the interface (e.g. chalcogenide
vacancies) or chemically active 1T metallic phases of TMDC exist, [197,234–236] organic
compounds can be covalently bonded to the TMDC surface, which leads to a signifi-
cant change of their electronic and photoelectric properties. [237,238] In this thesis, we
only focus on the van der Waals bonded organic/TMDC HJ.
Depending on the energy level alignment between the HOMO (LUMO) of organic
molecules and the VB maximum (CB minimum) of TMDC, hybrid 2D HJs are also
categorized into type-I, -II, and -III, similar to those shown in Fig. 1.13. The en-
ergy level alignment of two contacting materials is affected by charge transfer and
electronic screening at the interface. The amount of charge transfer per molecule
at the organic/TMDC interface is determined by the strength of electron donating
and accepting groups of the molecules, molecular orientation, and crystalline phase
of TMDC. The existence of strong electron donating and accepting groups, horizon-
tal alignment of the organic molecules, and 1T metallic phase of TMDC facilitate
charge transfer across the HJ and shift the energy levels. [239–241] For instance, ∼0.13
electron transfer per molecule occurs from flat-lying tetrathiafulvalene (TTF) to the
monolayer 2H phase MoS2 in contact,
[242] while only ∼0.015 electrons per molecule
from flat-lying pentacene to 2H phase MoS2. This value is significantly increased to
∼0.437 at flat-lying pentacene/ 1T phase MoS2 HJ. [241]
The 2D TMDCs in contact with organic molecules benefit from surface passivia-
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tion, which gives rise to an improved carrier mobility and PL quantum yield. Mono-
layer MoS2 coated by (3-mercaptopropyl) trimethoxysilane (MPS) molecules has the
density of sulfur vacancies reduced from ∼ 6.5 × 1013 cm−2 to ∼ 1.6 × 1013 cm−2,
and achieves µ = 81 cm2V−1s−1. MoS2 coated with p-type organics, e.g. 2,3,5,6-
tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4TCNQ) or TCNQ, passivates sulfur
vacancies, leading to a decrease of trion (i.e. a composite of an exciton and an elec-
tron or hole) emission and a pronounced increase in exciton emission. [243] The MoS2
treated with an organic superacid bis(trifluoromethane) (TFSI) achieves > 95 % PL
quantum yield.
Hybrid electronic devices employing type-II 2D organic/TMDC HJs have been
demonstrated, including photodetectors, [244–246] photovoltaics, [247] field-effect tran-
sistors (FETs), [248–251] etc. The absorption coefficient of the hybrid HJ is greatly
enhanced compared to the 2D TMDC alone. Type-II alignment at the interface facil-
itates ultrafast charge transfer between the photoexcited TMDC and organic layer.
The long charge recombination time for the HCTE, ∼ 2 – 60 times longer than CT
excitons in type-II heterojunctions based on 2D TMDCs alone, enables a larger pho-
todiode quantum efficiency. [237,252,253] As an emerging and rapidly progressing field,
the studies of 2D organic/TMDC hybrid HJ and devices are still in the early stage
yet offer potential for further applications.
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CHAPTER VII
Dipole Aligned Energy Transfer Between Excitons
in a Two-dimensional Transition Metal
Dichalcogenide and an Organic Semiconductor
7.1 Introduction
Despite advantageous characteristics, some critical issues need to be addressed be-
fore TMDCs can be used in practical optoelectronic devices. One is their low absorp-
tion per layer despite a large oscillator strength. This shortcoming can be mitigated
by using an efficient light absorber such as an organic layer that efficiently trans-
fers energy to the high mobility TMDC. Such hybrid systems can enjoy broadband
absorption along with efficient energy harvesting. [254] Nonradiative FRET [16] occurs
via dipole coupling between donor and acceptor molecules. The parameters that
determine the efficiency of nonradiative energy transfer include the spectral overlap
between emission of the donor and absorption of the acceptor, the physical distance
between the donor and acceptor, dimensionality of the materials, and relative ori-
entation of the donor and acceptor dipole moments. [255] There have been reports of
energy transfer to 2D TMDC using colloidal QD as donors [256–259] where a decrease
in the lifetime of the donor QD provided evidence of energy transfer. However, the
dipole orientation of the donors and acceptors could not be controlled in such sys-
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tems. Here we demonstrate energy transfer between in-plane dipoles of PTCDA and
2D MoSe2.
[260] To exploit the unique advantages of both materials, i.e. large ab-
sorption coefficient in organic molecules and high mobility in 2D TMDC, the energy
transfer should occur from the organic PTCDA to the 2D MoSe2.
By stacking a monolayer MoSe2 on top of 2 nm thick film of PTCDA, we observe
the direct quenching of PL in PTCDA as well as the increase in PL of MoSe2. The
PL lifetime of PTCDA is found to decrease in the presence of the MoSe2, while that
for MoSe2 increases. This change is explained using a rate equation model. Finally,
photoluminescence excitation (PLE) spectra showed an increase in steady state PL
of MoSe2 when excited at the absorption maximum of PTCDA.
7.2 Experimental Section
The structures of MoSe2 and PTCDA, along with a schematic of the HJ are
shown in Fig. 7.1(a). A thin layer PTCDA (2 nm) was grown on a glass slide (150
µm thick) by vacuum thermal evaporation in a system with base pressure of 2 ±
10−7 Torr. Monolayer MoSe2 was grown on an SiO2/Si substrate by CVD and then
dry-transferred on top of the PTCDA film. [261]
Samples were excited by a 500 fs pulsed laser (Toptica, FemtoFiber pro TVIS
with repetition rate 80 MHz) at a wavelength of 510 nm. The beam was focused
to a ∼2 µm diameter spot via a 50× objective. The PL spectrum was collected by
the same objective and coupled to a monochromator (Princeton Instruments Acton
SpectraPro SP-2500) with a 1024 × 1024 CCD camera (Princeton Instruments 1024
PIXIS). Time-resolved PL was measured by a time correlated single photon counting
detector. The excited state dipole orientation of PTCDA and MoSe2 were measured
using Fourier plane imaging by confocal microscopy shown in Fig. 7.1(b). An oil
immersion objective (Olympus MPLAPON100XO) with numerical aperture 1.4 was
used to ensure a large collection angle. Different dipole orientations (with respect
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Figure 7.1: (a) Top: MoSe2 monolayer; Middle: Structural molecular formula of
PTCDA; Bottom: schematic of the hybrid sample. (b) Schematic of
the Fourier space imaging setup.
to the glass substrate surface) resulted in distinguishable orthogonal image patterns
in the Fourier plane of the objective. [255,262] The monochromator was maintained in
the reflection geometry so that the two orthogonal momentum directions parallel to
the sample surface could be simultaneously detected by the CCD camera. Different
band-pass filters (670 ± 5 nm for PTCDA and 790 ± 5 nm for MoSe2) were placed
in front of the entrance slit of the monochromator to reduce chromatic aberration of
the Fourier plane image. The absorption of MoSe2 and PTCDA were obtained using
differential reflectivity carried out under white light illumination.
7.3 Dipole Aligned Fo¨rster Transfer at PTCDA/MoSe2 Het-
erojunction
The Fourier plane images of the emission intensity for both MoSe2 and PTCDA in
Fig. 7.2 show that the excited state dipoles are horizontally aligned. These patterns
are similar to that from a calculation of an in-plane dipole shown in Fig. 7.2(3). As a
comparison, the calculated pattern of an out-of-plane dipole is shown in Fig. 7.2(4).
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Figure 7.2: Fourier space images of (1) MoSe2, (2) PTCDA, (3) the calculated emis-
sion pattern of an in-plane dipole and (4) an out-of-plane dipole. All the
wave vectors are scaled with respect to emission wave vector of individual
material in vacuum, k0. The arrow indicates the direction of the polarizer.
In Fig. 7.3(a), the absorption peaks of A, B, and C excitons in MoSe2 and excitons
in PTCDA are shown. The PL spectrum of PTCDA shown as the black curve in
Fig. 7.3(a) indicates overlap with the B exciton absorption in MoSe2, which enables
FRET from PTCDA to MoSe2.
A theoretical FRET radius can be estimated by Eq. 1.21:
R6F =
9κ2ηD
128pi5n4
∫
fD(λ)σD(λ)λ
4dλ. (7.1)
Here, the orientation factor κ ≈ 1
4pi2
∫ 2pi
0
∫ 2pi
0
| cos(α−β) | dαdβ = 2
pi
, assuming the in-
teraction of two in-inplane dipoles at anlge α and β, respectively. The quantum yield
of PTCDA ηD ≈ 0.009. [263]. An effective refractive index n ≈ 3. [264,265] The spectral
overlap calculated from Fig. 7.3(a) gives rise to R6F ≈ 4.91nm6.(See detailed calcula-
tion in ref. [260]) Therefore, the FRET efficieny is approximately ηFRET =
1
1+(r/RF )6
=
1
1+1.336/4.91
= 0.47. Here r ≈ LPTCDA+LMoSe2
2
=1.33 nm, in which LPTCDA and LMoSe2
are the layer thickness of PTCDA and MoSe2, respectively.
The PL spectra of PTCDA and MoSe2 are compared to that of the hybrid sam-
ple. The PL spectrum from the same MoSe2 island was measured before and after
transferring to the PTCDA. All the measurements were done under a laser power
of 1.28 µW/mm2. Figure 7.3(b) shows the PL spectrum of PTCDA, MoSe2, and
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Figure 7.3: (a) Differential reflectivity of PTCDA (blue triangles) and MoSe2 (red
circles), and PL of PTCDA (black squares). The intensities are normal-
ized. (b) Photoluminescence of PTCDA (black squares), MoSe2 (blue
triangles), and the hybrid sample (red circles).
the hybrid sample. The PL intensity of PTCDA is quenched while that of MoSe2
increases in the hybrid sample. The FRET efficiency, η = 1 − IDA/ID = 30%. Here
IDA and ID are the spectrally integrated donor emission intensities with and without
the acceptor layer on the PTCDA surface, respectively. This value is smaller than the
theoretically predicted value of 47%. This is attributed to disorder at the interface,
possible formation of charge transfer states and finite spectral overlap between the
donor and the acceptor.
The exciton dynamics of PTCDA, MoSe2, and the hybrid sample are shown in
Figure 7.4. Band pass filters were used (670 ± 5 nm for PTCDA and 790 ± 5 nm
for MoSe2) to obtain the lifetimes of the corresponding materials. For PTCDA, a
biexponential fit yields τ1 = 80 ps and τ2 = 521 ps, while for the hybrid sample,
τ1 = 56 ps and τ2 = 383 ps. This 30% decrease of PTCDA exciton lifetime in the
hybrid sample is consistent with the FRET efficiency calculated from the PL intensity
quenching data. Since the FRET efficiency decreases with the sixth power of the
distance between donor and acceptor, an experiment was carried out by growing a
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Figure 7.4: (a) Top: time-resolved PL of PTCDA with (red) and without (black)
MoSe2 on its surface; Bottom: time-resolved PL of PTCDA with (red)
and without (black) MoSe2 in the presence of a 10 nm thick Al2O3 spacer.
(b) Time-resolved PL of MoSe2 on a bare substrate (black squares) and
PTCDA (red circles).
10 nm Al2O3 spacer via atomic layer deposition (ALD) at 80
◦C on top of PTCDA
prior to the MoSe2 transfer. The PTCDA lifetime was measured with and without
the MoSe2 in the presence of the spacer. No discernible change in lifetime is observed
in the presence of the acceptor, indicating that FRET is suppressed by the presence
of the 10 nm thick spacer.
The MoSe2 exciton lifetime was found to increase in the hybrid structure com-
pared to that for MoSe2 only. In the hybrid sample, PTCDA undergoes FRET to
MoSe2. The MoSe2 exciton itself has a much shorter lifetime (Figure 7.4(b), black
curve) compared to that for PTCDA, but the excited state of MoSe2 continues to
be populated by FRET, which results in an increase in the effective PL lifetime of
MoSe2 (Figure 7.4(b), red curve). This effect can be quantitatively explained using
the following rate equations:

dNp
dt
= −Np
τp
− Np
τFRET
dNm
dt
= −Nm
τm
+ Np
τFRET
(7.2)
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Figure 7.5: Photoluminescence excitation spectral intensity of MoSe2 at a wavelength
of 787 nm under different excitation wavelengths. The data are scaled so
that the intensities at excitation wavelength of 590 nm are the same for
all the samples. The hybrid PTCDA/MoSe2 samples with (blue trian-
gles) and without (red circles) a 10 nm thick Al2O3 spacer between the
semiconductors is compared to the MoSe2 sample (black square). The
red and violet are the guide lines.
Here, Np and Nm are the exciton populations of PTCDA and MoSe2, respectively.
τp and τm are the lifetimes of PTCDA and MoSe2 excitons, respectively, and τFRET is
the energy transfer time constant. Solution of Eq. 7.2 yields the exciton population in
PTCDA of Np = N
0
p exp(−t/τ˜p). Here τ˜p = τpτFRETτp+τFRET is the modified PTCDA exciton
lifetime in hybrid sample. Therefore,
Nm =
N0p τ˜pτm
τFRET (τ˜p − τm)e
−t/τ˜p +
(
N0m −
N0p τ˜pτm
τFRET (τ˜p − τm)
)
e−t/τm , (7.3)
suggesting that the effective PL lifetime of MoSe2 is directly related to the modified
PTCDA lifetime, τ˜p, in the hybrid sample, which is much longer than the pristine
MoSe2 lifetime τm.
To further substantiate the existence of energy transfer, we carried out PLE exper-
iments where the excitation laser wavelength is tuned across the absorption spectrum
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of PTCDA at constant power (1.28 µW/mm2) while monitoring the emission inten-
sity of MoSe2 at a wavelength of 787 nm corresponding to its emission maximum. A
MoSe2 monolayer transferred to a bare substrate was used as a control. The same
MoSe2 sample was then transferred onto PTCDA for PLE measurements. Similar
measurements were also carried out on the hybrid sample with the 10 nm Al2O3
spacer. Results of the PLE experiments are shown in Figure 7.5 where the emission
intensity of MoSe2 is maximum at the absorption peak of PTCDA in the hybrid struc-
ture. In contrast, the hybrid structure with the spacer shows almost no dependence
on the excitation wavelength besides the trend shown by the control (MoSe2 only)
due to suppression of FRET. The wavelength dependence of the acceptor emission
on the excitation wavelength in the hybrid structure once again provides evidence for
energy transfer occurring from PTCDA to MoSe2.
In summary, we have observed 30% energy transfer efficiency in the dipole-aligned
OI hybrid HJ. The PL intensity quenching of PTCDA accompanied by the decrease
in its PL lifetime and the increase of MoSe2 acceptor emission provide a direct obser-
vation of energy transfer which is controlled by the distance and orientation between
the donor and acceptor dipoles. Additionally, the energy transfer process was found to
modify the exciton lifetime in the acceptor due to the large difference in the inherent
lifetimes of the donor (PTCDA) and acceptor (MoSe2) materials. We also demon-
strated the dependence of the energy transfer efficiency on excitation wavelength,
with a maximum efficiency occurring when the hybrid structure is excited at the ab-
sorption maximum of the donor. Such hybrid systems with efficient energy transfer
between organic molecules and inorganic 2D TMDC provide a platform to develop
enhanced light harvesting systems, as well as thin film optoelectronic devices.
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CHAPTER VIII
Photoresponse of an Organic
Semiconductor/Two-Dimensional Transition Metal
Dichalcogenide Heterojunction
8.1 Introduction
While most previous research has focused on junction fabrication, device perfor-
mance, and optical and electric characterizations, the fundamental physics behind
the excitonic and optoelectronic properties of the 2D type-II HJ have yet to be fully
studied. In this work, we report on the photoresponse of a HJ comprising a PTCDA
thin film deposited onto a monolayer of the TMDC, WS2. The well-known prop-
erties of PTCDA and easily achieved planar morphology at monolayer thicknesses
extending over macroscopic distances, resulting in a high mobility [266] make it an
ideal system to couple with monolayer TMDC. The energy landscape of the 2D hy-
brid charge transfer states at the heterointerface is studied using an ab initio quantum
mechanical model. Using insights developed, we fabricate a HJ photodetector with
an external quantum efficiency EQE = 1.8 ± 0.2% at a wavelength of 430 ± 10 nm,
corresponding to an IQE as high as ηIQE = 11 ± 1% in these ultrathin devices. We
clearly resolve features in the EQE spectrum due to the dissociation at the heteroin-
terface of both Frenkel/CT excitons of PTCDA and Wannier-Mott excitons of WS2.
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We study the steady state PL of PTCDA and PTCDA/WS2 thin films and find a
pronounced asymmetry of dissociation efficiency between WS2 and PTCDA excitons,
which leads to a wavelength dependent IQE of the photodiode.
8.2 Theoretical Calculations of 2D Hybrid Charge Transfer
State
The energy level diagram of the PTCDA/WS2 HJ,
[267,268] is shown in Fig. 8.1(a).
The type-II (staggered) HJ can efficiently dissociate excitons due to the approxi-
mately 1 eV energy offset between the highest occupied energy levels (HOEL) and
the lowest unoccupied energy levels (LUEL) at the interface. A HCTE formed during
the dissociation process enables exciton-to-charge conversion and charge recombina-
tion at the HJ. Previously, the existence of longlived charge transfer states has been
shown at a pentacene/MoS2
[237] and tetracene/WS2
[187] HJ.
To model the HCTE, [183,269], we assume that the 2D WS2 has only in-plane po-
larizability and that holes are delocalized in the plane. Due to the asymmetry of
the dielectric constants and effective masses of charges in the two contacting mate-
rials, the HCTE wave function is expected to be delocalized on the inorganic side
having primarily Wannier-Mott character, whereas it is more confined on the or-
ganic side with Frenkel character. [179] In our model, the hole is bound to an electron
fixed at an adjacent PTCDA molecule. This assumption is justified by the lower
dielectric constant and larger effective mass of electrons in PTCDA as compared to
holes in WS2. The potential energy of the hole is V (r) = Vxy(x, y) + Vz(z), where
Vxy(x, y) is the Coulomb potential between the electron and the hole which primarily
depends on the 2D distribution of the hole in x-y (WS2) plane, and Vz(z) includes
other potential terms such as image charge potential and LUEL offset, which are
constant in the x-y plane. We also assume that the hole wave function is separable:
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ψ(r) = ψxy(x, y)ψz(z), where r =
√
x2 + y2 + z2. Schro¨dinger’s equation is then:
[
− ~
2
2m∗
O2xy + Vxy(x, y)
]
ψxy(x, y) = E
′ψxy(x, y) (8.1)
where ~ is the reduced Planck’s constant, m∗ is the reduced effective mass of the
HCTE, and E ′ = E + ~
2m∗
ψ
′′
z (z)
ψz(z)
− Vz(z) = E − Efree, which is approximately the
HCTE relative to the free hole energy in WS2. Also, ψ
′′
z (z) is the second spatial
derivative of the wave function with respect to z. The Coulomb potential is Vxy(x, y) =
−∑ni=1 e2/n4piε0εr|rh−ri| where e is the elementary charge, ε0 is the vacuum permittivity,
εr is the dielectric constant of WS2, and rh =
√
x2 + y2 is the position of the hole
in the WS2 plane. The charge distribution of the anionic PTCDA is found via DFT
calculations employing the Gaussian 09w package [97] with the B3LYP functional and
6-31G basis set. The electric field from the hole is not included in the DFT calculation
of the PTCDA polaron state. The impact of this approximation is expected to be
small since the extent of the electron charge distribution on PTCDA is much smaller
than that for the hole on WS2. Therefore, the binding energy is determined primarily
by the hole rather than electron. The electron distribution on PTCDA is simplified
by using a summation over n discrete, fractional point charges at positions, ri. Due to
the mirror symmetry of PTCDA, it is adequate to use n = 2 located at the symmetry
points separated by 0.56 nm on the two halves of the PTCDA molecule.
We obtain the energy eigenvalues of the Hamiltonian by solving Eq. 8.1, which
yields the energy landscape shown in Fig. 8.1(c). The lowest (1s) CT state has a
binding energy of 38.2 meV, making it stable at room temperature. Overcoming the
binding energy, as well as recombination via the HCTE state, should therefore affect
photogeneration in this hybrid system. Also shown are the hole wave functions of
the lowest four states corresponding to the 1s, 1p, 2s, and 1d orbitals, with average
electron-hole separations of r0 = 2.2, 7.5, 11.0, 18.3 nm, respectively. The relative
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Figure 8.1: (a) Energy level diagram [267,268] of WS2 and PTCDA showing a type-
II HJ. (b) Illustration of a molecule of PTCDA on WS2 with distance
calculated using molecular dynamics simulations. (c) Energy eigenvalues
of HCTE (Eb) vs Coulombic potential Vxy(r) for an electron on PTCDA.
Inset: hole wave function of lowest four eigenstates within the 2D WS2
(x-y) plane. The black circle in the middle of each graph is a 10 nm
diameter reference.
sizes of these several states are illustrated in the figure. Note that, in the 2D system,
the angular momentum quantum number is not necessarily smaller than the principal
quantum number.
8.3 Experimental Section
Organic and metal films were grown via vacuum thermal evaporation in a system
with base pressure ∼2 × 10−7 Torr on an ITO (15 Ω/sq.) coated glass substrate. The
ITO surface is precleaned in Tergitol solution, acetone, and isopropanol, followed
by 10 min ultraviolet-ozone treatment. The structure of the hybrid photodiode is
ITO/TMDC/10 nm PTCDA/8 nm Bphen/100 nm Al. The Bphen acts as an exciton
blocking layer and provides protection of the active layers during the Al deposition.
The Al electrode is patterned by deposition through a shadow mask comprised of a
transmission electron microscope grid with 38 × 38 µm2 square apertures. A reference
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photoconductive device lacking a HJ was fabricated with the structure: ITO/60 nm
PTCDA/100 nm Al.
Monolayer TMDCs were grown on SiO2 substrates by CVD. A PDMS stamp
was brought into contact with the TMDC, subsequently submerged in 1 mol/L KOH
solution for 1 h, followed by rinsing in deionized water. The TMDC attached to the
PDMS layer was lifted off from the growth substrate, then brought into contact with,
and released onto the ITO surface.
PL samples were prepared on quartz substrates with monolayer WS2 transferred
onto a predeposited, 10 nm thick PTCDA film, and also directly onto an uncoated
substrate. The HJ sample was excited via the WS2 side at a wavelength of λ = 532
nm using a tunable pulsed fiber laser (FemtoFiber Pro TVIS). Due to the absorption
of the WS2, the fluence absorbed by PTCDA was approximately 2% less than that
for direct excitation of PTCDA. The incident light was focused to a 5 µm diameter
spot at the sample plane using a 50× objective lens, and the PL signal was collected
by the same objective and guided into the spectrometer. A time-correlated single
photon counter (PicoHarp 300) coupled to a Si single photon avalanche photodetector
(PDM Series) was used for the time-resolved PL measurements. All spectra shown
are averages taken from several WS2 islands. The photodiode EQE was measured
by exciting the device normal to the substrate with monochromated light from a Xe
arc-discharge lamp chopped at 200 Hz. The incident beam was focused to a ∼20 µm
diameter spot via a 20× objective. The photocurrent was measured using a lock-in
amplifier (Stanford Research Systems SR830).
Quantum chemical calculations were carried out via DFT employing the Gaus-
sian 09w package [97] with the B3LYP functional and the 6-31G basis set. The time-
independent Schro¨dinger’s equation (see Eq. 8.1) was solved via COMSOL Multi-
physics.
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Figure 8.2: (a) Photoluminescence spectra of 10 nm PTCDA (black squares), WS2
(blue triangles), and PTCDA/WS2 HJ (red circles). The WS2 PL ex-
tracted from the mixed emission spectrum of the HJ is shown by the
green down-triangles. The spectral shapes are identical for different ex-
citation wavelengths. Inset: Optical microscopic image of WS2 islands
transferred onto the PTCDA film. Photoluminescence detection spots
are circled. The scale bar in the image is 10 µm. (b) Time-resolved PL of
PTCDA (squares), PTCDA/WS2 HJ (circles), and WS2 (triangles). The
orange line is the IRF. The green dashed lines are biexponential fits to
the data.
8.4 Photoresponse of PTCDA/WS2 Heterojunction
Figure 8.2(a) shows the PL spectra of PTCDA and the excitonic emission from a
monolayer of WS2 with a narrow peak at λ = 615 nm. These spectra are obtained
from a region consisting only of PTCDA and as well as from a PTCDA/WS2 HJ,
as indicated by circles in the optical microscope image shown in Fig. 8.2(a), inset.
The PL intensity of PTCDA and WS2 decreases in the PTCDA/WS2 HJ by 12 ± 5%
and 80 ± 10%, respectively, suggesting that excitons generated in both PTCDA and
WS2 are dissociated at the heterointerface, with the dissociation probability of WS2
excitons approximately seven times higher than for PTCDA. We did not observe
spectral features that directly relate to HCTE transitions, possibly due to the low
PL quantum yield and ultrashort lifetime of this intermediate state. [270] A direct
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observation of the HCTE signal may require more sensitive methods than employed
here.
We investigate time-resolved PL to study the exciton dynamics in PTCDA, as
well as its dependence on the presence of the PTCDA/WS2 HJ, with results shown
in Fig. 8.2(b). Note that the time-resolved PL of WS2 has a faster decay than the
IRF. Therefore, only the dynamics of PTCDA excitons can be inferred from PL
transient of HJ. Biexponential fits to the data yield the time constants τ1 100 ±
10 ps, τ2 = 660 ± 20 ps for PTCDA, and τ ′1 = 90 ± 10 ps, τ ′2 = 580 ± 20 ps for
the HJ. The PL transients show multiexponential decays regardless of excitation
fluence. This is primarily due to the existence of energetically overlapping exciton
species in PTCDA that have different lifetimes. Closely packed PTCDA molecules
along the substrate normal with an intermolecular separation distance of 3.21 A˚ [271]
result in strong interlayer interactions, and therefore a mix of intra- and intermolecular
excitons, e.g. Frenkel states and dimer CT states. [7,255,272,273] The lifetimes of PTCDA
excitons in the HJ decrease by 12 ± 2% on average, which is consistent with the steady
state PL quenching ratio in Figure 8.2(a).
We fabricated a photodiode employing the PTCDA/WS2 HJ as described in the
experimental section. The top electrode is patterned by a shadow mask with 38 ×
38 µm2 square holes aligned to the WS2 islands. The electrodes are sufficiently large
to cover the entire island. Figure 8.3(a) shows the absorbed power for light incident
normal to the substrate via the ITO anode as a function of position across the device
cross section, calculated using the transfer matrix model described previously. [80] The
inset of Figure 8.3(b) shows the device structure. Greater than 60% of the exciton
population is generated in the WS2 layer when the junction is excited at λ < 450 and
λ > 600 nm, whereas >85% of excitons are generated in the PTCDA for illumination
at 450 < λ < 600 nm. Integration of the absorbed power over the total HJ thickness
yields the absorption coefficient of the active layers as a function of wavelength, shown
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Figure 8.3: (a) Absorbed power distribution in the hybrid cell. The real and imag-
inary parts of the refractive index of each layer were measured by vari-
able angle spectroscopic ellipsometry. (b) Absorption coefficients of WS2
(donor) and PTCDA (acceptor) layers in the cell, as well as their sum.
in Figure 8.3(b).
The EQE was obtained by focusing the excitation beam to a ∼20 µm diameter
spot on the device. The peak EQE = 1.8 ± 0.2% at λ = 430 nm, as shown in
Figure 8.4(a). The photoresponse peaks at λ = 430, 520, and 625 nm correspond to
the absorption maxima of WS2, while others match those of PTCDA. Figure 8.4(b)
shows the IQE of the hybrid photodiodes calculated using ηIQE = ηEQE/ηA, where
ηA is the absorption coefficient in Figure 8.3(b). The IQE is wavelength dependent;
i.e., it is approximately 2% between λ = 450 and 600 nm and increases to 11 ± 1.0%
at λ < 450 nm and λ > 600 nm.
Figure 8.5(a) shows the photocurrent vs applied electric field (F ) of a PTCDA
photoconductor (see Experimental section) illuminated using a light-emitting diode
with a peak emission at λ = 505 nm and a 30 nm full width at half-maximum. The
photocurrent is linearly dependent on F and is symmetric about F = 0 as expected
for a photoconductor with both anode and cathode ohmic contacts. A linear fit to
the data yields the photoconductance, Gpc, of PTCDA that increases linearly with
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Figure 8.4: (a) External quantum efficiency (EQE ) of the PTCDA/WS2 hybrid cell,
indicating the positions of the various spectral features in the standalone
layers. (b) Internal quantum efficiency (IQE ) of the hybrid cell. The
dashed line in panel b is the fit to the data, and the 95% confidence
interval is illustrated by the shaded region.
the illumination intensity, as shown in Figure 5a, inset. Figure 8.5(b) shows the EQE
spectrum vs F . The quantum yield is zero at F = 0 and increases with F , regardless
of contact polarity.
8.5 Discussion
We define the PL quenching rate, i.e., the decrease of the total exciton population
at layer j of the HJ to be ηjPL =
PLj0−PLjHJ
PLj0
= ηjdiffη
j
Q, where PL
j
0 is the PL intensity of
a stand-alone layer j, PLjHJ is the PL from layer j when employed in a PTCDA/WS2
HJ, ηjdiff is the exciton diffusion efficiency to the heterointerface, and η
j
Q is the fraction
of excitons that reach the interface and are quenched. That is, ηjQ includes the
efficiency of recombination at surface states (e.g., trap states) and HCTE dissociation
and recombination at the heterointerface. Thus, ηjQ = 100% for an ideal quenching
interface and ηjQ = 0% for an ideal blocking interface (i.e., a type-I heterojunction).
As shown in Fig. 8.2(a), the quenching rate of WS2 excitons is ηWS2PL = 80 ± 10%,
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Figure 8.5: (a) Photocurrent density-electric field characteristics of a PTCDA pho-
toconductor illuminated at λ = 505 nm using different intensities. Inset:
calculated photoconductance of the PTCDA photoconductor as a func-
tion of light intensity. (b) EQE spectrum of PTCDA at different applied
electric fields.
which is approximately seven times greater than that of excitons generated in PTCDA
where ηPTCDAPL = 12±5%. The exciton diffusion efficiency ηjdiff can be independently
calculated as follows: [274,275] Assuming that layer j of thickness d has one quenching
and one blocking interface corresponding to boundary conditions of n(x = 0) = 0
and dn
dx
∣∣∣∣
x=d
= 0, respectively, we can solve the one-dimensional steady state diffusion
equation:
L2d
d2n(x)
dx2
− n(x) + τG = 0 (8.2)
Here, n(x) is the exciton density distribution, τ is the exciton lifetime, and G =
2piε0kjnj
h
| Ej(λ, x) |2 is the time-averaged exciton generation rate [80] in layer j. Also,
E is the optical electric field, h is Planck’s constant, ε0 is the permittivity of free
space, and nj and kj are the real and imaginary parts of the refractive index of layer
j. A PTCDA layer with d = 10 nm and diffusion length, Ld = 10.4 ± 1 nm, [274]
yields ηPTCDAdiff = 79 ± 3%. For the WS2 layer, ηWS2diff ≈ 100% . That is, since it is
only a monolayer, all excitons generated within WS2 are in immediate contact with
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the heterointerface, and hence there is no diffusion-related loss. Thus, we infer that
ηPTCDAQ = 15 ± 6% and ηWS2Q = 80 ± 10%, respectively. For the nonideal quenching
interface, a higher quenching efficiency of WS2 excitons is due to the confinement of
all the excitons within the 2D WS2 plane, as compared to that for PTCDA excitons
which may escape from the interface without quenching. In addition, the interface
quenching efficiency, ηjQ, is affected by the charge transfer rate at the type-II HJ, which
has been described by nonadiabatic Marcus theory. [116] As inferred from the emission
energy in Figure 8.2(a), an exciton in WS2 has a higher energy than in PTCDA
and thus a larger Gibbs free energy change and smaller reorganization energy when
transferring to the same HCTE state. Assuming electronic coupling matrix elements
to be approximately equal for the electon transfers in this donor-acceptor pair, the
charge transfer rate is also increased, leading to a higher quenching efficiency for WS2.
As shown in Figure 8.5, PTCDA photoconductivity contributes to the photocur-
rent of the device when applying bias. The direct carrier generation from excitons in
the organics may come from, for example, thermally induced exciton dissociation, [58]
exciton-assisted polaron detrapping, [276] and so forth. However, this contribution van-
ishes at F = 0. Therefore, we conclude that the EQE spectrum of the PTCDA/WS2
HJ device shown in Figure 8.4(a) provides unambiguous evidence that excitons con-
tribute to the photocurrent through HCTE dissociation. The photoresponse at 485
and 560 nm corresponds to the dissociation of PTCDA excitons at heterointerface,
while the other spectral features are due to dissociation of Wannier states generated
in the TMDC.
The IQE of the HJ photodiode is
ηIQE(λ) = [a(λ)η
PTCDA
diff η
PTCDA
Q + (1− a(λ))ηWS2diff ηWS2Q ]ηdissηCC (8.3)
where a(λ) is the percentage of excitons generated in the PTCDA which is calculated
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from the optical profile in Fig. 8.3(a). Also, ηdiff is the exciton dissociation efficiency
at the HJ interface, and ηCC is the charge collection efficiency at the contacts. The
wavelength dependence of IQE in Fig. 8.4(b) follows the absorbed power distribution
as a function of wavelength in Figure 8.3(a). For wavelengths λ > 600 nm and λ <
450 nm, a majority of excitons are generated within the WS2 monolayer, minimizing
their recombination loss and therefore resulting in a higher IQE . This is in contrast
to illumination at 450 < λ < 600 nm, where excitons are primarily generated within
the PTCDA bulk.
Using the calculated quenching efficiency of ηPTCDAQ = 15 ± 6% and ηWS2Q = 80 ±
10%, we fit the IQE data as shown in Fig. 8.4(b), dashed line, to obtain ηdissηCC =
10.6 ± 2.2%. The dissociation efficiency ηdissηCC is lower than the value observed in
organic/organic HJs [66] or organic/bulk inorganic HJs. [180] This somewhat diminished
value may be due to TMDC surface defects from sulfur vacancies, contaminants, or
grain boundaries, [277,278] which all may lead to HCTE recombination [279] and poor
charge extraction.
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CHAPTER IX
Outlook
9.1 Prospects for Organic Photovoltaics
In part I, we explored the charge transfer properties and energy loss mechanisms
vs. the morphological and molecular structures of organic donor-acceptor HJs. The
studies extended from fullerene to NFA-based HJs to assist in our understanding of
the photophysical origins of the recent increases of OPV efficiency. Indeed, the state-
of-the-art power conversion efficiency exceeding 15% presents a very bright future for
OPVs. However, to also realize long term stability and scalable low-cost fabrication
of the devices, many compromises in the choice of materials, HJ morphologies, pro-
cessing, and encapsulation techniques have to be made. To date, no OPV has reached
a market-viable balance in every aspect of device performance. Furthermore, even
after OPVs reach market-entry-level properties, challenges remain in gaining enough
market share to compete with mature silicon and other thin film PV techniques.
One of the lessons we have learned from OLED commercialization is that the ini-
tial curiosities of customers may come from a “premium”-like product feature that
creates new customer expectations such as a decorative appearance, and new func-
tionality, even though such a product may have a higher price and lower reliability
than conventional products. Future development of OPVs should therefore focus on
the unique characteristics of organic materials, such as the intense and narrow-band
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Figure 9.1: The narrow absorption bands of a-d-a-type NFAs at different wavelength.
Figure courtesy of Yongxi Li
absorption, lightweight form and flexibility, and improve the performance of semi-
transparent OPVs for building-integrated, car-integrated, and clothing-integrated
power generation applications. Current acceptor-donor-acceptor(a-d-a)-type NFAs,
as shown in Fig. 9.1, are candidates for these purposes. The big energy gap between
the first (S1) and second (S2) excited state manifolds gives rise to transparency in
the visible. The energy of narrow absorption bands can be varied from visible to
near infrared by either changing the conjugation length or the electron donating and
withdrawing groups of the molecules.
Organic HJs employing NFAs, therefore, exhibit potential for future OPV appli-
cations. To further understand this new class of organic HJs from a photophysical
perspective, we highlight a few open questions worthy of further study:
Open-circuit voltage of ternary bulk HJs vs. blend ratio
Due to the tunability of the NFA absorption wavelength, ternary bulk HJ com-
prised of either one donor and two acceptors, or two donors and one acceptor has
been applied in OPVs. The extra donor or acceptor component increases the solar
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spectral covergae compared to bianry mixtures. As a result, power conversion effi-
ciencies of ∼13% from ternary OPVs have been reported. [82,280] Ternary OPVs have
been shown to have a nonlinear change of open-circuit voltage (VOC) as a function
of the blend ratio between three constituents. [281–284] That is, the short-circuit cur-
rent (JSC) increases with the ratio of the third component while the VOC remains
relatively unchanged. The mechanisms behind has not been conclusively established.
One intriguing model claims that the formation of a “molecular alloy” by mixing
the two acceptors in the active region gives rise to a nonlinear shift of the CT state
energy. [285] In contrast to alloys comprising atomic constituents in inorganic semi-
condcutors, the chemical bonds between neighbors in organic materials are replaced
by far weaker van der Waals bonds. Indeed, the formation of a molecular alloy
has been proposed in several instances, e.g. charge transfer complexes TTF-7,7,8,8-
tetracyanoquinodimethane (TCNQ). [286–288] Solid evidence has been shown that the
electronic structure of the charge transfer complex is distinguished from that of a sim-
ple blend. However, no such results have been seen in ternary HJs. The mechanisms
to explain the change of VOC in ternary OPVs have to be more fully studied.
The role of singlet and triplet energy splitting in NFAs
The small electron and hole wavefunction overlap of CT excitons at the HJ signif-
icantly reduces the exchange energy splitting 2J (c.f. Eq. 1.12) between the singlet
and triplet CT states, making them nearly degenerate. Fast intersystem crossing
between them facilitates a spin-conservative back transfer from the CT state to T1
of acceptor or donor molecules, where non-radiative recombination loss from T1 fol-
lows, as shown in Fig. 9.2(a). This transfer is more significant in NFA-based HJs,
where ∆ECT = ES1 −ECT is small, and hence the energy difference between the CT
and T1 states is potentially large. Therefore, design of a thermally activated delayed
fluorescence (TADF)-like NFA that minimizes the singlet-to-triplet energy difference
138
Figure 9.2: (a) Schematic of the transfer process from the singlet (S1) state of accep-
tor molecules to the charge separated state (P) via the charge transfer
state (CT). The energy level of the triplet state (T1) determines the back
transfer rate from CT to T1, i.e. one of the non-radiative recombination
loss pathways at the HJ (b) Low temperature (17K) PL of the singlet
and triplet states of IT-IC diluted in PMMA matrix at a concentration
of 0.07%. The triplet spectrum is fit by a Gaussian function to extract
the peak position
is necessary for decreasing the transfer probability from CT to T1.
A PL measurement of singlet and triplet excitons of an a-d-a-type NFA, IT-IC, is
shown in Fig. 9.2(b). The spectra of the sample were taken at 17 K with an optical
chopper coupled to the spectrometer. The timing of the chopper opening was coupled
to a the pulsed diode laser at λ = 405nm using a delay generator. The singlet emission
was measured at zero delay, while the triplet emission was measured at 20 ± 10 ms
after the excitation. The singlet and triplet energy difference of IT-IC is only 0.20 ±
0.02 eV, which is much smaller than for common organic molecules. Further studies
of the transfer rate between the singlet and triplet states, and the value of 2J as a
function of molecular structure are yet to be done.
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Stability of HJs using NFAs
While HJs employing NFAs have presented high power conversion efficiencies, their
stability are as yet not thoroughly investigated. Since a high operational lifetime has
been reported in all-carbon-based DBP/C70 HJs,
[289] questions remain as to whether
the photochemical stability of NFAs, comprising relatively weak bonded heteroatoms
and highly electron deficient moieties, is acceptable for long-term device stability. Ad-
ditionally, the thermal stability of solution-processed blended HJs comprising NFAs
has to be studied as another important figure of merit. Morphological changes as
a function of temperature and aging time should be systematically measured using
TEM and X-ray diffraction techniques, and interface sensitive spectroscopic tools.
9.2 Future Work on 2D Organic/Transition Metal Dichalco-
genide Heterojunctions
The field of organic/TMDC hybrid HJs is still in its infancy with much left to learn.
Still, there are enormous gaps between proof-of-concept demonstrations, repeatable
characterizations, and widespread applications. For future work, we propose that the
following issues to be addressed:
1. Wafer-scale high-quality growth of monolayer TMDCs. Most experiments are
still based on mechanically exfoliated 2D materials. This is due to their repeatable
qualities and relatively low defect densities compared to CVD-grown samples. The
existing large area CVD techniques for 2D TMDC growth suffer from batch-to-batch
and vendor-to-vendor quality variations. Figure 9.3 shows examples of PL spectra
of mechanically exfoliated and CVD-grown 2D WS2 samples. A significant density
of surface defects (e.g. sulfur vacancies) in the CVD sample gives rise to a large
population of trions that emit at λ = ∼ 660nm. Also note that the PL FWHM from
CVD samples is larger than that from the mechanically exfoliated sample, suggesting
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Figure 9.3: Photoluminescence of mechanically exfoliated and unsuccessful CVD-
grown 2D WS2 films
a larger inhomogeneous broadening due to the structural disorder. Improving the
deposition techniques and/or developing reliable surface passivation methods are,
therefore, essential for avoiding undesirable spectral features, misinterpretation of
electronic properties, and for achieving repeatable device performance.
2. Reliable and nondestructive transfer techniques. A successful assembly of mul-
tilayer TMDC heterostructures also relies on the quality of monolayer transfer after
film growth. Figure 9.4(a) shows extreme cases of unsuccessful large-area monolayer
MoS2 transfer. The PL intensity of the 2D MoS2 is drastically decreased after wet-
transferring via KOH(1M/L) etching at 60◦C for 1.5 hours. The etching process in the
highly active KOH solvent is one of the factors damaging the MoS2 film. Finding a
nondestructive etchant to replace KOH in wet-transfer, or application of dry-transfer
is necessary for improving film quality. Figure 9.4(b) demonstrates another common
problem. Due to the non-uniformity of PMMA/PDMS stamps used in transfer and
the uneven pressure applied when attaching the 2D sample to the target substrate,
the film is ripped. Current setups employing piezoelectric translation stages for pre-
cise positioning and pressure control lead to improved transfer quality than shown,
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Figure 9.4: Unsuccessful examples of 2D TMDC transfer: (a) A drastic decrease of
PL intensity of MoS2 before and after the wet-transfer, indicating the
damage of the film. (b) The MoS2 film is broken into pieces, due to the
uneven pressure applied during the transfer.
yet the quality is still far from ideal.
3. The dynamics of the HCTE and exciton dissociation processes. Recent obser-
vation of 2D HCTE emission at WS2/tetracene HJ
[187] offers a direct spectroscopic
probe to track the dynamics of the HCTE. Questions such as the impact of interface
traps on the dissociation yield of HCTE, the diffusivity of the HCTE along the HJ
interface, resonant energy transfer between bulk excitons and the HCTE, etc. can,
therefore, be systematically studied, deepening our understanding of the photocur-
rent generation process at 2D organic/TMDC HJ. The tunable thickness of organic
layers in hybrid quantum well systems provides the potential of systematically tun-
ing the optoelectronic properties of the HCTE, including the binding energy and
recombination quantum yield. This further assists the exploration of hybrid exciton
dynamics.
4. Device applications. Device performance such as photocurrent generation
and electroluminescence quantum yield of hybrid organic/TMDC devices, as seen in
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Chapter VII, are still unacceptably low for applications. Future improvements via
refining the 2D TMDC growth and transfer techniques, and using different material
combinations and organic layer thicknesses, etc, are necessary. In addition, 2D hybrid
HJs need to find their own unconventional applications that are inaccessible to bulk
semiconductors. The following are two possible directions:
Hybrid superlattices
The OI superlattice comprising van der Waals-bonded 2D TMDCs and organic
semiconductors offers opportunities beyond the reach of existing materials. The sig-
nificant contrast between the dielectric constants of organic and inorganic materials
offers a wide range of tunability for capacitance, refractive index, charge screening,
charge mobility, and thermal conductivity of the system. Typical bottom-up ap-
proaches of fabricating superlattices require tedious layer-by-layer deposition or stack-
ing that have a limited fabrication yield and an increasing difficulty for high-order
superlattices. [290,291] However, 2D TMDC/organic superlattices can also be fabricated
by the top-down electrochemical molecular intercalation, [178,292] where organic cations
or polar molecules in the solvent can be inserted uniformly between the TMDC layers
with the assistance of electrochemical potentials provided by the electrodes.
Early demonstrations of TiS2/organic
[178] and black phosphor/organic [292] super-
lattices have exhibited enhanced electron mobility and reduced thermal conductivity
as the dielectric constant contrast between two contacting materials increases, leading
to a high thermoelectric figure of merit:
ZT =
σS2T
κ
, (9.1)
where σ is the electric conductivity, T is the temperature, κ is the thermal conduc-
tivity, and S is the Seebeck coefficient accounting for the magnitude of an induced
thermoelectric voltage in response to a temperature difference across the material.
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The organic/TMDC superlattice therefore provides a new class of thermoelectric ma-
terial systems that enables flexible cooling and power generation electronics.
Photon-Mediated Hybridization of Excitons in Organics and TMDC
Previous research has demonstrated the strong coupling between degenerated
Wannier-Mott and Frenkel excitons and the photon mode in a microcavity com-
prising spatially separated ZnO and 3,4,7,8-napthalene tetracarboxylic dianhydride
(NTCDA) layers. [164]. Such an intriguing scheme of hybridizing the electronic states
of organic and inorganic semiconductors enables efficient energy transfer between
two distinct materials. Selective electrical excitation of the inorganic material in the
hybridized system bypasses the limitations of low-mobility and triplet formation in
organics, and may eventually lead to electrically pumped organic lasing. Indeed, a
promising demonstration of a highly efficient hybrid polariton light emitting device
has been reported in GaAs and a J-aggregate cyanine dye. [293] Such a scheme can
be used in an organic/TMDC superlattice, the strong oscillator strength of which
facilitates a light-matter interactions and resonant energy transfer.
Due to the significant contribution of hybridized Frenkel-Wannier-Mott excitons,
polariton states present pronounced nonlinear optical properties, such as large third-
order susceptibilities. Such properties can be systematically tuned by changing the
composition of the hybridized state via shifting the energy of the Wannier-Mott ex-
citon. The hybrid system, such as J-aggregate organic dye 5,5’,6,6’- tetrachloro-1,1’-
diethyl-3,3’- di(4-sulfobutyl)- benzimidazolocarbocyanine (TDBC)/WS2,
[294] exhibits
tunablity where the absorption peak of the TMDC can be shifted by ∼ 100meV when
a lateral bias of 200 to -200 V is applied.
To summarize, the superior optical properties of organic semiconductors com-
bined with the desirable electrical properties of TMDCs in hybrid 2D organic/TMDC
heterostructures have immense potential for future applications that are difficult to
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achieve using conventional semiconductors. Scientific understandings and technolog-
ical improvements are, however, still required for this material system to address
practical applications.
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APPENDIX A
Chemical structures and short names of molecules
used in Chapter IV.
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Table A.1: Chemical structures and short names of molecules used in Chapter IV.
Chemical Short Name Chemical Structure
PBDBT
J61
P3HT
PCDTBT
F8
F8BT
F8T2
CBP
148
TPTPA
NPD
TCTA
PC71BM
PC61BM
PTCBi
DT-IC
IT-IC
IT-IC-4F
149
IDTIDT-IC
BDT-IC
IDT-IC
BT-IC
BT-ClC
TPT-IC
BDP-IC
BDCP-IC
150
BNP-IC
SF-PDI2
151
APPENDIX B
Polarizability of Fullerene and Nonfullerene
Acceptors
152
Table B.1: The static polarizability (Unit: nm3) tensor of fullerene and nonfullerene
acceptors calculated by density functional theory. The polarizabilities
along each direction are listed:
α * αxx αyx αyy αzx αzy αzz
C60 0.102 0.000 0.102 0.000 0.000 0.102
C70 0.141 0.000 0.127 0.000 0.000 0.127
PC71BM 0.182 -0.006 0.145 -0.004 -0.002 0.141
PTCBi 0.246 0.003 0.081 0.000 0.000 0.019
IDT-IC 0.394 0.012 0.165 -0.006 0.002 0.084
DT-IC 0.530 -0.031 0.167 0.000 0.000 0.087
IT-IC 0.505 0.001 0.172 0.000 0.000 0.089
IT-IC-4F 0.517 -0.014 0.174 0.000 0.000 0.090
BDT-IC 0.519 0.031 0.175 0.000 0.000 0.089
BT-IC 0.523 0.031 0.183 0.000 0.003 0.094
BT-ClC 0.579 -0.043 0.200 -0.002 0.002 0.096
IDTIDT-IC 0.660 -0.022 0.236 0.000 0.000 0.151
BNP-IC 0.563 0.036 0.190 -0.002 0.005 0.097
BDCP-IC 0.616 -0.034 0.197 0.005 0.001 0.098
BDP-IC 0.533 -0.053 0.185 0.003 0.001 0.095
TPT-IC 0.499 0.043 0.167 -0.004 0.003 0.095
* α =

αxx αxy αxz
αyx αyy αyz
αzx αzy αzz

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