Slow oscillations have been suggested as the default emergent activity of the cortical network. This is a low complexity state that integrates neuronal, synaptic, and connectivity properties of the cortex. Shaped by variations of physiological parameters, slow oscillations provide information about the underlying healthy or pathological network. We review how this default activity is shaped, how it acts as a powerful attractor, and how getting out of it is necessary for the brain to recover the levels of complexity associated with conscious states. We propose that slow oscillations provide a robust unifying paradigm for the study of cortical function.
Slow oscillations have been suggested as the default emergent activity of the cortical network. This is a low complexity state that integrates neuronal, synaptic, and connectivity properties of the cortex. Shaped by variations of physiological parameters, slow oscillations provide information about the underlying healthy or pathological network. We review how this default activity is shaped, how it acts as a powerful attractor, and how getting out of it is necessary for the brain to recover the levels of complexity associated with conscious states. We propose that slow oscillations provide a robust unifying paradigm for the study of cortical function.
Slow oscillations (SO) constitute a cortical state consisting of periods of activity or neuronal firing (Up or active states) and periods of silence (Down or silent states) that alternate at a frequency of around 1 Hz. SO generated during slow-wave sleep and anesthesia are rather prominent and have been observed since the early times of electroencephalography (for a review, see Andersen and Andersson, 1968) . For decades, little attention was paid to the mechanisms generating SO or to the information that SO provided about the underlying network. The detailed intracellular and network-level description of SO during sleep and anesthesia carried out by Mircea Steriade and collaborators (Steriade et al., 1993) was pivotal in increasing the interest in spontaneously generated brain activity (Fox et al., 2005; Greicius et al., 2003; Tsodyks et al., 1999) of which SO are a paradigmatic example.
Why Can Slow Oscillations Be Considered the Default Cortical Network Activity? SO emerge from the recurrent interaction between cortical neurons, making them a network phenomenon. This phenomenon is multiscale, such that SO display similar characteristics whether they are recorded from the intact cortex of a sleeping human ( Figure 1A ) or from a small piece of cortex on a plate ( Figure 1B ). This multiscale property is based on the fact that SO rely mostly on local connectivity and not on long-range connectivity, which emerges as anesthesia fades out ( Figure 3A ) (Bettinardi et al., 2015; Lewis et al., 2012) or as the brain transitions from sleep to awake (Fernandez et al., 2016; Massimini et al., 2005) .
It has been argued that the alternation between metastable cortical states expressed in SO is the default cortical activity regime (Sanchez-Vives and Mattia, 2014) . This was suggested based on: (1) SO are the emergent neural activity under conditions where the cortex has been functionally disconnected from the outside world, such as during slow-wave sleep Steriade et al., 2001) or deep anesthesia (Chauvette et al., 2011; Steriade et al., 1993) . They are a common emergent feature under different anesthetics including ketamine-xylazine, propofol, midazolam, halothane, isoflurane, and urethane (e.g., Alkire et al., 2008; Chauvette et al., 2011; Lewis et al., 2012; Murphy et al., 2011; Sakata and Harris, 2009) , even though there are some differences depending on the type and levels of anesthesia. (2) Non-stationary bistability underlying SO is also expressed under conditions of physical disconnection of the cerebral cortex. This is the case for large pieces of disconnected cortex like the isolated gyrus (Timofeev and Steriade, 1996) , for cortical slabs (Timofeev et al., 2000) , and even for random cortical networks ex vivo (Marom and Shahaf, 2002) . SO are also expressed in clinical conditions where a ''cortical island'' occurs as a result of a traumatic or cerebrovascular disorder (Gloor et al., 1977) . Perilesional slow oscillatory activity is also common in acute ischemic cortical stroke and can persist for months and even years (Butz et al., 2004) . Furthermore, SO are spontaneously expressed in cortical slices in the absence of any chemical or electrical stimulation (Sanchez-Vives and McCormick 2000) . (3) SO are observed in all tested neocortical areas and express similar features under anesthesia (Chauvette et al., 2011; Ruiz-Mejias et al., 2011) , although a larger heterogeneity has been reported during natural sleep (Chauvette et al., 2011) .
The Dynamical Roots of Slow Oscillations SO are thus a collective phenomenon with a dynamical origin not only rooted in the features of single neurons but also determined by the synaptic reverberation of the spiking activity at the mesoscopic (cell assemblies/cortical columns) and macroscopic (cortical areas/whole brain) levels. Computer models aimed at reproducing the features of SO derived from experimental findings range from networks of neurons with Hodgking-Huxleylike ionic currents (Bazhenov et al., 2002; Compte et al., 2003; Hill and Tononi, 2005) to assemblies of simplified point-like, integrate-and-fire neurons (Destexhe, 2009; Giugliano et al., 2004; Holcman and Tsodyks, 2006; Latham et al., 2000) . Recent efforts have digitally reconstructed a neocortical slice, incorporating highly detailed neurons together with their synaptic connections (Markram et al., 2015) . Remarkably, SO also emerged spontaneously in this accurate large-scale model of the cortical network without parameter tuning, strengthening the default mode hypothesis.
Notwithstanding the huge amount of detail a cortical model can nowadays integrate, it is important to understand theoretically the key elements determining the onset and the modulation of SO. Mean-field theories-where the activity of a cell assembly characterizes the network dynamics-are powerful descriptors for point-like neuron ensembles (Gigante et al., 2007; Latham et al., 2000; Mattia and Sanchez-Vives, 2012) . As a result, the coexistence of only a few dynamical elements (bistable dynamics, activity-dependent adaptation, and endogenous noise) is required to fully describe the experimental findings. First, the network activity should be ''attracted'' into both a high-firing (Up) and an almost silent (Down) state, i.e., it should display ''bistable dynamics.'' Strong synaptic coupling allows sustained spike reverberation in the network through the nonlinear amplification operated by single neurons. A quasi-regular alternation between Up and Down states requires also an activity-dependent adaptation, i.e., a mechanism by which Up states can end and hence give rise to Down states. Such adaptation may include not only that mediated by ionic channels (largely potassium channels) but also short-term synaptic depression and GABAergic activation. In all cases, the net input current received by the neurons decreases with adaptation, consequently reducing neuronal excitability. This activity-dependent adaptation accumulates during Up states, destabilizes synaptic reverberation, and eventually switches the system toward the Down state ( Figure 2A ). Due to the low neuronal firing in this phase, the adaptation strength relaxes and the network recovers its excitability, eliciting the next sudden transition to the active Up state. This depicts a ''relaxation oscillator'' ( Figure 2B ) in which Up and Down state durations are mainly determined by the time course of adaptation to relax or to reach a threshold value and where the state transitions are elicited at a rather regular pace (Mattia and SanchezVives, 2012) . Endogenous noise resulting from local firing rates and from fluctuations in the inputs (Braun and Mattia, 2010; Destexhe and Contreras, 2006 ) is a key factor necessary to cross the barrier that primes the switch toward the Up state.
Shaping the Default Cortical Activity SO activity therefore emerges in the cortical network as a result of synaptic reverberation in the local circuit and its interplay with activity-dependent adaptation mechanisms. Different features of the network (e.g., membrane properties, synaptic properties, and connectivity) and the medium in which the network is bathed (with its ionic concentrations and neurotransmitter levels) shape the emergent pattern. This shaping consists in the modulation of amplitude and/or spatial and temporal properties of the SO even though, as we will see, such bistable pattern is quite resilient to changes. We next discuss the shaping of this default activity regime with selected examples of variations in various physiological parameters.
The first example of how the SO regime is resilient to the alteration of homeostatic parameters, such that bistability is not easily lost, concerns the excitatory/inhibitory balance. The increase in neuronal firing rate during Up states comprises spikes from both excitatory and inhibitory neurons (Steriade et al., 1993) . The balance between excitation and inhibition (Haider et al., 2006; Okun and Lampl, 2008 ) is a critical force shaping SO. If this balance is altered by decreasing inhibition, excitatory recurrency results in reverberatory activity that leads to epileptiform discharges . However, there are compensating mechanisms that dampen the effect of reduced inhibition and prevent the immediate occurrence of epileptiform activity. When fast inhibition is progressively blocked in cortical slices, SO are gradually transformed such that Up states become shorter while the multiunit firing rate during Up states increases ( Figure 1C ). This progressive transformation results from the activation of afterhyperpolarizing currents of increasing amplitude and duration following Up states, which compensate the reduced inhibition . As a result, longer Down states decrease the frequency of the oscillation ( Figure 1B ). Only when a critical point of inhibition blockade is reached, does the network enter an epileptiform regime ( Figures  2C and 2D ) (Mattia and Sanchez-Vives, 2012) .
Temperature is another homeostatically controlled physiological parameter. It varies across physiological and pathological conditions and it has a shaping effect over SO. Increasing temperature of oscillating cortical slices from 32 C to 42 C results in progressively shorter and more synchronized Up states, although the cortical network maintains its bistable activity across this wide range of temperatures ( Figure 1D ) . Above 41 C, Up states become very synchronized and the network evolves into an epileptiform state. The increased synchronization (higher firing rates during shorter Up states) observed at 41 C may underlie febrile seizures in children. On the other extreme, at low (32 C) temperatures, the excitability of individual neurons increases (Volgushev et al., 2000) and with it the firing rate during Down states, blurring the distinction between Up and Down states and leading to continuous firing ( Figure 1C ). Bistability persists but is modulated across the 32 C to 42 C range, being lost only at the extremes of this range ( Figure 2D ) .
Another physiological parameter that modulates SO when modifying its homeostatic levels is extracellular potassium. Extracellular potassium levels are critical for the neuronal membrane potential due to passive and active potassium permeability in all neuronal types. Extracellular potassium levels ([K+] o ) vary with physiological neuronal activity, locally increasing with neuronal discharges. In fact, increases are large in pathological conditions such as massive neuronal firing in ictal episodes (Moody et al., 1974) or traumatic brain injury (Katayama et al., 1990 Figure 1E ) . Interestingly, the spatiotemporal regularity of the SO is maximum in the range of physiological [K+] o (3-4 mM), and this regularity decreases with both increases and decreases of [K+] o . This could occur given that increases in [K+] o effectively result in increasing synaptic noise, the variation in regularity thus corresponding to an expression of collective stochastic coherence .
The main mechanism causing physiological modulation or switching of brain states-and not just of SO-are subcortical neuromodulators (reviewed in Lee and Dan, 2012) . However, the variations in cortical emergent activity can derive not only from endogenous changes, but also from exogenous interventions. One example is the application of electric fields, e.g., by means of transcranial direct current stimulation (tDCS) (Reato et al., 2010) , which acts preferentially on polarized (pyramidal) neurons. Sinusoidal (Frö hlich and McCormick, 2010) or continuous (J. Weinert et al., 2016, Soc. Neurosci., conference) electric fields exponentially increase or decrease slow oscillatory frequency depending on the field polarity, an influence that may be exploited in the future to control slow-wave sleep (Marshall et al., 2006) . Varying anesthesia levels also modulates the generation of SO, a paradigm that has been often used to control the state of the cortical network (Bettinardi et al., 2015; Deco et al., 2009 ) and the levels of consciousness (Chauvette et al., 2011; Hudetz, 2012; Lewis et al., 2012; Solovey et al., 2015) .
In conclusion, the bistability associated with SO shows robustness in spite of relatively large variations of endogenous and exogenous parameters. SO can be shaped by these parameters without being completely disrupted, thus remaining in a nonstationary bistable regime.
Variations of the Cortical Default Activity across the Parameter Space
From the perspective provided by the mean-field theory of SO, changes in the abovementioned parameters can be represented as a shift of the system position into its bifurcation diagram. This is a low-dimensional representation where only a few relevant features of the cortical network are taken into account. This is depicted in Figure 2C , which shows the effect on network behavior of varying inhibitory feedback due to activity-dependent adaptation and the excitability level modulated by an external excitatory current. Network activity corresponding to SO can be found within a wide region (yellow) of the diagram (Gigante et al., 2007; Latham et al., 2000; Mattia and SanchezVives, 2012) . The size of this region supports the hypothesis that this default activity pattern can be expressed by multiple network configurations, highlighting the robustness of SO to parameter perturbations (Mattia and Sanchez-Vives, 2012) . For example, by changing the adaptation strength (parameter g in Figure 2 ), Up and Down state durations can be compressed or elongated without the network losing its ability to oscillate ( Figure 2D ). When the border of the SO region is crossed, the system switches to a different dynamical regime. In Figure 2C , this transition can result in a low-or a high-frequency asynchronous state (a continuous Down or Up state, respectively), both having a physiological correlate. Indeed, continuous Down states are reminiscent of those observed in coma (Brown et al., 2010) or under barbiturate administration (Reig et al., 2006) . On the other hand, continuous Up states can be assimilated to wakefulness (Destexhe et al., 2007; Steriade et al., 2001) .
The default activity hypothesis requires the existence of some control-based regulation of the cortical physiological parameters, guiding the system to keep SO as a stable activity pattern. Homeostatic processes can serve this purpose by slowly changing key parameters and readjusting the network in the SO region. Several available mechanisms can modulate the excitability of the network, ranging from changes in intrinsic ion conductance (van Welie et al., 2004) to global synaptic scaling (Tononi and Cirelli, 2014; Turrigiano and Nelson, 2004 ). An energy landscape metaphor can be helpful to represent such self-regulation of the network parameters ( Figure 2C ), whereby the preferred configuration of such a network is depicted as a deep valley within the SO region of the bifurcation diagram. Changes to this energy landscape can be physiologically obtained when a brain state transition occurs ( Figure 2E ). In this case, the default-activity valley is destabilized due to the competition with another attractor that corresponds to the awake state. In this framework, SO are expected to become less regular as the system now wanders across the bifurcation border and thus sporadically displaying the onset of awake-like activity (Deco et al., 2009 ).
Impact of Neurological Diseases on the Default Cortical Activity
We have so far discussed how different endogenous and exogenous physiological parameters influence SO and, reciprocally, how the features of cortical SO reflect the state of the underlying network. Following the same principle, recordings from a pathological brain may reveal alterations in the SO. Based on the link between SO, cortical function, and ensuing behavior, recent work has focused on the characterization of SO in animal models of neurological disorders. A good example is a study in a double transgenic mouse model of Alzheimer's disease (AD; APP23 3 PS45) (Busche et al., 2015) . In amyloid-b (Ab) mouse models of Alzheimer's disease, the propagation and long-range coherence of cortical SO are strikingly impaired, as is long-distance connectivity associated with learning and memory deficits (Busche et al., 2015) . Impairments in brain connectivity and behavior in these mice are reversed by applying GABA A agonists. Furthermore, Ab applied to brains of wild-type mice reduces the longrange coherence of SO, resembling the phenotype of the mouse models of AD (Busche et al., 2015) . The accumulation of pathological tau (tauopathies) also results in alterations of SO, in this case by elongating Down states and decreasing neuronal firing rates (Menkes-Caspi et al., 2015) . Similar changes including elongation of Down states, decreased SO frequency, and increased cycle variability have also been reported in the accelerated senescence mouse model SAMP8 (Castano-Prat et al., 2017) .
Another example where SO have been studied as a gauge of cortical function is in a transgenic mouse model of Down syndrome (Dyrk1A; Ruiz-Mejias et al., 2016) . Neuronal firing rate and power of high-frequency gamma rhythms during Up states are significantly decreased in this model ( Figure 1F ), suggesting an overinhibited cortical network. A similar approach has been used in a mouse model of Fragile X syndrome (Fmr1 knockout). Long Up states associated with hyperexcitability of the network result from enhanced mGluR5 signaling and decreased local feedback inhibition (Gibson et al., 2008; Hays et al., 2011) . Hyperexcitability here is related to hyper-responsiveness to sensory stimuli and propensity to epilepsy in Fragile X patients. Therefore, by studying SO in non-conscious states and even in cortical slices, we may be able to predict and to better understand the mechanisms underlying cortical dysfunction in pathological conditions. Default Mode Bistability, Connectivity, and Complexity So far we have seen how the brain naturally falls into a bistable rhythm or SO, how this rhythm is robust to perturbations, and how alterations in SO parameters reveal abnormalities in the underlying network. Local connectivity dominance during cortical SO ( Figure 3A) is coherent with the fact that a small slice can generate similar activity to that of the whole cortex in situ. At the same time, the long-range spread of locally generated SO can be explained by nearest-neighbor recruitment and regeneration of the Up states (Compte et al., 2003) as well as by a synchronizing drive from the thalamus (Crunelli and Hughes, 2010) . This reconciles the notion of a local generation of SO with the global and smooth pattern of propagation characterizing slow waves (Massimini et al., 2004) .
Studies employing direct cortical perturbations and recordings have shed new light on the relationship between SO, corticocortical effective connectivity, and network complexity. Measurements performed with transcranial magnetic stimulation (TMS) and electroencephalography (EEG) have shown that a sin- gle pulse triggers a complex chain of causal interactions that propagates through a distributed network of cortical areas during wakefulness ( Figure 3B , top). During NREM sleep though, the same stimulus induces a simple wave of activity that, depending on stimulation intensity, remains either local (Massimini et al., 2005) or spreads smoothly like an oil-spot ( Figure 3B , bottom) . These changes can be quantified by calculating the perturbation complexity index (PCI; Casali et al., 2013) , which quantifies the compressibility of cortical responses to TMS; i.e., high compressibility reflects low complexity of responses. Thus, while PCI in wakefulness is high, both the local and the global waves triggered by TMS during NREM sleep can be easily compressed and are associated with low PCI values. Low-complexity responses to TMS have been subsequently observed in other conditions where consciousness is lost, such as under general anesthesia and in the vegetative state (Casali et al., 2013; Casarotto et al., 2016; Rosanova et al., 2012) . Also in these cases, the information-rich pattern of large-scale integrated interactions, typical of wakefulness, collapses into a stereotypical slow wave. Theoretically, this reduction of the information integration capacity of cortical circuits may explain the loss of consciousness (Tononi et al., 2016) ; however, the underlying neurophysiological mechanisms remain unknown. Intriguingly, a recent study suggests that cortical bistability may be the mechanism responsible for disrupting complex causal interactions, at least during NREM sleep (Pigorini et al., 2011) . These experiments involved intracortical single-pulse electrical stimulation (SPES) and local field potential (LFP) recordings in humans during wakefulness and sleep. As shown in Figure 3C , during wakefulness SPES triggers a long-lasting chain of deterministic effects, as reflected by 500 ms phase-locked activations in distant cortical targets, whereas during NREM sleep the same input induces a slow wave associated with a cortical Down state. After the Down state, cortical activity resumes to wakefulness-like levels, but the phase-locking to the stimulus is lost, indicative of a break in the cause-effect chain. Essentially, due to their tendency to fall into a Down state after an initial activation (bistability), cortical circuits become unable to engage in complex patterns of causal interactions; upon receiving an input, they tend to respond briefly, then hush and forget (D'Andola et al., 2017) . In general, cortical bistability can also be revealed by sensory stimuli, such as auditory stimulations evoking K-complexes; unlike the slow waves evoked by TMS, however, those evoked by peripheral stimuli are less reliable due to subcortical filtering and refractory long periods . Thus, bistability, the same dynamics underlying SO, may explain why cortical circuits fail to engage in complex interactions during NREM sleep, while neurons are still active and reactive.
A Unifying Paradigm to Study Cortical Function
To conclude, SO are a unifying paradigm to study cortical function. They are universal across species and patients. They are multiscale, being detectable from the membrane potential of single neurons to the global EEG produced by billions of neurons and thus expanding from micro to macro scales. We have argued that SO are the default activity of the cortical network, emerging in situations of physical or functional disconnection of the cortex and in a wide range of cortical computational models. This default activity is finely modulated by different variations of endogenous and exogenous physiological parameters, and it also reflects circuit alterations in pathological conditions. Furthermore, Up states are a model of persistent activity (McCormick et al., 2003) that have been seen as ''windows into consciousness'' (Destexhe et al., 2007) and have been proposed to act as circuit attractors that could implement computations and memory states (Cossart et al., 2003) . During Up states, there is synchronization in the beta and gamma frequencies (Compte et al., 2008; Hasenstaub et al., 2005) , synaptic gain modulation (Reig et al., 2015) , and functional involvement in replay and memory formation (Born, 2010; Hoffman et al., 2007; Tononi and Cirelli, 2014) . In addition, cortical features observed during Up states have a predictive value for the awake state (Ruiz-Mejias et al., 2016) . For all these reasons, SO are a good departing point to compare findings in animal models and humans. The study of SO provides then a unifying model for exploring cortical dynamics properties, from interlaminar relationships to slow-wave propagation. They provide an easy probe to explore basic functional anatomy (Murphy et al., 2009) . But above all, SO are a default state from which the cortex can be kicked out into asynchronous states, being relevant for the exploration of the transitions between unconsciousness and consciousness (Bettinardi et al., 2015; Brown et al., 2010; Tononi et al., 2016) .
