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Abstract 
A design of experiment and inkjet printing approach 
to material formulation 
LOM 
Jose' Maria López-Pedrosa 
The overall aims of this research were the preparation, using inkjet printing and robotics, of 
libraries of multi-component formulations for the design of new materials (pigment based inks, 
polymer blends and lipoplexes) applied to inkjet printer, cell binding and cell transfection, 
respectively. This was followed by their screening and the assessment of their suitability for its 
design, looking at which main variables (factors) and settings (range) influenced the properties 
of the formulations. A key component of the preparation of these libraries, was the application of 
a design of experimental methods, which directed the preparation of the formulations and 
allowed the development of mathematical models for material prediction and optimisation, as 
follows: 
Formulations of pigment based inks, which were prepared and analysed for determination 
of which components provided a suitable viscosity for good jet performance and printing quality. 
Model development showed that diethylene glycol was the main mixture factor that controlled 
viscosity, while voltage and pulse width were the main process factors that provided an increase 
of drop velocity and spread on substrate. 
Formulations of polymer blends were assessed for cell binding. The best blends were 
poly(DL-lactide-co-glycolide) and chitosan. Rheological analysis showed that blends containing 
50 % w/w of chitosan gave the highest values of viscosity and shear thinning behaviour, 
showing their loss moduli (G") greater than their storage moduli (G'). 
Lipoplexes are combinations of DNA and cationic lipids that are used to transfect cells. 
Formulation libraries of cationic lipids were prepared, with model development, showing that 
the ratios of cationic lipid/DNA and co-lipid/cationic lipid were the most important factors, and 
were inversely proportional to transfection. 
In conclusion libraries of multi-component formulations of materials were successfully prepared 
in a number of areas and models developed using a design of experiment approach. 
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Chapter 1 	 Introduction 
Chapter 1: Introduction 
1.1 Descriptive Statistics 
1.1.1 Introduction 
It is known that experimental data'' when measured are subjected to variability from 
many sources, such as equipment, temperature, humidity, personal error, etc. This 
variability2 is due to a random process (not controllable factors) or by systematic errors 
(controllable factors). Therefore it is necessary to make inferences about the data 
population  and properly select the sample that represents the whole population. The 
latter is difficult to achieve as it can be very huge in size, however a good selection of 
the sample as well as the relevant factors 4-5  (variables), make the real process of study 
representative of the whole population and the statistical analysis of the chosen sample 
will be close to the statistics of the whole population. Therefore a sample  can be 
determined, considering that random variables (x) with a sample size (n) are taken from 
the bulk population size (N), for the purpose of estimating their parameters, such as 
mean, median, etc. and therefore its distribution profile 2,6  (discrete or continuous). 
Furthermore, the method to obtain sample statistics is similar to that for obtaining 
parameters from a finite population, where the data set is not huge. 
1.1.2 Central tendency of data analysis 
1.1.2.1 Mean 
1 
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A sample mean 2,6-7  Y is the average value of the all observations in a data set, chosen 
from a large population with (N) observations. The mean value explains the accuracy of 
a measurement method. Therefore the less dispersed the data from the mean, the more 
accurate the method is. Furthermore, the 1 value (sample size n) is an estimate of the 
population mean () with sample size N, in where n <N, as follows (1.]): 
Y =2t"x 1 /n (1.1) 
1.1.2.2 Median 
A sample median 2,6-7  (Me) is a measure of the central tendency that divides the data set 
in two equal parts, half below the median and half above. Depending on the number of 
data, the median can be determined as follow: if they are even, the median is the average 
value of the two central values, but if they are odd, the median is the central value of the 
data distribution. 
1.1.2.3 Mode 
A sample mode2 '67 (Mo) is the most frequent value that occurs in the sample 
distribution. 
1.1.2.4 Quartiles 
Data distribution can be divided into four equal parts in which each interval division is 
called quartile (q). Therefore qi  is the first quartile 
2,6  and stands for the 25% of the 
observations below it and 75% above it. In such a way q2  is the second quartile and has 
the 50% of the observations below its value. Its value coincides with the median value. 
Finally the q3 stands for the 75% of the observations below its value. The expressions of 
quartiles for n observations are in (1.2), (1.3) and (1.4), as follows 
2 
Chapter 1 	 Introduction 
qj=(n+1)/4 	(1.2) 
q2=2(n+1)14 (1.3) 
q3 = 3 (n+1)14 (1.4) 
1.1.2.5 Interquartiles 
A sample interquartile 2 ' 6 (Iq) is the difference between qi and q3, and it is a measure of 
variability. Its expression is as follows 
Iq=qJ—q3 	(1.5) 
1.1.2.6 Percentiles 
Percentiles 2,6  account for the percentage of the total unit area of a data distribution. For 
the general case if it is considered the 100 kth percentile (kth ranging from 0 to 1) is a 
data value in which 100 kth of the observations are at or below this value and 100 (1-
k)% of them are above it. The percentile (%) values for k= 0.25, k 0.5 and k 0.75 
coincide with the quartiles: qi, q2  and q3 respectively. 
1.1.2.7 Sample range 
A sample range 2,6  (R) is the difference between the largest and smallest observations and 
accounts for the data distribution variability. Therefore if we have n observations: Xj, X2, 
X3 ......x,, the expression of R is as follows (1.6) 
R=Maxjmum value of observation (n) - Minimum value of observation (n) (1.6) 
1.1.3 Standard deviation 
It is a measure of the dispersion of the data set and explains the precision of a 
measurement method. Therefore the less the dispersion of the data the more precise the 
3 
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method is. The standard deviation 2,6-7  (a) of a population with N observations (x) can be 
defined as the dispersion of the (x) respect to the population mean (u), as follows (1.7) 
a=(1 (Xi  _p)2 /N) " 	(1.7) 
On the other hands the standard deviation (s) of a sample with n observations (x), where 
n <N, is a representative value of the population standard deviation and can be defined 
as follows (1.8) 
s=(2i" (Xi  —Y) 2 /(n-1)) Y2 (1.8) 
The value of (n-i) stands for the degree of freedom in the data set and this value is due 
to observations x,, which are very close to the central value of Y since their deviations 
(x - Y) are very small, and therefore the sum of the deviations (x 1 - Y) are close to zero. 
1.1.4 Histograms 
It is useful to visualize data sets as a frequency distribution 2 ' 67 , giving a graphical form 
called a histogram. In this frequency distribution graph the numbers of observations are 
divided into intervals and correspond to the X-axis, while the frequency of appearances 
in each interval, correspond to the Y-axis. Furthermore a relative frequency distribution 
can be designed, considering that each relative frequency is determined by dividing the 
observed frequency in each interval by the total number of observations. 
With these frequency distribution graphs we can visualize how the central tendency of 
the data set behaves and so we can see if the data of the graph are symmetric (median 
(Me), mean (Y) and mode (Mo) (supposing the graph is unimodal) coincide). Such a 
symmetry is shown in Fig. 1.1 
El 
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Frequency 
= Me = Mo 	Observations 
Fig.].] Histogram with symmetric data 
Other times we can see that the data of the graph are asymmetric with a long tail 
(skewness), (therefore the median, the mean and the mode do not coincide). Fig.1.2 






a) Left Skew 	 b) Right Skew 
Mo>Me> 	 Mo<Me< 
Fig.]. 2. Histograms with skewness. 
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1.2 Experimental design 
1.2.1 Objective 
An experimental des ignS5  is a mathematical method to conduct experiments  16  in order 
to extract the maximum information from the collected data in the presence of noise, 
using the fewest number of experiments carried out in a random manner. The selected 
factors will be varied over a set of planned experiments and then their responses 
connected, by means of a mathematical model 9 ", which can be predicted and 
















lier ANOVA 	 Out 






model 	 Optimization 
Fig. 1.3 Flowchart of an experimental design 
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1.2.2 Factors (Process variables) 
It is very important in experimental design to choose the factors 16-19  that play an 
important role in the experiment to be designed. These factors (Fig. 1.4) can be classified 
as follows 
1.2.2.1 Controlled factors 
Are factors that can be adjusted by the experimenter and can be qualitative (e.g. solvent) 
and/or quantitative (e.g. concentration). 
1.2.2.2 Uncontrolled factors 
These affect the experiments, however they are not usually considered. They can be 
discrete (e.g. procedures) and continuous (e.g. humidity, temperature). 
Discrete 
factors 
Controlled 	0 	Process 	 Responses 
factors design H — 
Continuous 
factors 
Fig. 1.4 Factor classification 
7 
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1.2.3 Designs 
1.2.3.1 Factorial 
Factorial design 2'4" 7 ' 9 is very useful in research where factors with different levels are 
involved as well as their interactions. The analysis of these experiments is based on the 
main effect 2,4  of these factors (average response of the factors when their values are 
changed from low (-) to high (+) level), and their interactions (variation of the response 
of one factor when the another one (s) are changed from low to high levels). These 
interactions 2,4  can be positive (synergistic effects) or negative (antagonistic effects), 
depending on the slopes of the factors. There are several types of factorial. 
1.2.3.1.1 Full factorial 
The most important designs are the k factors for two levels (high (+) and low (-) values) 
either for qualitative or quantitative factors. They are called: 2" factorial 
designs. In this design the experiments are done in a randomised manner to avoid bias 
and the confounding2 '4" 2 effect. Therefore for two factors: A, B we have 4 runs, and the 
matrix of the experiments is shown in Table 1. 1, where 1, a, b, ab are the treatment 
combinations (TC.); A, B are the main effects for the two levels (+, -); AB is the 
interaction effect 2 '4 between factors A and B and finally I represents the total. Mean 
effects for each factor and their interaction for n replicates can be determined as follows 
Main effect 
A= A+ 	A 	11(2n)[a+ab-b-1] 
B= B+ - 	= 11(2n) [b+ab-a-1] 
8 
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Factor interactions 
AB= 	- .1 AB = 11(2n) [1 -t-ab-a-b] 
T. C. 	I 	A 	B 	AB 
1 	± 	- 	- 	+ 
a 	+ + 	- 	- 
b 	+ 	- 	+ 	- 
ab 	± + 	+ 	+ 
Table 1.1 Matrix of 2 design 
For the case of 3 factors (A,B,C), the design is 2 3 , which give 8 experiments, and the 
matrix of the experiments is shown in Table 1.2 Geometrically the factors and their 
interactions can be represented on the corner of a cube (shown in Fig. 1.5). 
T.0 I A B C AB AC BC ABC 
1 + - - - + + + - 
a ± + - - - - + + 
b + - ± - - + - + 
ab + + + - + - - - 
c + - - ± + - - + 
ac + ± - + - + - - 
bc + - + + - - + - 
abc + ± + + + + + + 
Table 1.2 Matrix of 2 3  design 
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Main effect: 
A= 	- 	= 11(4n) [a+ab+ac±abc-1-b-c-bc] 
B= B - 	= 11('4n) Ib+ab±bc+abc-1-a-c-ac] 
C= Yc - Y c - = 11(4n) Ic+ac+bc+abc-1-a-b-abj 
Interaction effect: 
AB= 	- 	= 11(4n) [J+ab+c±abc-a-b-ac-bc] 
AC 	4C - SAC- = 11(4n) [1+b±ac±abc-a-ab-c-bc] 
BC= 	- BC = 11(4n) [J+a+bc+abc-b-ab-c-ac] 





1 	 a 
Fig. 1.5 Factors and their interactions in a 2 3 design 
1.2.3.1.2 Fractional factorial design (2 levels) 
However sometimes the number of factors are very high and it is necessary to reduce the 
number of experiments using a fractional 16-11,11-21  factorial (2"), where 1I21 is the 
fraction of the full factorial, where p is the extent of the fraction and k is the number of 
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factors, so we can get: V2 fraction: 2 1 ,  1/4 fraction: 22,  1/8 fraction: 2"- and soon. This 
fractional factorial is very useful in screening designs because the confounding factors 
and their interactions can be determined and analyzed in different ways, depending on 
the confounding or alias pattern they form, giving different designs called resolution 
designs. The most important ones are those related to V2 fraction of the full factorial, 
where  = I. 
1.2.3.1.2.1 Resolution III design 
3-1 The design corresponds to 2. in which the number of experiments = 4 and 1= ABC. In 
this case no main effects are aliased with any other main effect, however the main 
effects are aliased 2 '4 ' 12 with two factor interactions or some two factor interactions are 
aliased with each other. This design is very important in determining significant factors 
and geometrically  the projection of gives three designs of 22,  as shown in Fig. 1.6 
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Fig. 1.6 Projection of 2' design to 22  designs 
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1.2.3.1.2.2 Resolution IV design 
This design' 2" 6 corresponds to 2 ' , in which the number of experiments = 8 and 1 
ABCD. In this case no main effects are aliased with any other main effect or two factor 
interactions, but two factor interactions are aliased with each other. 
1.2.3.1.2.3 Resolution V design 
This design corresponds to 2' in which the number of experiments = 16, and Jr 
ABCDE. In this case no main effect is aliased with any other main effect or two factor 
interactions, but two factor interactions are aliased with three factor interactions. 
Rechtschaffner design is a special Resolution V 12" 6 design. This design is saturated 
fractions of Resolution V of the 2 n  and 3   factorial designs. They allow the estimation of 
all main effects and all the two factor interactions without confounding. This design is 
suitable for screening with six or more factors. 
1.2.3.2 D-Optimal 
Is a specific 	to constrain an irregular' 6 process region in order to obtain the 
maximum information of the response for a set of few experiments, then the optimum 
values (using Response Surface Modeling) of the factors, can be determined in that 
constrained region. This design is useful for formulation and for qualitative factors. Also 
process and mixture factors are present. The model is a modification of the Bayesian' 6 
model and is based on a regression model, as shown in (1.9) 
Y=/3x+& 	 (1.9) 
1.2.4 Regression analysis 
Is a statistical technique for modeling 2, 25-30 and investigating the relationship between 
two or more variables. The determined model can be predicted and optimized. 
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1.2.4.1 Simple linear regression 
For a single variable (factor), the mean random variable Y is related to X (predictor 
variable), as shown in (1.10) 
Y=/30+/31X+e 	 (1.10) 
in which ,8o, /Jj  are the unknown coefficients and e is the random error. The coefficients: 
flo and fli  can be determined using the technique of Partial Least Square (PLS)2 ' 30, which 
accounts for the minimization of the sum of squares of the deviations between the 
predicted values and the observed values. 
Therefore for n observations: yj = lb + fIx + c,, where i =1.... n, the sum of the squares 
of the deviations is shown in (1.11), as follows 
L=Ec21 =E(y1 -flo -f3 1 x) 2 	(1.11) 
and the partial derivatives must comply with the expression (1.12) as follows 
3L/a130 =0, and 3L/3,81 =0 	(1.12) 
Once tb, lii are determined, the estimated regression line can be determined from the 
expression (1.13) as follows 
.jflo+l3jx1+ea, 	 (1.13) 
ej  =(y, - 9) is the residual 2 ' 4 value. 
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1.2.4.2 Multiple linear regression 
In this case there is more than one regressor variable (factor) and a plane is described for 
two factors with interactions, (expression (1.14)) 
y=/30+/3jxj +/31X2 +/312x1x2+ e 	(1.14) 
or a surface4 ' 9 is generated with the same 2 factors, (expression (1.15)) 
y ho +/3jx +/32X2 + fill xj 2 + /322X2 + 1312x1x2  + e (1.15) 
where flo is the intercept of the plane, and Iii, /32, 811, 812,  1322  are the regression 
coefficients 4 '9" of the model and e is the residual value. Therefore for p factors (x) and 
n observations (i), a general model is the expression (1.16) 
y,8o+flJxiI+132x12 +/lx,+e1 	(1.16) 
A matrix4 '7'9 notation is y= x/3 + e. We need to obtain the values of fl in such a way that 
PLS is used to minimize the expression (1.17) 
L =E e,2 = e 'e = (y- X/3)' (y- X/3) 	(1.17) 
and the partial derivative 3L/313 =0, and therefore /1 can be determined by the following 
expression (1.18) 
/1= (x'x) - ' x'y 	(1.18) 
where x' is the transponse matrix of x and ft' x) -] is the inverse 4,7,9  matrix. 
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1.2.5 Analysis of Variance 
1.2.5.1 Test of hypothesis and significance 
It is useful to make assumptions about the populations 1-3,6  of study. Such assumptions 
are statistical hypothesis 6, and they are based on sampling6 theory. Therefore if it is 
necessary to compare two procedures or populations and decide which one is better, and 
so formulate the hypothesis that there is no difference between them, and in that case we 
have the nu1123 ' 6 hypothesis (H0), otherwise there are differences and we have the 
alternative 2-3,6  hypothesis (H1). If it is supposed that a supposition of a statistical 
hypothesis is true and the results observed in a random manner differ from those 
expected from the hypothesis, then if difference is significant 2,4,6  the hypothesis must be 
rejected (H0), and the alternative hypothesis is selected (H1 ). Therefore it is important to 
determine the level of significance in the hypothesis formulation, and whether there is a 
risk of rejecting hypothesis (Type I error) or if it should be accepted (Type II error). The 
levels of significance (ai) are usually from 1 % to 5 % and the confident levels are from 
99 % to 95 %, supposing that a one tailed test of the data distribution is taken. 
Sometimes it is necessary to test the significance of two or more sampling means, using 
the null hypothesis, in a methodology called Analysis of Variance 2,4,6,31  (ANOVA), 
where a Fisher 2,4,6  distribution is used to reject/not reject the hypothesis. This 
methodology is based on experimental design and is based on the variability of the 
different treatment 2 ' 6 (levels) of the factors, considering complete randomization 2 ' 6 . 
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1.2.5.2 Treatment effect. ANOVA 
1.2.5.2.1 One-way analysis (1 factor) 
In this case, supposing complete randomization of an equal number of observations (J) 
and treatments or levels (i) of one factor A, the linear statistical model 2 ' 6" will be as 
follows Y. = p + a + ei,, in where Y is the response variable of the ij observation, ji is 
the overall mean of all observations for each treatment, a j =(u, —1u) is a parameter 
associated with the treatment effect, and e,, is the random error component. The rational 
behind of this model is to know if the difference (u,-1u) of each treatment mean (p) for 
the observations and the overall mean (p) is equal or different. Therefore the hypothesis 
test2 ' 4 ' 6 is as follows (1.19) 
H0: aj=a2=a3 .... a O;HI: atO 	 (1.19) 
It is known that the linear model can be expressed as the total sum of square (SST) 
expression (1.20) 
(SST) = treatment sum of squares (SSt) + error sum of squares (SS,) (1.20) 
It is necessary that F0 = ( (SS1I freedom degree)/(SS, /freedom degree)) <Fcritic (a, level, 
freedom degrees) for complying with the hypothesis H0. 
1.3.5.2.2 Two- way analysis (2 factors) 
In this case not only factor effects at different treatments 2 '4 ' 6 (levels) are analyzed, but 
their interactions. For a completely randomized experiment, where there are (a) levels of 
factor A and (b) levels of factor B, for n replicates, the observation (j)  for the (k) 
16 
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replicate is denoted by yijk.  Therefore the linear model 2 '4" for two factors will be: Yk = 
p + a +fl +(a,6,) +Cyk, where Yk is the response of the observation (U) for the replicate 
(k); a, is the effect of the (i) level of factor A; ,8 is the effect of the (j) level of factor B; 
(afl,) is the effect of the interaction between A and B; and 6yk  is the random error 
parameter having a normal distribution 2-4,6  with mean zero and variance (cr2):  The sum of 
the squares 6" 6 (SS) of the model can be as follow: SSr= SSA +SSB +SSAB +SSE.Therefore 
the hypothesis to test will be as follows 
H0: a= a2=  a3=... = aa = O, H1: ai t- 0 (no main effect of the factor A) and 
the F0 —(SSA/(a-1))/(SSE lab (l-n)) < Fcrit (a,, (a- 1), ab(n-])). 
H0. /31=132= 83... = Pa = 0; H1 . fl i t 0 (no main effect of the factor B). F0 
=(SSA/(b-l) )/(SSE/ab(1-n)) <Fcrit (a,, (b-i), ab(n-1)). 
Ho: (a/3)11= (a/i) 12=  (a/3)13 =... =(afl)ab = 0; Hj: (afl)ij  0 (no interaction). F0 
=(SSAB/(a-&b-1))1 (SSE/ab(1-n)) <Fcrit (a,, (a-i)(b-i), ab(n-1)). 
1.2.6 Model adequacy 
1.2.6.1 Regression goodness of fit 
There is a parameter that measures the regression goodness 2,4,11  of fit and it is the 
correlation coefficient 21-10  (R 2) and it is a measure of the reduction of variability of the 
response (1) obtained by using the regressors (xi, X2,  X3  ..... . xk). This parameter R2 can be 
determined as follows: SSR/SST, in where SSR is the sum of squares due to the regression 
and SST is the total sum of squares including SSR and SSE (sum of squares of the 
residuals). Its range is: 0 R2 1. A large value of R 2 does not mean that the regression 
model is a good one. Therefore analysis of statistical significance of variables is 
necessary for good prediction of new observations and for model validity. 
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1.2.6.2 Test significance of regression 
It is known that R2 is not sufficient to infer that a model is valid, so it is necessary to 
consider test of significance using ANOVA. Therefore supposing a simple linear 
regression model where the residual errors of the data are normally distributed with 
mean zero and standard deviation (a) we are interested in the linear  11 ,25 -30  relationship 
between the two variables: x and y and the model is as follows y=/i o + flj x, so the test of 
significance is as follows H0 : /3j = 0 (Null Hypothesis accepted); H0: /Jj 7~ 0 (Alternative 
hypothesis accepted), so it means that considering the slope (8) of the equation, the null 
hypothesis can be accepted if there is no linear relationship between X and Y. The same 
procedure could be done using the hypothesis of the intercept (/3), instead of the slope 
(/lj ). Furthermore we are interested in minimize' 12530 the sum of the square of the 
residuals (SS) and the sum of the square of the regression (SS 1 ), considering the total 
sum of the square (SST), as follows (1.21) 
SST = SSpg+ SSpj 	(1.21) 
The expression (1.21), can be expressed, as follows (1.22) 
2 1j1 (y..-i)' -E,=j(y.-Y') + £.,li_-1 (Y-)' 	(1.22) 
Where yj is the experimental data; Y is the average value of y j values and Y  is the value 
of the predictor. The Fig. 1.7 depicts graphically the regression fitting, considering the 
three representatives points in the linear regression: observation points: (x,y); predictable 
point (,y) and the average observation point (x. Y) and their relationship with the 
residual and regression error respectively. 
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Fig. 1.7 Linear regression fitting 
Furthermore if we consider that we have 1 and n-2 degrees of freedom for SSp E and for 
SSps respectively, and the significance level: a (5 %), therefore the Fisher distribution 
(F) is as follows (1.23) 
F= (SSj )1(SSc](n-2)) 	(1.23) 
So if the value ofF> F (critical values of Fisher distribution for (a (5 %), 1, n-2), then 
H0 can be rejected because /lj :~O, therefore there is a linear relationship between x and y. 
1.2.6.3 Test of significance of lack of fit 
This test is useful in validating a model taking into account the residual 4'9" 6 graphic 
analysis as in Fig. 1.7 where a model independent estimate (replicates of the 
observations) is compared to the model dependent estimate denoted by the random 
variation of the residual values. Therefore the lack of fit of the model is evaluated as a 
function of the random variation of the residual values (residual error) and the number of 
replicates (r) of each observation (n) (pure error) and the similar the residual error 4'9" 6 to 
the pure error, the better the fit of the model. 
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Therefore the hypothesis analysis is carried out as follows 
H0: fit the model 
H1: lack of fit of the model 
The comparison of the random residual error of the model, with the number of replicates 
of the observations, is carried out as follows (1.24) 
SSRS (RESIDUAL ERROR) = SS LF (LACK OF FIT) + SSPE (PURE ERROR) (1.24) 
Considering that all the residual errors are distributed randomly, with mean zero and 
standard deviation (o), and for a confidence level (a), and degree of freedom (DF) for 
the lack of fit (DF:n-2) and the pure error (DF: r-n), it is necessary to comply that the F 
value of this distribution (1.25), must be less than the Fe (a, n-2, r-n), to accept H0, and 
fit of the model. 
F ((SS LF)/fl 2)/( SSpF)/r-n) (1.25) 
1.2.6.4 Residual analysis 
It is known that the PLS (partial least squares) provides the proper methodology for 
fitting straight-line 25-30  models to regression data. These data are collected 
independently, which means that each response variable (y) for each considered 
observation (x) is independently each other, as well as the response variable (y) is 
normally distributed, with constant variance (c12).  However it is common to analyze the 
random error of data distribution of the model, instead of analysing the response variable 
distribution. This random error is known as a residual value 4 '9'3224, and it is defined as 
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the difference between the response y, for each observation x i and the predicted value of 
the response Y, as shown in the expression (1.26) 
	
e1 =yi—yi' 	(1.26) 
These random errors (e) must be independent and normally distributed with constant 
variance () and mean zero, as follows (1.27) 
e1 -N(O, ) 	 (1.27) 
1.2.6.4.1 Raw residuals (Rr) 4,9,16 
Their definition is the same as the random errors (1.28), but the errors are not 
independent of each other while the variance (02)  is not constant 
Rr(y1 —y1 ') 	(1.28) 
1.2.6.4.2 Standardized residuals (Sr)4 '9" 6 
In this case the expression is the raw residual divided by the residual standard deviation 
(ci), as follows (1.29) 
Sr = (y1 — y 1')IcY 	(1.29) 
1.2.6.4.3 Studentized residuals (Str) 4 '9" 6 
Is a very useful residual parameter to evaluate potential outliers (data of the model found 
far away from the data region), as shown in (1.30) 
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Str = (yi - yi')I (2  (1-h,,J)(") 	(1.30) 
This residual parameter evaluates an estimate (h,1), which the variance of the fitted 
values of the model, and it is the ith diagonal element of the matrix it's , as follows 
(1.31) 
H=x(x'x) -'x' 	 (1.31) 
Where x and x' are the matrix and the transposed 4,7  matrix (rows of the matrix of the 
observations turned into columns) respectively, of the observations, and (x 'x) - ' is the 
inverse matrix of the product of x and x'. 
The elements of the hii elements are included in the interval: 0 < h 1 1, therefore for 
low values of h 1 (close to zero), the random errors are not independents and so the Sir 
becomes the same as Sr. 
1.2.6.4.4 Influential observations 
These are related to those observations that are far away from the rest and the collected 
data of the model. These observations are leverage points 4,9  or outliers 34-37  that can 
influence the validity of the model and so distort the linear distribution of the data region 
when these points are incorporated. There are special methods for detecting influential 
observations, one of them is the Cook's distance 39-39 (Di ), as shown in (1.32). 
Di = (Str h 4)/(p (1-h 11)) 	 (1.32) 
Where p is the number of variables +1 
Fig. 1.8 shows an experimental data region fitted to a lineal regression model (Y =flo +18j 
X). However a leverage point (1) is far away from the bulk data region, and its 
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modification from (1) to (2) or from (1) to (3), changes dramatically the slope 0 1 of the 
lineal model, therefore the Cook's distance will provide information whether this 
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Fig. 1.8. Experimental data showing a leverage point 
1.3 Optimisation 
1.3.1 Introduction 
In many fields of sciences and engineering, the optimization 2,4,9  of a process requires 
firstly an analysis of the objective of the real problem. This analysis can be determined 
by the methodology of experimental design, where a variable analysis defining the real 
problem is carried out, in order to determine the important variables or the design 
variables, which describe the real process, using few experiments only. Therefore the 
connection of these design variables with the target response, defines a mathematical 
'I' 
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model, which predict the real process and therefore requires an optimization process. 
The latter require an optimization  criterion (e.g. minimize economic cost), where the 
mathematical model (objective function of two or more variables) is optimized in a 
region 2,16  in where a curvature is found. This curvature can be obtained through the 
methodology of the response surface 2,4,12,40-41  (RSM'), where designs such as Central 
Composite Design 2,4,1641  (CCD) or D-optimal, are useful to fit the response surface and 








F(x 1 ,x2 .....x1) 
Discontinuous 
Function 
Optimisation I RSM 
Process 	I 
I D-optimal 	I 
I 	Design I 
Fig. 1.9 Block diagram of an optimisation process 
1.3.2 Continuity of functions 
It is known that the search of the optimum 2,4,16  value of a function (with one or more 
variables), is based on the determination of their stationary points 7 that provide the local 
maximum or minimum to determine variable regions of study. These stationary points 
can be determined depending on the type of function. 
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1.3.2.1 For continuous functions 7 (Fig. 1.10) such as polynomial, exponential 
functions, etc, a maximum or minimum is always guaranteed in a closed interval (x 1 , x2) 
of the variable x. Therefore for a determined XO value in that interval, the continuity 
condition for a function F(x), must comply with the expression (1.33) 
F(x0) = urn F(x0 + h) 	(1.33) 
h-43 
Where the F(x) value does not change for infinitesimal shifts (h) determined, either on 






XI x0-hx0 x0+h 	x 
Fig. 1.10 Continuous function 
1.3.2.2 For discontinuous functions 7 (Fig. 1.11) such as step functions, where 
the values of the function (F(x)), for a determined value of xo are different for low shift 
of h on the right and on the left of xo in the interval (x,x2). Therefore the existence fields 
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of the function is divided in several field or intervals (xj, xo) and (xo, X2),  where the 
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Fig. 1.11 Discontinuous function 
1.3.3 Response surface methodology 
In general RSM is a mathematical and statistical technique useful for modeling and 
analysis for the search of the optimum of a response influenced by two or more 
variables. 
If we consider a function of two of more variables (F(xj,X2 	X3)),we can determine the 
stationary points as before (function of one variable (F(x)). In this case the maximum or 
minimum is found in the curvature of a surface. Therefore for a function of two 
variables (F(x,, x2)), the response surface can be expressed as follows in (1.34), 
Y= F(x j x2) + & 	(1.34) 
F(Xj, X2) = Ypred 
Y Yp red = 8 
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This response surface 2,4,9  is a surface plot in a three dimensional space, where the levels 
of the factors or variables Xj and X2 vary for a determined established range, and this 
variation is observed in the different height determined for each variable and for each 
range. This surface plot can be visualized better using the contour plots 2 '4 '9 ' 16 , as shown 
in the Fig. 1.12 where the variables x j and X2 are represented for each level and the 
responses (yI,y2.y3)  are observed in sequential lines of curves. 
Optimum region 
X2 
Yi 	)Y2 , Y3 
xl 
Fig. 1.12 Con/our plot visualizing the optimum region 
Therefore the true curvature of the optimum region shown in the Fig. 1.12, can be 
determined with a second order 1,4,9  model, where x1 and x2 show a quadratic effect, as 
follows (1.35) 
Y= /Jo + /3,xj + 82x2 + /33 X2 j + /34 X2 +/34x1x2 + E 	(1.35) 
There are many designs for fitting the second order response surface, shown in the 
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methodology of the experimental design, such as D-optimal, full factorial design of 3 
levels and Rechtschaffner 4" 6 designs, as well as the Box Behnken 4" 6 design (3 level 
design, where the design points are in the center of the edges of a cube or hypercube, 
and all the points are situated on the surface of a sphere). However the most important 
design in the response surface methodology, is the Central composite design (CCD) or 
Box Wilson Central Composite Design, which consist of: 
Full factorial (2") or fractional factorial design (2 k- '). contained in a 
cube or square. 
Star points2 ' 4 ' 9 (2k) that allow the estimation of the curvature. 
Centre points2 ' 4 ' 9 . 
The distance between the star point and the center of the design is defined as (a) and its 
value depends on the number of factors involved in the design as well as certain 
properties desired for the design, as shown in the expression (1.36). 
a = (2") "4 with a> 1 (1.36) 
Examples of a value as a function of the number of factors are shown in the Table 1.3 
Number offactors (k) Scaled values of a relative to +1 
2 	 1.414 
3 	 1.682 
4 	 2.000 
5 	 2.378 
6 	 2.828 
Table 1.3 Values of a as afunction of the number offactors k 
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Therefore considering the number of factors (k) in the Central composite design, we can 
obtain different geometries, such a square (2 factor), describing a circle and giving a 
circumscribed central composite design, a cube (3 factors), describing a sphere, as 
shown in the Fig. 1.13. 
(0,a) 
0,+1) • 	I • 
(-a,O) 	 (0,0) 	(a,0) 	x 
-1,-1) 	I 	 (+1,-i) 
• (0,-a) 
a) Square design. k =2 	 b) Cube design. k =3 
Fig. 1.13 Central Composite designs for k=2 and k=3 
1.4 Inkjet printing 
1.4.1 Historical perspective of inkjet printing 
Printing4245 and imaging have had a huge impact in our consumer based society with 
applications ranging from posters and magazines to photographs. The main imaging and 
printing technologies 434 such as lithography, flexography and screen printing have 
driven these applications, however nowadays the development of silicon technology has 
lead to the development of non-impact printing technologies (printers) such as 
termography and inkjet printing444 , with the last one being the most important in terms 
of home and office printing applications. 
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The first use of inkjet in recording devices dates back to 1930. However a major impact 
in the fabrication of inkjet printing systems 460 was based on the work of Sweet in 1964, 
using a so-called continuous process 5152 , which was modified by Hertz in 1969. Another 
major impact in inkjet printing was the drop on demand 53-60  technology invented by 
Zoltan in 1972, using a piezoelectric system 4 ' 6 ' to eject the ink 62 '68 , based on the electric 
deformation of a ceramic material, when an applied voltage was applied. Xaar using the 
idea of Zoltan, patented a piezoelectric based system based on the vibration of the walls 
of the inkjet channel to eject the ink, which allowed constant drop size 69-72  and velocity 70 
and high resolution printing. Another remarkable printing technology was the thermal 57 
ink jet or bubble-jet system, discovered by Canon and Hewlett Packard in 1979. 
1.4.2 Inkjet printing technology 
Inkjet printing is a process whereby liquid ink formulations62656768  are squirted through 
a set of fine nozzles 43 , with the resultant ink droplets forming an image on the desired 
substrate 7377. This is a non-contact process, as none of the printing heads come in 
contact with the receiving surface, and is viewed as one of the major advantages of any 
inkjet printing system, compared for example to laser-printing. lnkjet printing can be 
divided into two main technologies: 
1.4.2.1 Continuous inkjets 
A continuous stream of charged ink droplets (Fig. 1.14), are ejected from a nozzle, and 
deflected via passage through high-voltage 51-52  deflection plates. The charged droplets 
are deflected on to the substrate to form the image, and the uncharged droplets collected 
in a gutter, to be returned into the ink reservoir ('raster scan method"). Also there is 
another design where the uncharged ink droplets form the image and the charge droplets 
are deflected to the gutter (binary continuous inkjet system). 
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Fig. 1.14 Continuous Inkjet 
1.4.2.2 Drop on demand. 
Ink droplets are generated 78-82  when a spot is required to form an image on the substrate. 
In this case the droplets are not charged, and the droplets are fired in a straight line 
through the nozzle in a determined position on the substrate. The travel distance from 
the nozzle to the substrate must be minimised to allow accurate positioning on the 
substrate. 
Drop on demand can be divided into piezo-systems 43 ' 6 ' (Fig. 1.15) (where ink droplets 
are ejected by an oscillating piezo-actuator 8081 , where a voltage is applied to a 
ferroelectric 43 material for its deformation and expeled from the nozzle) and thermal 
systems (Fig. 1.16) (where a bubble of vapour is generated by a heater behind the nozzle 
which heats the ink formulation whose expansion and contraction creates the pressure to 
expel the droplet). 
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Fig. 1.15 Drop on demand (piezo-system) 
Bubble 
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Fig. 1.16 Drop on demand (thermal system) 
1.4.3 Drop formation -The jetting process. 
It is known that the process of drop formation 54-5511  is very important in many industrial 
processes, and in the design of inkjet printers 42 . The first studies on drop formation were 
done by Rayleigh in 1891, where a column of liquid 69!71-72  under unstable conditions can 
form a drop after its break. Later Plateau 7 ' showed the behavior of the breakup 88  of 
viscous liquids 84,  such as g1ycerol 34 in water, where a column of liquid 
n 
j-. 
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grows to give main drops separated from each other by a thin thread 84-89  of liquid that in 
the break up process gives small drops (satellites) 56 ' 7 ' very close to the main drops. 
However when the liquid is very viscous4763 , a very long thin and elongated 71,89  thread 
of liquid is created, which has its minimum in the middle (pinch-point) 71 , before its 
breakup. On the other hand for the case of low viscosity fluids such as pigment based 
inks and diluted polymers, the generation of drops is regulated by the balance between 
the gravitational force 83  and the surface tension 91 . Therefore high 47-63  viscosity is 
neglected in this type of formulation and no elongated and thin threads are created, 
because the surface tension is the driving force. The jetting process of these fluids, from 
the nozzle enables the formation of a column of liquid due to the pressure wave 
generated by the piezo-actuator 6 ' (squeeze mode). This pressure wave 53,61  must 
overcome the viscous pressure loss in the nozzle and the surface tension in the meniscus 
of the fluid, enabling the breakup process and the formation of the drop, as shown in 
Fig. 1.17. For this reason good jetting of the fluids will be achieved by good 
performance of the jetting device 70 (voltage, pulse width and firing frequency) and the 
physical properties 9 '' °7 (density, viscosity and surface tension) of the inkjet formulation. 
Therefore good selection of the process factors 43 ' 61 ' 70 (jetting device parameters) and the 
mixing factors62 ' 63 ' 70 (composition of the formulation), must be chosen in order to 
achieve good rheological 8689 control of the drop velocity 70, firing frequency, drop 
morphology and good spreading 75-76  on the surface 77  of the porous7475 substrate. 
Viscous pressure loss 
ACQLLMC 
Pressure 
Dynamic pressure of liquid 
&irf€ice ienr1onpressure rise 	 - 
lbssle 
Fig. 1.17. Drop releasing from nozzle 
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1.5 Aim of the thesis 
The generation and optimization of formulations either high-throughput technology or 
design of experiments is a little studied area of research. This thesis brings to the fore 
the need of high-throughput technologies to prepare various multicomponent libraries of 
formulations using robotics and inkjet printing systems, in the following area: 
Pigment based ink formulations for application in inkjet printers. 
Lipoplex formulations for gene delivery. 
Biodegradable polymer blends for applications in cell binding. 
These rapid formulation tools were integrated with the DoE (design of experiments) and 
the design of pigment based inks and lipoplexes, with two main objectives: 
• Factor analysis to determine the main factors (mixture and process factors) in 
the generation of optimal formulations. 
• Generation of a mathematical model of the selected main factors for 
prediction and optimization of new materials. 
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Chapter 2: Pigment based ink formulations 
2.1 Introduction 
There are three main types of inkjet inks 42 : solvent based inks (they are very useful in 
the industrial sector, using the continuous process printing, often using acetone and 
alcohol as carriers); phase change inks (they are molten liquid inks jetted out from the 
printhead nozzle, which are converted into solid inks on the substrate, avoiding 
spreading 7576. They use long chain fatty acids as a carrier); water based inks62 ' 65 (they 
are the most useful in office desktops and can be dye based and pigment based inks, with 
the later offering good waterfastness, lightfastness and optical density properties). It is 
known that any inkjet ink formulation contains many components that provide physical 
properties to the formulations such as viscosity 94-107  and surface tension 91-92  modifiers. 
2.1.1. Water based inks. General components 
2.1.1.1. Solvents. 
Their main function in inkjet inks is as a carrier, where water is the main carrier 62,65 
component due to its polarity, facility to participate in hydrogen bonding, and 
miscibility. However there are other important components that appear alongside, giving 
different functions to the formulations, as follows: 
2.1.1.2 Humectants. 
Their main function is to "moisten" the formulations, minimizing their evaporation and 
so overcoming the crusting 66  of dye and pigment at the printhead nozzle. They can be 
glycols 62,65  (ethylene glycol, diethylene glycol); sulfoxides (dimethyl sulphoxide, 
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alkylmethylsuiphoxide); sulfones (sulfolanes, dialkyl sulfones); amides (N,N-
dialkylamides, 2-pyrrolidinone). 
2.1.1.3 Penetrants. 
Their main function is to enable the infiltration of the inkjet ink inside the porous 73-75 
substrate and the control of the inkjet ink contact angle on the surface of the substrate 
avoiding excessive spreading 7677. They are normally pyrrole ring derivatives 62 '65 (N-
methylpyrrolidinone, cyclohexylpyrrolidinone) and alcohol derivatives (benzyl alcohol, 
1 ,2-hexanediol), however they can be: sulfoxides, ketones, lactones, or esters. 
2.1.1.4 Viscosity modifiers. 
Their main function is to facilitate the jetting 83-90  process of the inkjet ink through the 
nozzle 43,61  and the good optical density on the surface of the porous substrate. They can 
be glycerol and glycols such as diethylene glycol and poly(ethylene glycol). 
2.1.1.5 Surfactants. 
These are surface active 92  components. Their main function is to control the surface 
tension 70,91  of the inkjet ink formulation, both in the break-off 88-90  of the drop from the 
nozzle and the spreading on the porous substrate. They are able to form micelles 92  or 
double layer lipids when the critical micelle concentration is reached. These components 
contain a polar group (head) and apolar group (long chain fatty acid derivative). They 
can be divided into cationic (ammonium derivatives), anionic (sulphate and carboxylate 
derivates) and non-ionic (polyethyleneoxide derivatives) surfactants. 
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2.1.1.6 Pigments. 
These are insoluble dyes and are incorporated in the inkjet ink 42  as dispersion 66 . The 
properties of this dispersion facilitate good rheological properties (flow and 
deformation) and tinctorial properties of the formulations. Therefore the dispersion of 
these pigments in water can be facilitated by the presence of polymers anchored on their 
surface, which enable an increase in the repulsive forces between pigment particles and 
so their solubility. 
2.1.1.7 Dye-stuffs. 
They are soluble in water and can be natural or synthetic dyes 42 . They are normally 
aromatic molecules containing anthracene and naphthalene rings connected with azo 
groups as well as suiphonic groups. There lightfastness is inferior to the pigments. 
2.1.1.8 Miscellaneous additives 
2.1.1.8.1 Flexibility and inkjet components. 
They are usually polymeric additives 62,65  such as polyacrylate salts, polyvinyl 
derivatives (poly(vinyl alcohols), poly(vinyl pyrrolidinone), poly(vinyl ether)) and 
cellulose derivatives (hydroxyethylcellulose, hydroxypropylcellulose). They contribute 
to give the properties of hardness, gloss, adhesion and flexibility in an ink. 
2.1.1.8.2 Antioxidants. 
They are stabilizers and enhance the properties of the inks, reducing their degradation 42 
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2.1.1.8.3 Driers. 
Their presence enables oxidation to take place rapidly and the ink film to dry hard in a 
few hours, they are often catalytic (inorganic salts, soaps of organic acids). 
2.1.1.8.4 Chelating agents. 
They are additives that can bind to a metal in order to deactivate them. They often give 
intense colour 62,65  to the pigments, they can often be EDTA or phosphates. 
2.1.1.8.5 Biocides. 
They are incorporated into the formulations 62,65  to avoid the growth of bacteria or fungi 
in water. They are usually: benzoate and sorbate salts as well as glycols and alcohols. 
2.1.1.8.6 Dispersants. 
They are used for pigments only and its role is to avoid the flocculation of the pigment 
particles 66  giving a good dispersion 70  system that avoids clogging the printhead 
nozzle43 ' 6 ' and good colour properties on the surface of the substrate. They are usually 
resins of co-polymers. 
2.1.1.8.7 Buffers. 
They are used to maintain constant the pH 42  of the inkjet ink formulation. They can be 
bases such as ammonia and triethanolamine and acids such as sulphuric and acetic acid. 
The pH of the inks range from 7 to 10. 
2.1.2 Pigment based ink components. 
The components of pigment based inks used in this project are as follows: 
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2.1.2.1 Diethylene glycol (Fig. 2.1). 
An odourless liquid, miscible with water and polar organic solvents. It is derived from 
ethylene oxide. Its boiling point is 245 °C and its density is 1.118 glcm 3 . Its function in 
the pigment based ink formulation is as a humectant 62 '65 and viscosity99 modifier. 
HO OH 
Fig. 2.1 Structure of diethylene glycol 
2.1.2.2 Glycerol (Fig. 2.2). 
Its function in the pigment based ink formulation is as a humectant 62,65  and viscosity 
modifier, with a surface tension of 64 mN/rn at 20 °C 
OH 	OH 
OH 
Fig. 2.2 Structure of glycerol 
2.1.2.3 Surfynol-465 (Fig. 2.3). 
It is a non-ionic surfactant' 07  belonging to the family of acetylenic diols 62 '65 . Its function 
is to modify the surface tension 70,11  in the formulation either in the nozzle or the 
porous7375 substrate. This surfactant diffuses very fast to the air-liquid and solid-liquid 
interfaces, therefore reducing dynamic 92  and equilibrium surface tensions of both 
interfaces, enabling the flow and spreading of the formulation. Its equilibrium surface 
tension is 38 dynes/cm and its dynamic surface tension is 40.2 dynes/cm. 
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Fig. 2.3 Structure of surfynol-465 (n=1O) 
2.1.2.4 1,2-hexanediol (Fig. 2.4). Is an alcohol and its function is as a penetrant 62 ' 65 
in the infiltration 73-74  process through the porous of the substrate. 
OH 
OH 
Fig. 2.4 Structure of], 2-hexanediol 
2.1.2.5 Cabojet-300. It is a pigment dispersion 66  (15 %), called carbon black. Its 
dispersion must be stabilized to avoid the clog effect into the nozzle. 
2.2 Results and discussion 
2.2.1 Introduction 
Formulations of pigment based inks containing 4 components (diethylene glycol, 
glycerol, 1 ,2-hexanediol, surfynol-465) plus water, were determined by experimental 
design and prepared by a liquid handler, before determining their density and viscosity 
in a high-throughput manner. Preliminary results of viscosity and density of the 
components of the formulations were carried out through the coupling of a viscometer 
and a densitometer with a liquid handler, before analysis of the variability of the 
dispensed volume of the stock solutions by the liquid handler. Finally an experimental 
design of formulations of pigment based ink and their optimization was carried out. 
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2.2.2 Preliminary results 
2.2.2.1 Coupling the densitometer and viscometer to a liquid handler 
Density and viscosity measurements were carried out independently, coupling a 
densitometer and a viscometer to a liquid handler (Fig. 2.5 and Fig. 2.6). 
Measurement of density was carried out with a densitometer, which was based on the 
measurement of the resonant frequency of a mechanical oscillator, which is a double 
U-shaped tube containing the sample. The density was determined as a function of this 
resonant frequency and the temperature. 
Measurement of viscosity was carried out with a viscometer, which was based on the 
falling ball procedure, where a capillary contained the sample. 
Both devices (densitometer and viscometer) were coupled to a liquid handler 
(Experimental 5.1.2 and 5.1.3), where the sample, from a 4 ml glass vial, was dispensed 
into a sample receptor (a cylindrical plastic tube 5 cm x 1.5 cm) by a disposable tip 
connected to the liquid handler. Then the sample flowed from an outcome valve through 
a plastic tube to the densitometer and to the autofilling capillary of the viscometer 
respectively. Density and viscosity measurements were recorded and analyzed by a 
computer, before removing the samples from both devices, washed with methanol and 
drying with a nitrogen flow, which was controlled by a manometer of a cylinder-head. 
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Fig. 2.5 Densitometer coupled to a liquid handler 
Table 2.1 shows the density values of water (p0.9975 g/cm 3 at 25 C) used as a standard, 
when the densitometer was coupled to the liquid handler. Four replicates were obtained. 
Results of the Table 2.1 shows that density values are reproducible for a flow rate of 20 
il/s. 
Test 	Density(g/cm 3 ) 
1 	 0.9968 
2 	 0.9940 
3 	 0.9968 
4 	 0.9969 
Average 	0.9961±0.0014 
Table 2.1. Density values of water determined via optimization of the coupling of 
a liquid handler to a densitometer. 
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Fig. 2.6 Viscometer coupled to a liquid handler 
Table 2.2 shows the viscosity values of water determined at 50° of the capillary rotation, 
when the viscometer was coupled to the liquid handler. Three flow rates (from the liquid 
handler to the viscometer) and three replicates were determined. 
Flow rate TI 1 112 113 1laverage 
(pus) (mPa s) (mPa s) (mPa s) (mPa s) 
50 0.9093 0.9112 0.9065 0.909±0.002 
40 0.9155 0.9128 0.9168 0.915±0.002 
30 0.8860 0.8830 0.8840 0.884±0.001 
Table 2.2. Viscosity values of water determined via optimization of the coupling of a 
liquid handler to a viscometer 
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The results show that the flow rate of water into the viscometer significantly affected the 
viscosity results. It was found that increasing the flow rate generated reproducible results 
of viscosity. The best result was found with a flow rate of 40 p.1/s, a value which 
deviated 1.9 % with respect to the literature, however lower flow rates (30 Ws) deviated 
5.2%. 
2.2.2.1.1 Density and viscosity of solvents 
An experiment was carried out looking at the viscosity of other solvents using the 
optimized conditions. Two solvents were used: ethanol (p = 0.789 g/cm 3) and ethyl 
acetate (p  0.905 glcm 3). Three replicates for the determination of viscosity were done 
as shown in Table 2.3. 
Solvent 	Iii 112 113 ilaverage Tllilerature 
(mPa s) (mPa s) (mPa s) (mPa s) (mPa s) 
Ethanol 	1.276 1.255 1.275 1.27±0.01 1.20 
Ethyl acetate 	0.520 0.5 10 0.530 0.51±0.01 0.51 
Table 2.3 Viscosity determination of ethanol and ethyl acetate 
The results (Table 2.3) show that the viscosity determination of both solvents ethanol 
and ethyl acetate gave deviations of 5.4 % and 1.9 % from the literature. The deviations 
of the viscosity values of both solvents with respect to the literature values are due to the 
low boiling point of both solvents: ethanol (Bpi: 78.4 °C) and ethyl acetate (Bpi: 77.1°C), 
but it is acceptable for an automated HT approach, especially as much less volatile 
solvents will be used in this approach. 
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2.2.2.1.2 Density and viscosity of the components and dilutions of 
pigment based inks 
Density and viscosity determinations of the main components of the formulations were 
done manually (due to their high viscosities) as shown in Table 2.4. 
Physical 
properties 
Diethylene glycol Glycerol Surfynol-465 Hexanediol 
pexp (g/cm3 ) 1.108±0.001 1.254±0.001 1.030±0.001 0.94±0.001 
Put (g/cm 3 ) 1.117 1.261 1.000 0.951 
Ilexp(200C)(mpa s) 36.64±0.04 1412.06±2.46 195.36±0.21 79.04±0.09 
llu It(200c)(mPa s) 36.43 1500 
TICXP(250c)(mPa s) 28.89±0.04 876.5±0.19 137.31±0.32 58.45±0.10 
Table 2.4. Density and viscosity of the component 
The results in Table 2.4 show that the main components of the formulation gave density 
values close to that of water, especially in the case of surfynol-465 and I ,2-hexanediol. 
However the viscosity values were very different, with glycerol values 6.4 and 15 times, 
the viscosity of surfynol-465 and 1,2-hexanediol respectively. However diethylene 
glycol showed the lowest viscosity values of the four components. The handling of these 
components would be difficult on a conventional liquid handler, so stock solutions of 
each component were used for dispensing during formulation generation. 
The components with high viscosity values (glycerol and surfynol) were prepared as 
58.8 % w and 24.6 % w solutions respectively, whilst the components of medium 
viscosity values (diethylene glycol and 1 ,2-hexanediol) were prepared as 66.3 % w and 
58.8 % w solutions respectively. Table 2.5 shows the concentration of these solutions, as 
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well as their density and viscosity. Three replicates of each measurement were done and 
the procedure of measurement was carried out automatically. 
Component Concentration Density Viscosity 
(gil) (glcm 3 ) (mPa s) 
Diethylene glycol 725 1.093±0.001 7.211±0.004 
Glycerol 675 1.148±0.001 6.958±0.001 
Surfynol 250 1.018±0.001 4.183±0.001 
1,2-Hexanediol 575 0.978±0.001 7.227±0.002 
Table 2.5. Density and viscosity values of the stock solutions (T=25 °C) 
The stock solutions of each component (Table 2.5) had very similar viscosity values 
varying dramatically with respect to the pure components, with the viscosity value of the 
solution of glycerol (58.8 % w) 126 times less than the value of glycerol and the 
viscosity of the solution of diethylene glycol (66.3 % w) 4 times less than the value of 
the diethylene glycol. The density values did not change markedly with respect to the 
values of the pure components. 
The liquid handler coupled to the densitometer and viscometer were use to analyze 20 
pigment based ink formulations. Formulations were prepared by the liquid handler on a 
1.8 g scale, using the optimum dilutions of each component. The formulations were 
prepared in order to analyze their viscosity variation, varying diethylene glycol in the 
range of 5 to 30 % w, as well as the surface tension, varying surfynol in the range of 0.5 
to 1.75 % w with fixed values of glycerol (5 % w), I ,2-hexanediol (3 % w) and pigment 
(3%w). 
Density and viscosity values of the formulations were determined with two replicates of 
each measurement, as shown in Table 2.6 
46 

































































Table 2.6. Automated density and viscosity determinations of pigment based inks 
(T=25°C, capillary rotation = 50°). 
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The results show that the densities were all in the range of 1.016 to 1.054 g/cm 3 and the 
viscosity values ranged from 1.516 to 3.805 mPa s, when the composition of diethylene 
glycol increased from 5 to 30 % w and the composition of surfynol increased from 0.5 to 
1.75 % w, since diethylene glycol was the main modifier of the viscosity, surfynol had 
little effect on viscosity. 
It was found that the results of the densities and viscosities of the formulations were 
good, where the density determinations were very straightforward, however some 
problems were found in the determinations of the viscosities with the viscometer, such 
as the appearance of air bubbles inside the capillary due to the increase of surfynol 
composition, specially for values of 1.5 to 1.75 % w, giving inaccurate values each time. 
It was also observed that the capillary ball becomes "sticky" with pigment particles, 
requiring washing every five determinations to limit inaccurate determinations of 
viscosity. 
2.2.2.2 Variability of the stock solution volumes dispensed by the liquid 
handler 
Analysis of the variance (ANOVA) using one-way experimental measurements 
(treatment of a group of samples for one factor (volume) considering several replicates), 
was used to study the variability of the dispensed volumes of the stock solutions by the 
liquid handler (Appendix Table 1). Three volumes (50 pi,  150 pJ and 300 pi) were 
aspirated and dispensed using the four main components of the formulations (diethylene 
glycol, glycerol, surfynol-465 and I ,2-hexanediol). Four replicates of each volume for 
each the four components of the formulations were dispensed using the liquid handler, 
working in a continuous manner (Experimental 5.1.2.1). Results of the variability 
(ANOVA) are shown in the Table 2.7, Table 2.8 and Table 2.9. 
For ANOVA analysis the following expressions are needed: 
Level of significance: 5 % 
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One tail distribution: 95 % confidence levels. 
Null Hypothesis (Ho): No variation between the volume mean of each component 
(O2bc< 02 WC) 
Alternative Hypothesis (Hi): Variation between the volume mean of each component 
(0 bc > Owc) 
Fisher ratio (F): 
F= (02 bc/02 wc) 
Sum of Square (55): 
Total variation of volumes (v): v= E(7,i) 2 
Variation of volume between components (Vb): Vbc = b(E('V ,)2) 
Variation of volume within components (V): V wc = 
Degree of freedom (DF): 
Between component volumes or between treatments: DFbc = a-i 
Within component volumes or within treatment: DF 	a(b-1) 
Total variation: DF = ab-i 
Mean Square (M5): Sum of Square/Degree of freedom. 
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Variation DF SS MS I 	F Fc 
Between treatments 3 0.12 0.04 0.036 3.490 
Within treatments 12 13.41 1.12 
Total 15 13.54 
Table 2.7 ANOVA (dispensing 50 jJ) 
Variation DF SS MS F Fc 
Between treatments 3 0.34 0.11 0.036 3.490 
Within treatments 12 31.61 2.63 
Total 15 31.95 
Table 2.8 ANO VA (dispensing 150 j1) 
Variation DF SS MS F Fc 
Between treatments 3 37.82 12.61 4.290 3.490 
Within treatments 12 35.33 2.94 
Total 15 73.16 
Table 2.9 ANOVA (dispensing 300 tl) 
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Table 2.7 and Table 2.8 show that there was no significant difference between the mean 
dispense volume (50 and 150 tl) of each component of the formulations at 5 % 
confidence level because F < Fc and cannot be rejected via the Null Hypothesis. On the 
other hand Table 2. 7 shows that when dispensing 300 .tl, there is a significant difference 
in the dispense volume mean of each component at the 5 % confidence level because F 
>Fc, and therefore the Null Hyphotesis can be rejected. 
Analysis of the dispensed volumes of the components of the formulations were carried 
out considering descriptive statistics. In the histograms (Fig. 2.7, Fig. 2.8 and Fig. 2.9) 
the relative frequency of the dispensed volume is shown. For small dispensed volumes 
there was a central tendency of the distribution of dispensed volume, (Fig. 2.7 and Fig. 
2.8) with 94 % of the dispensed volume in the range 48 to 50 j.il, however 75 % was in 
the range from 145 to 147 jil, with just 25 % of the dispensed volume in the range 148 
to] 50 pl. On the other hand it was found (Fig. 2.9) that for higher volumes, there was a 
skewed distribution to the left, with 56 % of the dispensed volume in the range 295 to 
297 j.tl, and just 19% of the dispensed values in the range from 298 to 299 pl. 
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Std 1.0 1.5 2.0 
Mean 49 147 299 
Median 49 147 296 
Mode 49 147 297 
P(25%) 48 146 295 
P(50%) 49 147 296 
P(75%) 49 147 297 
Minimum 46 145 292 
Maximum 50 150 299 
Data Range 4.0 5.0 7.0 
Table 2.10 Statistic descriptors of the dispensed volumes of the liquid handler. 
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Furthermore, it can be said (Table 2.10) that the dispensed volumes of 50 and 150 1.11 
follow a central tendency, where the mean (average), median and mode coincide, as well 
as the percentile (F) for 50 % and 75 % populations. The standard deviation (std) 
increased as the volume range increased from 50 to 150 1.11.  On the other hand for higher 
volume (300 p1) the mode, the median and the mean did not coincide due to the 
skewness of the distribution and therefore the percentile of 75 % coincides with the 
more probable value of volume, being mean>mode>median. Also the standard deviation 
and the volume range increased more compared to the low volume (50-150 p1) cases. 
2.2.3 Experimental design of formulations of pigment based inks and 
high-throughput optimisation 
2.2.3.1 Introduction 
The experimental design software (MODDE 8) allowed all the relevant mixture-
composition factors (surfynol, diethylene glycol and glycerol) and the process 
factors (voltage, pulse width and frequency as design variables) to be input into the 
"design wizard" and correlated with the desired output responses (viscosity (internal 
resistance of a fluid to flow), drop velocity (release velocity of a drop formation) and the 
surface area (area exposed due to spreading). A key feature of the software was that 
large number of potential experiments (in this case 864) could be reduced to much more 
manageable proportions (in this case 79). Following the initial screening a model was 
generated, which allowed a second set of experiments to be designed with a reduced 
level range of the considered variables. This allowed the model to be optimised by 
applying the results of the second screening process. In this work a third round of design 
and screening allowed final model refinement. Two screening experiments were carried 
out to determine which specific factor (component) and concentration played the most 
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significant role in controlling the specific properties of the formulation with inkjet 
printing. 
2.2.3.2 Initial scoping experiments 
Initial experimental design was carried out considering all the factors and the 
quantitative values (level range), (Table 2.11), which could control the inkjet 
formulation. These were entered into the design wizard of MODDE 8.0 and included 3 
replicated centre points (central points, which estimated background variability). 
A D-optimal design was chosen from the software, to generate 79 experiments 
(considering random combinations of both process and mixture component factors) out 
of 864 possible combinations. This set of 79 experiments (Appendix Tables 2,5,6,7,8) 
required 40 formulations (each replicated) and these were prepared with the liquid 
handler (Experimental 5.1.2.2). Measurements of density and viscosity of the 
formulations were determined as above, before determining the drop velocity and spread 
of the formulations (Appendix 5.1.5.2) via the inkjet printer. 
Outputs (responses) were determined based on an average of the replicates of viscosity, 
drop velocity and surface area for the entire set of 79 experiments and were then entered 
into the D-optimal design algorithm. Analysis of data was based on a MLR technique 
(multiple linear regression), which minimizes of the sum of squares between the 
observed (experimental) and theoretical values. All formulations were generated with 
random combinations of both process and mixture component factors. 
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Factor 	Factor Type 	Factor 	Level Range 
Levels 
Diethylene glycol Mixture-component 6 5,10,15,20,25,30 (% w) 
Glycerol Mixture-component 2 5,10 (% w) 
Surfynol-465 Mixture-component 4 0.5,1,1.5,2 (% w) 
Cabojet-300 3 (% w) 
2-Hexanediol 3 (% w) 
Voltage Process 3 80, 90, 100 (V) 
Pulse width Process 3 30, 35, 40 (ts) 
Frequency Process 2 60, 120 (Hz) 
Table 2. 11 Factors used in the initial scoping experiments 
The model showed good correlation coefficients for responses correlating to viscosity 
(R2 = 0.997); surface area (R 2 = 0.889) and drop velocity (R 2 =0.984), as well as good 
prediction measure corresponding to the goodness of fit of R2 for viscosity (Q2 =0. 996); 
surface area (Q2  =0.872) and drop velocity (Q2 =0.979). The model generated in Fig. 
2.10 shows the probability distribution of the factors that effects the formulations and 
their interactions. The most significant factor that contributed to the viscosity of the 
formulations was diethylene glycol, however for the case of surface area the most 
significant factor was voltage, and for the case of drop velocity were voltage and 
diethylene glycol. It was found that there were many more interactions between factors 
for the case of surface area than in the case of drop velocity and viscosity. 
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Therefore there were negative interactions between surfynol and glycerol and the 
frequency and positive interactions between glycerol and surfynol with diethylene glycol 
for the case of surface area. On the other hand positive interactions were found between 
glycerol and diethylene glycol with frequency as well as negative interactions between 
glycerol and surfynol, for the case of drop velocity. Finally positive interactions were 
found between diethylene glycol and frequency for the case of viscosity. 
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Fig. 2.10 Formulation factor effects and interactions in the first screening. Interactions 
(deg *fre, gly *sur, g/y*fr,  sur*fre, deg *gly). 
Fig. 2.11 shows that decreasing the level of glycerol from 10 to 5 % decreases the 
surface area for low values of frequency, much more if considering the increase of 
glycerol from 5 to 10 % w, using high values of frequency. Fig. 2.12 shows that 
increasing the level of glycerol from 5 to 10 % decreases the surface area as the surfynol 
composition decreases from 2 to 0.5 % w. Fig. 2.13 shows that decreasing the level of 
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surfynol from 2 to 0.5 % decreases the surface area for low values of frequency; 
however it was found that using high frequencies the variation in surface area values 
were not significant when the surfynol composition varied. Fig. 2.14 shows that 
following a decrease in the composition of diethyleneglycol from 30 to 5 % w the 
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Fig. 2.11 Glycerol and frequency interactions for the surface area 
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Fig. 2.13 Surfynol and frequency interactions for the surface area 
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Diethylene glycol (%w) 
Fig. 2.14 Diethylene glycol and glycerol interactions for the surface area 
Fig. 2.15, Fig. 2.16 and Fig. 2.17 show the interactions of glycerol and diethylene glycol 
with frequency for the case of drop velocity. Fig. 2.15 shows the negative effect between 
glycerol and frequency, where the drop velocity increases as the composition of glycerol 
decreases from 10 to 5 % w for high values of the frequency. On the other hand Fig. 
2.16 shows the positive effect of diethylene glycol and frequency, where the drop 
velocity increases as the composition of diethylene glycol decreases from 30 to 5 % w 
for low values of frequency. Finally it is shown in Fig. 2.17 that decreasing the glycerol 
composition from 10 to 5.5 % w causes the drop velocity to increase as the surfynol 
composition decreases from 2 to 0.5 % w. 
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Fig. 2.16 Diethylene glycol andfrequency interactions for the drop velocity 
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Fig. 2.17 Glycerol and surfynol interactions for the drop velocity 
Fig. 2.18 shows the positive interactions between diethylene glycol and frequency, in 
which the viscosity values increase as the diethylene glycol composition increases from 
5 to 30 % w for high values of frequency. 
4 	 High 
frequency 
Cz 
l o c  
frequency 
468/012/4161820222426 30 
Diethylene glycol (%w) 
Fig. 2.18 Positive interactions between diethylene glycol and frequency for viscosity. 
rii 
Chapter 2 	 Pigment based ink formulations 
Analysis of the initial screen also showed that the surface area ranged was from 0.38 
mm2 to 0.78 mm 2 , the velocity drop ranged from 1 .75 rn/s to 4.55 mIs and the viscosity 
ranged from 1.71 mPa s to 4.55 mPa s. 
For the second screening process it was decided that it was important that the surface 
area should be reduced as well as the viscosity, while voltage and pulse should be 
increased to increase the drop velocity of the formulations, for low values of frequency. 
2.2.3.3 Model development 
Based on initial results a second set of experiments were designed based on a reduction 
of diethylene glycol (5-15 % w), glycerol (5-8 % w) as modifiers of viscosity and 
surfynol (0.5-1 % w), which should reduce the surface area of the formulations. 
Voltages were also increased (90-110 V), while the pulse width was kept in the same 
range 30-40 .ts. 
Factor Factor Type Factor Levels Level Range 
Diethylene glycol Mixture-component 2 5-15 (% w) 
Glycerol Mixture-component 2 5-8 (% w) 
Surfynol-465 Mixture-component 2 0.5-1 (% w) 
Cabojet-300 3 (% w) 
2-Hexanediol 3 (% w) 
Voltage Process 2 90-110 (V) 
Pulse width Process 2 30-40 (.ts) 
Frequency Process 60 (Hz) 
Table 2.12. Factors and levels in the secondformulation generation 
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The factors and their levels shown (Table 2.12) were again introduced into the 
experimental design and gave 32 experiments (again with three centre points) and 
formulations were prepared and analysed as before (Appendix Tables 3, 9) 
The model gave good correlation coefficients: viscosity (R 2 = 0.984); surface area (R 2 = 
0.837) and drop velocity (R 2 = 0.942), as well as a good predictive measure for viscosity 
(Q2 = 0.980); surface area (Q2 = 0.783) and drop velocity (Q2 = 0.926). Furthermore the 
validity of the model showed good correlations for all the responses for viscosity 
(0.893); surface area (0.957) and drop velocity (0.943). Therefore ANOVA (analysis of 
variance) shows that the variance of the model (lack of fit) was lower than the variance 
of the pure error (replicate error) and the Fisher distribution (F) was lower than a critical 
value Fc (1.82) at a 95 % confidence level, and therefore this model was not significant 
as can be seen in the ANOVA Tables (2.13, 2.14, 2.15). On the other hand it 
was found that considering the regression of the data fitting, the results of fitting for all 
the responses showed that the variance of the regression was higher than the variance of 
the residual values, showing that the data of regression were significant (p<O.OS), with 
F>Fc (2.09). 
VISCOSITY 
DF SS 	MS(variance) 	F p 	SD 
TOTAL 	69 7.9081 	0.1146 0.339 
Regression 	8 7.7839 	0.973 	477.89 0.00 	0.986 
Residual 61 0.1242 0.002 0.045 
Lack of Fit 	22 0.0402 	0.0018 	0.85 	0.65 0.043 
(Model Error) 
Pure Error 	39 0.0840 	0.0021 	 0.046 
(Replicate Error) 
Table 2.13 ANO VA for viscosity 
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SURFACE AREA 
DF SS MS(variance) 	F 	p SD 
TOTAL 69 0.2655 0.0038 0.062 
Regression 8 0.2222 0.0278 	39.085 	0 0.167 
Residual 61 0.0433 0.0007 0.027 
Lack ofFit 22 0.0119 0.0005 	0.668 	0.842 0.023 
(Model Error) 
Pure Error 39 0.0315 0.0008 0.028 
(Replicate Error) 
Table 2.14 ANO VA for surface area. 
DROP VELOCITY 
DF SS MS(variance) 	F 	p 	SD 
TOTAL 	69 27.3209 	0.3959 	 0.629 
Regression 	8 	25.7271 	3.2159 	123.08 	0 	1.793 
Residual 61 1.5938 0.0261 0.162 
Lack of Fit 	22 0.4588 	0.0209 	0.717 0.796 0.144 
(Model Error) 
Pure Error 	39 	1.135 	0.0291 	 0.171 
(Replicate Error) 
Table 2.15 ANO VA for drop velocity. 
Tables (2.13, 2.14 and 2.15). Analysis of variance of the model (second screening) 
Residual analysis of the data corresponding to the model was done to check if the 
residual values (error between fitted values and observed values) were normally 
distributed. Fig. 2.19 shows the N-probability plot of the standardized residuals of each 
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response (viscosity, surface area and drop velocity). It was observed that standardized 
residuals distribution followed a straight-line, especially that corresponding to surface 
area and drop velocity. 
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Fig. 2.19 N-probability distribution of standardized residuals. 
Fig. 2.20 shows the probability distribution of the factor effects of the formulations and 
their interaction effects in the second screening. Again the main factors in the viscosity 
were diethylene glycol and glycerol; however the diethylene glycol effect was much 
more significant than the glycerol effect. For the case of surface area, the main factors 
were pulse and voltage, with the pulse effect being much more significant than the 
voltage effect.On the other hand voltage and diethyleneglycol were much more 
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Viscosity 	 Surface area 	 Velocity 
Fig. 2.20. Factor effects in the formulation. Interactions (gly *vo l, vo l*pul, deg *gly) in 
the second screening. 
When observing the interaction effect of the factors for the surface area (Fig. 2.21, 2.22 
and 2.23) it was found that the main interactions were diethylene glycol-glycerol, 
glycerol-voltage and voltage-pulse on spread (surface area) as well as diethylene glycol-
glycerol on drop velocity and viscosity. Fig. 2.21 shows negative interactions between 
diethylene glycol and glycerol, where the surface area of the formulations decreased as 
the level of glycerol decreased from 8 to 5 % w, for low values of diethylene glycol. 
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Fig. 2.21 Glycerol-diethylene glycol interactions with surface area 
It could however be shown that there were negative interactions between voltage and 
glycerol (Fig. 2.22) where the surface area decreased as the voltage decreased from 110 
to 90 V for low values of glycerol. 
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Fig. 2.22 Voltage-glycerol interactions with surface area 
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Furthermore in Fig. 2.23 it is shown that there was a positive interaction between 
voltage and pulse for the case of surface area, where the surface area of the printed 
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Fig. 2.23 Voltage-pulse interactions with surface area 
Furthermore (Fig. 2.24) the interactions between diethyleneglycol and glycerol, were 
positive in the case of viscosity and negative in the case of velocity. Therefore 
decreasing the composition of diethylene glycol from 1 5 to 5 % w for low values of 
glycerol, increase the velocity, and decrease the viscosity. 
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Fig. 2.24. Diethylene glycol-glycerol interactions for viscosity and velocity 
Fig. 2.25 shows a prediction of the surface area varying the voltage from 90 to 110 V 
and the pulse from 30 to 40 l'•  This variation was carried out considering the 
formulations with variation of diethyleneglycol from 5 to 15 % w and when glycerol 
from 5 to 8 % w for fixed values of surfynol (1 % w) and frequency (60 Hz). The 
composition of surfynol did not give any modifications of the spread of the 
formulations, and so was kept constant. 
Fig. 2.25 shows that increasing the diethyleneglycol level in the range from 5 to 15 % w 
and glycerol in the range from 5 to 8 % w increased the surface area, much more when 
the pulse was increased from 30 to 40 lis than when the voltage was increased from 90 
to 110 V. These facts are related to the interactions between factors that affect the 
surface area, therefore it was found that there was much more variation on the surface 
area values when pulse and voltage varied, than when diethylene glycol and glycerol 
varied. Therefore surface area varied (between 6 to 7 %), as the composition of 
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Diethylene glycol varied from 5 to 15 % w with glycerol in the range of 5 to 8 % w, for 
each set of values of voltage and pulse, 90 V-30 ps and 90 V-40 Ps respectively. It was 
found that increasing the voltage from 90 to 110 V, for a fixed value of the pulse width 
of 30 ts allowed the surface area to increase 9 %. However increasing the pulse width 
from 30 to 40 us for a fixed value of the voltage of 110 V, allowed the surface area to 
increase 18.7 %. At this stage was noticeable that there were higher interactions between 
voltage and pulse than between diethylene glycol and glycerol as well as the pulse effect 
was much more significant than the voltage effect in the increase in surface area. 
Furthermore increasing the voltage from 90 to 110 V and the pulse width from 30 to 40 
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Fig. 2.25 Contour charts predicting the surface area of the formulations 
Fig. 2.26 shows the contour charts of predictions of the drop velocity when the 
diethyleneglycol composition changed from 5 to 15 % w and when glycerol composition 
changed from 5 to 8 % w, with the pulse width fixed at 30 .ts and increasing the voltage 
from 90 to 110 V. In this case the drop velocity increased as the glycerol and 
diethyleneglycol composition decreased and the variation of the drop velocity was 
between 2.2 to 4.6 % for low values of voltage (90 V) and high values of voltage (110 
V) respectively. On the other hand when voltage increased from 90 V to 110 V, as the 
pulse width was fixed at 30 is, the drop velocity increased between 33 to 37 %. No 
dramatic change was found in the drop velocity when the pulse was increased from 30 to 
40 jts. 
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Fig. 2.26 Contour charts predicting the drop velocity of the formulations 
Finally in Fig. 2.27 is shown that the viscosity of the formulations increased as the 
composition of glycerol varied from 5 to 8 % w and the composition of diethylene 
glycol varied from 5 to 15 % w. 
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Fig. 2.27. Contour chart for prediction of viscosity 
Analysis shows that increasing the pulse width increased the spread of each formulation, 
therefore low values of pulse are recommended. However increasing the voltage 
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increased the drop velocity. Surfynol, glycerol and diethylene glycol did not influence, 
significantly, the spread of each formulation. 
Fig. 2.28 shows a sequence of images of the drop releasing from the print-head of the 
nozzle. In these images the tail length of each drop is shown as well as its bulb 
morphology for a voltage range from 90 V to 110 V and a pulse width from 30 jis to 40 
s. Therefore the tail length of the drop and its velocity increases as the voltage 
increases. On the other hand the "bulb" increased its external surface area as the pulse 
width increased, and the surface area of the print thus increases. 
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Fig. 2.28 Sequences of images of drop formation. 
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2.2.3.4 Model Optimization 
The factors for the formulation were chosen following the results of the second 
screening shown in Table 2.16. It was thought that voltage and diethylene glycol were 
the major factors to be studied because they influenced surface area, drop velocity and 
viscosity so significantly. Therefore voltages were studied from 90 to 110 V, and 
diethylene glycol from 5 to 12% w, and viscosity from 1.58 to 2.04 mPa s. In this case 
the model generated 12 experiments, including 3 centre points (Experimental Tables 4, 
10) 
Factor Factor Type Factor Levels 	Level Range 
Diethyleneglycol Mixture-component 2 	5-12 (% w) 
Glycerol Mixture-component 5(% w)  
Surfynol-465 Mixture-component I (%W) 
Cabojet-300 Mixture-component 3 (%w) 
2-Hexanediol Mixture-component 3 (% w) 
Voltage Process 2 	90-110 (V) 
Pulse width Process 30 (p) 
Frequency Process 60 (Hz) 
Table 2.16. Factors and levels in the optimization model 
2.2.3.4.1 Model analysis 
Model analysis (MLR) showed good correlation coefficients (measures of goodness of 
fit), for viscosity (R 2= 0.996), surface area (R2 = 0.886) and drop velocity (R 2 = 0.995). 
Prediction measurements of the model related to the fit of the data are as follow: 
viscosity (Q2= 0.992), surface area (Q2= 0.790) and drop velocity (Q2= 0.987). 
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Furthermore the validity of the model was: viscosity (MV: 0.500), surface area (MV: 
0.605) and drop velocity (MV: 0.713). 
ANOVA Tables (2.17, 2.18, 2.19) showed that regression data were significant (p<0.05) 
for all the responses (viscosity, surface area, drop velocity), where the MS (variance) of 
the regression data is higher than the residual values, and their relationship F> Fc (2.81) 
for DF = 5 and 17. The data model validity were not significant (p>O.OS) for all the 
responses, where the ratio of MS (variance) between the model error and the replicate 
error was nearly similar (especially for the case of surface area and drop velocity) and 
their relationship F< Fc (3.18) for DF = 4 and 12, and in that case there is no lack of fit. 
VISCOSITY 
DF 	SS MS(variance) 	F 	p 	SD 
TOTAL 	22 	0.0346 	0.0016 	 0.040 
Regression 	5 	0.0344 	0.0069 	900.66 	0.00 	0.078 
Residual 17 0.0001 0.000008 0.003 
Lack of Fit 	4 	0.00005 	0.00001 	2.17 	0.13 	0.004 
(Model Error) 
Pure Error 	13 	0.00008 	0.000006 	 0.002 
(Replicate 
Error) 
Table 2.17 ANO VA for viscosity 
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SURFACE AREA 
DF SS MS (variance) 	F p 	SD 
TOTAL 22 0.0595 0.0027 0.052 
Regression 5 0.0527 0.0105 	26.40 0.0 	0.103 
Residual 17 0.0068 0.0004 0.020 
Lack of Fit 4 0.0023 0.0006 	1.72 0.21 	0.024 
(Model Error) 
Pure Error 	13 	0.0044 	0.0003 	 0.018 
(Replicate 
Error) 
Table 2.18 ANO VA for surface area 
DROP VELOCITY 
DF SS MS (variance) 	F 	p SD 
TOTAL 22 0.0721 0.0032 0.057 
Regression 5 0.0718 0.0144 	689.95 	0.00 0.120 
Residual 17 0.0004 0.00002 0.005 
Lack of Fit 4 0.0001 0.00003 	1.31 	0.32 0.005 
(Model Error) 
Pure Error 13 0.0003 0.00002 0.004 
(Replicate 
Error) 
Table 2.19ANO VA for drop velocity 
Ta bles (2. 17, 2.18, 2.19). Analysis of variance of the model "optimization) 
It is shown in Fig. 2.29, that the N-probability distribution of the deleted studentized 
residuals of all the responses is distributed normally following a straight-line and their 
error is constant from 2 to -2. It was decided to represent the distribution of the residual 
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using the deleted studentized residual instead of standardized residual as this fitted the 
data to a straight-line. 
Viscosity 	 Surface 	 Velocity 
-4 -3 -2 -1 0 1 2 3 4 
	
-4 -3 -2 -1 0 1 2 3 4 
	 -4 -3 -2 -1 0 1 2 3 4 
Deleted Stud.ntiz.d Residual* D.I.t.ci Stucl.ntiz.d Residuals D.t.t.cf Stu4sntiZsd Residual* 
Fig. 2.29. N-probability distribution of studentized residual. 
In Fig. 2.30, normalized coefficients of the model (regression coefficients of the model, 
divided by the standard deviation of the model responses: drop velocity, surface area and 
viscosity), show that diethylene glycol had a major effect on viscosity, much more than 
their square effect. On the other hand voltage had a high effect on drop velocity, slightly 
more than in the case of the spread (surface area), however their square effect was much 
higher in the case of the spread than drop velocity. 
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Fig. 2.30 Normalized coefficients of optimization 
2.2.3.4.2 Model Prediction 
The robustness of the model was evaluated by comparing experimental results of the 
responses (viscosity, surface area and drop velocity) with the predicted values shown in 
Table 2.20. 
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90 5 1.56t0.02 1.58 0.39±0.02 0.40 3.46±0.03 3.48 
90 7 1.72±0.01 1.72 0.38±0.02 0.40 3.41±0.01 3.43 
90 12 2.03±0.01 2.03 0.39±0.01 0.38 3.28±0.08 3.32 
100 8.5 1.80±0.02 1.81 0.42±0.05 0.43 4.00±0.01 4.02 
103 7 1.72±0.01 1.71 0.43±0.04 0.45 4.29±0.05 4.25 
108 12 2.03±0.01 2.03 0.48±0.01 0.51 4.59±0.11 4.64 
110 5 1.56±0.02 1.57 0.48±0.04 0.51 4.71±0.05 4.79 
110 7 1.72±0.01 1.71 0.50±0.05 0.51 4.85±0.02 4.78 
110 12 2.00±0.01 2.02 0.56±0.01 0.53 4.78±0.01 4.81 
Table 2.20 Data Prediction of the model 
The model gave excellent results, especially in the cases of viscosity and the drop 
velocity, where the deviation between predicted and experimental values was less than I 
%. In the case of surface area (spread) the error increased slightly to about 4-5 % but 
still showed the exceptional robustness of the model. It can be seen in Table 2.20 that 
the higher the voltage the greater the values of surface area and drop velocity. 
2.2.3.4.3 Model optimization 
The criteria to get an optimal formulation are based on obtaining the best resolution of 
the drops (less spread) for reduced values of voltage. Fig. 2.31 shows the contour plot 
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for the prediction of the optimal formulation. The optimum values were considered 
taking into account the minimum spread area, therefore the best region of the optimum 
would be for a surface area of 0.396 mm", with a voltage range from 90 to 94 V and a 
diethylene glycol range from 6 to 12 % w to give a viscosity range from 1.65 to 2.02 
mPa s and a drop velocity range from 3.45 to 3.6 m/s. It was thought that the best 
diethylene glycol composition would be 10 % w, which should give a viscosity value of 
1.90 mPa s. The criterion of this selection of viscosity was so the drop does not clog the 
nozzle and does not give satellite drops on the surface of the substrate. Therefore 
following this criterion of diethylene glycol composition, the best voltage would be 
higher than 90 V giving high release energy of the drop and therefore high drop velocity. 
It was found that 92 V matched our criterion of optimal voltage, giving a surface area of 
0.390 mm  and a drop velocity of 3.47 m/s. However it was thought that this drop 
velocity was in the region of minimum velocity, and much more release energy for the 
drop was needed, so that the next step would be the selection of 94 V, giving a surface 
area of 0.398 mm  and a drop velocity of 3.6 rn/s. The voltage of 94 V was much better 
than 92 V in the release of the drop while the variation of surface area from 92 V to 94 
V was about 2 %. However the variation of drop velocity was 3.8 %. Therefore the 
change of these voltage values showed a change in the drop velocity but less than the 
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Fig. 2.31. Contour charts of the prediction of the responses 
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Finally Fig. 2.32 shows the region where the optimum can be found, for a surface area 
range from 0.38 to 0.40 mm 2, viscosity range from 1.65 to 2.02 mPa s and velocity of 
the drops of 3.45 to 3.6 m/s. The region of red colour shows the optimum conditions that 
match our conditions of surface area, viscosity range and drop velocity. The greeen 
colour shows two criteria (viscosity range: 1.65 to 2.02 mPa s and surface area: 0.38 to 
0.4 mm2) and the blue colour region show one criterion (viscosity), which matches the 
optimum conditions of the process. Finally the white region does not meet any criterion 
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Fig. 2.32 Region of the optimum 
Therefore, once the optimum values of diethylene glycol and voltage are determined, the 
overall formulation can be predicted (Table 2.21). 
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Factor value 
Voltage 94(V) 
Pulse 30 (is) 
Frequency 60 (Hz) 
Surfynol 1 (%w) 
Glycerol 5 (%w) 
Diethylene glycol 10 (%w) 
Table 2.21 Optimal values for the pigment based ink formulation under investigation 
2.2.3.4.4 Testing the Model 
Three replicates of the optimal formulation were generated and measurement of their 
density, viscosity, drop velocity and surface area were compared with those predicted by 
the model (Table 2.22). 
No 	Vise. Vise. Surf. area Surf. area Vel. Vel. 
expt pred. expt. pred. expt, Pred. 
(mPa s) (mPa s) (mm2) (MM 2) (mis) (mis) 
1 	1.85±0.01 1.90 0.40±0.04 0.40 3.86±0.01 3.60 
2 	1.86±0.02 1.90 0.41±0.07 0.40 3.89±0.05 3.60 
3 	1.81±0.01 1.90 0.40±0.01 0.40 3.89±0.03 3.60 
Table 2.22. Comparison ofpredicted and experimental values 
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These gave excellent results, especially in the case of surface area and viscosity. 
Furthermore the values obtained for surface area measurement were small, and the 
desired outcome for high quality printing applications are shown in Table 2.22. 
2.2.4 Drop Morphology 
The optimal formulation was analysed following dispensing by the print-head and drop 
detachment as well as its print effect on the substrate. Images are shown in Fig. 2.32 
These images show clean drop formation (no satellite drops) with a good spherical shape 
as well as good printing. Fig. 2.33 shows that increasing the energy of release 
(increasing the voltage) caused the drop to not only increase its spread on the substrate 
(0.43 mm2 for 100 V and 0.40 mm2 for 94 V) but also caused drop deformation. 
~r 
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e) Print effect on the substrate 
Fig. 2.32 Sequence of images following liberation from the print head at 
different delay times (t) and its printing effect (90 V and 30 .ts). 
c)t=]66Ms 	 d)t=306Ms 
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Fig. 2.33 Sequence of images following liberation from the print head at 
different delay times (t) and its printing effect (100 V and 30 tis). 
2.2.5 Commercial inkjet inks. Comparison 
Physical properties (density and viscosity) of the optimized formulation of ink -jet ink 
were compared with three commercial inkjet inks (Lexmark-16, HP-20 and HP-45), as 
shown in the Table 2.23, where the density and viscosity values of commercial inks 
were very closer to the optimized inkjet ink. Also all of the formulations contain carbon 
black as a pigment as well as humectants and viscosity modifiers, such as alcohol and 
organic solvents. On the other hand it was found that the components of the formulations 
and its number were very different in all of them. 
Furthermore other physical properties, such a drop velocity from the nozzle of the inkjet 
ink printer, was compared for low voltage (90 to 94 V), width pulse (29 jis), and 
frequency (60 Hz), and it was found drop velocities ranging from 2.5 to 3 m/s for 
commercial inkjet inks and from 3.4 to 3.6 rn/s for optimized inkjet inks. 
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Formulation Component Composition Density Viscosity 
(%w) (gIml) (mPa s) 
Inkjet ink Diethylene glycol 10 1.04±0.01 1.90±0.02 






Lexmark-16 Carbon black 1-5 1.03±0.01 2.26±0.02 
Acrylic terpolymer 0.1-2 




HP-20 Carbon black <5 1.02±0.01 2.10±0.05 
2-Pyrrolidinone <10 
Water <90  
HP-45 Carbon black <5 1.04±0.01 2.5 1±0.03 
2-Pyrrolidinone <15 
Isopropyl alcohol <2.5 
Water 	1 <80 1 
Table 2.23 Comparison of the optimized inkjet ink formulation with commercial inkjet 
inks. 
2.3 Conclusion 
The conclusions can be summarised as follows: 
Drop formation and jetting performance depend on both the ink composition 
(mixture-composition factors) and the firing conditions (process factors). 
DoE (D-optimal design) was used to analyze the multitude and relative 
importance of various factors that influence pigment based jetting from an inkjet 
head and its spreading on porous substrates. 
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• Analysis determined that diethylene glycol was a crucial factor whose 
concentration not only dramatically increased the viscosity of formulations, but 
strongly controlled spreading and clearly eased detachment of the drop from the 
nozzle. 
• Process factors were found to be important, especially pulse width and voltage, 
which imbibed sufficient energy for the firing process. 
• High values of voltage (110 V) enabled high drop velocities and improved 
detachment from the print head for low viscosity formulations (10-15 % wt deg). 
• However such formulations cause significant spreading on plain paper based 
substrates when the pulse was increased (40 j.ts). 
• Screening and optimization studies of the experimental design showed that 
voltage and pulse were important factors in the increase of drop velocity and 
surface area respectively. However diethylene glycol was the main factor in the 
increase of viscosity. 
• When comparing predicted values and experimental values of drop velocity and 
viscosity (obtained via de DoE software package), the error was less of 1%. 
• Comparison of the optimized formulation with three commercial inkjet inks, 
showed similar values in their densities and viscosities. Furthermore drop 
velocities of commercial inkjet inks were in the range from 2.5 to 3 mIs, and for 
the case of optimized inkjet ink were in the range from 3.4 to 3.6 m/s using 
voltages in the range from 90 to 94 V. 
• The importance of these studies is that it shows that DoE can be powerfully 
utilised in these multi-dimensional system, allowing the rapid identification of 
important factors that control printing outcome. Here studies looked at pigment 
based inks but are much more generally applicable to any material being printed 
using inkjet based systems. 
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Chapter 3: Lipoplex formulations 
3.1 Introduction 
3.1.1 Gene delivery systems 
Gene therapy' 08  offers a broad potential in the treatment of diseases, via the introduction 
of genetic material such a DNA' 09  or siRNA 110 into cells, to either increase the 
expression of a target protein or reduce it. Biological carriers used to deliver genetic 
agents into the cells include viral" vectors (retroviruses and adenoviruses), with good 
delivery efficiency (transfection)' 12,  into the cell nuclei. However they have some 
drawbacks: they are toxic and have inmunogenicity" 3 problems. Hence, approaches 
based on non-viral synthetic vectors such as cationic polymers/lipids 114 have promising 
in two directions, they are easier to prepare and characterize, as well as offering minimal 
immunological reaction. 
3.1.2 Cationic lipids 
Tese are amphiphilic molecules (surfactants)92" ', which are made up of a hydrophilic 
group (typically a charged cationic amine group) and a hydrophobic group (long single 
or doubled hydrocarbon chain, which can be saturated or unsaturated), with a linker 
connecting the hydrophilic and hydrophobic moieties. Fig. 3.1 shows a cholesterol " 6 
derivative lipid. 
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;Tcie 
Fig. 3.1 Cholesterol derivative lipid 
However, single chain fatty acid derivatives, such as the lignoceryl 116 derivative shown 
in the Fig. 3.2, with a saturated chain of 24 carbon atoms, is also a derivative lipid. 
NH3 CI G) 
H3 CIG 
NH3 CI 
Fig. 3.2 Lignoceryl derivative lipid chain 
Owing to the chemical structure of cationic 	 117lipids 	 ,  they can adopt several structural 
phases in aqueous solution: micellar, lamellar and hexagonal phases" 8 "9. These 
structures are related to the packing parameter' 20-121,123  (P=V/(al)), which represents the 
ratio between the hydrocarbon volume (v), the head group area (a) and the tail length of 
the lipid (1). Furthermore this P value represents the ratio of the volume between the 
hydrophobic and hydrophilic regions. 
The values of P indicate different geometries as shown in the Fig. 3.3 as follows: 
1- Spherical/cylindrical structures: where P < 1/2, and when the critical micelle 
concentration is reached, the cationic lipids self-assemble forming micelles. 
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Lamellar or planar structures'": where 1/2 < P < 1, and the cationic lipids self 
assemble forming a bilayer, where the curvature of the structure is zero. 
Hexagonal structures' 19: where P> 1, and the cationic lipids self assemble forming 
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Fig. 3.3 Several phases formed by cationic lipids: a) micellar; b) lamellar; c) 
hexagonal. 
3.1.3 Lipoplexes 
Lipoplexes' 2224 are self-assembling nanosystems, where electrostatic (the negatively 
charged phosphates of DNA molecules interact with the positively charged amine 
headgroups of the cationic lipids) and hydrophobic interactions (between fatty acid lipid 
chains), in aqueous solution lead to self-assembly and self-organization into a liposome-
like complex' 25-127  known as a lipoplex. 
Electrostatic interactions' 23  are the driving force to form the lipoplex, with theoretical 
studies establishing that a gain of entropy' 28-130  is necessary for lipoplex formation, the 
main source being counterion release of each electrolyte (DNA and cationic lipid) in 
solution. The energetic process of lipoplex formation is endothermic 129  and energy is 
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needed to form a stable complex with a negative Gibbs free energy (iG<O). Furthermore 
the endothermic value of the energy decreases as the cationic lipid composition 
increases in the formation of the lipoplex. 
The lipoplex system is a lamellar packing' 23  or sandwich structure, where DNA is 
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Fig. 3 4 Lamellar packing 
However lamellar formation is a dynamic process and it can be converted to another 
structural phase by packing DNA and cationic lipids into forms such as a cubic' 19  and 
specially inverted hexagonal phase' 19,124,132  where a negative curvatur& 32 of the packing 
is observed, due to an instability between the cross sectional area of the positive 
headgroups and the hydrophobic moieties, therefore the greater the cone' 32  like shape 
92 
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(Fig. 3.5) of this cationic lipid assembly the more likely is the change to a hexagonal 
phase as shown in Fig. 3.6. 
F '  
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Fig. 3.5 Assembly of cationic lipids with a cone like shape 
+ 	Cationic ipid 
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: 
Fig. 3.6 Inverted hexagonal structure of cationic lipids with DNA 
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The inverted hexagonal phase is promoted by many factors: 
An increase of the ionic strength ' 23" 3 of the environment, due to an increase of 
positive charge of ions, increases much more the screening of these charges, and 
so the curvature of the phase. 
The increase of unsaturation' 24 in the lipid tail (e.g. chain lengths of 16, 18 carbon 
atoms). Double bonds lead to a less compact packing, increasing the volume of 
the hydrophobic moieties, and therefore favoring the hexagonal structure. 
The addition of DOPE' 36139, shown in the Fig. 3.7, as a helper lipid to the 
cationic lipid mixture, favors the structure of cone like shape due to its two lipid 
chain. 
H3N'"° oe 
Fig. 3.7 DOPE structure 
3.1.4 Cell membranes 
Cell membranes are selectively permeable phospholipid bilayers' 33 . These membranes 
contain a variety of biological molecules such as carbohydrates and proteins, which are 
involved in many cellular processes such as cellular adhesion 140, and cell signaling. 
These membranes are considered as dynamic systems, where lipid and protein molecules 
diffuse inside the cellular membrane, determining different protein and lipid 
populations. The most important components of membranes are lipids' 12,123,  which are 
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found in all their varieties such phospholipids. glycolipids and steroids (cholesterol), the 
most abundant being the phospholipids. These lipids contain chains' ' both saturated and 
unsaturated. It is the unsaturation and the length of the fatty acid chain that give fluidity 
to the membrane, and therefore phospholipids provide a good example of a fluidic lipid, 
which diffuses laterally in the lipid layers much more than between layers, due to 
energetic considerations. It is observed that cholesterol 124  molecules balance the fluidity 
effect of the fatty acid tails, providing stiffness and strength to the membrane. 
Owing to this fluidity of the plasma membrane, there are two main mechanisms of 
transport of material inside the cell: a) 	 where intracellular vesicles fuse 
with the cell membrane, excreting their contents through the extracellular environment; 
b) 	 where the uptake of extracellular material is via membrane derived 
small vesicles. This mechanism is ATP 143  energy dependent and it is very important in 
gene delivery system (transfection of lipoplexes)" 2 . 
3.1.5 Mechanism of gene delivery into cells via endocytosis 
Lipoplex formation via electrostatic interactions 122-121-114  between DNA and cationic 
lipids, follows a sequence of steps in the process of the DNA delivery into the cell 
nuclei, as shown in the Fig. 3.8. Firstly, lipoplexes' 23 interact electrostatically with the 
negatively membrane (1), enabling the intermixing process between the lipoplex and the 
membrane lipids, through invagination via endocytosis 142 , where an endosomal 
vesicle 142 engulfs the lipoplex (2). It is in this early endosome' 23 , which can follow two 
pathways, either fusing with another vesicle known as a lysosome 142 , which contains 
degradative enzymes (destroying the DNA) or the endosomal vesicle can follow the 
pathway to release the DNA into the cytoplasm, as shown in (3) and (4). The release 146 
of DNA is due to desestabilization of the endosomal vesicle membrane. This 
destabilization is accelerated if the lipoplex contains DOPE, which promotes a 
Chapter 3 	 Lipoplex formulation 
morphology change of the lipoplex from lamellar to inverted hexagonal phase' 19 . DNA 
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Fig. 3.8 Gene delivery mechanism into cells (After B. Martin, et al, 2005) 
3.2 Results and discussion 
3.2.1 Introduction 
Lipoplex formulations were determined using both manual and high-throughput 
procedures, via experimental design. 
3.2.2 Manual procedure 
9*11 
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3.2.2.1 Formulation screening 
Lipoplex formulation (Experimental 5.2) composed of cationic lipids (a cholesterol 
derivative), a co-lipid (dioleoyl phosphatidy lethano lam ine (DOPE)) and DNA, were 
prepared following an experimental design. 
Two screenings of two replicated experiments were determined, considering the 
following factors: DOPE, N/P (ratio cationic lipid/DNA) and buffers-solvents. After two 
days of transfection, data analysis of transfection efficiency (via GFP) was analyzed 
with the software MODDE 8. 
Data analysis was carried out with multiple linear regression (MLR), and the results of 
the screenings showed good correlation coefficients: R2 = 0.81 (fraction of variation of 
the transfection efficiency explained by the model) and Q2 = 0.72 (fraction of variation 
of the transfection efficiency predicted by the model), as follows: 
3.2.2.1.1 First screening of formulation 1 
Formulations of this first screening were evaluated with HEK. The first screening of the 
experimental design used 3 factors as shown in Table 3.1. A full factorial design gave 24 
experiments plus 3 centre points (Appendix Table 13). 
Factor Factor type Level Level range and name 
DOPE/N quantitative 2 0,2 
N/P quantitative 4 1, 7, 13,20 
solvent/buffer qualitative 3 Water/PBS/EC 
Table 3.1 Experimental design for the transfection formulations I 
Transformation of factors was carried out as follows: N/P and the response (transfection 
efficiency) were transformed as a logarithm function and DOPE as a linear function. 
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Fig. 3.9 shows the normal probability plot, where the factor effects are distributed in a 
cumulative normal probability scale. Factor effect and their interaction with values close 
to zero are factors either with no important effect or no interactions and they are 
contained in a straight-line. Therefore it was found that DOPE was the most significant 
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Fig. 3.9 Normal probability plot 
Fig. 3.10 (logarithmic scale) shows the antagonist effect in the interactions between 
DOPE and N/P in the transfection of HEK cells, where high and low values of DOPE 
gave high and low values of transfection efficiency respectively as the N/P values 
ranged from 1(0.0) to 14(1.3). 
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Fig. 3.10 Plot showing interactions between DOPE and NIP 
Fig. 3.11 shows the interactions between N/P and DOPE with solvents/buffers 
respectively. It was found that the buffer (PBS) gave the best values for the transfection, 
for low values of DOPE in the range from 0 to I, with water being the worst. 
Furthermore it was observed that there were high interactions between N/P and solvents, 
where PBS and EC gave high values of transfection as N/P values increased from I to 
20. However EC was found to be the best solvent for values of NIP ranging from I to 7 
and PBS the best solvent for values of N/P ranging from 13 to 20. 
Me 
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Fig. 3.11 Plots showing the interactions between DOPE and NIP with solvent/buffer. 
Fig. 3.12 shows the predictions for transfection of HEK with DOPE ranging from 0 to 2 
and NIP ranging from I to 14, and showing that EC was better than PBS for high values 
of NIP and DOPE, however the gradient (expressed as the ratio between DOPE and N/P) 
was higher in the case of PBS than for EC. 
However it was found that the transfection efficiencies of the prepared formulations 
were less than the transfection efficiency of the commercial control (effectene) (a value 
of 1700). This value can be compared with the formulations containing EC, which had a 
value of 12200. 
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Fig. 3.12. Prediction plots for transfection of HEK cells with a) PBS and b) EC 
3.2.2.1.2 Second screening of formulation 2 
First screening of formulations I showed good results for the transfection of the HEK 
cells with formulations containing cholesterol derivatives with high ratios of N/P and 
DOPE, using EC. New formulations of lipoplexes, were evaluated with another cell line 
(1316F1O), again with analysis via an experimental design with 3 factors, as shown in 
Table 3.2. A three level factorial design gave 30 experiments, including 3 centre points 
(Appendix Table 14). 
Factor Factor type Level Level range 
DOPE/N quantitative 3 1,2,3 
N/P quantitative 3 1, 9, 19 
NaCl solution quantitative 3 125, 250, 500 mM 
Table 3.2 Experimental design/or the second screening offormulations 2 
In 
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Again NIP ratio and the response (transfection efficiency) were transformed into a 
logarithmic function and DOPE and the concentration of NaCl solution were converted 
into a linear function. 
Table 3.3 shows the analysis of variance (ANOVA) for the second screening, where the 
regression data of transfection efficiency was significant p<0.05 with F(26.581) > F 
(8.65) , however when considering residual values of data, there was no lack of fit of the 
model and the variance of the model and the replicate error were comparable, therefore 
the model was not significant at p=0.05 and their F(l.243) <F.(8.65). 
Transfection efficiency 
DF SS MS(variance) 	F p 	SD 
TOTAL 28 5.348 0.191 
Regression 4 4.363 1.091 	26.581 0 	1.044 
Residual 24 0.985 0.041 0.203 
Lack of Fit 21 0.883 0.042 	1.243 0.495 	0.205 
(Model Error) 
Pure Error 	3 	0.102 	0.034 	 0.184 
(Replicate Error) 
Table 3.3 ANOVA of the transfection efficiency for the second screening 
Fig. 3.13 shows the factor effect and factor interactions of the second screening. The 
main factor was the NIP ratio, which was directly proportional to the transfection 
efficiency. Furthermore there were high interactions between the NIP ratio and salt 
concentration, while the transfection efficiency increased as the NaCl concentration 
increased for high values of NIP ratio, ranging from 0.95 (9) to 1.28 (19). 
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Fig. 3.13 Factor effect and factor interactions 
The design region of the second screening (Fig. 3.14) shows that the transfection 
efficiency values were high for N/P values ranging from 9 to 19 and DOPE values 
ranging from 1 to 3 and NaCl concentration ranging from 125 to 500 mM. 
' 	 Transj'ection 
19 	 efficiency values: 
0 0 • High values • • 4 0 Middle values 
f) I  
94 	I 	-I 	 • Low values 
500 	
0 Excluded values • • 4 250 
125 lo- 
1 	 2 	 3 
DOPE 
Fig. 3.14 Design region of the second screening offormularions 2 
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Following the results of the second screening of the formulations 2, a new second 
screening (I) was carried out to find an optimal region. In this second screening (I) an 
experimental design was carried out considering the same factors with the same levels, 
as the ones obtained in the Table 3.2, except the N/P ratio, which was varied with three 
new levels: 7, 15, 19. A D-optimal design was carried out, which gave 20 experiments 
plus 3 centre points (Appendix Table 15). In this new second screening (I), ANOVA 
analysis gave values that were significant (p<0.05) and the Fisher distribution (F 
31.04) was higher than the Fisher critic distribution (Fc 1.35) 
Factor effects, showed that DOPE was the main factor followed by N/P and NaCl 
concentration, and all of them were inversely proportional to transfection efficiency. 
Furthermore high and positive interactions were found between N/P and DOPE, 









Fig. 3.15 Factor effect and factor interactions in the second screening (I) of 
formulations 2 
The factor interactions observed in Fig. 3.16, showed that transfection efficiency 
increased for low values of DOPE and low concentrations of NaCl as N/P ratio 
decreased in the range from 1.28 (19) to 0.85 (7). 
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Fig. 3.16 Factor interactions between NIP and DOPE and NIP and [NaC1] for the 
second screening (I) offormulations 2 
3.2.2.2 Optimisation of formulations 
Following screening of formulations I and 2, an optimization of formulations containing 
the cationic lipid (cholesteryl derivatives) was carried out, using the same cell line 
(13I6FIO) and three factors as shown in Table 3.4. Experimental design using a 13- 
optimal design as an algorithm gave 11 experiments, two replicates plus three centre 
points. 
Results of the optimization of the formulations containing the cholesteryl derivatives 
were compared with the optimization of formulations containing another cationic lipid 
(lignoceryl derivatives), which used the same factors and cell line (B 16F 10) as shown in 
Table 3.4. Experimental design using a D-optimal design gave 14 experiments, two 
replicates plus three centre points. 
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Factor Factor type Level Level range 
DOPE/N quantitative 2 1,2 
N/P quantitative 2 7, 13 
NaCl solution quantitative 2 125, 250 mM 
Table 3.4 Factors used in the optimization offormulations 3 
3.2.2.2.1 Optimisation of the cholesteryl derivative 
Results of the experimental design (Appendix Table 16) showed a good correlation 
coefficients (R 2 = 0.956 and Q2 = 0.80 and reproducibility =1). 
Fig. 3.17 shows the normalized coefficients of the model in the process of optimization, 
where the transfection efficiency showed a strong dependence on the N/P ratio as well as 
its square effect (N/P x N/P) in the curvature of the optimum region. Also high negative 
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This model can predict the optimum values for transfection efficiency, as shown in Fig. 
3.18, where the region of the optimum is found for values of[NaCI] = 125mM and for 
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Fig. 3.18 Model prediction for the optimization offormulations containing cholesteryl 
derivatives: a) [NaC1J= 125 mM b) fNaCl]=250 mM 
Table 3.5 shows the comparison of the experimental and predicted values of transfection 
efficiency for formulations containing cholesterol derivatives, (the variation between 
them was between 4 and 6 %). Table 3.5 shows the negative and main interactions 
between N/P and DOPE for fixed values of [NaCI], as well as the negative and main 
effects of N/P ranging from 13 to 7, for fixed values of DOPE and [NaCI], which gave 
high values of transfection efficiency. The best formulations, which gave the maximum 
predicted value of transfection efficiency were N/P=7 and DOPE= 2 for [NaC!] = 125 
mM. Furthermore, it was found that the maximum value of the best formulation was 
higher than the control (Effectene). 
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N/P DOPE [NaCI] Expt. Predicted 
mm Transfection Transfection 
7 1 125 4306 4091 
7 2 125 6321 6774 
13 2 125 2814 2370 
10 1.5 188 2368 2363 
7 1 250 3249 3509 
7 2 250 6688 6191 
13 2 250 1434 1787 
Table 3.5 Transfection efficiency: predicted values and their comparison with 
the experimental. 
3.2.2.2.2 Optimisation of the lignoceryl derivative 
Results of the experimental design (Appendix Table 17) showed good correlation 
coefficients (R 2 = 0.97 1, Q2 = 0.860, Model validity: 0.844 and reproducibility: 0.954). 
Fig. 3.19 shows the normalized coefficients of the model for the formulations of the 
lignoceryl derivatives. The main factor effect was the N/P ratio followed by DOPE. Both 
factors had a negative effect on the transfection efficiency. Furthermore there were high 
positive interactions between N/P and [NaCl], with negative interactions between N/P 
and DOPE. 
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Fig. 3.19 Normalized coefficients of the optimization of formulations with the 
lignoceryl derivatives. 
Fig. 3.20 shows the model prediction: low concentrations of NaCl and low values of N/P 
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Fig. 3.20 Model prediction for the optimization of the formulations with the lignoceryl 
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When comparing experimental values with the predicted values of transfection 
efficiency and the lignoceryl derivatives (Table 3.6) it can be said that the values were 
very similar each other, specially for low values of DOPE and N/P, (giving a variation 
between 1 to 3 %). On the other hand when considering high values of DOPE and N/P 
the values deviates between 6 to 7 %. 
The optimal formulation predicted by the software were N/P= 4.9 and DOPE 2.3 for 
[NaCfl = 85 mM, with a transfection value of 40600, being its value 6.2 times the 
control value of Effectene (6500). 
Fig. 3.21 shows the FACS analysis for the optimal formulation, which account for the 
net population (P 1 ) of transfected cells 1316FIO, considering the control a). The net 
population found was 64.7 %. 
N/P DOPE [NaCI] Expt. Predicted 
mM Transfection Transfection 
7 1 125 19491 19491 
7 2 125 19970 19881 
4 1.5 188 25522 24691 
10 1.5 188 6291 6710 
7 1 250 7647 7736 
7 2 250 8366 8216 
13 2 250 3109 2901 
Table 3.6 Tran.sjèction efficiency: predicted values and their experimental 
values. 
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Experiment Name: AUB-3M5 
Specimen Name: 81 6..Farrn'411 0/06 
Tube Name: Contro2 
Record Date: Oct 7, 2006 8,58:37 PM 
SOP Administrator 
ArC-A 
Popuabon sEvents 	%Pareni - Mean 
0 AM Events 10,000 .-... 43 
IPI 361 	 36 401 
Expenment Name AUB-3A15 
Specimen Name 81 6-Forni-411 0106 
Tube Name: Forrn-9-2 
Record Date. Oct 7, 2006 9:29:11 PM 
SOP Administrator 
FITC-A 
Population fEvents 	%Parerrt Mean 
• xi Eer1s 10,000 .... 59,842 
P1 6,830 	68.3 87,564 
a) b) 
Fig. 3.21 FA CS results of the formulations of the lignoceric derivative: a) 
Control: b) lignoceryl derivative 
3.2.3 High-throughput procedure 
3.2.3.1 Introduction 
Lipoplex formulations containing the lignoceryl derivative were prepared with the liquid 
handler. One cell line was investigated: B 16F 10.. 
3.2.3.2 Liquid handler analysis 
Owing to the preparation of low volumes of formulation components with the liquid 
handler, experiments of aspiration and dispensation of buffer (PBS), water and methanol 
were carried out, considering a volume range from 1 to 5 Pl. (Experimental 5.2.2) 
Table 3.7 shows the density and viscosity of the solvents at 25 °C used in the 
experiments: 
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Solvent 	Density (g/mI) 	Viscosity (mPa s) 
Water 	 0.998 	 0.997±0.00 1 
PBS 	 1.005 	 0.826±0.001 
Methanol 	 0.789 	 0.512±0.001 
Table 3.7 Density and viscosity of solvents at 25 °C 
The liquid handler carried out the aspiration of solvents from 96 well flat bottom 
(evergreen) and their dispensation into 1 ml plastic vials. Three replicates were 





2 	3 	4 	5 
water volume Oil) 
• Methanol 
PBS 
Fig. 3.22 Volume dispensed by the liquid handler 
3.2.3.3 Formulation screening 
Lipoplex formulations composed of cationic lipid (lignoceryl derivative), co-lipids and 
DNA, were prepared via experimental design. Seven screenings (formulations 4 to 10) 
were determined, considering the following factors: co-lipid type, ratio (co-lipid/cationic 
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lipid), ratio (cationic lipid/DNA) (N/P), buffers-solvent type, pH values, liposome 
formation (vortex, mixing, sonication), cell medium change. Moreover nitrogen 
procedure (Experimental 5.2.2.1.1) was carried out with formulations 4 and the oven 
procedure (Experimental 5.2.2.1.2) was carried out with formulations from 5 to 10. After 
two days of transfection with cell line (BI6F1O), data analysis of transfection efficiency 
(via GFP) was analyzed with the software MODDE 8. 
Data analysis was carried out with multiple linear regression (MLR), and ANOVA 
analysis showed that regression data fit was significant (p<O.OS). In addition the 
screening analysis, correlation coefficients obtained were: R 2 = 0.9 and Q?= 0.8. 
3.2.3.3.1 Screening of formulations 4 
Formulations of lipoplexes were prepared through an experimental design using 3 
factors as shown in the Table 3.8. A D-optimal design gave 24 experiments plus 3 centre 
points. (Appendix Table 18) 
Factor 	Factor type Level 	Level range and solvent type 
DOPE/N 	quantitative 	2 	 0, 1 
N/P 	quantitative 	3 	 1.5, 6, 24 
Buffer/solvents 	qualitative 	4 	Water/PBS/chlorine salts/phosphate salts 
Table 3.8 Experimental design for formulations 4 (chlorine salts: C/Na, C/K; 
phosphate salts: Na2HPO4, K1-J2PO4). 
Fig. 3.23 showed that PBS was the most important factor and the buffer used in the 
formulations had a positive effect in increasing transfection. The second important factor 
was DOPE and had a positive effect. The chlorine salts had a negative effect. 
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Fig. 3.23 Factor effects in formulations 4 
Fig. 3.24, shows the predicted model values for formulations 4, where transfection 
efficiency values increased as DOPE increased from 0 to I and N/P ratio increased from 
0.2 (1 .5) to 1.39 (24), with PBS being the best solvent. 
Furthermore when comparing the results of transfection with the controls (effectene and 
lipofectamine), it was observed the maximum value of transfection with a value 1 805, 
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Fig. 3.24 Model prediction offormulations 4: a) PBS; b) Chlorine salts (ClNa, C1K) 
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The Fig. 3.25 shows the non-centralized effect of data, where the data distribution was 
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Fig. 3.25 Relative frequency of the transfection efficiency offormulations 4 
3.2.3.3.2 Screening of formulations 5 
Results for formulations 4 showed good results with PBS as a buffer and DOPE =1, 
therefore new formulations of lipoplexes were prepared through an experimental design 
using 3 factors as shown in the Table 3.9. A D-optimal design gave 19 experiments plus 
3 centre points (two replicates) (Appendix Table 19). 
Factor Factor type 	Level Level range 
DOPE/N quantitative 	2 1,2 
N/P quantitative 	3 1 .5, 6, 24 
pH (PBS) qualitative 	4 6.5, 7, 7.5, 8 
Table 3.9 Experimental design for formulations 5 
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Fig. 3.26 shows that N/P ratio was for transfection, followed by the negative effect of 
DOPE and the positive effect of pH. Furthermore high positive interactions between 








Fig. 3.26 Factor effects for formulations 5 
The main interactions between DOPE, pH and N/P ratio are shown in Fig. 3.27, where 
transfection values increased as DOPE decreased from 2 to 1 as N/P ratio values 
increased in the range from 1 .5 to 24. Furthermore, the interactions between DOPE and 
pH, defined two different trends, with a critical DOPE value of 1.4, transfection 
increased for low values of pH. On the other hand transfection increased for high values 
of pH as DOPE values ranged from 1.4 to 2. 
IIWI 
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Fig. 3.27 Factor interactions in formulations 5 
Fig. 3.28 shows the model's prediction for formulations 5. It shows that formulations 
with low pH (pH=6.5) gave higher transfection values than formulations with high pH 
(pH=8). Furthermore both formulations gave different trends, where for pH= 6.5 the 
interactions between N/P and DOPE were negative, however for pH 8, the interactions 
between N/P and DOPE were positive. 
Furthermore it was found that the high value of transfection for pH 6.5 were higher 
than the control sample (Lipofectamine). 
Fig. 3.28 Predicted values for the formulations 5for a) pH= 6.5,' b) pH = 8 
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Furthermore it was found that the transfection values followed a gaussian distribution as 
shown in the Fig. 3.29, where there was a centralized trend, where the mean and median 
values coincided. 
Data distribution analysis showed that the first quartile (q25)  had a value of 686 and the 
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Fig. 3.29 Relative frequency (%) of transfection values offormulations 5 
3.2.3.3.3 Screening of formulations 6 
Formulation preparation was carried out with an experimental design, using four factors 
and full factorial design as shown in the Table 3.10, which gave 80 experiments plus 3 
centre points (Appendix Tables 20, 21). Three replicates were determined of each 
formulation. 
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Factor Factor type Level Factor values 
DOPE quantitative 1 
N/P quantitative 5 1.5, 3, 6, 12, 24 
Co-lipids qualitative 4 No-colipid/cholesterol/DOPC/DOPE 
Buffer/Solvents qualitative 4 Water/NaCI /PBS/ TE 
Table 3.10 Factors and levels in the preparation offormulations 6 ([NaC1]= 150 mM; 
PBS (pH= 7.2); TE (10 mM Tris, 1mM EDTA)). 
Before analyzing the data, N/P was transformed into a logarithmic function. 
Fig. 3.30 shows the factor effect and factor interaction for formulations 6. It was 
observed that buffers/solvents were more important factors than the co-lipids. PBS was 
the best buffer followed by TE and both had a positive effect on transfection. On the 
other hand it was observed that DOPE was the best co-lipid, followed by cholesterol. 
and both had a positive effect on transfection, however DOPC gave a negative effect. 
Moreover high positive interactions were observed between DOPE and PBS and 
negative interactions between DOPE and NaCl and DOPC and PBS. 
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Fig. 3.30 Factor effect and interactions jbr formulations 6 
The Fig. 3.31 shows that PBS was the best buffer and DOPE was the best co-lipid, while 









Fig. 3.31 Factor interaction plot for formulations 6 
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Formulation 6 analysis followed a Gaussian distribution skewed to the right, as shown in 
Fig. 3.32. It was observed that the majority of the data of the Gaussian peak 
corresponded to the lower values of transfection using water and NaCl, however the 
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Fig. 3.32 Gaussian distribution of data forformulations 6 
3.2.3.3.4 Screening of formulations 7 
The best buffer was PBS and the best co-lipid was DOPE. New formulations were 
determined through an experimental design (Appendix Table 22) which contained four 
factors, as shown in Table 3.11. A 2-level factorial design gave 16 experiments plus 3 
centre points and two replicates. 
Factor Factor type Level Factor values 
DOPE quantitative 2 1,3 
N/P quantitative 2 1.5, 24 
pH (PBS) qualitative 2 6.5, 7.4 
Cell medium change qualitative 2 5hours, overnight 
Table 3.11 Factors and level in the experimental design offormulations 7 
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Before analyzing the results, N/P was transformed into a logarithmic function and DOPE 
into a linear function. 
Analysis of Variance (ANOVA) as shown in the Table 3.12, states that the variance of 
the model error (MS--0.0l5) is lower than the replicate error (MS0.019) and the ratio 
between them F(0.796) is l, and both errors are comparable and the data were not 
significant at a 95 % confidence level (p>0.05), showing that F(0.76) < Fc(2.456). 
Therefore there is no lack of fit and the model validity is high and close to 1 (0.882). 
Transfection efficiency 




35 	181.5 	173.5 
7 	7.50 	1.075 	59.46 
27 0.49 0.018 
0.000 	1.037 
0.134 
0.625 	0.124 Lack of Fit 	9 	0.14 	0.015 	0.796 
(Model Error) 
Pure Error 	18 	0.35 	0.019 	 0.139 
(Replicate Error) 
Table 3.12 ANO VA forformulations 7 
Factor analysis of formulations 7 showed that N/P and DOPE were the main factors and 
they had negative and positive effect respectively (Fig. 3.33). Furthermore negative 
interactions were found between DOPE and pH (suggesting high transfection values for 
high values of DOPE and low pH values) and positive interactions between N/P and pH 
(suggesting high transfection values for high N/P and pH values). 
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Fig. 3.33 Factor effects andfactor interactions for formulations 7 
Fig. 3.34 shows the main interactions of the experiments, where transfection increased 
for high DOPE values ranging from 1.3 to 3 for pH6.5 and for low NIP values ranging 
from 12 to 1.5 for pH=6.5. 
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Fig. 3.35 shows the prediction of the model of the formulation 7 and states that low 
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Fig. 3.35 Prediction plots for formulations 7: cell medium change (5hours): a) pH=6.5, 
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Data distribution is shown in Fig. 3.36 and follows a non-centralized trend with a 








-. 	 4 
 
t.J 	.41. 	01 	Cie- 	. 	. 	 - 	I 	tl> 	Kj 	kIj 
Transfect ion efficiency 
Fig. 3.36 Distribution plot of transfection data of formulations 7 
3.2.3.3.5 Screening of formulations 8 
New formulations were prepared, considering the same factors as formulations 7, except 
formulations were analyzed as a function of changing or not changing the medium. 
Therefore a new experimental design (Appendix Table 23) was determined with 4 
factors as shown in the Table 3.13. A fractional factorial design (V), gave 12 
experiments, plus 3 centre points and three replicates. 
Factor Factor type Level Factor values 
DOPE quantitative 2 I' , 
N/P quantitative 2 1 .5, 24 
pH (PBS) qualitative 2 6.5, 7.4 
Cell medium change qualitative 2 Change, non-change 
Table 3.13 Factors and levels in the experimental design of formulations 8 
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Analysis of Variance (ANOVA) (Table 3.14), shows that the F parameter to measure the 
fit of the model was 1.09, and its value was less than Fc (2.57), where the model and 
replicate errors were comparable. Therefore the data were not significant (p>O.OS)  and 
the validity of the model was high (0.764). 
Transfection efficiency 
DF 	SS 	4v1S (variance) 	F 	p 	SD 
TOTAL 38 901967 23 73 6 
Regression 6 835461 139243 
Residual 32 66506 2078 
Lack ofFit 5 11151 2230 
(Model Error) 
154.07 
67 	0.00 	373.15 
45.59 
1.09 	0.39 	47.22 
Pure Error 	27 55355 	2050 	 45.28 
(Replicate Error) 
Table 3.14 ANO VA for form ulations 8 
Analysis of factors (Fig. 3.37) shows that the N/P ratio had a negative effect, while 
DOPE had a positive effect. High negative interactions were found between NIP and 
DOPE, with positive interactions between N/P ratio and media change. 
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Fig. 3.37 Factor effects andfactor interactions for formulations 8 
Fig.3.38 shows that decreasing N/P from 24 to 1.5 and using high values of DOPE, or 




2 4 6 S 10 12 14 16 IS 20 22 24 	2 4 6 8 10 12 14 16 IS 20 22 24 
N'? 	 Np 
Fig. 3.38 Factor interaction plots for formulations 8 
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Finally it can be said that the model can predict the results for formulation 8 as shown in 
Fig. 3.39, where using the procedure of changing the cell media at pH= 6.5 and 
decreasing N/P from 24 to 1.5. 
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2234 
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Fig. 3.39 Model prediction for formulations 8, considering the change of 
media: a) pH=6. 5, b,) pH= 7.4 
Distribution of data (Fig. 3.40) for formulations 8 showed a skewness to the right. 
Moreover cumulative data distribution showed that the highest values of transfection 
corresponded to 15 % of the whole data and belonged to N/P1 .5 and DOPE in the 
range from 0.5 to 3 for pH= 6.5. On the other hand it was observed that the lowest 
values of transfection were in the range of 20 to 25 % of the data corresponded to NIP, 
ranging from 12 to 24 and DOPE ranging from 2 to 3 for both pH=6.5 and pH7.4. 
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Fig. 3.40 Relative ftequency distribution offormulations 8 
3.2.3.3.6 Screening of formulations 9 
Formulations were prepared, considering an experimental design (Appendix Table 24), 
where 4 factors were varied as shown in Table 3.15. A 2 level factorial design gave 16 
experiments plus 3 centre points and three replicates. 
N/P ratio were converted into a logarithmic function and DOPE into a linear function. 
Factor Factor type Level Factor values 
DOPE quantitative 2 1, 3 
N/P quantitative 2 1.5, 24 
pH (PBS) qualitative 2 6.5, 7.4 
Liposome formation qualitative 2 Vortex, mix procedures 
Table 3.15 Factors and levels in the experiment design offormulations 9 
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Factor analysis (Fig. 3.41), shows that the mixing process and DOPE were the main 
factors for formulations 9. However the mixing process had a negative effect (decreased 
transfection) and DOPE had a positive effect (increased transfection). Furthermore it 
was found that there were high positive interactions with the mixing process with the 
N/P ratio and DOPE. On the other hand, low negative interactions were found for the 
NIP ratio with pH and DOPE (transfection values increased if the NIP ratio decreased, 
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. 3.41  Factor effects andfactor interaction 
Transfection increases for lower values of N/P and for higher values of DOPE in the 
range 0.5 to 3, for a pH = 7.4 (Fig. 3.42). Furthermore the vortex process enables an 
increase in transfection (more than the mixing process) for low values of N/P in the 
range from 24 to 1.5, and high DOPE values in the range from 1.5 to 3. On the other 
hand the mixing process enables an increase of transfection for high values of N/P from 
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Fig. 3.42 Factor interactions for: a) NIP with DOPE and b) NIP with pH 
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Fig. 3.43 Factor interactions: a) NIP with vortex and mixing process, b) DOPE 
with vortex and mixing process. 
Fig. 3.44 shows the predicted plots of formulations via the vortex procedure at pH= 7.4 
and pH= 6.5. It was observed that formulations at pH=7.4 gave better transfection than 
the formulations at pH=6.5, when the N/P ratio decreased (1.4(24) to 0.2(1.5)) and 
DOPE increased (0.5 to 3). 
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Fig. 3.44 Prediction plots using the vortex procedure for lipoplex formation: a) pH6.5, 
b) pH= 7.4 
The distribution of the transfection data had a skewness to the right, as shown in Fig. 
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Fig. 3.45 Data distribution for formulations 9 
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3.2.3.3.7 Screening of formulations 10 
Formulations were prepared, with vortexing compared with sonication and PBS 
(pH=7.4) was compared with DMEM. Furthermore the NIP ratio was reduced to 1.5 to 
12. 
An experimental design was determined with four factors as shown in the Table 3.16. A 
2- level factorial design gave 16 experiments plus 3 centre points and 3 replicates 
(Appendix Table 25). 
Before analyzing data N/P was transformed into a logarithmic function and DOPE into a 
linear function. 
Factor Factor type Level Factor values 
DOPE quantitative 2 1, 3 
N/P quantitative 2 1.5, 12 
Buffers qualitative 2 PBS, DMEM 
Liposome formation 	qualitative 	2 	Vortex, sonication 
Table 3.16 Factors and levels in the experimental design of formulations 10 
Factorial analysis (Fig. 3.46), shows that DOPE and the formation of liposomes (using 
the sonication procedure) were the main factors, however DOPE had a positive effect 
and increased transfection. On the other hand sonication had a negative effect and 
decreased transfection dramatically, suggesting that the vortex procedure is the best 
procedure for making liposomes. Furthermore high negative interactions were found 
between DOPE and the sonication procedure, suggesting that transfection can be 
increased, using the sonication procedure, unless DOPE is increased. On the other hand 
low and positive interactions were found between DOPE with the buffer DMEM and the 
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N/P ratio, suggesting that upon increasing these three factors, transfection values 
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Fig. 3.46 Factor effects and factor interactions offormulations JO 
Fig. 3.47 shows the interactions between the N/P ratio and DOPE, showing that 
increasing DOPE from 0.5 to 3, for low values of N/P causes the transfection to increase 
dramatically. Moreover this increase of transfection was observed much more in the 
vortex procedure as DOPE increased from 0.5 to 3. On the other hand Fig. 3.48 shows 
the interactions between buffers with DOPE and N/P showing that decreasing N/P in the 
range from 12 to 1.5 gave high values of transfection, when using PBS, and this effect 
was more dramatic than when using DMEM. However when DOPE was increased from 
0.5 to 3 the transfection values increased dramatically when DMEM was used instead of 
PBS. 
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Fig. 3.47 Factor interaction plots for DOPE with: a) NIP ratio; b) Vortex and 
sonication procedures. 
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Fig. 3.48 Factor interaction plots. a) NIP with buffers; b) DOPE with buffers. 
Finally Fig. 3.49 shows the prediction plots of the model, showing the vortex procedure 
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of N/P and DOPE. However PBS gave high values of transfection for low values of N/P 




Fig. 3.49 Plot predictions of the model (vortex procedure) using: a) DMEM and h) PBS 
(pH= 7.4) 
In conclusion the process of optimization of transfection into the cell line: B16-FlO, 
using the lignoceryl derivative as a cationic lipid and DOPE as a co-lipid was carried 
out. The oven procedure was found to be the best technique to dry-out the methanol 
while liposome formation was favored by the vortex procedure. However the buffers had 
different results as a function of the range of N/P and DOPE used. It was thought useful 
to determine two optimization processes, one for each solvent (PBS (pH 7.4) and 
DMEM) and two factors: DOPE and the N/P ratio, as follows: 
136 
Chapter 3 	 Lipoplex formulation 
3.2.3.4 Optimization process 
The optimization of the formulations containing lignoceryl derivative as a cationic lipid 
was determined considering two factors: N/P ratio and DOPE and two solvents (DMEM 
and PBS) was prepared using liquid handler and an experimental design, using oven 
procedure. 
Data analysis of the formulations was determined using multiple linear regression 
(MLR). Analysis results of formulations considering both solvents showed a good 
correlation coefficient (R 2 = 0.94) and a good prediction coefficient (Q2 = 0.89). 
Analysis of variance (ANOVA) considering both solvents, showed that regression data 
was significant (p<0.05), however the model validity data was not significant (p>O.OS) 
with a value of 0.78, showing that both model error and replicate were almost the same 
with F=l, and for a 95 % confidence level, and considering 4 and 22 degrees of freedom 
for the model and replicate errors respectively, the critical F (Fc=2.82), being F<Fc. 
3.2.3.4.1 Optimization process considering DMEM 
Formulations were prepared through an experimental design (Appendix Table 26) with 2 
factors as shown in Table 3.17. A D-optimal design, using the response surface 
methodology, gave 9 experiments plus 3 centre points and 3 replicates. 







1.5, 2, 2.5, 3 
1.5, 3, 6, 12 
Table 3.17 Factors and levels of the optimization process using DMEM 
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3.2.3.4.1.1 Model Development 
Model development was determined considering the normalized coefficients (scaled 
coefficients divided by the standard deviation of the transfection values). These 
coefficients as they are shown in the Fig. 3.50, show that there is a strong curvature that 
depends on the square of both DOPE and NIP as well as the strong dependence of DOPE 
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Fig. 3.50 Normalized coefficients of the model 
The model can be written considering the non-scaled coefficients as follows in 
expression (3. 1), where transfection is Y 1 , N/P is X1 and DOPE is X2 
Yj =-12165.9+302.4X1 + 10806.8 X2-41.8X 1 2 -2112.3 X22 -F 115.4X,X 2 (3.1) 
Expression (3.1) can predict values of transfection considering the two main factors: N/P 
and DOPE, and these values are very close to the experimental as shown in Table 3.19, 
where the variation between experimental and predicted values were in the range from 
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0.4 to 9 %. It can be observed that increasing DOPE in the range of 1.5 to 3 for fixed 
values of N/P ratio, transfection increased dramatically. On the other hand increasing 
N/P in the range of 3 to 6 for fixed values of DOPE, increased transfection slightly. 
N/P 	DOPE 	Experimental. 	Predicted 
Transfection. 	Transfection 
3 1.5 310 342 
3 2.5 3100 3046 
6 1.5 585 640 
6 3.0 3559 3631 
12 2 1376 1378 
12 3 3028 3008 
Table 3.19 Transfection efficiency prediction and their comparison with 
experimental values. 
3.2.3.4.1.2 Model optimization 
The optimization process was carried out considering the maximum value of 
transfection, which could be obtained analytically using expression (3.1) or via MODDE 
8, using the surface contour plot. This maximum value correspond to the maximum 
curvature as shown in the Fig. 3.51, where N/P = 7.44 and DOPE = 2.76, giving a 
transfection value of 3878 
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ij1kJ: 
DOPE 	 - 	NIP 
Fig. 3.51 Surface contour plot of the optimization of lignoceiyl using DMEM 
3.2.3.4.2 Optimization process considering PBS (pH=7.4) 
Formulations were prepared through an experimental design (Appendix Table 27) with 2 
factors as shown in Table 3.20. A D-optimal design, using the response surface 
methodology, gave 10 experiments plus 3 centre points and 3 replicates. 




3 	1.5, 3, 6 
Table 3.20 Factors and levels of the optimization process using PBS (pH= 7.4) 
3.2.3.4.2.1 Model Development 
Normalized coefficients of the model shown in the Fig. 3.52, show a great dependence 
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of this model with the model considering DMEM, it was found it was higher than the 
Fig. 3.52 Normalized coefficients of the model 
The model can be written mathematically as shown in the expression (3.2), where 
transfection is Y2, N/P is X1 and DOPE is X2 
Y2 =-9330.8 + 560.4 X1 + 9878.9X2 — 142.6X 1 2 — 2169.7X 22 + 194.1 X1 X2 	(3.2) 
Expression (3.2) can be used to determine the predicted values to be compared with the 
experimental values of transfection as shown in the Table 3.21, where the variation of 
experimental and predicted was in the range of I to 3.8 %. Furthermore it can be 
observed how decreasing the values of N/P increased the transfection, while increasing 
DOPE increased transfection. 
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NIP 	DOPE 	Expt. 	Predicted 
Transfection 	Transfection 
3 1.5 1896 1877 
3 2.5 3702 3659 
3 3 2902 2923 
6 1.5 606 581 
6 2.5 2878 2946 
6 3 2552 2501 
Table 3.21 Transfection efficiency prediction and their comparison with 
experimental values. 
3.2.3.4.2.2 Model Optimization 
The optimal value could be obtained analytically using expression (3.2) or via MODDE 
8, using the surface contour plot and therefore the maximum curvature can be obtained 
as shown in Fig. 3.53, for N/P = 3.49 and DOPE = 2.41 to give a transfection value of 
3733 
Trünsfecslon 	 / °° Transfection 
NIP 
DOPE 	. 
Fig. 3.53 Surface contour plots of the optimization of lignoceryl using PBS. 
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3.3 Conclusion 
Lipoplex formulations of two cationic lipids (cholesterol and lignoceryl derivatives) 
transfected successfully DNA into the cell of two cell lines HEK (Human Embryonic 
Kidney 293 cells) and B16-FlO (Mouse Melanoma cells). The process of transfection 
was enhanced dramatically when a co-lipid was added to the formulations. 
Formulations prepared via experimental design through the software MODDE 8, 
allowed analysis of factors of formulation such as mixture and process factors in a 
reduced number of experiments. Furthermore the selection of the important factors and 
their setting enabled the optimum region to be determined. 
Analysis of mixture factors of the formulations showed that the ratio of cationic 
lipid/DNA (NIP) and the ratio co-lipid/cationic lipid (DOPE/N) were the most important 
factors, showing high negative interactions between them, where low values of N/P with 
high values of DOPE enabled high transfection. 
The best co-lipid and cationic lipid used were DOPE and the lignoceryl derivative 
respectively. Moreover the best solvents found were PBS and DMEM at pH 7.4. 
However low concentrations (125 mM) of NaCl were also efficient for transfection. 
Analysis of process factors of the formulations showed that formulations prepared 
manually and with liquid handler gave identical results. However liquid handler enabled 
automation process and reduced systematic errors of formulation preparations. The 
process of drying using the oven procedure was much more successful than the nitrogen 
procedure as the process of liposome formation was not homogeneous and gave no 
reproducible transfection. Moreover it was observed that the best way to make 
liposomes was using the vortex procedure, where low values of N/P gave high values of 
transfection. The mixing and sonication procedure gave lower values of transfection. 
Model development and optimization, of the best formulations gave a model that had a 
strong dependence on the square of DOPE and N/P ratio for both formulations 
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containing PBS and DMEM. However it was found that formulations containing DMEM 
were better than the ones containing PBS, where the optimum value of N/P was 7.44 and 
DOPE was 2.76. On the other hand formulations containing PBS gave the lowest values 
of transfection values of N/P = 3.49 and DOPE = 2.41. 
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Chapter 4: Polymer blends and rheology 
4.1 Introduction 
4.1.1 Biodegradable polymers 
Biodegradation 147  is a process that can take place through enzymatic 148-149  mediated 
decomposition associated with living organisms 147, such as or fungi. 
However there is another kind of degradation based on environmental factors such as 
photolysis, oxidation 147 and hydrolysis 151 . In this way, naturally occurring biopolymers 
can be degradated via factors, which affect the chemical properties of the polymeric 
material 147  over time. Synthetic polymers can be tailored to degradation by the 
introduction of chemical groups in the main polymer chain, such as photo-oxidisable or 
hydrolysable components. There are many types of biodegradable polymer 147,151  that 
include polyesters [polylactate' 51 , poly(hydroxyalkanoates), polycaprolactone)], 
polysaccharides (cellulose, chitosan), etc. 
Biodegradable polymers have many applications: 
1 Biodegradable plastic 147  for packaging. 
2 	 5,147 
3 Biomedical 147,152  (e.g. sutures, implantable devices for DNA delivery). 
In this project, six polymers were used for cellular adhesion 140" 53155 , four of them were 
biodegradable [poly(3 -hydroxybutyrate)' 56-157 poly(DL-lactide-co-glycolide)' 58-159 
chjtosan' 6° and cellulose acetate' 61-1621.  The polymers were blended 147  (binary mixtures), 
in order to study the synergistic effects (enhancement of the physical and chemical 
properties of the mixture) and good cellular adhesion. 
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The following polymers were chosen due to their known biological compatibilities: 
4.1.1.1 Poly(ethylene glycol)"' (PEG) 
PEG is a polyether' 47 prepared by polymerization of ethylene oxide. Its structure is 
shown in the Fig. 4.1. 
I_-o —i 
	
H 	 inOH 
Fig. 4.1 Structure ofpoly(ethylene glycol) 
It is soluble in polar solvents such as water and methanol and organic solvents such as 
dichloromethane and benzene but insoluble in diethyl ether and hexane. It has 
applications in health care products. Due to the presence of hydroxyl groups, it can be 
attached to proteins to facilitate longevity and transport in the blood supply. 
4.1.1.2 Cellulose acetate and chitosan 
4.1.1.2.1 Cellulose acetate 
Cellulose acetateiM  is a cellulose derived biopolymer, consisting of 0-(1-4)-Iinked D-
glucopyranose units, where the hydroxyl groups at the C-2, C-3 and C-6 positions of the 
glucose units are acetylated (Ac). Its structure is shown in Fig. 4.2. 
AcO 	 AcO 	 AcO 
AcO 	~O
0   AT
cO 
7  ;: ~
o AcO-7p 
AcO....7 0 -4 --;t O-.. Ac AcO 	 AcO 	JAcO 
Fig. 4.2 Structure of cellulose acetate 
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Cellulose acetate was first prepared by Schultz in 1865, with its manufacture being 
patented in 1894 by Cross. In the same year, Little produced filaments of cellulose 
triacetate. Nowadays commercially available cellulose acetate is produced from wood 
pulp using acetic anhydride. Cellulose acetate forms aggregations'  61  which undergo 
phase separation  161  when the solvent is evaporated, a phase separation which leads to gel 
formation, and a cluster of cellulose acetate molecules. The main properties of cellulose 
acetate are its high transparency, toughness and thermoplastic behavior. Applications in 
biology for cellulose acetate are in encapsulation and drug delivery'  51  as well as a 
possible scaffold. 
4.1.1.2.2 Chitosan 
Chitosan is a N-deacetylated derivative of chitin 160, a polysaccharide consisting of N -
acetylglucosamine units linked together through f3(1-4) bonds (Fig. 4.3). 
HO 	 HO 	 HO 




7~~t H2N 	 OH 
Fig. 4.3. Structure of chitosan 
It is a functional material, which has excellent biocompatibility' 54 , biodegradability, 147 
non-toxicity and adsorption properties. It is soluble in dilute acids such as acetic acid, 
formic acid, etc. Their applications include flocculants for proteins and formation of 
complexes with DNA and physical interactions with cell surfaces 153155 . 
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4.1.1.3 Poly(DL-lactide-co-glycolide) 
Is a copolymer made of a racemic mixture of lactic acid ' 51 and glycolic acid. Its 
structure' 59  is shown in Fig. 4.4. 
0 
CH 3 	 0 
Fig. 4.4 Structure ofpoly(DL-lactide-co-glycolide) 
It is a completely amorphous' 65  co-polymer, whose glass transition temperature 165  (Tg) 
can be modified when blended with other polymers (which decreases the viscosity 166  of 
the system and increases the elasticity and flexibility of the polymer system), or an 
increase in Tg, giving higher viscosity and increased brittleness. It is used as medical 
material in drug delivery systems and as a composite scaffold 167  in bone grafts. 
4.1.1.4 Poly(N-isopropylacrylamide) (PNIPA) 
PNIPA is a temperature responsive 168-169  polymer with a low critical solubility 
temperature of 33 °C. It provides a network able to undergo reversible phase 
PNIPA is soluble in polar solvents such as N-methyl-pyrrolidinone and 
tetrahydrofuran. Its structure 171  is shown in Fig. 4.5. 
NH— 
Fig. 4.5 Structure of poly(N-isopropylacrylamide) 
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4.1.1.5 Poly(3 -hydroxybutyrate) 
Belongs to the poly(hydroxyalkanoate)' 47 family and is synthesized by 
microorganisms  150  such as Alcaligenes eutrophus and Bacillus megaterium. PHB was 
isolated and characterized in 1925 by Lemoigne. Its structure'  57  is shown in Fig. 4.6. 
, 
0 
 ~ 0--~ 
Fig. 4.6 Structure ofpoly(3-hydroxybulyrate) 
PHB is a thermoplastic and exhibits a high degree of crystallinity' 48149. It exhibits a 
spherulitic' 72 (spherical aggregate made up of fibrillar crystal arrays radiating from a 
central nucleus) and crystallization, which provide brittleness and stiffness'  65 . However 
when it is blended with other biodegradable polymers, its degree of crystallinity is 
reduced and the rate of biodegradation and miscibility of the components is increased. 
4.1.2 Polymer blends 
4.1.2.1 Why polymer blends 
Co-polymerizarion and polymer blending'  65  have become important subjects in research 
and in industrially related applications as alternative routes to modify the chemical and 
physical properties'  65  of the polymers. Polymer blend technology  141,161  is being used 
much more widely because they are easy and cheap to prepare. Polymer blends can 
provide a synergistic effect with superior properties for specific applications. Moreover, 
the thermodynamic parameters'  65  (entropy, enthalphy and Gibbs free energy) of mixing, 
should be taken into account which plays a role in generating either a single phase or the 
two phases (separation)  161  of the individual polymers. 
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4.1.2.2 Polymer blend miscibility. Requirements 
Miscibility' 65 and compatibility of the components of a polymer blend are determined by 
many properties such as the size, shape of the polymers, temperature, composition, 
polarity of the polymers, and additives (compatibilizers)' 65 . All the properties are 
significant variables that affect the immiscibility, diffusion and segregation of polymers 
in the blend. 
4.1.2.2.1 Molecular weight 
It is known that decreasing the molecular weight' 06,160,173  of the polymers in the blend 
promotes their miscibility and the stability' 65  of the blend and the entropy of the mixture 
increases. However the stability of the mixture can sometimes be reduced sometimes 
due to diffusional problems because of the use of this low molecular weight polymer. To 
avoid this de-mixing process (diffusional problems), higher molecular weight polymers 
can be used. 
4.1.2.2.2 Polarity 
Intermolecular interactions' 74  between polymers in blends with or without solvent is a 
very important property to ensure the stability and miscibility of these polymers. These 
interactions depend on the polar nature of the polymers and the solvent' 59" 61 . In the case 
of apolar polymers, the typical interactions are Van der Waals' 47 in nature, and in this 
case in the process of miscibility, the enthalpy of mixing 147,161  is positive (endothermic 
process) and in that case the negative value of AG depends on the value of AS. However 
if the polymers are polar in nature, there will be specific interactions' 61  (dipole-dipole, 
electrostatic and hydrogen bonding) between the polymers, and in this case the enthalpy 
of mixing is negative (exothermic process), enabling a much more a negative value of 
AG and so better miscibility and stability of the mixture. Therefore water soluble 
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polymers tend to be miscible because they match well their solubility parameters"' ((5) 
and participate in hydrogen bonding 164" 74 . 
4.1.2.2.3 Temperature-composition 
The variables temperature 165,174  and composition 174-175  are very important in the 
miscibility of the polymers to make a blend. The process of miscibility in the blends 
depends on the range of compositions of each component in the mixture, as well as the 
Tg (glass transition temperature) of each polymer. The Tg of the blend will depend on the 
value of Tg of both polymers. Therefore if the Tg of one polymer is higher than the 
another, the T. of the blend will increase as the composition of one of the polymer 
increase from 0 to 100 %. This value of Tg of the blend will be very high if the 
interactions between polymers are very strong due to hydrogen bonding or it will be 
lower if there is much more binding between themselves, as shown in Fig. 4.7 and Fig. 
4.8, where the Tg of the blend increases or decreases as the composition of the polymer 




Tg (B) Tg (B) 
Tg (A) Tg (A) 
 
 
0 	%B 	100 
 
0 	%B 	100 
 
Fig. 4.7. High value of Tg in blend 
	
Fig. 4.8. Low value of T g in blend 
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The degree of miscibility of two polymers in a binary blend also depends on temperature 
and the phase-separation of both polymers will not be uniform for a given range of 
composition of both polymers. However increasing the temperature the degree of 
immiscibility for that range of composition becomes smaller, until the two phases 
disappears to give one single phase. The temperature at which this process happens is 
called the upper critical solution temperature 165  (UCST). On the other hand the degree 
of immiscibility decreases as the temperature decreases, and the range of composition 
decreases until the two phases are converted into one single phase. The temperature 
reached here is the so-called lower critical solution temperature 165,169  (LCST). 
If a blend of two polymers A and B with a composition XA = XB is obtained either at T? 
TUCST or at T TLCST a single phase is obtained, with a negative value of AG. However 
if there is a phase separation of the blend, to give two compositions: XB, and XB2  the 
resultant phases will give a high value of AG, much greater than the one obtained for the 
single phase, therefore the two phases generated are spontaneously converted into a 
	
single phase of composition XA = 	as shown in the Fig. 4.9. 
0 	XB1 	XA=XB 	XB2 	100 
- G/(RT) 
Fig. 4.9. Polymer blend miscibility. 
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4.1.2.2.4 Compatibilizers 
Compatibilizers are components that adhere very strongly to the components of the 
blend, reducing phase separation and making the blend more stable. 
Normally these compatibilizers are made of copolymers' 69  (block and graft copolymers), 
which have monomers inside their chain that are repulsive to each other but they are 
attractive to the monomers of the immiscible polymer blends. These copolymers travel 
to the interface or the boundary limits of the two phases of the immiscible blends to join 
the phases tightly and make them more stable. 
It is known that two immiscible' 65  blends form two phases, where there is a minor 
component (disperse phase) and a major component (matrix). The minor component are 
made of drops, which if very large, means the surface area contact between drops is 
reduced and therefore there will be minimum contact between phases. The addition of a 
copolymer, makes the drops become small enough to increase the surface area contact 
with another drop and enables miscibility of the two phases. 
Examples of such copolymers are poly(styrene-co-acrylonitrile), useful in the 
immiscible blend made of polystyrene and poly(methyl methacrylate) and the 
copolymer: poly[styrene-co-(p-hexafluoro-2-hydroxyisopropyl)styrene] that is useful in 
blends of polycarbonates, poly(methyl methacrylate), etc. 
4.1.2.2.5 Co-crystallization 
Another way to reduce the immiscibility of polymer blends is to make their components 
co-crystallize 165 , and therefore anchor them in ordered regions. Copolymers of ethylene, 
propylene and unconjugated diene polymers can be used as blending agents for poly-
ethylenes ' 47 . These can co-crystallize with branched polyethylenes, forming stable 
blends with good mechanical properties 147 . 
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4.1.3 Rheology 
4.1.3.1 Introduction 
Rheology' 66176 is the science of the flow behaviour' 65 of fluids and their deformation, 
and is where the relationship between stress and strain is determined as a function of the 
internal molecular configuration of the fluid, which shows either viscous or viscoelastic 
properties 165 , when this fluid is subjected to stress. For example when water is subjected 
to stress, it deforms and flows, and when the stress is removed, the deformation stops 
quickly and the fluid is at rest, showing viscous flow and Newtonian behaviour 161 "76 . 
On the other hand, when a polymer or a colloidal solution is subjected to stress the fluid 
deforms and when the stress is removed, the fluid continues to flow due to accumulation 
of stress inside of the material, showing its viscous flow. However the stresses inside the 
fluid can remain for some time (relaxation time) 62.165  until they disappear as the fluid 
flows back, retracting and showing its elastic behaviour. Therefore the fluid behaves 
viscoelastically and its flow is time-dependent, showing its non-Newtonian 
behaviour. 62,165  This viscoelastic behaviour is a property of each material, which possess 
a relaxation time and shows a hysteresis cycle. This viscoelastic behaviour can be shown 
in a non-steady shear flow test, where an oscillatory shear or a creep test 161-166  is carried 
out on the fluid. 
Rheology is important in many fields as it is applied to many materials including, 
suspensions, emulsions and polymers, in areas such as food, health care product, etc. 
Therefore the need to analyze the flow of a particular material and choose the best 
parameters of flow (velocity, viscoelastic behaviour, etc) is crucial. 
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4.1.3.2 Power-Law model 
There are many models to analyze the flow behavior of fluids such as the Bingham 
Mode1 16 ' (which postulates that the fluid flows when a stress greater to the yield 
stress is applied. However the more straightforward model. is the Power-Law or 
Osiwald-de Waele 165  model, which evaluates viscosity as a function of the power of the 
shear rate (expression (4.1)). 
'7 (si) = m 	 (4.1) 
Expression (i) can be converted to a straight-line expression, via logarithms of the 
viscosity' 65166 (') and the shear rate 165-166  (i), to fit the experimental data and 
determine the parameters m (consistency index) 165  and (n-i) (flow behaviour) 
(expression (4.2)). 
log (')7('i)) = log ('m) + (n-I) log ( 	(4.2) 
The Power-Law can describe the behavior of a fluid, considering the values of n as 
follow: 
For n = 1 , and m = ,, the fluid is Newtonian' 76 (the viscosity is constant) 
For n> 1, the fluid is called dilatant or shear- thickening 161 - 1 66 ,  (the viscosity 
increases as the shear rate increases in steady shear flow). 
For n < 1, the fluid is called pseudoplastic or shear-thinning'651 " 76(the 
viscosity decreases as the shear rate increases in steady shear flow). 
Fig. 4.10 shows the straight-line of the expression (4.2) and the trend of the data as a 
function of the different values of n. 
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log (PrO)) i 	
n> 1. Shear- thickeninçi 
n=1m=p.Newtonian 
n < 1. Shear- thinning 
log (7) 
Fig. 4.10. Viscosity behaviour predicted by the power-law model 
This power-law is very useful in polymer manufacturing processes ' 65, such as the 
extrusion process and it can predict flow-rate versus pressure-drop measurements. 
However it has, the following disadvantages: 
It is an empirical law and it does not explain any molecular behaviour of the 
fluid. 
It does not contain any parameter related to the relaxation time of the 
material. 
It does not predict the non-zero normal stresses in shear flow, as it is found in 
non-Newtonian behavior. 
156 
Chapter 4 	 Polymer blends and rheoloy 
4.1.3.3 Polymer viscoelasticity 
4.1.3.3.1 Introduction 
Viscoe lasti c ity tleooI 7677  is a physical behavior of a material showing both elastic 
and viscous behavior, when undergoing plastic deformation. 
The main feature of viscoelasticity is its time dependence when a fluid is subjected to 
stress, where the fluid is deformed and recovers its original shape as a function of time, 
when the stress is removed from the fluid system. 
Amorphous and semicrystalline polymers' 65  are intermediate in behavior between pure 
viscous and elastic behavior. They exhibit both behaviours depending on the time scale 
in which the experiment is done. Therefore for stresses applied for a long time, the 
material will exhibit a permanent deformation 166-176  causing flow. On the other hand for 
rapid shearing, elastic behaviour will be induced in macromolecular liquids. 
4.1.3.3.2 Hysteresis cycle 
It is known that a pure elastic solid stores elastic energy 165  when a tensile stress 165  (P) is 
applied and then is removed in the elastic limit of the material. The tensile strain' 65 (E) 
of the material will be proportional to this tensile stress (cP=YE), where Y is the Young's 
Modulus' 65 , which is characteristic of the material. 
The expression (P=YE) is independent of the rate at which the material is deformed, and 
the material does not dissipate energy as the stress is applied and then removed. On the 
other hand viscoelastic materials when subjected to the tensile test, the tensile stress and 
the tensile strain are not directly proportional and the strain of the material is time-
dependent, describing a cycle when the tensile stress is applied and then removed. This 
cycle is called and shows that the material contains elastic and viscous 
components. During this cycle the material dissipates viscous energy. 
Fig. 4.11 shows the difference between pure elastic and viscoelastic behaviors. 
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a) 	 b) 
Fig. 4.11. Tensile tests showing: a) elastic pure solid; b) viscoelastic material 
4.1.3.3.3 Viscoeiastic dynamic experiments 
To analyze the viscoelatic behavior of a material for a long time, it is necessary to carry 
out dynamic mechanical experiments 16 , in which the shear rate 178179, shear strain 165 and 
the shear stress' 65-166  can be varied sinusoidally. This variation is a function of the 
frequency 179  (v) expressed in cycles/s or w =2rv, expressed in rad/s. Therefore the 
dynamic experiments can be studied as follow. 
4.1.3.3.3.1 Dynamic variation of shear rate (i) and shear stress (as) 
In this experiment, an initial (i&  is applied to the material with a phase angle 4o=O), and 
the analysis of its shear stress' 65 (o) is analyzed during time with a phase angle 165 (i= 
(p(t)), as it is shown in the Fig. 4.12. 
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Fig. 4.12. Shear rate (Y&  and shear stress (o) waves 
Therefore the relationship between both variables (i) and (o) can be expressed 
following the Fig. 4.13, in where ('i')  is taken as a reference variable (phasor) with 
((p=O), then the variation of the angle () as a function of the time (t) is determined for 
the shear stress (a) variation. 
Y 
Ox 	 'x 	 X 
Fig, 4.13. Relationship between T and a 
The complex shear stress' 65-166( a*) and complex shear rate 165-166 (?*) can be expressed 
as the imaginary 7 ' 76 (a",") and real (a',i") parts considering the cartesian 
components 7.176  (a,) for Y and (as ;) for Xrespectively, as follow in the expressions 
(4.3) and (4.4) 
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7*c.r'_jcJ" = o o(cosço—isinço,) 	 ('4.3) 
?* 1'-Pk" = 10 	 (4.4) 
Therefore the cocient (.*/ *) will be the complex viscosity 165-166,179 ()1*) and it is 
expressed as the real part or dynamic (i) and the imaginary part or 
out-phase viscosity' 61-166 (n"), as shown in the expression (4.5). 
)I * _*/*_ J(/r o( cosço  — isin(p)= P7 '- ii7" 	 (4.5) 
The cocient ('i"  q ) is the tan 
165,169 and depending on the value of this angle (p, the 
behaviour of the material will be as follows 
viscous material, if q'=O 
viscoelastic material, if 0 < < 90 
elastic material, if q= 90 
4.1.3.3.3.2. Dynamic variation of shear strain 
(') 
and shear stress (as) 
In this case, an initial 1,16 (yo) is applied to the material with a phase angle (5=90), and the 
analysis of its shear stress () is analyzed during time with a phase angle (ô=ô(t)), as it 
is shown in the Fig. 4.14. 
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V 
0 	90 180 270 360 5(t) 
Fig. 4.14 Shear strain (y) and shear stress (a) waves 
Therefore the relationship between both variables (y) and (a) can be expressed following 
the Fig. 4.15, in where (y) is taken as a reference variable (phasor) with angle of 90, then 
the variation of the angle (ô) as a function of the time (t) is determined for the shear 




Fig. 4.15. Relationship between y and a 
The complex shear stress(a*)  and complex shear strain 165 (y*) can be expressed as the 
imaginary (c",y") and real (a',y) parts considering the cartesian components (a,,, y,,) for 
Y and (ok, Yx) for Xrespectively, as follow in the expressions (4.6) and (4.7). 
= a'—i a" = ao(sinô— i cosô) 	 (4.6) 
=—iy 	 (4.7) 
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Therefore the cocient (.*/ y*) is the complex shear modulus' 65 (G*), and it is expressed 
as the real part or storage modulus' 65, 169 7 180  (G) and the imaginary part or loss 
modulus 165,169,180  (G"), as shown in the expression (4.8). 
G * = */ * = O/ yo (1 sin.5+ cos5) = iG "+ G' 	 (4.8) 
Furthermore the cocient (G"/G) is the tan 5,165  which represents the ratio of work 
dissipated as heat (viscous behaviour) 165  to the maximum energy stored (elastic 
behaviour) 165 in the material during one cycle during the period of deformation. The 
values of the angle (ô) show the behaviour of the material as follows 
Pure viscous material, if ó =90 
Viscoelastic material, if 0 < ô < 90 
Pure solid material, if ô =0 
4.2 	Results and Discussion 
4.2.1 Introduction 
Six polymers and their blends were prepared with a liquid handler before their printing 
for analysis of cell adhesion. The characterization of these polymer blends was analyzed 
using JR and their mechanical properties were determined by a double concentric 
rheometer. 
4.2.2 Printing of polymer blends 
The process of printing was analyzed to determine the best printing conditions of each 
polymer, in order to obtain good drop morphology. Therefore viscosity of each polymers 
were done (Table 4.1) (Experimental 5.3.3) 
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Polymer Composition 	Density 
(%w) (glcm 3 ) 
Viscosity 
(mPa s) 
Poly(ethylene glycol) 1 	1.03 2.030±0.005 
Cellulose acetate 1 	1.03 3.900±0.022 
Poly(DL-lactide-co-glycolide) 1 	1.03 2.090±0.002 
Poly(N-isopropylacrylamide) 1 	1.03 2.230±0.006 
Poly(3-hydroxybutyrate) 1 	1.03 1.690±0.002 
Chitosan (>85% deacetylation) 0.025 	1.00 1.480±0.005 
Table 4.1. Viscosities and densities of the polymers (T= 25 °C) 
The printing parameters for all the polymers for good release from the microdrop nozzle 
were: pulse width: 29 ts, frequency: 60 Hz, voltage: 100 V, as their viscosity values 
were very similar. Fig. 4.16 shows the morphology of each polymer droplet as released 
from the nozzle of the microdrop printer. 
•1 - 	 - 	* - I 
0 	 0 	 0 
A) 	 B) 	 C) 
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Fig. 4.16. Images of the droplets of each polymer released from the microdrop nozzle. 
A) Poly(ethylene glycol); B) Cellulose acetate; C) Poly(DL-lactide-co-glycolide); D) 
Poly(N-isopropylacrylamide); E) Poly(3-hydroxybulyrate); F) Chitosan. 
After many attempts to determine the best conditions of printing of these blends, it was 
observed that the chitosan compositions should be 0.025 % w/w while 1 % w/w for the 
rest of the polymers were found to be suitable. 
Once the 90 formulations of the blends were prepared (Experimental 5.3.1, 5.3.2) the 
resultant formulations, were printed using the microdrop printer (Experimental 5.3.5) 
,where the microdrop tip undergoes a continuous process of taking a sample from the 
384 well plate, printing onto the surface of the agarose coated glass slide (Experimental 
5.3.4) returning excess sample to the 384 well plate and finally tip washing with N-
methyl pyrrolidinone, closing the cycling process. The whole process was automatized 
through a programme designed in Visual Basic. 
Owing to the different viscosities of the polymer blends, especially blends with high 
viscosities such as the blends between chitosan and cellulose acetate and poly(DL-
lactide-co-glycolide), the agarose coated glass slide was scanned, to monitor any 
possible missing spots, Fig 4.17. shows spotting (Experimental 5.3.7) of polymer blends 
onto an agarose coated glass slide showing no missing spots, where it was found that 
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difference in the diameter of the spots was due to the different viscosities of the 
polymer blends. Furthermore it was observed that the smaller the diameters of the spots 
the higher the viscosities of these blends. Therefore polymer blends containing chitosan 
and for a composition ranging from 50 to 80 % wlw gave the highest viscosities. 
Fig. 4. 1 I/11L1,'J oj the y)oIICI pul'onei- NOICIS on the vur/ace ot an 
agarose coated glass slide. 
4.2.3 Cell attachment on the polymer formulations 
The agarose coated glass slides were cultured with HeLa cells in DMEM medium, at 37 
°C (Experimental 5.3.6).After two days the glass slide was fixed and scanned to observe 
the binding of HeLa cells on the polymer blends. 
Analysis of the number of cells attached to the polymers and their polymer blends, as a 
function of their composition, were determined (Imstar). Results are shown in Fig. 4.18. 
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Fig. 4.18. Number of cells attached onto the surface of the polymer blends as a function 
of their composition (%w-%w). Polymers:[A:Poly(eihyiene glycol), B. Cellulose 
acetate; C.Poly(DL-lactide-co-glycolide), D.Poly(N-isopropylacrylamide); E:Poly(3-
hydroxybutyrate); F: Chitosan]. 
Fig. 4.18 shows the number of cells attached to the 90 polymer blends and their 6 
individual polymers, as a function of their composition. 
It can be said that the blends containing chitosan (F) gave the maximum number of cell 
attachment, as their composition increased from 20 to 80 % w. High values of cell 
attachment, were found in the blend between poly(DL-lactide-co-glycolide) (C) and 
chitosan, for a composition range between 50 - 80 % w chitosan, giving the maximum 
values of attachment on this blend for a chitosan composition of 60 % w. Similar high 
values of attachment for 60 % w of chitosan, were found for its blends with 
poly(ethylene glycol). Other high values of attachment with blends containing chitosan 
were found for cellulose acetate (B), poly(N-isopropylacrylamide) (D) and poly(3-
hydroxy-butyrate) (E), with compositions of 40, 30 and 20 % w respectively. 
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Moreover it was found that blends containing poly(DL-lactide-co-glycolide) (C) showed 
good attachment with cells when blended with poly(ethylene glycol) (A), and this 
attachment increased from 350 to 590 cells, as the composition of poly(DL-lactide-co-
glycolide) increased from 40 % w to 80 % w. 
Results for the best cell attachment on these polymer blends can be seen in Fig. 4.19, 
Fig. 4.20 and Fig. 4.21. using both a DAPI filter (nuclei) and bright field (illumination), 
showing binding and morphology. As it can be seen in the results of these best cell 
attachment, there are more cells attached on the edge of the spots than in the centre, and 
it is presumable caused by the high voltage (140 V) of the inkjet printer applied to the 
polymer blends containing chitosan, which enable the spreading of these mixtures from 
the centre to the edges of these spots. 
Fig. 4.19 Images showing cell binding and morphologies on the blends between chilosan 
and poly(DL-lactide-co-glycolide). DAPI filter: la. 40160; ib: 50150; ic: 80120. Bright 
field image: 2a: 40160; 2b: 50150; 2c: 80120. 
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Fig. 4.20 Images showing cell binding and morphologies of the blends between chitosan 
and cellulose acetate. DAPIJIlIer: la: 60140; ib: 70130, Ic: 80120. Bright field image: 
2a: 60140, 2b: 70130; 2c: 80120. 
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Fig. 4.21 Images showing cell binding and morphologies of the blends ofehilosan (F) 
with poly(cthvielie glvcol)(4) and polv(A-isoproplucrylamzde)(D), and the blend of 
poly(ethylene glycol) (A) with poly"DL-lactide-co-glycolide) ('C). DA P1 images: ]a: 
40160; lb: 30170; lc. 60140. Bright field images: 2a: 40160; 2b: 30170; 2c: 60140. 
4.2.4 Polymer blend characterization. Infrared Analysis (IR) 
Infrarred analysis was used to characterize polymer blends to observ how hydrogen 
bonding causes wavenumber shifts specially in the hydroxyl groups of polymers 
(Experimental 5.3.8). 
4.2.4.1 Blends between chitosan and poly(ethylene glycol) 
Fig. 4.22 shows the IR spectra of poly(ethylene glycol) (1), chitosan (2) and 50:50 
blends' 63,181-182  (3) in the high frequency region (2000-3500 cm'), where hydrogen 
bonding was observed. A strong broad band was observed in spectrum (3), with a 
wavenumber shift of 100-200 cm' from chitosan and poly(ethylene glycol) respectively, 
suggesting hydrogen bonding between the polymers. 
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Fig. 4.22 FTIR spectra of the hydrogen bonding region of (1) poly(ethylene 
glycol), (2) chitosan and its blend (3). 
4.2.4.2 Blends between chitosan and cellulose acetate 
Fig. 4.23 shows the regions (3500-2500 cm - ) and (1500-500 cm') of the IR spectra of 
cellulose acetate (1), chitosan (2) and its blends 183-114  (3 and 4). 
The high frequency region shows strong broad bands in the region (3500-3200 cm - ) due 
to hydroxyl group stretching, for cellulose acetate (1) and its blend with chitosan (3) and 
it is observed that the blend has a frequency shift of 100-200 cm', with respect to 
cellulose acetate, suggesting intermolecular interactions via hydrogen bonding. 
The low frequency region spectra showed sharp peaks for the blend (4), in the frequency 
range from 1085 to 1050 cm -1 . These peaks were sharper than the peaks of the spectrum 
of chitosan. Furthermore a new sharp band at 1227 cm -1 was observed in the spectrum of 
the blend (4) due to C-O stretching vibrations of the alcoholic groups, but not in the 
chitosan spectrum (2). 
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Fig. 4.23 High and low frequency regions of the JR spectra of (1) cellulose 
acetate, (2) chitosan and its blend (3 and 4). 
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4.2.4.3 Blends between chitosan and poly(DL-lactide-co-glycolide) 
Fig. 4.24 shows both the high frequency (3500-2000 cm) and the low frequency (1500-
500 cm') regions of the JR spectra of chitosan (1), poly(DL-lactide-co-glycolide) (2) 
and its blends' 59,185  (3 and 4). 
Spectra of high frequency regions showed a strong broad band in the blend (3) at 328 
cm', and shifted ca. of 100 cm -1 units respect to chitosan (1), suggesting hydrogen 
bonding from hydroxyl groups of the chitosan with the poly(DL-lactide-co-glycolide). 
Spectra of low frequency regions showed sharp peaks (1170-1084 cin) in the COC 
stretching vibrations for poly(DL-lactide-co-glycolide) (2), which were shifted (1064 
cm' in the blend (4). 
I 
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Fig. 4.24 High and low frequency regions of the JR spectra of (1) chitosan, (2) poly(DL-
lactide-co-glycolide) and its blends (3 and 4). 
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4.2.4.4 Blends between chitosan and poly(N-isopropylacrylamide) 
Fig. 4.25 shows the high frequency (3500-2000 cm') and low frequency regions (1750-
1250 cm') of the IR spectra of poly(N-isopropylacrylamide) ((1),(2)), chitosan ((3),(4)) 
and its blends 171,116  ((5),(6)). 
The high frequency region of the IR spectra of poly(N-isopropylacrylamide) (1) and 
chitosan (3) shows the stretching vibrations for the hydroxyl group. Its blend (5) gave a 
strong broad band at 3258 cm -1 with a shift 20-80 cm -1 from chitosan and poly(N-
isopropylacry lam ide) respectively, suggesting hydrogen bonding between both 
polymers. 
The low frequency region of the IR spectrum of the poly(N-isopropylacrylamide) (2) 
shows the stretching vibrations for the carbonyl (C0) at 1632 cm 1 , and (NH) at 1532 
cm-1 . Furthermore the IR spectrum of chitosan shows the bending vibration at 1404 cm -1  
On the other hand, the blend (6) between both polymers shows a sharp band at 15' )8 cm 
with a shift of 5-1 1 cm' from poly(N-isopropylacrylamide) and chitosan respectively, 
suggesting hydrogen bonding. Furthermore the blend (6) shows the reduced signal of 
(C=0) with a shift of 5 cm-1 respect to the (C=O) of the poly(N-isopropylacrylamide), 
suggesting hydrogen bonding. 
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Fig. 4.25 High and low frequency regions of the JR spectra of (1,2) poly(N-
isopropvlaciyiamide). (3,4) chitosan and its blends (5,6). 
4.2.5 Rheology 
Rheological determinations (Experimental 5.3.9) of polymer blends were carried out 
with six polymers at concentrations of 2.5 gIl and their blends with compositions: 80-20, 
50-50 and 20-80 (% w/w). The rheological determinations were carried out using steady 
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4.2.5.1 Steady flow step 
This was carried out with a rotor velocity in the range of 0 to 300 rad/s and a shear rate 
range from 100 to 1000 s 1 for determining viscosity. Results (Fig.4.26) show that the 
viscosity values of all individual polymer solutions were nearly the same and all their 
values were less than chitosan. Furthermore it was found that their viscosity values did 
not change as the shear rate increased from 100 to 1000 s - 1 . 
It was observed that upon increasing the composition of chitosan in polymer blends from 
20 % to 50 % w, the viscosity values increased dramatically, as the shear rate increased 
from I00to1000s'. 
Cellulose acetate, poly(DL-lactide-co-glycol ide) and poly(ethylene glycol) blended with 
chitosan gave the highest values of viscosity of the 5 blends, the blend of cellulose 
acetate and chitosan being the highest. On the other hand, poly(N-isopropylacrylamide) 
and poly(3-hydroxybutyrate) blended with chitosan had the lowest values of viscosity of 
the 5 blends. The blend of poly(3-hydroxybutyrate) blended with chitosan was the 
lowest. 
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Fig. 4.26 Dynamic viscosities of the polymers and their blends with chitosan 
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Fig.4.27 shows those polymers blended with cellulose acetate had viscosity values lower 
than those blended with chitosan. Furthermore the viscosity values of all the polymer 
blends (for all the compositions) were less than the viscosities of cellulose acetate. 
It was observed that upon increasing the composition of cellulose acetate from 20 to 50 
% w, the viscosity values of the blend increased, as the shear rate increased, with the 
lowest value of viscosity being found for blends with 20 % w cellulose acetate. 
Blends of poly(DL-lactide-co-glycolide) and poly(ethylene glycol) with cellulose acetate 
gave similar values of viscosity as the composition of cellulose acetate varied from 20 to 
80%w. 
Blends of poly(N-isopropylacry lam ide) with cellulose acetate gave viscosity values 
lower than the individual polymers, as the composition of cellulose acetate varied from 
20 to 80% w. 
The polymer blend of poly(3-hydroxybutyrate) with cellulose acetate had the highest 
values of viscosity of all the polymers blended with cellulose acetate and for the whole 
range of compositions however viscosity values were less than the viscosity values of 
the individual polymers. 
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Fig. 4.27 Dynamic viscosity of the polymers and their blends with cellulose acetate 
Further analysis of the relationship between viscosity ,1(i) and shear rate (i), shown in 
the (Fig.4.26 and Fig.4.27) was carried out describing viscosity as a function that is 
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Here m (mPa s) is the flow consistency index and n is a dimensionless power-law 
parameter, which shows a shear thinning behaviour for n < I and Newtonian behavior 
for n = 1 and shear thickening behavior for n >1. To determine m and n, the expression 
(4.2) is used. A plot of log i1(t) versus logi gives the slope (n-i) and the intercept (m). 
log i(t) = log m + (n- 1) log 	 (4.2) 
The apparent viscosity (iapp) (4.3) of the polymers and their blends were determined 
using the relationship between shear stress 
() 
and the shear rate (Y) as follows: 
iapp = o /1 = m(?)'/? = m(i/' 1) 	(4.3) 
Power law fitting data shows linear correlation between log (dynamic viscosity) and log 
(shear rate) (Appendix Figure 1 and Figure 2) with good correlation coefficients 
(Appendix Table 29). 
Results from the Power law fitting data (Table 4.2), show that the individual polymers, 
and the polymer blends belonging to Fig. 4.27 behaved as Newtonian fluids, however 
polymer blends belonging in Fig. 4.26, behaved as shear thinning fluids, as it can be 
shown via the index n. Moreover the values of iapp justify the Newtonian behavior 
(m=tapp) for n=J and shear thinning (m :~ iapp) behavior for values of n :~ 1. It was 
found that the polymer blends belong to the Fig.4.26 have t7app values three times the 
values of m for F 50 % w, and twice the values of m for F 20 % w and 80 % w. 
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composition m Tiapp index 
Polymers and their blends (% w/w) (mPa s) (mPa s) n 
Poly(3-hydroxybutyrate) 100-0 1.885±0.001 1.83±0.03 0.996±0.001 
Poly(N- isopropylacry lam ide) 100-0 1.710±0.001 1.62±0.07 0.993±0.001 
Cellulose acetate 100-0 2.149±0.001 2.04±0.07 0.993±0.001 
Poly(ethylene glycol) 100-0 1.388±0.004 1.14±0.06 0.973±0.001 
Poly(DL-lactide-co-glycolide) 100-0 0.793±0.009 0.79±0.03 1.000±0.003 
Chitosan 100-0 19.524±0.010 11.38±0.22 0.924±0.004 
Poly(ethylene glycol)-chitosan 20-80 22.588±0.015 10.36±0.23 0.891±0.006 
Cellulose acetate-chitosan 20-80 27.509±0.019 10.72±0.28 0.868±0.007 
Poly(DL-lactide-co-glycolide)-chitosan 20-80 26.771±0.018 10.83±0.32 0.873±0.007 
Poly(N-isopropylacrylaniide)-chitosan 20-80 22.308±0.019 9.64±0.27 0.883±0.007 
Poly(3-hydroxybutyrate)-chitosan 20-80 22.089±0.020 8.33±0.26 0.863±0.008 
Cellulose acetate-chitosan 50-50 65.828±0.016 21.26±0.64 0.84 1±0.006 
Poly(DL-lactide-co-glycolide)-chitosan 50-50 54.222±0.019 17.84±0.55 0.844±0.007 
Poly(N- isopropyl acry lam ide)-chitosan 50-50 48.466±0.025 16.45±0.51 0.849±0.009 
Poly(3-hydroxybutyrate)-chitosan 50-50 43.165±0.023 16.74±0.46 0.868±0.009 
PoIy(ethylene glycol)-chitosan 50-50 48.893±0.024 16.56±0.51 0.849±0.009 
Poly(ethylene glycol)-chitosan 80-20 12.078±0.010 4.82±0.10 0.869±0.004 
Cellulose acetate-chitosan 80-20 13.964±0.005 6.46±0.13 0.890±0.002 
Poly(DL-lactide-co-glycolide)-chitosan 80-20 6.729±0.007 3.49±0.06 0.907±0.002 
Poly(N-isopropylacrylamide)-chitosan 80-20 6.394±0.002 5.05±0.14 0.970±0.001 
Poly(3-hydroxybutyrate)-chitosan 80-20 3.705±0.009 2.33±0.03 0.934±0.003 
Cellulose acetate- poly(ethylene glycol) 20-80 0.821±0.006 0.60±0.05 0.957±0.002 
Cellulose acetate- poly(DL-lactide-co-glycolide) 20-80 0.798±0.003 0.70±0.04 0.982±0.001 
Cellulose acetate- poly(N-isopropylacrylamide) 20-80 0.677±0.002 0.60±0.01 0.981±0.001 
Cellulose acetate- poly(3-hydroxybutyrate) 20-80 2.472±0.014 0.73±0.02 0.825±0.005 
Cellulose acetate- poly(ethylene glycol) 50-50 4,2364.026 0.60±0.07 0.835±0.010 
Cellulose acetate- poly(L)L-lactide-co-glycolide) 50-50 3.379±0.019 1.35±0.06 0.864±0.007 
Cellulose acetate- poly(N-isopropylacrylamide) 50-50 1.189±0.002 1.06±0.01 0.984±0.001 
Cellulose acetate- poly(3-hydroxybutyrate) 50-50 3.080±0.014 1.62±0.04 0.910±0.014 
Cellulose acetate- poly(ethylene glycol) 80-20 0.882±0.002 0.78±0.01 0.983±0.001 
Cellulose acetate- poly(DL-lactide-co-glycolide) 80-20 0.895±0.001 0.81±0.01 0.987±0.001 
Cellulose acetate- poly(N-isopropylacrylamide) 80-20 0.961±0.003 0.81±0.01 0.975±0.001 
Cellulose acetate- poly(3-hydroxyburyrate) 80-20 2.873±0.015 1.27±0.03 0.886±0.006 
Table 4.2 Power-law parameters ofpolymers and their blends 
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4.2.5.2 Frequency sweep 
4.2.5.2.1 Storage (G) and Loss moduli (G") 
Frequency sweeps with an angular frequency (w) of the rotor in the range from 100 to 
0.1 radls and an oscillation stress of 0.1 Pa were used to determine the G' (storage 
modulus) and G" (loss modulus) respectively of the 6 individual polymers and the 27 
polymer blends considering three mixtures: 20-80, 50-50 and 80-20 % w/w (2.5 WI). As 
shown in Fig. 4.28, Fig. 4.29, Fig. 4.30 and Fig. 4.31 the values of G' and G" were 
higher for the polymer blends than the individual polymers as the angular frequency 
increased from I to 100 radls. 
The values of G' and G" were found to be higher when the individual polymers were 
blended with chitosan (Fig. 4.28 and Fig. 4.29) than when blended with cellulose acetate 
(Fig. 29 and Fig. 31). 
The values of G' and G" of the individual polymers were different, but the G' and G" 
values for chitosan were nearly identical, though their values were higher than the values 
of the rest of the polymers. The same behaviour was found for the case of cellulose 
acetate, where their G' and G" values were nearly identical. On the other hand the 
values of G' was higher than G" for the case of poly(ethylene glycol), poly(N-
isopropylacrylamide), poly(DL-lactide-co-glycol ide) and poly(3-hydroxybutyrate), 
suggesting more elastic than viscous behaviour. 
When considering the blend compositions, it was found that upon increasing the 
composition of chitosan from 20 to 80 % w/w in the blend, G" increased much more 
than G', suggesting that these blends have much more viscous than elastic behaviour. On 
the other hand when the composition of cellulose acetate in the blend increased from 20 
to 80 % w/w both values of G' and G"increased, especially for the case of the blends 
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with compositions of 50-50 % w/w, suggesting that elastic and viscous behaviour were 
similar. 
Fig. 28 shows that the G" values of chitosan blended with poly(ethylene glycol), 
cellulose acetate and poly(DL-lactide-co-glycolide) increased as the composition of 
chitosan increased from 20 to 80 % w, as the angular frequency increased from I to 100 
radls. However the G' values of blends increased as the chitosan composition decreased 
from 80 to 20 % w, as the angular frequency increased from 1 to 100 rad/s. 
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Fig. 4.28 Storage and loss modulus of poly (ethylene glycol), cellulose acetate, poly(DL- 
lactide-co-glycolide), chitosan and their blends for the compositions: 80-20, 50-50 and 
20-80 % wiw. 
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Fig. 4.29 shows that the G" values of the blend between poly(N-isopropylacrylamide) 
and poly(3-hydroxybutyrate) with chitosan were higher than the values of G' as the 
angular frequency increased from I to 100 rad/s. 
It is observed that the G" values of the blend of both polymers with chitosan for a 
composition of 50-50 % w/w coincided with the G"values of chitosan. However for 80 % 
w of chitosan in both blends the G" values gave the maximum values for high values of 
angular frequency. Furthermore the G' values for both blends showed high values for 20 
% chitosan. However the blends of chitosan with poly(N-isopropylacrylamide) shows 
higher values than its blend with poly(3-hydroxybutyrate), where its G' value coincides 
with the G'value of chitosan. 
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Fig. 4.29 Storage and loss modulus of poly(7V-isopropylaciylamide),poly(3 
hydroxybutyrale), chitosan and their blends for the composition (% w/w): 80-20 
50-50, 20-80. 
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Fig. 4.30 shows that the G' values of the blend between poly(ethylene glycol) and 
poly(DL-Iactide-co-glycolide) with cellulose acetate, were much higher than the G" 
values of the same blend, as the angular frequency increased from Ito 100.5 radls. 
Furthermore the G" and G' values of both blends were very similar, and showed 
maximum values for a cellulose acetate 50 % w composition as the angular frequency 
increased from I to 100.5 radls. The G' and G" values of these two blends, were much 
higher than the G' and G" of the individual polymers. 
Storage Modulus (t2) for 	64,ecAcMose 5060606 and than 
bl&805 
• pvh}4ene)cal)-cedIese an60ate(00-20) 
ac60a8e(50-50) 
• pdyeth o-cethIose acetate(20-83) 
n phj0eneglcth) 
	





200 	 A 
0 . 
0 	20 	40 	60 	00 	800 
Storage MOOIA60 (G 	LD450t,d co.ol,de. cehalooe acetate 
alsO Than 816060 
• poWaclrde.co-gIyco8de)cethdooe acate(&h2c 
geL450tccohde).cMI0oe acetate(50.60) 
• poW4actdc60-cethIose 5061 816(20.80) 
A 061101060 0060 ate 






0 	 4 
0 20 	40 	00 	80 	100 
Mgolarfreqoency(,eeth) 
Loss tabdsius 	8th14enegc01) 08111440$. 4060816 aId that! 
816640 
• pdy(60fl 	ec40).c860103e aCelate(&L20) 
a p40060h alut 006 ac81al e(50.00) 
•ph4eneç6)c0V)Cethi0ae ecetate(20.8G) 





°r- ' 20 	 40 	 60 	 00 100 
Loss Mo40ius (G for po(W4a01de-cocokde), ce10ffone acetate 
and 1160, ble600 
• 	LD4scti 	ohde)-callutose acetate(60- 
ap40y60tie-co.co0d)-ceIMose acetate(50-50) 
• poly(LD480I,decs.g1)OoIlde).ceOolose acetate(280) 
o 	LDact,de-co-cndde) 








0 	 20 	40 	60 	80 	100 
M9llarIa614060y(LS) 
Fig. 4.30 Storage and loss modulus ofpoly(ethylene glycol), cellulose acetate, poly(DL-
lactide-co-glycolide) and their blends for the composition (% wlw): 80-20. 50-50, 20-
80. 
Fig. 4.31 shows that the G' value of the blends between poly(N-isopropylacrylamide) 
and poly(3-hydroxybutyrate) with cellulose acetate, were much higher than the G" 
values of the same blend, as the angular frequency increased from 1 to 100 radls. 
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It was found that both G' and G" increased their values as the composition of cellulose 
acetate in the blend increased in the range from 20% w to 80 % w, as the angular 
frequency increased from 0 to 100 rad/s. 
Furthermore the blend between poly(3-hydroxybutyrate) and cellulose acetate gave G' 
values higher than the values of the blend between poly(N-isopropy!acrylamide) and 
cellulose acetate, as the angular frequency increased from 0 to 100 rad/s, and the 
composition of cellulose acetate increased from 20 % w to 80 % w. 
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Fig. 4.31 Storage and loss modulus of poly(N-isopropylacrylamide), cellulose acetate, 
poly(3- hydroxybutyrate) and their blends for the composition (% w/w): 80-20, 50-50, 
20-80. 
Further analysis of the G' and G" values of the individual polymers and their blends, 
were carried out, looking at their storage and loss (viscous) energies. Determination of 
these energies was carried out graphically, considering the surface area under the curve 
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(Appendix Figure 3) described by the charts of G' and G" as a function of the frequency 
(w) for each polymer and its blend. It was observed that G' depends on frequency and 
therefore a polynomic function was fitted with a good correlation coefficient (R 2 = 
0.99). G" was fitted to the frequency (w) following the Power law (G" = a CO ") where 
a is the intercept and the index n is the slope. 
The fitting of G" against w gave a good correlation coefficient (R 2 0.99) and the value 
of n =1 was the same for all the polymers and their blends. 
Table 4.3 shows the values of elastic and viscous energy of the individual polymers and 
their blends, as well as the ratio of the elastic energy with respect to the viscous energy. 
It can be said that the elastic energy values of the individual polymers and their blends 
were higher than their viscous energy values, with the exception of the blend between 
the individual polymers and chitosan. 
The blends between poly(ethylene glycol), cellulose acetate and poly(DL-lactide-co-
glycolide) with chitosan, gave the maximal values of viscous energy values. 
The blends of the polymers with cellulose acetate, showed elastic energy values were 
higher than the blends between the polymers with chitosan. 
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Elastic Viscous 
composition Energy Energy (EENE) 
Polymers and their blend (% w/w) mJ/(kg s) mJ/(kg s) 
Poly(ethylene glycol) 100-0 11.9 8 1.5 
Cellulose acetate 100-0 7.8 54.9 0.1 
Poiy(LD-lactide-co-glycolide) 100-0 19.9 7.8 2.5 
Poly(N-isopropylacrylamide) 100-0 10.6 8.9 1.2 
Poly(3-hydroxybutyrate) 100-0 18.3 6.1 3.0 
Chitosan 100-0 38.6 50.0 0.8 
Poly(ethylene glycol)-chitosan 20-80 7.9 64.9 0.1 
Cellulose acetate-chitosan 20-80 19.7 84.7 0.2 
Poly(LD-lactide-co-glycolide)-chitosan 20-80 17.5 78.5 0.2 
Poly(N-isopropylacrylamide)-chitosan 20-80 11.7 65.0 0.2 
Poly(3-hydroxybutyrate)-chitosan 20-80 21.2 58.6 0.4 
Poly(ethylene glycol)-chitosan 50-50 17.3 68.3 0.3 
Cellulose acetate-chitosan 50-50 57.0 89.4 0.6 
Poly(LD-lactide-co-glycolide)-chitosan 50-50 24.9 49.7 0.5 
Poly(N-isopropylacrylamide)-chitosan 50-50 13.2 42.4 0.3 
Poly(3-hydroxybutyrate)-chitosan 50-50 20.1 45.2 0.4 
Poly(ethylene glycol)-chitosan 80-20 47 53.6 0.9 
Cellulose acetate-chitosan 80-20 53.4 68.5 0.8 
Poly(LD-lactide-co-glycolide)-chitosan 80-20 116.2 86.3 1.3 
Poly(N-isopropylacrylamide)-chitosan 80-20 89.2 68.8 1.3 
Poly(3-hydroxybutyrate)-chitosan 80-20 44.5 29.7 1.5 
Cellulose acetate-poly(ethylene glycol) 20-80 24.4 5.9 4.1 
Cellulose acetate-poly(LD-lactide-co-glycolide) 20-80 31.6 5.2 6.1 
Cellulose acetate- poly(N-isopropylacrylamide) 20-80 5.8 2.7 2.1 
Cellulose acetate- poly(3-hydroxybutyrate) 20-80 25.2 22.0 1.1 
Cellulose acetate-poly(ethylene glycol) 50-50 31.3 16.8 1.9 
Cellulose acetate-poly(LD-lactide-co-glycolide) 50-50 40.0 16.8 2.4 
Cellulose acetate- poly(N-isopropylacrylamide) 50-50 9.0 6.3 1.4 
Cellulose acetate- poly(3-hydroxybutyrate) 50-50 16.7 10.7 1.6 
Cellulose acetate-poly(ethylene glycol) 80-20 31.8 6.4 5.0 
Cellulose acetate-poly(LD-lactide-co-glycolide) 80-20 7.9 4.7 1.7 
Cellulose acetate- poly(N-isopropylacrylamide) 80-20 12.6 6.8 1.9 
Cellulose acetate- poly(3-hydroxybutyrate) 80-20 41.3 26.1 1.6 
Table 4.3 Elastic and viscous energy ofpolymers and their blends for the compositions: 
80-20, 50-50, 20-80 (% w/w). 
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4.2.5.2.2 Tan delta (tan ö) 
Further analysis of the viscoelasticity of the polymers and their blends, was carried out 
using tan ó as the ratio between the loss G" (w) and the storage modulus G' (co), shown 
in equation (4.4): 
tan ó = G "('co)/G '(co) = tan (rnr12) 	(4.4) 
Equation (4.4) shows that for values of tan 6<1 and 0 n< 0.5, the polymers and their 
blends behaved as elastic solids and values of tan ô >1 and 0.5 < n <1, the polymers 
and their blends behaved as viscous liquids. 
Fig. 4.32 shows that the tan 5 of the individual polymers and their blend increases as the 
angular frequency decreases from 60 to 0 rad/s. 
For polymers poly(DL-lactide-co-glycolide), poly(N-isopropylacrylamide) and poly(3-
hydroxybutyrate) and the blends of poly(DL-lactide-co-glycolide) and poly(N-
isopropylacrylamide) with cellulose acetate show that tan ô <1 for angular frequency> 
20 rad/s, shows elastic behaviour, and tan ô >1 for angular frequency <20 rad/s, shows 
viscous behaviour. The blend between poly(3-hydroxybutyrate) and cellulose acetate 
had a tan 5 <1, for angular frequency >40 rad/s and tan ó >1 for angular frequency <40 
rad/s. 
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Fig. 4.32 Tan delta of the polymers and their blends as a function of the angular 
frequency, for compositions of 20180, 50150 and 80120 (% wlw). 
4.3 Conclusion 
The 90 binary mixtures of the six polymers used in this project were successfully 
formulated using a liquid handler and printed by an inkjet printer onto an agarose 
covered glass slides. The process of formulation and printing showed that the solvent N-
methyl pyrrolidinone gave solubility of the individual polymers suitable viscosities of 
the blends allowing handling and dispensing by the liquid handler and printing by the 
inkjet printer. The formulated blends showed a strong synergistic effect with respect to 
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the polymers, in the culture of cells and physical properties such as viscosity, loss (G ") 
and elastic (G') moduli. This effect increased dramatically when chitosan was blended 
with polymers at high concentration. 
From the point of view of biocompatibility, it was observed that blends containing 
chitosan gave the best results for cellular attachment, as the chitosan composition varied 
in the range from 20 to 80 % w/w. The best attachment was the corresponding blend 
between poly(lactide-co-glycolide) (40 % w) and chitosan (60%w) as well as the blends 
between poly(DL-lactide-co-glycolide) (80%w) and poly(ethylene glycol)(20%w), 
poly(ethylene glycol) (40%w) with ch itosan (60%w) and poly(N-isopropylacrylamide) 
(70%w) with chitosan (30%w). 
From the point of view of rheology, it can be said that in the steady flow step, the 
dynamic viscosity values of the blends containing chitosan and composition mixtures 
50150 (% w/w) were higher than the rest of the blends and the polymers. The power-law 
model of blends containing chitosan with a 50 % w composition showed a shear-
thinning behavior with an index n between 0.8 to 0.9, and the rest of the blends and the 
individual polymers showed Newtonian behavior, with an index n, close to 1. 
When considering the mechanical properties of these blends, using a frequency sweep 
range from I to 100 rad/s, the blends containing chitosan (50 % w) showed that their 
loss modulus (G ") was higher than the elastic modulus (G'). However for the rest of the 
blends (not containing chitosan) these values were closer to the values of G' and G" 
obtained for the polymers. 
Graphic analysis was used to determine the elastic and viscous energy, and showed that 
G" was proportional to ' and G' proportional to 2 w 	 co , as well as showing that blends 
containing chitosan released much more energy due to their viscous behaviour than the 
rest of the blends and the polymers which store much more energy. 
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JR analysis show that the blends of poly(ethylene glycol), cellulose acetate, poly(DL-
lactide-co-glycolide) and po ly(N-isopropylacry lam i de) with chitosan have a 
wavenumber shift in the high frequency region (2000-3500) cm, showing a broad band 
between 3200 to 3500 cm', due to hydrogen bonding. It is this strong hydrogen bonding 
that facilitated the intermolecular interactions between these polymer blends, enabling 
not only their molecular assembly, but their strong electrostatic interactions via the 
positive charge of the amine group of chitosan with the negative charge of the proteins 
of cell membrane, facilitating their binding. 
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Chapter 5: Experimental 
5.1 Pigment based ink formulations. Experimental 
5.1.1 Formulation design 
5.1.1.1 Introduction 
Libraries of formulations were prepared using a liquid handling robot (Multiprobe II, 
Packard Instrument Company), with four fixed tips with a 167 jLI volume, or disposable 
tips of 200 l or 1000 j.il and a platform, where well plates containing the liquid samples 
could be set up for aspiration and dispensing. The robotic system enabled the aspiration 
and dispensing of the liquids in a random manner. 
The materials shown in Table 5.1 were prepared as stock solutions (in distilled water) in 
order to reduce their viscosity and allow better handling by the liquid handling system. 
Material 	Stock solution 
concentrations 
(gil) 
1,2- Hexanediol 575 
Diethylene glycol 725 
Glycerol 675 
Surfynol-465 250 
Table 5.1 Materials used to generate formulations 
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Stock solutions of the materials were prepared and dispensed (with replicates) by the 
liquid handler to study variability of the dispensed volumes, with three volumes (50, 150 
and 300 j.tl) of the stock solutions dispensed (see Apendix. Table I). 
For this study of variability a test programme of aspiration and dispensing of the stock 
solutions, shown in Fig.5.1 were prepared using the liquid handling system. This test 
programme was based on taking four stock solutions from a deep well plate of 24 wells 
(Evergreen), using the four disposable tips and dispensing into tubes of a 96 deep well 
tube plate (Beckman), where each well contained individual 2 ml plastic vials. The test 
was repeated four times, (one for each volume), followed by weight. The sample 
weights were converted into volumes. 
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Fig. 5.1 Test programme of aspiration and dispensation of the stock solutions. 
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5.1.1.2 Pigment based ink formulation 
Three libraries of formulations (1 replicate of each one) were prepared using the liquid 
handling robot on a 3g scale (see Appendix for Tables 2, 3, 4), using 24 deep well tubes 
plates (Evergreen). The liquid handling robot worked continually due to a test 
procedure, Fig. 5.2, which enabled the random dispensing of each component of the 
formulation, with stock solutions of the more viscous components prepared to enable 
more accurate dispensing. Once dispensed, the robot was used to mix the components. 
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Fig. 5.2 Test programme of aspiration and dispensing of the pigment based ink 
formulations. 
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5.1.2 Density measurements 
Density measurements were carried out using a liquid density transmitter (Anton Paar), 
based on the measurement of the resonant frequency of a mechanical oscillator, which is 
a double U-shaped tube containing the sample. The resonant frequency of the oscillator 
depends on the density of the sample flowing through it; with density calculated from 
this resonant frequency and temperature. 
Communication of the density-meter and the computer was via Hyperterminal, with data 
of density as a function of temperature imported into Excel for analysis. 
Calibration of the instrument was achieved with water (density: 0.9982 g/ml at 293 K). 
The liquid handling was coupled to the liquid densitometer to allow continuous 
measurement of the density of samples (Fig. 5.3). This process was carried out with the 
liquid handler (Fig. 5.4), through the software programme (winprep), which enabled the 
movement of the liquid, through aspiration and dispensing from well plates (source) to 
the densitometer. 
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Fig. 5.3 Liquid handler coupled to the densitometer and viscometer 
The measurement of each sample consisted of the following cycle: 
Sample aspiration from a well plate with the liquid handler to the density-meter 
and temperature equilibration. 
Sample removal from the density-meter back to the well plates using a nitrogen 
flow. 
Washing the densitometer with methanol. 
Drying the densitometer with a flow of nitrogen. 
The process of fluid transfer from the liquid handler to the densitometer was carried out 
in two phases, firstly, the aspiration and dispensing of the sample and the wash solvent 
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and secondly the drying of the densitometer with nitrogen, with both phases carried out 
with disposable tips (1000 pi). 
First phase. This phase consisted of aspiration of the sample (1600 tl) from a 4 ml glass 
vial into a 24 well plate via a disposable tip connected to the liquid handler system. The 
sample was dispensed in a sample receptor (a cylindrical plastic tube 5 cm x 1.5 cm 
diameter). The height of the tip, was adjusted to align with the hole of the receptor to 
enable the flow of the sample through a polyethylene tube (1.02 mm ID-1.98 mm OD), 
from the liquid handler to the densitometer. The density value as a function of 
temperature as registered, via hyperterminal, and the data imported into Excel. The 
return of the sample to its vial after measurement was carried out with an air flow from 
the disposable tip, before the aspiration with the wash solvent (methanol) through the 
densitometer using the same procedure. A flow of air was finally used to remove any 
wash solvent still contained within the densitometer. 
Second phase. In this phase, nitrogen was then passed through the densitometer with 
the nitrogen flow controlled by the manometer of the cylinder-head and by a valve 
connected to the densitometer. The time of the flow of nitrogen through the densitometer 
was adjusted and controlled by robotic programme of the liquid handler. 
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Fig. 5.4 Test programme of the liquid handler, for the coupling of the densitometer and 
viscometer. 
5.1.3 Viscosity measurements 
Viscosity measurements were carried out in an automated falling-ball viscometer 
(AMVn: Anton-Paar), with a capillary, containing a stainless steel ball, rolling inside the 
glass capillary, at different inclination angles. The viscous properties of the formulation 
were determined by measuring the rolling time of the steel ball between the extremes of 
the glass capillary. Calibration K 1 (ar) of the system, shown in Fig. 5.5, was carried out 
prior to viscosity determination and depended on: 
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Inclination of the capillary ('z-). 
Inner diameter of the glass capillary. 
Diameter of the ball. 
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Fig. 5.5 Calibration of K('ar) of the glass capillary for low viscosity samples 
K 1 (a,.) was determined as follows: 
Kj(ar) = ii/(tj(p,p5) 
200 
Chapter 5 	 EKperimental 
i= Dynamic viscosity of the calibration sample (mPa cm 3/g). 
- Rolling ball time (s). 
Pb= Ball density (7.85 glcm 3 ). 
Pcs = Density of calibration sample (glcm 3 ). 
The viscosity determination of each sample was determined as a function of their 
density, temperature and the inclination of the capillary, as follows: 
77=KJ(ar)t(pbp) 
77 = Dynamic viscosity of the sample (mPa s). 
Ps = Density of the sample (glcm 3 ) 
5.1.4 Inkjet printing 
5.1.4.1 Printing 
An inkjet printer consisting of an automated XYZ-stage on which the micropipeue 
(AD-K-501, serial number: 1049, diameter: 70 m) was mounted was used to print the 
pigment based formulations. The parameters varied were: pulse width (30-40 l.ls), 
voltage (80-100 V) and frequency (60-120 Hz). The dispensing of each formulation was 
done using a macro written in Visual Basic, where the jetting procedure of each 
formulation was carried out continuously, using a drop-on-demand approach. 
Porous substrates were designed using glass slides (76 mm x 26 mm), with a layer of 
plain paper printer (M-real; EN, 80 gIm2) cut and stuck (glue stick, Hainenko) onto the 
surface. The jetting distance from nozzle to the substrate was set at 37.6 mm. The 
number of spots dispensed by the microdrop to form a spot was 8, and the number of 
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replicates for each sample was 4. Formulations were stirred for 40 minutes and sonicated 
for 5 minutes before printing. 
5.1.4.2 Drop velocity and surface area measurements 
Drop velocity was determined by image analysis (Image-ProPlus 4.5) of the liberated 
drops, with calibration of the software by the measurement of the diameter of the 
microdrop nozzle (70 gm), as shown in the Fig. 5.6 
Fig. 5.6 Drop velocity detcrminaiion 
Drop velocity of the formulations was determined by comparing the differences between 
the initial release (U 0) and the final release length (Uj) of drops from each formulation 
with the difference between the initial release (Lw0) and the final release length (Lwf) of 
drops of water samples from the nozzle for the initial release time (t= 50 us) and the 
final release time (if= 310 .ts), as follows: 
Drop velocity of water (DV): (Lwj— Lw 0)1(tj-10) 
Drop velocity of formulations (DV : (Lfj— Lf o)/(Ij—to) 
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Lw 0, Lf 0 and Lwj, Lfj were determined as the length from the edge of the nozzle to the 
tangent of the sphere (drop formation). 
Spreading was measured using Image-Pro-Plus to analyze the slides containing the 
spots, which had been imaged by a webcam (Nx-Pro, Model No PD 1130). Spots were 
left for 12 h. before taking the images. Calibration of the software to measure the spots 
was achieved using 22 mm glass coverslip. 
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5.2 Lipoplex formulations. Experimental 
5.2.1 Preparation of transfection formulations 
5.2.1.1 Buffers and electrolytes 
The preparations of solutions were carried out in biological grade (7732-18-5-SIGMA 
ALDRICI-1)-doubled process tissue culture water, as follows: 
NaCl (125 mM. 250 mM. 500 mM), pH= 6.20 
NaCl (136.75 mM) and KCZ (2.68 mM) solutions. pH= 6.02 
Na2HPO4 (8.1 mM) and KI-12PO4 (1.47 mM) solutions, pH= 7.59 
PBS (phosphate buffered saline: 3.2mM Na2HPO4, 0.5mM KH2PO4 1.3MM KCI, 135 
mM NaCl), pH=7.4 
Tris ((hydroxymethyl)aminomethane)(10 mM) and EDTA (1 mM) pH= 7.5 
PBS solutions, with an ionic strength of 308 mM were prepared, with different values of 







6.5 12.6 7.0 273.0 
7.0 7.0 12.9 262.3 
7.3 5.1 14.6 258.5 
7.5 2.9 17.0 254.1 
8.0 1.0 18.9 250.3 
Table 5.3 PBS solutions used 
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5.2.1.2 Preparation of cationic lipids and co-lipids 
Lignoceryl derivative (3A15) and cholesteryl carbonyl derivative (3A16) 
preparation: 
Solutions of 1 mM (= 3 mN) concentration were obtained dissolving 6.6 and 7.2 mg of 
lignoceryl (MW= 662.34 g!mol) and cholesteryl carbonyl (MW= 724.37 g!mol) 
derivative respectively in 10 ml methanol. 
Co-lipid preparation: 
• solution of DOPE (dioleoyiphosphatidyiethanolamine): 1mM in MeOH. 
• solution of DOPC (dioleoylphosphatidychoiine): 1mM in MeOH. 
• solution of cholesterol: 1mM in MeOH. 
5.2.1.3 Preparation of DNA plasmid 
DNA plasmid (pEGFP-C1) was isolated from transformed Escherichia coil (DH5a), 
culture and purification using a plasmid preparation kit, to give a final concentration of 
40 jig/ml (= 0.04 jig/jil) by dilution in water (0.8 optical density at 260 nm). 
5.2.1.4 Formulation calculation 
It was carried out considering the ratio (cationic lipid! DNA) or (N!P) ratio, which 
measures the number of protonated nitrogen residues of any transfection agent (cationic 
lipid) per anionic phosphate group (DNA nucleotides). Since each nucleotide holds a 
negative charge (phosphate group), DNA normality was calculated by dividing the mass 
of DNA used in the experiment by the average molecular weight of a nucleotide (330 
Da). Cationic lipid normality was obtained multiplying its molarity by the number of 
nitrogen-motifs that are expected to be protonated in neutral aqueous solution. 
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The cationic lipid structures, studied herein hold three positive charges and their NIP 
ratio was 3/I. Therefore calculations of the volumes of cationic lipids and co-lipid 
(Appendix Tables 11, 12) were made up in buffer, considering the DNA concentration 
(0.04 ig/pJ), with the N/P ratio ranging from 1 .5 to 24 and the (co-lipid! N) ratio (co-
lipid/ cationic lipid) ranging from 0.5 to 2. 
5.2.2 Liquid handler analysis 
The formulations were prepared after checking the minimum volume that the liquid 
handler could aspirate and dispense accurately. Three solvents were used to carry out the 
processes of aspiration and dispensation: methanol, water and PBS. 
The liquid handler allowed the aspiration of the three solvents using 20 pi disposable 
tips from polystyrene 96 well flat bottomed plates (Evergreen) and their dispensation 
into 96 plastic vials (1.1 ml) in a plate format. Three replicates for each volume and for 
each solvent were carried out, using three disposable tips with the liquid handler 
working in a continuous mode. To avoid evaporation of the dispensed solvents, the vials 
were capped before weighing, after each dispensation. 
5.2.2.1 Formulation preparation. Liquid handler based automation 
The preparation of formulations was carried out with a liquid handler using two 
procedures. These procedures were related to the efficiency of the process of drying of 
the formulation. 
5.2.2.1.1 Nitrogen procedure 
5.2.2.1.1.1 Formulation preparation 
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Libraries of formulation were prepared using the liquid handling robot on a 50 pd scale, 
using 1.1 ml plastic vials contained in 96 well plates. Volumes of cationic lipids and co-
lipids (see Appendix for Tables 11 and 12) were mixed together in methanol, according 
to their N/P ratio from I to 24 and their co-lipid/N ratio from 0.5 to 3, before mixing 
with 200 pA disposable tips and then drying with a nitrogen flow. Buffers and salt 
solutions (25 xl) were aspirated into the 1 .I ml plastic vials, before mixing with the 
cationic lipids and co-lipids, with 200 tl disposable tips. Finally DNA plasmid (25 !.Ll) 
was dispensed into the l.I ml plastic vials, before mixing. The resultant mixture (DNA-
plasmid, cationic lipid and co-lipid) was left for 30 minutes for the formation and 
stabilization of the complex. 
Fig. 5.7 shows a window with the test execution of the liquid handler for the preparation 
of the formulations. (see Appendix: from Table 13 to Table 27) 
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Fig. 5. 7 If 	showing a test execution for the formulation preparation via nitrogen 
evaporation. 
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5.2.2.1.1.2 Drying 
The drying process of the mixture of cationic lipid and co-lipid was carried out with a 
nitrogen flow through the 200 p.1 disposable tips. 
The process of drying the formulations was carried out considering three main factors: 
the volume of methanol, the drying time and the height of the tip. Experiments showed 
an optimum height of the tip to dry the sample (70 % from the bottom of the tip to the 
bottom of surface). The drying time was 5 seconds for sample volumes between 5 to 10 
p.1 and 30 seconds for volume samples between 10 to 30 p.1. For sample volumes greater 
than 30 pi the drying time was typically> than 1 minute. 
5.2.2.1.2 Oven drying 
In this procedure the components of the formulations were prepared in the same way as 
the nitrogen procedure. The resultant mixtures were placed into an oven at 37 °C 
overnight. The process of liposome formation with the addition of buffers and the 
process of formation of DNA-cationic lipid-co-lipid complexes, were carried out via: 
5.2.2.1.2.1 Mixing 
Buffers were dispensed into the 1 .1 ml plastic vials with the cationic lipid and co-lipid. 
The tips of the liquid handler mixed three times the resultant mixtures, with a 
programme test of the liquid handler, which allowed the 4 tips to aspirate and dispense 
the same volume, at the same time. Then the resultant mixtures were left 30 minutes, 
before addition of the DNA and mixture stabilization for 30 minutes. 
5.2.2.1.2.2 Sonication 
Buffers were dispensed into the 1.1 ml plastic vials containing the cationic lipid and co-
lipids, then the resultant mixtures were placed into a water bath at room temperature 
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with a gentle vibration for 15 minutes. The mixtures were left for 30 minutes, before 
addition of the DNA and stabilization for 30 minutes. 
5.2.2.1.2.3 Vortex 
Buffers were dispensed into 1. 1 ml plastic vials containing the cationic lipid and co-
lipids, then each mixture was vortexed for 5 seconds with a fixed rotation at room 
temperature, then the mixtures were left for 30 minutes, before addition of the DNA and 
stabilization for 30 minutes. 
5.2.3 Formulation addition to cell lines via liquid handler. 
Once the formulations of DNA-cationic lipid-co-lipid complexes were prepared, tips of 
200 j.tl aspirated 10 pJ of each formulation from the l.1 ml plastic vials contained in 96 
well plates and dispensed into polystyrene 96 well black plates with a clear bottom 
(Corning Life Sciences W-B, P. D. (Corning Incorporated)). The height of the tip to 
dispense formulation was optimized at 30 % from the surface level of the cell culture 
contained in a well. The process of dispensation was continuous. 
5.2.4 Cell culture and cell transfection 
Cell plates containing the formulations were incubated at 37 °C and biological activity 
was monitored via microscopy, before analyzing their transfection two days later. 
5.2.5 Cell transfection analysis 
The biological activity of the plasmid once, inside the cell nucleus, was determined as a 
function of the GFP expression expressed as % transfection efficiency and was 
determined by a microplate reader. Samples were treated with a solution of 0.4 % 
Trypan blue for 5 minutes before analyzing their transfection efficiency, to reduce the 
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fluorescence background. The transfection efficiency was calculated, via substracting 
the background by each formulation. 
5.3 Polymer blending formulation. Experimental 
5.3.1 Preparation of polymer stock solutions 
Six polymers were selected, and used to prepare 90 polymer blends. The individual 
polymers were dissolved in N-methylpyrrolidinone to give 1 % w/w solutions, except 
for chitosan, which was dissolved in a solution of acetic acid (2% w/v in water) to give a 
0.025 % w/w solution. 
Solutions of each individual polymer were vigorously stirred at 40 °C, until 
homogeneous and were left overnight at room temperature with longitudinal shaking 
before blending. 
Table 5.4 shows the molecular weight of the polymers used. 
Polymers 	 Mn (g/mol) 
Poly(ethylene glycol) 10,000 
Cellulose acetate 	 30,000 
Poly(lactide-co-glycol ide)(65 :35) 	40,000— 75,000 
Poly(N-isopropylacry lam ide) 20,000— 25,000 
Poly(3-hydroxybutyrate) 	 3000 
Ch itosan 
Table 5.4 Polymers used for preparingformulation libraries 
5.3.2 Preparation of polymer blended formulations 
A library of 90 polymer blended form ulat ion s,(see Appendix: Table 28) were prepared 
using a liquid handling robot (Multiprobe II, Packard Instrument Company), on a 0.8 g 
scale, in 96 deep well plates (Evergreen). 
FIE 
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The liquid handler worked continually due to a test programme (Fig. 5.8), which 
consisted of the random aspiration of the individual polymers from the stock solutions 
contained in 24 well plates and dispensation in a 96 well plate for the polymer blends. 
Disposable tips of 200 j.d and 1000 j.il were used to carry out the process of aspiration 
and dispensation. 
Preparation of the formulation was carried out by firstly dispensing the two components 
of the mixture, mixing the combined formulation using disposable tips (1000 pA). 
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Fig. 5.8 Window showing the lest programme to prepare the polymer blends. 
Once the formulations were prepared, the liquid handler transferred 50 .tl of the polymer 
blend from the 96 well plates into a 384 well plate (polypropylene). 
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5.3.3 Determination of the viscosity of the individual polymers 
Viscosity measurements were carried out using an automated falling-ball viscometer 
(AMVn: Anion-Paar), with a capillary, containing a stainless steel ball, which allowed 
determination of the samples shear, while rolling the ball inside the glass capillary, at 
different inclination angles.The procedure of viscosity determination of the polymers 
was carried out using a 1.6 mm diameter manual filling capillary with 4 replicates of the 
polymer solutions with an inclination angle of 500,  and a temperature of 25 °C. Polymer 
samples were loaded into the capillary tube, with a 5 ml syringe, and sample achieved 
via washing of the capillary with methanol and finally drying with a flow of nitrogen. 
5.3.4 Glass slide preparation 
Glass slides were treated with a solution of 2% w of APTES (aminopropyltrietoxysilane) 
in acetonitrile for I h. The slides were washed with acetonitrile and acetone, and then 
left at 100 °C overnight. A solution of I % w of agarose at 65 °C was prepared for dip 
coating the glass slides. The resultant agarose coated glass slides were left to dry 
overnight at room temperature, before polymer printing. 
5.3.5 Printing 
An inkjet printer with an automated XYZ-stage and a micropipette (AD-K-501, serial 
number: 1049, diameter: 70 um) was used to inkjet the formulations from 384 well 
plate. The printing parameters were: pulse width (29 j.is), voltage (100-140 V) and 
frequency (400 Hz). The dispensation of each formulation was done using a programme 
written in Visual Basic, where the jetting procedure of each formulation was carried out 
continuously, using a drop-on-demand approach. The jetting distance from nozzle to 
glass slide was set at 37.6 mm, the number of spots dispensed by the microdrop was 4, 
and the number of replicates for each sample was 4. Polymer blends were printed on the 
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surface of the slides considering different voltages. The conditions of printing were 
optimised as a function of the individual polymers and polymer viscosities. 
The composition (w/w%) of individual polymers and the polymer blends on the surface 
of the glass slide as well as the voltage (V) of printing, are given in Table 5.5. 
A-B A-B A-B A-B A-B A-B B-C B-C B-C B-C B-C B-C 
80-20 70-30 60-40 50-50 40-60 20-80 80-20 70-30 60-40 50-50 40-60 20-80 
boy boy boy boy boy boy boy boy boy boy boy boy 
A-C A-C A-C A-C A-C A-C B-D B-D B-D B-D B-D B-D 
80-20 70-30 60-40 50-50 40-60 20-80 80-20 70-30 60-40 50-50 40-60 20-80 
boy boy boy boy boy boy boy boy 100  100  100  boy 
A-D A-D A-D A-D A-D A-D B-E B-E B-E B-E B-E B-E 
80-20 70-30 6040 50-50 40-60 20-80 80-20 70-30 60-40 50-50 40-60 20-80 
boy boy boy boy boy boy boy boy boy boy boy boy 
A-E A-E A-E A-E A-E A-E B-F B-F B-F B-F B-F B-F 
80-20 70-30 6040 50-50 40-60 20-80 80-20 70-30 60-40 50-50 40-60 20-80 
100  100  100  100  100  100  140  140V 140  140  140  140V 
A-F A-F A-F A-F A-F A-F D-E D-E D-E D-E D-E D-E 
80-20 70-30 60-40 50-50 40-60 20-80 80-20 70-30 60-40 50-50 40-60 20-80 
140  140V 140V 140  140  140  100  100  100  100  100  100  
C-D C-D C-D C-D C-D C-D D-F D-F D-F D-F D-F D-F 
80-20 70-30 60-40 50-50 40-60 20-80 80-20 70-30 60-40 50-50 40-60 20-80 
boy boy boy boy 100  boy 140V 140  140  140V 140V 140V 
C-E C-E C-E C-E C-E C-E E-F E-F E-F E-F E-F E-F 
80-20 70-30 60-40 50-50 40-60 20-80 80-20 70-30 60-40 50-50 40-60 20-80 
100  100  100  100  100  boy 140V 140V 140V 140V 140  140V 
C-F C-F C-F C-F C-F C-F A B C D E F 
80-20 70-30 60-40 50-50 40-60 20-80 bOO bOO bOO 100 100 100 
140V 140  140  140V 140  140V 100  100  100  100  100  100  
Table 5.5. Polymer and polymer blend compositions (%w-%w) and their printing 
voltages (V). (A: poly (ethylene glycol); B: cellulose acetate, C. poly(DL.-lactide-co-
glycolide); D: poly(N-isopropylaciylamide); E: poly(3-hydroxybulyrale); F: chitosan) 
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5.3.6 Cell culture and cell attachment 
HeLa cells were used to look at attachment onto the surfaces of the individual polymers 
and their blends. Two glass slides were printed with the individual polymers and blends 
and washed with water before cell culture. Cells (106  cells/ml) were diluted 1/5 in 
DMEM and the cells were placed in a Petri dish containing two replicates of the glass 
slides and incubated overnight before changing the medium the next day. The culture 
was left for two days for the cell attachment before observation via microscopy. 
The number of cells attached to each polymer blend was analysed using the software 
I,nsiar. 
5.3.7 Measuring the diameter of the polymer blend spots 
The spot diameter of the polymer and blends were determined using the software Image 
Pro-Plus. Three spots were chosen from the best cell attachment printed on the surface 
of the agarose coated glass slide. The spot files were taken from the Imstar software and 
converted to a JPEG format and their diameter determined through the Image Pro-Plus 
software, after calibration of the software using the diameter of the nozzle (70 gm) of the 
inkjet printer. Each spot was measured three times and the results of the diameter 
determination are shown in Table 5.6. 
Replicates 	Drop-I (jim) 	Drop-2 (jim) 	Drop-3 (gm) 	Average 
	
539.53 	537.06 	540.51 
2 	 538.04 	536.16 	538.51 
3 	 536.08 	533.61 	526.42 
Average ± std error 	(537.9±1.0) 	(534.6±1.0) 	(537.5±1.2) 	(537.4±1.1) 
Table 5.6 Replicates of the drop diameter and their average and standard error 
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5.3.8 Polymer blend characterization (Infrared analysis) 
JR analysis was carried out on all polymers and the blends. Analysis was based on a 
comparison of the vibration frequency of the functional groups between individual 
polymers and their blends. 
Polymer blends with high viscosity and composition were selected to analyze vibration 
frequencies and their shifting spectra, with respect to their individual polymers. 
Blends between individual polymers (dissolved in N-methylpyrrolidinone) and chitosan 
(dissolved in acetic acid (2% w/v, in distilled water)) and with composition 50:50 (% w: 
% w), then films of each one were created on a glass slide surface and drying at 40 °C 
overnight to form a plastic film, ready for infrared analysis. 
5.3.9 Rheometer. Mechanical property measurements 
A rheometer (Model: AR-2000 4K2669) consisting of double concentric cylinders with a 
rotor (outer radius: 21.96 mm and inner radius: 20.38 mm.) and a stator (inner radius: 20 
mm.), which generate the rotation of the torque, was operated in steady state flow step 
mode (with a shear rate range from 0 to 1000 s') and with an oscillatory step (with W 
(angular frequency) ranging from 100 to 0.1 rad s 1 and an oscillation stress of 0.1 Pa) to 
determine /7 (dynamic viscosity), u(shear stress), G' (storage modulus) and G" (loss 
modulus) respectively of the 6 individual polymers and 27 polymer blends considering 
three mixtures (% w/w): 20/80, 50/50 and 80/20 at a concentration of 2.5 g/l , (see Table 
5.7). 
Before determining the measurements, the rheometer was calibrated with a geometry 
inertia of 10.78 .tNm s 2 and a zero gap of 500 gm of height was reached, as a minimum 
distance from the bottom of the inner cylinder to the bottom of the outer cylinder. The 
inner cylinder was elevated, ready to prepare sample films 7 ml around the whole lateral 
area of the inner cylinder, with a Pasteur pipette. Sample films were prepared carefully 
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to avoid the formation of bubbles and generating homogeneous films, before immersing 
the inner cylinder inside the outer cylinder. The temperatures of the measurements were 
fixed at 20 °C using a peltier plate with a water bath to control the temperature. 
Poly(ethylene glycol) (I 00%w) Poly(LD-lactide-co-glycolideXl 00 0/ow) Poly(3-hydroxybutyrate)(l 00 1/ow) 
Cellulose acetate (100 0/ow) Poly(N-isopropylacrylamideXl00%w) Chitosan (100%w) 
Cellulose acetate (20%w) Cellulose acetate (50%w) Cellulose acetate (80 0/ow) 
Poly(ethylene glycol)(80 0/ow) Poly(ethylene glycol)(50%w) Poly(ethylene glycol)(20%w) 
Cellulose acetate (20%w) Cellulose acetate (50%w) Cellulose acetate (80%w) 
Poly(LD-lactide-co-glycolide(80%w) Poly(LD-lactide-co-glycolide(50%w) poly(LD-lactide-co-glycolide(20%w) 
Cellulose acetate (20%w) Cellulose acetate (50%w) Cellulose acetate (80 1/ow) 
Poly(N-isopropylacrylamideX80%w) Poly(N-isopropylacrylamideX50%w) Poly(N-isopropylacrylamide)(20%w) 
Cellulose acetate(20%w) Cellulose acetate(50 0/ow) Cellulose acetate(80%w) 
Poly(3hydroxybutyrate)(80%w) Poly(3hydroxybutyrate)(50%w) Poly(3hydroxybutyrate)(20%w) 
Chitosan (20%w) Chitosai (501/ow) Chitosan (80%w) 
Poly(ethylene glycol) (80%w) Poly(ethylene glycol) (50%w) Poly(ethylene glycol) (20 1/ow) 
Chitosan (20%w) Chitosan (50%w) Chitosan (80%w) 
Cellulose acetate (80%w) Cellulose acetate (50%w) Cellulose acetate (20%w) 
Chitosan(20%w) Chitosan(501/ow) Chitosan (80%w) 
Poly(LD-lactide-co-glycolide(80%w) Poty(LD-lactide-co-glycolide)(50%w) Poly(LD-lactide-co-glycolide)(20%w) 
Chitosan(20%w) Chitosan (50%w) Chitosan (80%w) 
Poly(N-isopropylacrylamide)(80%w) Poly(N-isopropylacrylamideX50%w) Poly(N-isopropylacrylamide)(20%w) 
Chitosan (20 1/ow) Chitosan (50%w) Chitosan (80%w) 
Poly(3-hydroxybutyrate)(80%w) Poly(3-hydroxybutyrate)(50%w) Poly(3-hydroxybutyrate)(20%w) 
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Tables and Figures 
Material 	Dispensed volume 	Dispensed volume 	Dispensed volume 
Diethylene glycol 	 50 	 150 	 300 
Glycerol 	 50 	 150 	 300 
Surftnol465 	 50 	 150 	 300 
1,2-Hexanediol 	 50 	 150 	 300 
Table 1. Test of dispensed volume (jtI) by the liquid handling system 
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Sample deg (%w) gly (%w) sur (%w) hex (%w) Pigment (%w) 
1 10 5 0.5 5 3 
2 15 5 0.5 5 3 
3 30 5 0.5 5 3 
4 10 5 1 5 3 
5 15 5 1 5 3 
6 30 5 1 5 3 
7 10 5 1.5 5 3 
8 15 5 1.5 5 3 
9 20 5 1.5 5 3 
10 30 5 1.5 5 3 
11 10 5 2 5 3 
12 5 10 0.5 5 3 
13 15 10 0.5 5 3 
14 25 10 0.5 5 3 
15 30 10 0.5 5 3 
16 5 10 1 5 3 
17 25 10 1 5 3 
18 20 10 2 5 3 
19 25 10 2 5 3 
20 30 10 2 5 3 
Table 2. Pigment based ink formulation. First screening library 
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Sample deg (%w) gly (%w) sur (%w) hex (%w) Pigment (%w) 
1 5 5 0.5 5 3 
2 15 5 0.5 5 3 
3 5 5 1 5 3 
4 15 5 1 5 3 
5 10 6.5 0.75 5 3 
6 5 8 0.5 5 3 
7 15 8 0.5 5 3 
8 5 8 1 5 3 
9 15 8 1 5 3 
Table 3. Pigment based formulation. Second screening library 
Sample 	deg (%w) 	gly (%w) 	sur (%w) 	hex (%w) 	Pigment (%w) 
1 	 5 	 5 	 1 	 5 	 3 
2 	 7 	 5 	 1 	 5 	 3 
3 	 8.5 	 5 	 1 	 5 	 3 
4 	 12 	 5 	 1 	 5 	 3 
Table 4. Pigment basedformulation. Optimization library 
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Exp deg gly sur pul fre Vis SA DV 
El 10 5 0.5 30 60 1.74 0.38 2.7 
E2 10 5 0.5 40 60 1.74 0.44 3.2 
E3 15 5 0.5 30 60 2.02 0.34 2.5 
E4 15 5 0.5 40 60 2.02 0.44 2.8 
ES 30 5 0.5 30 60 3.42 0.39 2.1 
E6 30 5 0.5 40 60 3.42 0.51 2.4 
E7 10 5 1 30 60 1.74 0.38 2.6 
E8 10 5 1 40 60 1.74 0.54 3.1 
E9 15 5 1 30 60 2.14 0.46 2.6 
ElO 15 5 1 40 60 2.14 0.55 3 
Eli 30 5 1 30 60 3.56 0.4 2.1 
E12 30 5 1 40 60 3.56 0.54 2.3 
E13 10 5 1.5 30 60 1.85 0.4 2.6 
E14 10 5 1.5 40 60 1.85 0.56 3.1 
E15 20 5 1.5 30 60 2.60 0.43 2.5 
E16 20 5 1.5 40 60 2.60 0.54 2.7 
E17 30 5 1.5 30 60 3.65 0.4 2.2 
E18 30 5 1.5 40 60 3.65 0.59 2.5 
E19 10 5 2 30 60 1.93 0.44 2.6 
E20 10 5 2 40 60 1.93 0.54 3 
E21 5 10 0.5 30 60 1.71 0.45 2.7 
Table 5. Experimental design-fIrs! screening (deg (%w); gly (%w; sur (%w); 
pul (p.$);fre (Hz); Vis (m Pa s); SA (m m 2); DV('rn/s); Voltage: 80V). 
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Exp deg gly sur put fre Vis SA DV 
E22 5 10 0.5 40 60 1.71 0.58 3.2 
E23 25 10 0.5 30 60 3.33 0.44 2.2 
E24 25 10 0.5 40 60 3.33 0.47 2.5 
E25 5 10 1 30 60 1.78 0.5 2.8 
E26 5 10 1 40 60 1.78 0.72 3.1 
E27 25 10 1 30 60 3.52 0.49 2.2 
E28 25 10 1 40 60 3.52 0.57 2.3 
E29 15 10 0.5 30 120 2.44 0.46 2.5 
E30 15 10 0.5 40 120 2.44 0.54 2.8 
E31 30 10 0.5 30 120 4.22 0.39 2.1 
E32 30 10 0.5 40 120 4.22 0.46 2.3 
E33 20 10 2 30 120 3.33 0.47 2.1 
E34 20 10 2 40 120 3.33. 0.58 2.5 
E35 25 10 2 30 120 3.85 0.4 2 
E36 25 10 2 40 120 3.85 0.51 2.3 
E37 30 10 2 30 120 4.55 0.42 1.7 
E38 30 10 2 40 120 4.55 0.5 2 
E39 15 5 1.5 35 90 2.21 0.61 3.5 
E40 15 5 1.5 35 90 2.21 0.61 3.5 
E41 15 5 1.5 35 90 2.21 0.61 3.5 
Table 6 Experimental design-first screening (deg (%w); gly (%w); sur (%w); pul ([Is); 
fre (Hz); Vis (mPa s); SA (mm 2); DV (mis); Voltage: 80 V). 
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Exp deg gly sur pul fre Vis SA DV 
£42 10 5 0.5 30 60 1.74 0.43 4.1 
E43 10 5 0.5 40 60 1.74 0.6 4.5 
E44 15 5 0.5 30 60 2.02 0.46 3.9 
E45 15 5 0.5 40 60 2.02 0.61 4 
E46 30 5 0.5 30 60 3.42 0.46 3.3 
E47 30 5 0.5 40 60 3.42 0.58 3.5 
E48 10 5 1 30 60 1.74 0.51 4.1 
£49 10 5 1 40 60 1.74 0.63 4.4 
£50 15 5 1 30 60 2.14 0.52 4 
E51 15 5 1 40 60 2.14 0.63 4.2 
E52 30 5 1 30 60 3.56 0.54 3.2 
E53 30 5 1 40 60 3.56 0.67 3.5 
£54 10 5 1.5 30 60 1.85 0.56 4.1 
E55 10 5 1.5 40 60 1.85 0.77 4.5 
E56 20 5 1.5 30 60 2.60 0.67 3.8 
E57 20 5 1.5 40 60 2.60 0.78 3.9 
E58 30 5 1.5 30 60 3.65 0.56 3.4 
£59 30 5 1.5 40 60 3.65 0.67 3.5 
£60 10 5 2 30 60 1.93 0.57 4.1 
Table 7. Experimental design-first screening (deg (%w); gly (%w); sur (%w); pul (.is); 
fre (Hz); Vis (mPa s); SA (mm 2); DV ('m/s); Voltage: 100 V). 
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Exp deg gly sur pul fre Vis SA DV 
E61 10 5 2 40 60 1.93 0.7 4.4 
E62 5 10 0.5 30 60 1.71 0.59 4.1 
E63 5 10 0.5 40 60 1.71 0.71 4.5 
E64 25 10 0.5 30 60 3.33 0.51 3.6 
E65 25 10 0.5 40 60 3.33 0.69 3.6 
E66 5 10 1 30 60 1.78 0.7 4.1 
E67 5 10 1 40 60 1.78 0.8 4.4 
E68 25 10 1 30 60 3.52 0.61 3.3 
E69 25 10 1 40 60 3.52 0.73 3.6 
E70 15 10 0.5 30 120 2.44 0.39 3.8 
E71 15 10 0.5 40 120 2.44 0,64 4 
E72 30 10 0.5 30 120 4.22 0.53 3.4 
E73 30 10 0.5 40 120 4.22 0.67 3.8 
E74 20 10 2 30 120 3.33 0.53 3.5 
E75 20 10 2 40 120 3.33. 0.68 3.8 
E76 25 10 2 30 120 3.85 0.64 3.4 
E77 25 10 2 40 120 3.85 0.72 3.5 
E78 30 10 2 30 120 4.55 0.57 3.3 
E79 30 10 2 40 120 4.55 0.72 3.6 
Table 8. Experimental design-first screening (deg (%w); gly (%w); sur (%w); pul (is); 
fre(Hz); Vis: (mPas);SA (mm2);DV(mIs);  Voltage.' JOOV). 
234 
Appendix 
Exp deg gly sur vol pul fre Vis SA DV 
El 5 5 0.5 90 30 60 1.53 0.44 3.7 
E2 5 5 0.5 110 30 60 1.53 0.5 5 
E3 5 5 0.5 90 40 60 1.53 0.6 3.9 
E4 5 5 0.5 110 40 60 1.53 0.6 5.2 
ES 5 5 1 90 30 60 1.64 0.47 3.5 
E6 5 5 1 110 30 60 1.64 0.52 4.9 
E7 5 5 1 90 40 60 1.64 0.51 3.9 
E8 5 5 1 110 40 60 1.64 0.62 5 
E9 15 5 0.5 90 30 60 2.15 0.45 3.3 
ElO 15 5 0.5 110 30 60 2.15 0.54 4.6 
Eli 15 5 0.5 90 40 60 2.15 0.53 3.7 
E12 15 5 0.5 110 40 60 2.15 0.63 4.9 
E13 15 5 1 90 30 60 2.23 0.41 3.5 
E14 15 5 1 110 30 60 2.23 0.53 4.8 
E15 15 5 1 90 40 60 2.23 0.56 3.8 
E16 15 5 1 110 40 60 2.23 0.66 4.8 
E17 5 8 0.5 90 30 60 1.69 0.48 3.4 
E18 5 8 0.5 110 30 60 1.69 0.57 4.9 
E19 5 8 0.5 90 40 60 1.69 0.56 3.9 
E20 5 8 0.5 110 40 60 1.69 0.65 5.1 
E21 5 8 1 90 30 60 1.75 0.48 3.5 
E22 5 8 1 110 30 60 1.75 0.49 4.8 
E23 5 8 I 90 40 60 1.75 0.53 3.8 
E24 5 8 1 110 40 60 1.75 0.68 5.2 
E25 15 8 0.5 90 30 60 2.45 0.48 3.3 
E26 15 8 0.5 110 30 60 2.45 0.55 4.7 
E27 15 8 0.5 90 40 60 2.45 0.52 3.6 
E28 15 8 0.5 110 40 60 2.45 0.63 4.9 
E29 15 8 1 90 30 60 2.46 0.5 3.4 
E30 15 8 1 110 30 60 2.46 0.54 4.8 
E31 15 8 1 90 40 60 2.46 0.55 3.7 
E32 15 8 1 110 40 60 2.46 0.66 5 
E33 10 6.5 0.75 100 35 60 1.92 0.58 4.2 
E34 10 6.5 0.75 100 35 60 1.92 0.58 4.2 
E35 10 6.5 0.75 100 35 60 1.92 0.58 4.2 
Table 9 Experimental design-second screening (deg (%w); glycerol (%w); sur (%w); 
pul (p.$); fre (Hz); Vis (m Pa s); SA (m m-'),- DV (mls), vol (V)). 
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Exp vol pul fre deg sur 	gly Vis SA DV 
El 90 30 60 5 1 5 1.56 0.39 3.46 
E2 110 30 60 5 1 	5 1.56 0.48 4.71 
E3 90 30 60 12 1 5 2.03 0.39 3.28 
E4 110 30 60 12 1 	5 2.03 0.56 4.78 
E5 90 30 60 7 1 5 1.72 0.38 3.41 
E6 110 30 60 7 1 	5 1.72 0.5 4.85 
E7 95 30 60 5 1 5 1.56 0.4 3.77 
E8 103 30 60 7 1 	5 1.72 0.43 4.29 
E9 108 30 60 12 1 5 2.03 0.48 4.59 
E10 100 30 60 8.5 1 	5 1.80 0.42 4 
Eli 100 30 60 8.5 1 5 1.80 0.42 4 
E12 100 30 60 8.5 1 	5 1.80 0.42 4 
Table 10. Experimental design-optimization (deg (%w); gly (%w); sur (%w); pul (.Ls); 
fre (Hz); Vis (mPa s); SA (mm 2); DV (m/s); vol (V)). 
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Formulation NIP ratio Co-lipid/N ratio C.L. volume (p1) Col. Volume (Ill) 
1 1 0 1 0 
2 1 1 1 1 
3 1 2 1 2 
4 1 3 1 3 
5 1.5 0 1.5 0 
6 1.5 0.5 1.5 0.75 
7 1.5 1 1.5 1.5 
8 1.5 1.5 1.5 2.3 
9 1.5 2 1.5 3 
10 1.5 3 1.5 4.5 
11 3 0 3 0 
12 3 1 3 3 
13 3 1.5 3 4.5 
14 3 2 3 6 
15 3 2.5 3 7.5 
16 4 1.5 4 6 
17 6 0 6 0 
18 6 1 6 6 
19 6 1.5 6 9 
20 6 2 6 12 
21 6 3 6 18 
22 7 0 7 0 
23 7 1 7 7 
24 7 2 7 14 
Table 11 Volumes of Lipoplex formulations for each NIP and co-lipid/N ratio. 
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Formulation NIP ratio Co-lipid/N ratio C.L. volume (i1) Col. Volume Qil) 
1 9 1 9 9 
2 9 2 9 18 
3 9 3 9 27 
4 10 1.5 10 15 
5 10 2.5 10 25 
6 12 0.5 12 6 
7 12 1 12 12 
8 12 1.5 12 18 
9 12 2 12 24 
10 12 3 12 36 
11 13 0 13 0 
12 13 1 13 13 
13 13 2 13 26 
14 15 1 15 15 
15 15 2 15 30 
16 16 1.5 16 24 
17 19 1 19 19 
18 19 2 19 38 
19 19 3 19 57 
20 20 0 20 0 
21 20 2 20 40 
22 24 0 24 0 
23 24 0.5 24 12 
24 24 1 24 24 
25 24 2 24 48 
26 24 3 24 72 
Table 12. Volumes of Lipoplex formulations for each NIP and co-lipid/N ratio. 
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Experiment NIP DOPE/N' Buffer/Solvent Transfection efficiency 
1 0 Water 1934 
2 7 0 Water 926 
3 13 0 Water 502 
4 20 0 Water 733 
5 1 2 Water 4126 
6 7 2 Water 2655 
7 13 2 Water 2053 
8 20 2 Water 14118 
9 1 0 PBS 753 
10 7 0 PBS 726 
Ii 13 0 PBS 1069 
12 20 0 PBS 786 
13 1 2 PBS 2898 
14 7 2 PBS 3006 
15 13 2 PBS 10757 
16 20 2 PBS 9330 
17 1 0 EC 1271 
18 7 0 EC 930 
19 13 0 EC 671 
20 20 0 EC 408 
21 1 2 EC 2982 
22 7 2 EC 18598 
23 13 2 EC 12269 
24 20 2 EC 13360 
25 7 1 EC 1278 
26 7 1 EC 1278 
27 7 1 EC 1278 
Table 13. Experimental design of the formulation 1. First screening 
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Experiment 	N/P 	DOPE/N' 	[NaCI] (mM) 	Transfection efficiency 
1 1 1 125 4 
2 9 1 125 23.5 
3 19 1 125 9.5 
4 1 2 125 5.5 
5 9 2 125 12 
6 19 2 125 17.5 
7 I 3 125 9 
8 9 3 125 22 
9 19 3 125 10 
10 1 1 250 2.5 
11 9 1 250 15.5 
12 19 1 250 12 
13 1 2 250 3 
14 9 2 250 10.5 
15 19 2 250 20 
16 1 3 250 2 
17 9 3 250 28.5 
18 19 3 250 11.5 
19 1 1 500 1 
20 9 1 500 9 
21 19 1 500 14 
22 1 2 500 1 
23 9 2 500 24.5 
24 19 2 500 11 
25 1 3 500 1 
26 9 3 500 9 
27 19 3 500 11 
28 9 2 250 24.5 
29 9 2 250 24.5 
30 9 2 250 24.5 
Table 14. Experimental design of the formulation 2. Second screening 
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Experiment 	N/P 	DOPE/N 	[NaCI] (mM) 	Transfection efficiency 
1 7 1 125 19 
2 7 2 125 38.5 
3 7 1 250 12.5 
4 7 2 250 26.5 
5 15 1 125 11 
6 15 2 125 16 
7 15 1 250 13 
8 15 2 250 19 
9 7 3 125 8.5 
10 7 3 250 7.5 
11 15 3 125 10.5 
12 15 3 250 11 
13 19 3 125 10 
14 19 3 250 11.5 
15 19 3 500 11 
16 19 3 500 11 
17 19 3 500 11 
18 7 2 500 14.5 
19 15 2 500 15 
20 19 2 500 11 
Table 15. Experimental design of the formulation 2. Second Screening (1) 
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Experiment N/P DOPE/NI [NaCI] mM Transfection efficiency 
1 7 1 125 4306 
2 13 1 125 1812.5 
3 7 2 125 6321 
4 13 2 125 2990 
5 7 1 250 3249 
6 13 1 250 3798 
7 7 2 250 6688 
8 13 2 250 1211 
9 10 2.5 187.5 2588 
10 10 1.5 62.5 2790.5 
11 10 1.5 312.5 2009 
12 10 1.5 187.5 2367.5 
13 10 1.5 187.5 2367.5 
14 10 1.5 187.5 2367.5 
Table 16. Experimental design of the formulation 3. Cholesterol derivative 
optimization 
Experiment N/P DOPE/N [NaCI] mM Transfection efficiency 
1 7 1 125 19490.5 
2 13 1 125 5664 
3 7 2 125 19881 
4 13 2 125 5028 
5 7 1 250 7647 
6 13 1 250 6032 
7 7 2 250 7197 
8 13 2 250 3923.5 
9 4 1.5 187.5 25522 
10 16 1.5 187.5 2210.5 
ii 10 0.5 187.5 10177.5 
12 10 2.5 187.5 748.5 
13 10 1.5 62.5 6353 
14 10 1.5 312.5 5819 
15 10 1.5 187.5 5765 
16 10 1.5 187.5 8261 
17 10 1.5 187.5 8446.5 




Experiment NIP Solvent/buffers DOPE/N Transfection efficiency 
1 1.5 Water 0 332 
2 6 Water 0 422 
3 24 Water 0 310 
4 1.5 Water 1 1667 
5 6 Water 1 486 
6 24 Water 1 525 
7 1.5 Biphosphates 0 369 
8 6 Biphosphates 0 451 
9 24 Biphosphates 0 616 
10 1.5 Biphosphates 1 734 
11 6 Biphosphates 1 586 
12 24 Biphosphates 1 848 
13 1.5 PBS 0 702 
14 6 PBS 0 1112 
15 24 PBS 0 420 
16 1.5 PBS 1 510 
17 6 PBS 1 1615 
18 24 PBS 1 1891 
19 1.5 NaCI,KCI 0 331 
20 6 NaCI, KCI 0 454 
21 24 NaCI,KCI 0 325 
22 1.5 NaCI, KCI 1 805 
23 6 NaCI,KCI 1 1635 
24 24 NaCI, KCI 1 776 
25 3 NaCI, KCI 0 377 
26 3 NaCI, KCI 0 377 
27 3 NaCI, KCI 0 377 
Table 18. Experimental design of the Jbrmulation 4 
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Experiment NIP DOPEIN pH Transfection efficiency 
1 1.5 1 6.5 664 
2 1.5 1 7 397 
3 1.5 2 7 499 
4 1.5 1 7.5 572 
5 1.5 2 7.5 659 
6 1.5 1 8 336 
7 1.5 2 8 1093 
8 6 1 6.5 1334 
9 6 1 7 1084 
10 6 2 7 872 
11 6 1 8 693 
12 6 2 8 1123 
13 24 1 7 1628 
14 24 2 7 788 
15 24 1 7.5 1115 
16 24 2 7.5 805 
17 24 1 8 1122 
18 24 2 8 1405 
19 3 2 7 531 
20 3 2 7 531 
21 3 2 7 531 
Table 19. Experimental design of the formulation 5 
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Experiment Co-Lipid N/P Solvent/Buffers DOPE/N Transfection efficiency 
None 1.5 Water 1 59 
2 Cholesterol 1.5 Water 1 121 
3 DOPE 1.5 Water 1 77 
4 DOPC 1.5 Water 1 74 
5 None 3 Water 1 110 
6 Cholesterol 3 Water 1 203 
7 DOPE 3 Water 1 103 
8 DOPC 3 Water 1 102 
9 None 6 Water 1 86 
10 Cholesterol 6 Water 1 143 
11 DOPE 6 Water 1 83 
12 DOPC 6 Water 1 61 
13 None 12 Water 1 58 
14 Cholesterol 12 Water 1 102 
15 DOPE 12 Water 1 35 
16 DOPC 12 Water 1 61 
17 None 24 Water 1 46 
18 Cholesterol 24 Water 1 109 
19 DOPE 24 Water 1 50 
20 DOPC 24 Water 1 63 
21 None 1.5 PBS 1 224 
22 Cholesterol 1.5 PBS 1 430 
23 DOPE 1.5 PBS 1 590 
24 DOPC 1.5 PBS 1 284 
25 None 3 PBS 1 231 
26 Cholesterol 3 PBS 1 495 
27 DOPE 3 PBS 1 653 
28 DOPC 3 PBS 1 276 
29 None 6 PBS 1 87 
30 Cholesterol 6 PBS 1 453 
31 DOPE 6 PBS 1 922 
32 DOPC 6 PBS 1 127 
33 None 12 PBS 1 41 
34 Cholesterol 12 PBS 1 275 
35 DOPE 12 PBS 1 1017 
36 DOPC 12 PBS 1 83 
37 None 24 PBS 1 41 
38 Cholesterol 24 PBS 1 381 
39 DOPE 24 PBS 1 613 
40 DOPC 24 PBS 1 78 
Table 20. Experimental design of the formulation 6 
245 
Appendix 
Experiment 	Co-Lipid 	N/P 	Solvent/Buffers 	DOPE/N 	Transfection 
efficiency 
41 None 1.5 NaCl 	 1 88 
42 Cholesterol 1.5 NaCI 1 109 
43 DOPE 1.5 NaCI 	 1 81 
44 DOPC 1.5 NaC1 1 46 
45 None 3 NaCl 	 1 111 
46 Cholesterol 3 NaC1 1 203 
47 DOPE 3 NaCl 	 1 164 
48 DOPC 3 NaCl 1 59 
49 None 6 NaCl 	 1 135 
50 Cholesterol 6 NaCl 1 212 
51 DOPE 6 NaCl 	 1 83 
52 DOPC 6 NaCl 1 29 
53 None 12 NaCl 	 1 49 
54 Cholesterol 12 NaCl 1 120 
55 DOPE 12 NaCl 	 1 42 
56 DOPC 12 NaCl 1 20 
57 None 24 NaCl 	 1 63 
58 Cholesterol 24 NaCl 1 140 
59 DOPE 24 NaCl 	 1 23 
60 DOPC 24 NaCl I 45 
61 None 1.5 TE 	 I 244 
62 Cholesterol 1.5 TE 1 374 
63 DOPE 1.5 TE 	 1 261 
64 DOPC 1.5 TE I 177 
65 None 3 TE 	 1 306 
66 Cholesterol 3 TE 1 385 
67 DOPE 3 TE 	 1 454 
68 DOPC 3 TE 1 250 
69 None 6 TE 	 1 131 
70 Cholesterol 6 TE 1 297 
71 DOPE 6 TE 	 1 592 
72 DOPC 6 TE 1 103 
73 None 12 TE 	 1 76 
74 Cholesterol 12 TE 1 230 
75 DOPE 12 TE 	 1 311 
76 DOPC 12 TE 1 126 
77 None 24 TE 	 1 108 
78 Cholesterol 24 TE 1 368 
79 DOPE 24 TE 	 1 179 
80 DOPC 24 TE 1 189 
81 None 6 Water 	 1 86 
82 None 6 Water I 86 
83 None 6 Water 	 1 86 
Table 21. Experimental design of the form ulation 6 
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Experiment NIP DOPE/N PBS-pH Protocol Transfection efficiency 
(hours) 
1 1.5 0.5 6.5 5 191 
2 24 0.5 6.5 5 19 
3 1.5 3 6.5 5 1066 
4 24 3 6.5 5 101 
5 1.5 0.5 7.4 5 230 
6 24 0.5 7.4 5 41 
7 1.5 3 7.4 5 316 
8 24 3 7.4 5 128 
9 1.5 0.5 6.5 Overnight 378 
10 24 0.5 6.5 Overnight 37 
11 1.5 3 6.5 Overnight 1555 
12 24 3 6.5 Overnight 130 
13 1.5 0.5 7.4 Overnight 402 
14 24 0.5 7.4 Overnight 34 
15 1.5 3 7.4 Overnight 490 
16 24 3 7.4 Overnight 154 
17 12 1.5 6.5 5 39 
18 12 1.5 6.5 5 39 
19 12 1.5 6.5 5 39 
Table 22. Experimental design of the formulation 7 
Experiment N/P DOPE/N PBS-pH Medium Transfection efficiency 
1 1.5 0.5 7.4 New 299 
2 1.5 3 6.5 Old 317 
3 24 0.5 6.5 Old 109 
4 24 3 7.4 Old 19 
5 24 3 6.5 New 41 
6 24 3 7.4 New 10 
7 24 0.5 6.5 New 104 
8 24 0.5 7.4 Old 88 
9 1.5 3 6.5 New 447 
10 1.5 3 7.4 Old 403 
11 1.5 0.5 7.4 Old 154 
12 12 1.5 7,4 New 213 
13 12 1.5 7.4 New 213 
14 12 1.5 7.4 New 213 
Table 23. Experimental design of the formulation 8 
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Experiment N/P DOPE/N PBS-pH Procedure Transfection efficiency 
1 1.5 0.5 6.5 Vortex 379 
2 24 0.5 6.5 Vortex 283 
3 1.5 3 6.5 Vortex 1197 
4 24 3 6.5 Vortex 133 
5 1.5 0.5 7.4 Vortex 771 
6 24 0.5 7.4 Vortex 183 
7 1.5 3 7.4 Vortex 736 
8 24 3 7.4 Vortex 201 
9 1.5 0.5 6.5 Mix 182 
10 24 0.5 6.5 Mix 564 
11 1.5 3 6.5 Mix 215 
12 24 3 6.5 Mix 891 
13 1.5 0.5 7.4 Mix 71 
14 24 0.5 7.4 Mix 159 
15 1.5 3 7.4 Mix 166 
16 24 3 7.4 Mix 356 
17 6 2 7.4 Vortex 377 
18 6 2 7.4 Vortex 377 
19 6 2 7.4 Vortex 377 
Table 24. Experimental design of the formulation 9. 
Experiment N/P DOPE/N buffers procedure Transfection efficiency 
1 1.5 0.5 PBS Vortex 507 
2 12 0.5 PBS Vortex 247 
3 1.5 3 PBS Vortex 3861 
4 12 3 PBS Vortex 820 
5 1.5 0.5 DMEM Vortex 44 
6 12 0.5 DMEM Vortex 72 
7 1.5 3 DMEM Vortex 2129 
8 12 3 DMEM Vortex 3028 
9 1.5 0.5 PBS Sonication 621 
10 12 0.5 PBS Sonication 289 
11 1.5 3 PBS Sonication 198 
12 12 3 PBS Sonication 155 
13 1.5 0.5 DMEM Sonication 33 
14 12 0.5 DMEM Sonication 78 
15 1.5 3 DMEM Sonication 713 
16 12 3 DMEM Sonication 323 
17 6 1.5 PBS Vortex 711 
18 6 1.5 PBS Vortex 711 
19 6 1.5 PBS Vortex 711 
Table 25. Experimental design of the formulation 10. 
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Experiment N/P DOPE/N Transfection efficiency 
1 1.5 1.5 98 
2 1.5 2 1219 
3 1.5 3 2129 
4 3 1.5 184 
5 3 2 3671 
6 6 1.5 711 
7 6 3 3559 
8 12 2 1376 
9 12 3 3028 
10 3 2.5 3100 
11 3 2.5 3100 
12 3 2.5 3100 
Table 26. Experimental design of the formulation 10. Optimization (Formulation 
containing DMEM) 
Experiment N/P DOPE/N Transfection efficiency 
1 1.5 1.5 1511 
2 1.5 2 3419 
3 1.5 2.5 2983 
4 3 1.5 1896 
5 3 2 2512 
6 3 3 2902 
7 6 1.5 606 
8 6 2 2317 
9 6 2.5 2878 
10 6 3 2552 
11 3 2.5 3702 
12 3 2.5 3702 
13 3 2.5 3702 





(80/20) (70/30) (60/40) (50/50) (40/60) (20/80) 
A/B A/B A/B A/B A/B A/B 
A/C A/C A/C A/C A/C A/C 
AID AID AID AID AID AID 
AlE A/E AtE A/E A/E A/E 
AJF A/F A/F A/F A/F A/F 
B/C B/C B/C B/C B/C B/C 
BID BID B/D BID B/D BID 
B/E B/E B/E B/E B/E B/E 
B/F B/F B/F B/F B/F B/F 
CID CID CID CID CID CID 
CIE CIE CIE C/E CIE CIE 
CIF CIF C/F C/F C/F C/F 
DIE DIE DIE DIE DIE DIE 
D/F D/F DIF D/F D/F D/F 
E/F E/F ElF ElF ElF E/F 
Table 28. Composition ofpolymer blends (%w/w) (A: poly (ethylene glycol); B: cellulose 
acetate; C: poly(DL-lactide-co-glycolide); D: poly(N-isopropylacrylamide); E. poly(3-
hydroxybulyrate); F: chitosan) 
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P olyrner blend- Power law mo del 
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0.3 - 	 I 	 I 	 I 	 F 	 I 	 I 
1.8 	1.9 	2.0 	2.1 	22 	2.3 	2.4 	2.5 	2.6 	2.7 	2.8 	2.9 	3.0 	3.1 	3.2 
log (shear rate) 
-.- FB(50-50) —.--FA(50-50) —*--FD(50-50) —--FE(50-50) 
-*-- FC(50-50) —.—AF(80-20) - —BF(80 -20) —A--CF(80-20 
—€—DF(80-20) —+--EF(80-20) —.—AF(20-80) a 	BF(20-80) 
--CF(20-80) - DF(20-80) ---EF(20-80) —.—F 
Figure]. Power law model (dynamic viscosity against shear rate) ofpolymer blends for 
compositions: 20180, 50150 and 80120 % w/w 
(A: poly (ethylene glycol), B.- cellulose acetate,- C: (poly(DL-lactide-co-glycolide); D: 
poly(N-isopropylacrylam ide),- E.- poly(3-hydroxybutyrate); F: chitosan)). 
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log (shear rate) 
—.— BA(20-80) —i—BC(20-80) - - BD(20-80) --- BE(20-80) 
- —A —.--C —*--BA(80-20) —.—BC (80.20) 
—.—BD(80-20) --B --E ---D 
—s-- BC(50-50) —a— BD(50-50) - BE(50-50) —.--BE (80/20) 
—.—BA (50-50) 
Figure 2. Power law model (dynamic viscosity against shear rate,) ofpolvmer blends for 
compositions: 20180, 50150 and 80120 % w/w 
(A: poly (ethylene glycol): B: cellulose acetate, C. (poly(DL-lactide-co-glycolide); D: 
poly(N-isopropylacrylamide); E: poly(3-hydroxybutyrate), F: chitosan)). 
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composition Power Law model 
Polymers and their blends (% w/w) Correlation coefficient (R 2 
Poly(3-hydroxybutyrate) 100-0 0.981 
Poly(N-isopropylacrylamide) 100-0 0.997 
Cellulose acetate 100-0 0.986 
Poly(ethylene glycol) 100-0 0.982 
Poly(DL-lactide-co-glycol ide) 100-0 0.982 
Chitosan 100-0 0.983 
Poly(ethylene glycol)-chitosan 20-80 0.981 
Cellulose acetate-chitosan 20-80 0.981 
Poly(DL-lactide-co-glycol ide)-chitosan 20-80 0.982 
Poly(N-isopropylacrylamide)-chitosan 20-80 0.976 
Poly(3-hydroxybutyrate)-chitosan 20-80 0.979 
Cellulose acetate-chitosan 50-50 0.989 
Poly(DL-lactide-co-glycol ide)-chitosan 50-50 0.986 
Poly(N-isopropylacrylamide)-chitosan 50-50 0.975 
Poly(3-hydroxybutyrate)-chitosan 50-50 0.971 
Poly(ethylene glycol)-chitosan 50-50 0.976 
Poly(ethylene glycol)-ch itosan 80-20 0.994 
Cellulose acetate-chitosan 80-20 0.998 
Poly(DL-lactide-co-glycol ide)-chitosan 80-20 0.994 
Poly(N-isopropylacrylamide)-chitosan 80-20 0.993 
Poly(3-hydroxybutyrate)-chitosan 80-20 0.983 
Cellulose acetate- poly(ethylene glycol) 20-80 0.982 
Cellulose acetate- poly(DL-lactide-co-glycol ide) 20-80 0.976 
Cellulose acetate- poly(N-isopropylacrylami de) 20-80 0.989 
Cellulose acetate- poly(3-hydroxybutyrate) 20-80 0.994 
Cellulose acetate- poly(ethylene glycol) 50-50 0.992 
Cellulose acetate- poly(DL-lactide-co-glycolide) 50-50 0.980 
Cellulose acetate- poly(N-isopropylacrylamide) 50-50 0.980 
Cellulose acetate- poly(3-hydroxybutyrate) 50-50 0.979 
Cellulose acetate- poly(ethylene glycol) 80-20 0.984 
Cellulose acetate- po!y(DL-lactide-co-glycolide) 80-20 0.989 
Cellulose acetate- poly(N-isopropylacrylami de) 80-20 0.984 
Cellulose acetate- poly(3-hydroxybutyrate) 80-20 0.992 
Table 29. Correlation coefficients (R 2) ofpolymers and their blends when applying the 




xi 	Lx 	 X2 x 
n 
A= lisu f(x 1 ) Lx = $ f(x) dx 
n— i=1 	 xi 
Figure 3. Calculation of the total area (A) under thecurve described by the function f(x) 
in the interval [x 1 , x2 ] 
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Appendix II 	 Publications 
Ma, J.; López-Pedrosa, J. M.; Bradley, M. High-throughput viscosity determinations 
Rev. Sci. Instrum. 2008, 79, 094102. 
López-Pedrosa, J. M.; Bradley, M. A high-throughput and design of experiment 
mediated optimization of pigment based ink formulations Pigment and resin 
technology, 2008, 37(3), 131. 
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Appendix III 	Conferences, Simposium and meeting attendance 
2008: 2 d  International Symposium on Cellular Delivery of Therapeutic 
Macromolecules, Cardiff (UK) Poster presentation. Title: 'Towards the 
Development of Efficient DNA/siRNA Carriers" 
2008: Conference on non-Newtonian Rheology. Department of Physics. University 
of Edinburgh (UK). 
2007: Conference on Advances in Process Analytics and Control Technologies. 
Department of Chemistry. University of Strathclyde (UK). Poster presentation. Title: 
"Experimental design .for  the HT optimization of transfection  formulations 
2007: FIRBUSH Meeting. Department of Chemistry. University of Edinburgh 
(UK). Oral presentation. Title: "Tran.sfection formulation and design of 
experiments ". 
2006: FIRBUSH Meeting Department of Chemistry. University of Edinburgh (UK). 
Poster presentation. Title: "Rheological behaviour ofpigment based ink 
formulations ". 
2005: EUROCOMBI-3 Conference University of Winchester (UK). Poster 
presentation. Title: "HT ofinkjet materials" 
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