The programming of WSN applications is usually performed through middleware solutions (see Section 11) that, in general, interoperate only with specific WSN hardware implementations. Such contrary to the usual interpretation of this term, does not aim to provide a generic and high-level WSN programming platform, but rather a basic set of tools and libraries for the low-level handling of technologyspecific sensor nodes. Thus, the programming and configuration of a sensor network are very difficult and error prone tasks, since the application developer has, in the majority of cases, to program individual sensor nodes, using low-level programming languages, directly interfacing with both the hardware and the network modules.
As long as the WSNs are used in specific application domains, this programming approach is well accepted. However, in order to incorporate the WSN infrastructures into other computing paradigms, some enhancements on the existing middleware architectures seem necessary. Nowadays, one of the most promising and pursued computing paradigms is pervasive computing 131, [4] that envisages intelligent networked environments, in which users can seamlessly use context-aware proactive services. In order to bring the pervasive computing paradigm one step closer to its realization, pervasive applications should be capable of seamlessly accessing contextual data, originating from underlying sensing infrastructures. In addition, the applications should be agnostic of the various different underlying middleware technologies and their specific characteristics. Furthermore, in order to make programming in such environments as developer-friendly as possible, there is a need for programming abstractions that simplify the programming process, and for middleware that supports such abstractions [ 5 ] , [22] . In other words, current and future high-level pervasive applications will be interested in the information itself -not in the particular underlying hardware and networking technologies. These are exactly the applications that the proposed scheme can be integrated with. From the above, it becomes evident that a WSN application programming framework, in order to fully support the applications of a great variety of users with different needs (characteristics of a pervasive environment), should be designed according to the following principles:
1. It should conceal the heterogeneity between different sensor network infrastructures, in terms of sensor, networking, or middleware technologies. This is necessary, because it is highly unlikely that a single WSN infrastructure will be standardized and will dominate the field (at least in the years ahead).
2.
It should provide an "appropriate" programming model (developer-friendly API, information processing facilities, management and reconfiguration procedures) that would further encourage the development of real-world pervasive applications. It is considered that these applications will bring the WSNs to their full potential 161.
The work presented in this paper, describes the design of a middleware integration system that conforms to these two primary architectural principles. Of course, such a middleware framework should also take into consideration the unique characteristics of WSNs: energy scarcity, and the need for robustness and scalability [7] , [8]. Moreover, such middleware integration framework paradigm enables competition and flexible business models [27] . Our design is largely motivated by the ODBC/JDBC framework introduced in the database programming community [26] . A sensor network, as a whole, can be considered as an infomation source similar to a database in the ODBUJDBC world.
The rest of the paper is organized as follows. We discuss prior work on sensor middleware technolpgies and identify some of their limitations in Section U. In Section 111, we present a high-level middleware integration architecture, which conceals the heterogeneity between different sensor network infrastructures, and provides programmers with an abstract data acquisition mechanism. In Section IV, we discuss the structure of the Unified Sensor Language, which provides seamless communication between the applications and the middieware, enabling clients to pull sensor data from the underlying deployed WSNs. The detailed functionality of the proposed architecture is discussed in Section V. In Section VI, we describe a high-level API, interfacing with the proposed system and capable of performing complex sensing activities in a flexible and intuitive manner, In Section VI1 we provide our conclusions and future work.
EXISTING MIDDLEWARE SYSTEMS
In this Section, we will present some of the most well known work that has been done, over the last few years, regarding the development of middleware systems for WSNs. It has to be stated that we do not propose any improvements for the existing middleware solutions. We neither try to compare them with our framework. Sensation is a middleware integration platform, not really a middleware. Our objective is to give the possibility to different WSN technologies to collaborate and complement one another for the same purpose, i.e., the delivery of sensor data to applications, by means of a software integration layer.
Most applications today are bound to a certain WSN technology, i.e., they are customized in order to interoperate with the WSN of interest (Fig. la) , making them not portable. In Fig. lb Sensorware [14] is another middleware system that abstracts the run-time environment of a sensor node using a set of services, and a scripting language to compose sensing tasks out of these services. The scripting code can migrate from node to node, autonomously. This agent-based approach facilitates monitoring of moving and dynamic phenomena, such as a group of animals moving within a forest. However, this approach, due to its complexity, requires computationally strong sensor nodes. Moreover, the migration of code within the network is a considerable source of energy consumption, and a possible reason for short network lifetime.
Besides the solutions discussed above, there are many other similar middleware approaches. Impala [15] , for example, exploits mobile code techniques to change the functionality of middleware executing at a remote sensor. MiLAN [16] is another middleware approach that enables dynamic network configuration (i.e., to identify and organize network resources), in order to provide quality of service guaranties to applications. Finally, DSWare [17] is a middleware approach based purely on the notion of events. The application declares interest in certain state changes of the real world and specifies the corresponding course of action.
As already stated, the above middleware systems follow different programming paradigms (e.g., database approach, agent-based approach, event-based approach) and differ with respect to ease of use, expressiveness, scalability, and overhead. What has to be noted is that the application developer is tightly coupled with these middleware systems, and must have in rLind their specific characteristics, capabilities and limitations. Moreover, he has to be familiar with the corresponding specific programming interfaces. However, in order to make the development of WSNbased pervasive applications a reality, the application developer should be unaware of the underlying middleware technologies and their characteristics.
The system, discussed in the next Sections, aims to facilitate the development of pervasive applications by focusing on the following goals (see also Section I):
1. Support for heterogeneity of the existing (and future WSN-specific middleware) through an abstraction layer. This layer will serve as an abstraction layer hiding the different WSN implementations from end-user applications. Requests and responses from various heterogeneous networks will be performed in a unified way, with the aid of a well-defined language. We call this language USL after the Unified Sensor Language. Applications will have to be aware of this language ( Fig. 2) and comply with it. Requests arriving at the Sensor Abstraction Layer (SAL) have to be analyzed, then translated to the corresponding WSN-specific languages, and forwarded to the underlying WSNs.
Conversely, replies from the various WSNs, following a proprietary format, have to be translated to USL, aggregated and sent back to the requestor. This layer can be considered as the core of the proposed system. We chose XML [ 181 for the implementation of USL. as it is a standardized and widely used meta-language, capable of describing data structures in a formal and structured manner. Moreover, the automated processing-transformation of XML-based syntaxes can facilitate the discussed functionality.
Regarding the posed objective of providing application programmers with a high-level and intuitive data programming model, an efficient programming interface has to be overlaid to the aforementioned SAL, as shown in Fig. 2 . This will be an Application Programming Interface (API), providing programmers with expressive commands to flexibly perform a variety of requests to the sensor infrastructure. This API will be implemented in different levels of abstraction (versions) and points of view of the environment, that a programmer could use depending on his specific needs -e.g., a low-level version of the API would provide the programmer with great flexibility, but it will need more elaborate programming, while a higher-level one would be much friendlier, but possibly with limited flexibility, as it will be discussed in Section VI.
Our current design of the API is based upon the location and the device abstraction. The programmer can consider the environment as a combination of different sensor-enabled locations and devices. Contrary to locations, devices are not considered stationary. They can be portable gadgets (e.g., PDAs) enriched with sensing capabilities. Other entities, such as persons, robots, or vehicles, can carry such devices, and can be semantically associated with them. In that way, applications can request sensor information on certain areas and/or entities that are associated with a sensor-enabled device.
As shown in Fig. 2 , the system is also supported by a Profile Registry and an Offline-Data Storage (ODS) facility. The former is comprised of several database tables and configuration files and keeps information about the configuration, the supported capabilities and features of the underlying WSNs -e.g., the types of deployed sensors (temperature, humidity sensors, etc.), the measurement units [Celsius, Fahrenheit, Volt, etc), basic functions that transform raw sensor data to more usable formats (e.g. voltage to temperature converter), as well as information about the WSN-specific gateways. All this information is quite necessary and is used by the SAL in order to discover the existing WSNs that can satisfy the submitted requests and eventually forward these requests to them. Moreover, the Profile Registry stores information about the portable and sensor-enabled devices. Whenever the deployed WSNs are altered, in any way, the system administrator should also update the corresponding settings in the Profile Registry.
The ODS is based on a common database system (e.g., relational database) and is responsible for intercepting and storing every response passing through the SAL, in order to make it available for users interested in the history and the statistical properties of the phenomenon they observe. The ODS facility will enable compIex information processing (e.g., postprocessing for mining stream data and caching), which is a very active research area today. The design of the ODS Schema as well as the detailed description of the Profile Registry are still in progress and thus will not be further discussed in this paper. The structure of the SAL will be further studied in Section V. In the next Section we discuss the definition of the USL interface.
IV. THE UNIFIED SENSOR LANGUAGE
The Sensor Abstraction Layer (SAL), as described in Section 111, is based on USL, a generic sensor handling language. This language has been defined after extensive requirements analysis, during which, we collected both the requirements for the interaction between the developer and the sensor-enabled environmenddevices and the actual functionality of the currently available WSN middleware systems (see Section 11). The analysis resulted in the following requirements for such language:
Support for synchronous requests (queries) that retrieve the requested data, either from the WSN or the ODs, and return the corresponding responses in real-time.
Support for event-driven programming. Many context-aware applications need to trigger some actions after some events have been generated from the WSN. The users should be able to register listeners and handlers of such events (e.g., in case the temperature is higher than 42 "C, and indoor light is very bright, the fire alarm should be activated).
Support for periodic monitoring of the sensor values (e.g., sensing of the temperature every 5 minutes, starting from Monday 2 July, 1500 p.m. and stopping after a week).
Easy and dynamic change of the supported sensor types and sensor functions. As new WSNs or sensors are deployed, the programmer should be able to include the new functionality in his program logic. Moreover, in case of sensor failures, which is a common case, adequate error handling should be enabled by descriptive error indications.
The final outcome of the requirements analysis was the USL language specification. USL is described in XML format, since XML provides platform independence, interoperability and can be easily parsed [IS] . Given the recent popularity of the database-like infomation processing for sensor network data 191, Fig. 3 and Fig. 4 . The complete XML Schemata can be found in [28].
The USL Request represents the requests (synchronous, event-driven and periodic) of the user towards the WSN or the ODS. The root element Request contains a unique ID attribute. This ID is generated by the API (see Section VI) and uniquely identifies a client request. In case of a synchronous query, the ,client specifies the contextual information it is interested in within the RequestedInfo element. This information may be one or more sensor readings, the location where a condition holds, the time instance or the duration of a specific phenomenon, the device ID that satisfies some criteria or a combination of the above. Of course, not all combinations are considered valid, so in the WSN Driver a semantic checking procedure is performed (see Section V). The constraints of the query are described in the QueryFilter element. In this element, one can declare time conditions (TimerExpr element), sensor conditions (SensorExpr element) and limit the query to a specified location or sensor-enabled device (Location and Device elements respectively). The SensorExprType (see Additionally, there is an optional GroupBy subelement that can group the results similarly to the known SQL functionality and has almost the same syntax as RequestedInfo. The Monitor element, if present, denotes that the query should be executed periodically as described in the StartTime, StopTim and Period elements. From now on, we will refer to these periodic queries as monitors. Similarly to the events, they require that the developer register listeners accordingly.
On the other hand, in case of event-driven programming, the only sub-element of Request is the Event. This element contains a set of conditions (EventFilter element) that, when satisfied, trigger some events to the upper layers of the middleware framework. These upper layers have already registered listeners for these events and upon receipt of an event (through.the USL Response entity) they perform some predefined (by the developers) actions. The EventFilter is very similar to the QueryFilter except for the fact that it does not contain time conditions. This seems quite reasonable for this first version of USL as events generated from time conditions can only be implemented with the aid of the ODS and require complex information processing techniques. As there is ongoing research in these areas [21] , a future version of USL may also support time-based events (e.g., if the temperature change rate in a computer room is +3 oC/h, inform the building caretaker so as to check the air conditioner).
The USL Request, apart from enabling the registration of event-listeners and the description of queries, can also dispose the already registered eventlisteners or monitors. For that purpose the Event and Monitor elements contain the boolean attribute abort.
When a user disposes an event or monitor, its known TI) is passed in the ID attribute of the Request element and the corresponding abort attribute is set to true, while all the other elements are absent or blank.
B. The USL Response
The USL Response is much simpler than the Request entity. The root element Response has also an ID attribute, and always contains the Returnstatus element, If the error attribute of this element is set to true, then an error has occurred within the SAL or the WSN and its type (ErrorType element) is returned to the A H in order to raise an application exception. If no error occurred and the request defined a query (or a monitor), the requested data (in Requestedhfo) are returned to the requestor. AltemativeIy, if the request registered an event, then all the elements except for the Returnstatus are absent (i.e., the response is equivalent to a flag indicating that the event has taken place).
Some of the parameters in the aforementioned USL elements and attributes may vary occasionally (e.g., due to deployment of new sensors). These are the sensor types, the (unit transformation) functions that can be applied on them and the types of the error indications. All these are described as enumerations in a separate XML Schema document and are included in the above Schemata in order to impose some constraints during the XML validation of the USL requestksponses by the RR Proxy. This separate XML Schema can be regarded as part of the Profile Registry, because it is updated whenever the configuration of the WSNs is modified.
This makes the framework more flexible and WSN independent. Specifically, Sensation can provide to the upper-layer API any functionality that an underlying WSN (or a combination of WSNs) could supposedly support. I t is anticipated that in the future there will be geographically overlapping WSNs with different capabilities. In such an environment, Sensation could creatively combine information from complementary WSNs. If a particular WSN does not support a given functionality, the proposed framework provides sound mechanisms for error notification and handling.
The formation of a USL Request can be performed by the API discussed in Section VI, and .its handling by the SAL. Conversely, a USL Response is filled with the retrieved (or aggregated) data or the possible error indications by the SAL (see Section V), and finally, returned to the client.
V. THE SENSOR ABSTRACTION LAYER
As mentioned in Section U, the SAL is the most important part of the system, and is composed of the following functional entities (see Fig, 2 ):
The RR Proxy (Request-Response Proxy), and
The WSN Driver (one or more, depending on the different deployed WSNs) A 7he RR Proxy (Request-Response Proxy)
The RR Proxy, as shown in Fig. 2 , receives the USL requests and performs a first level processing, involving the following steps (Fig. 5): Firstly, it checks if the request complies with the USL grammar, i.e., the XML-based document describing the request is validated against the XML Schema (see Section IV). If the validation succeeds, the processing of the request continues, otherwise an appropriate error indication (e.g., Not Valid Request) is returned to the client.
After a successful validation, the RR Proxy obtains the available WSNs in the specified location or device from the Profile Registry. If the available WSNs are more than one, then the RR Proxy has to dispatch the request to the corresponding WSN Drivers. The RR Proxy also registers a listener for this request, which is associated with the specific request ID that was assigned to the request by the client API. It also has an associated timer that expires after a specified time period. The listener aggregates the responses that are associated with a certain request ID and were returned by the underlying WSNs (or the ODS facility) and returns the aggregated data to the client. If no response is received within the specified timeout interval, the listener returns to the client an error indication (e.g., Request Timeout). The main request processing takes place within the WSN Driver, which is subsequently described. forthir R e q u e s ta) Type Checking: After parsing the USL request, the WSN Driver has to examine, whether the underlying WSN, for which it is responsible, is capable of supporting the request. Firstly, it extracts the list of sensor types (e.g., temperature) to be queried from the RequestedInfo element of the USL Request, and the sensor types (attributes) that appear in the filters ftom the QueryFilter (or EventFilter) of the USL request. Then, it consults the Profile Registry for the sensor types supported by the underlying WSN, and in case that any of the attributes of the QueryFilter (or EventFilter) is not supported, the processing ends and an error indication (e.g., Not Supported Request) is returned to the RR Proxy. Otherwise, if all the attributes of the QueryFilter (or EventFilter) and at least one of the requested attributes are supported then the processing goes on. b) Semantic Checking: During this step the WSN Driver checks the semantic validity of the request. If the semantic check fails, an error indication (e.g., Not Valid Request) is returned to the RR Proxy and the whole process ends. c) Request Routing: If a time expression is among the requested data (e.g., "when was the temperature over 50"C?"), the processing pertains to offline data, and it is served by the ODS facility. Otherwise, the request will be served by the WSN.
3) Request Code Generation: This step relies on the decision made on the previous step. If the request has to be processed ofiine, then the USL request will be translated to an SQL query, else, if the request has to be processed in real time by the sensor network, the USL request wll be translated to WSN-specific code. 4) Request Injection: If all previous steps were completed successfully, the resulting request is injected into the underlying WSN or the ODS facility and the WSN Driver waits for a reply.
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The steps followed by the WSN Driver for the formation of the response (Fig. 7) are: 1) Data Collection and Response Formation: The WSN Driver receives a reply from the WSN or the ODS facility and converts it to a USL Response complying with the structure described in Section IV.
2 ) ODS Update: Before returning the response to the RR Proxy, a tuple will be inserted in the ODS facility (only in case of a real-time request to the actual WSN). This row will contain the reply returned by the WSN, the request ID and additional information (e.g., a timestamp, the location or device). By logging these results, one can later access them for statistical or other kind of processing (i.e., post-processing of sensor data).
3) Response Forwarding: The USL Response is returned to the RR Proxy and, more precisely, to the listener that was registered for the specific request.
Aggregate the USL
Responses
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What has to be noted is that the communication between the RR Proxy and the WSN Drivers, Le., within the SAL, is based on the USL. This allows the SAL to be deployed in an implementation independent (language neutral) manner. Furthermore, with the proposed architecture, a WSN manufacturer, providing a WSN Driver for his specific WSN (e.g., a component capable of transforming USL to WSN-specific language and vice versa), can plug his WSN into the discussed architecture and make it available seamlessly to already existing applications (the term "driver" came up from this vision of WSN software components that will have the same functionality as the common drivers for hardware devices and peripherals, e.g., printers).
For the actual deployment of the infrastructure, the manufacturer has also to configure the Profile Registry with information regarding the WSN capabilities and the functions for the conversion of raw sensor data to best understood formats (e.g., Volt to Celsius degrees). In the Following Section we discuss the definition of the Java-based APT, overlaid to the USL interface. 
VI. WSN APPLICATION PROGRAMMING INTERFACE
As already mentioned in Section nI, one of the basic objectives of the proposed middleware framework is the development of a high-level Application Programming Interface (API). Such API (which is currently comprised of two sets of API methods), implemented in Java, will enable programmers of pervasive applications to exploit the functionality and capabilities of the underlying WSNs by providing a set of well-defined methods for requesting and carrying out lower-level WSN services (i.e., sensor data retrieval).
We designed two different APIs, which serve different purposes: one that is based on the concepts of location and device of interest (high-level API), and one that is based on the concept of queries (low-level API). Application developers are capable of using either of them, according to their needs. Some indicative methods of the APIs are presented in Table   I . The first API is more developer-friendly and intuitive, while the second is a lower-level, yet more flexible, interface. Its flexibility lies in the fact that users can construct more complex requests, decoupled from the location and device concepts that can sometimes prove a restrictive factor. Notice that the location-centric API incorporates certain location management methods, but these do not fall within the The code provided previously generates two different requests, one for the heartbeat, and one for the temperature, since these two sensors are of different technologies, and, thus, cannot belong to the same WSN. As previously stated, this requests, expressed by the WSN API, will subsequently be transformed to USL (i.e., XML documents) and be assigned unique IDS (e.g., 123456, and 123457). Below, we present only one of the two requests (e.g., the body temperature portion). The USL Request document should look like this: <Reques t xmlns :xs i="h!tp://www. w3.0rgi200 I /XMISche mainstance " xsi:noNamespaceSchemahcacion=" This XML-formatted request is passed to the :Rproxy that checks its syntactic validity and registers a corresponding listener bound to the request ID.
Subsequently, the USL Request is fonvai-ded to the underlying WSN-driver (Le., the TinyDB compliant driver in our case). There, it will be translated to a TinyDB (SQL-like) query that should look like this:
Subsequently, this query will be sent to the corresponding TinyDB WSN gateway and wiIl be injected into the sensor network. When the response from the mote with ID=534 (i.e. "Temperature-309" -Mr. Malade's thermometer) reaches the gateway, it will be sent back to the WSN-driver as a raw data record. Eventually, this response will be translated to a USL Response XML document, which should look Iike this: <Response xmlns:xs i="http://www. w3 .org/ZOO 1 RlMls che mains lance" xs i:noNa me s pace Sc h e m a b c a tian=" WS NRe sponse .xsd" ID="l23456"> <Se nsorVa lue s> type ='temp rature'>374Se nsorValue> 4SensorValues > <Re tum S tarus e rrod'fala e 5 dRetumS tatus> I I This USL Response amves at the RR-proxy, where there is an appropriate listener, and finally returns to the WSN API (and, thus, to the management application), since no errors have occurred.
