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Abstract
Ray solvable linear systems and ray S2NS matrices are complex generalizations of the sign
solvable linear systems and S2NS matrices. We use the determinantal ray unique matrices
(instead of ray nonsingular matrices) as a generalization of SNS matrices, to generalize some
fundamental results of S2NS matrices from the real case to complex case, such as the graph
theoretical characterization, the inverse ray patterns and the upper bound of the number of
nonzero entries of S2NS matrices. The well known characterization of the sign solvable linear
systems (in terms of the L-matrices and S∗ matrices) is also generalized to ray solvable linear
systems, and the relationships between the ray S∗-matrices and real S∗-matrices are investi-
gated. Some examples are also given to illustrate that some results, such as the characterization
of the sign inconsistent linear systems, do not carry over to the complex case.
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1. Introduction
A ray in the complex plane is a set {reiθ |r > 0} of nonzero complex numbers
whose arguments are some fixed angle θ . For convenience, this ray is sometimes
identified with the complex number eiθ .
A complex matrix is called a ray pattern matrix, if the modulus of each nonzero
entry of it is 1. The ray pattern of a complex matrix A, denoted by ray(A), is the ray
pattern matrix obtained from A by replacing each nonzero entry aij by aij /|aij |. The
set of complex matrices with the same ray pattern as A is called the ray pattern class
of A, denoted by Q(A). Namely,
Q(A) = {B|ray(B) = ray(A)}. (1.1)
In case when A is a real matrix, then ray(A) is also called the sign pattern of A
(denoted by sgn (A)), and Q(A) is also called the qualitative class of A, which is
extensively studied in qualitative matrix theory [1,3].
Two m× n complex matrices A and B are said to be ray-permutation equivalent,
if B can be obtained from A by permuting its rows and columns and multiplying its
rows and columns by nonzero complex numbers.
Definition 1.1. A complex square matrix A is called ray nonsingular if each matrix
in Q(A) is nonsingular.
The matrix A is called a ray S2NS matrix if A is ray nonsingular and ray(A˜−1) =
ray(A−1) for each A˜ ∈ Q(A).
It is easy to see from the defiinitions that if A is a real square matrix, then A is
ray nonsingular if and only if A is sign nonsingular (or SNS), and A is a ray S2NS
matrix if and only if A is an S2NS matrix.
It is also easy to see that the property of being a ray nonsingular matrix or a ray
S2NS matrix is preserved under the ray-permutation equivalences.
As complex generalizations of the SNS matrices, ray nonsingular matrices have
been studied by several authors recently and some important results are obtained in
[4,7,8].
In this paper, we will show in Section 3 and Section 4 that a number of funda-
mental results concerning S2NS matrices can be generalized to ray S2NS matrices.
Such as the graph theoretical characterization, the inverse ray pattern, the equiv-
alence of ray S2NS matrices and conditional ray S2NS matrices, and the upper
bound of the number of nonzero entries of ray S2NS matrices. To prove these results,
we need to use another complex generalization of SNS matrices—the determinan-
tal ray unique matrices (or DRU matrices), instead of the ray nonsingular matri-
ces.
In Section 5, we will further use the DRU matrices to define a complex gener-
alization of the S∗-matrices—the ray S∗-matrices. Then we use this to show that
the well known characterization of the sign solvable linear systems (in terms of
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L-matrices and S∗-matrices) can be generalized to a similar characterization of the
ray solvable linear systems. Some applications of this characterization are given in
Section 5. We also prove that every ray S∗-matrix is ray-permutation equivalent to a
real S∗-matrix.
Finally, some examples are given in Section 5 to illustrate that the characterization
of the sign inconsistent linear systems in terms of the “forbidden subsystems” does
not carry over to the ray inconsistent linear systems.
2. Preliminaries
In this section, we introduce the concepts of DRU matrices and ray digraphs
which are the two main tools in our studies of ray S2NS matrices and ray solvable
linear systems.
Definition 2.1. A complex square matrix A is determinantal ray unique (abbre-
viated DRU ), if A is ray nonsingular and arg(det A˜) = arg(detA) for each A˜ ∈
Q(A).
It is easy to see that a real square matrix A is a DRU matrix if and only if A is
an SNS matrix. So in this sense, both DRU matrices and ray nonsingular matrices
are complex generalizations of the SNS matrices. But in this paper we will see that
DRU matrices have closer relationships with ray solvable linear systems and ray
S2NS matrices than ray nonsingular matrices.
It is also easy to see from the above defiinition that the property of being a DRU
matrix is preserved under the ray-permutation equivalence. Thus we may always
assume that all the diagonal entries of A are −1 in the study of DRU matrices. Also
it is obvious that A is a DRU matrix if and only if the determinantal expansion of A
contains some nonzero term and all such nonzero terms are in the same ray.
A ray digraph S is a digraph where each arc e of S is assigned some “ray weight”
(or simply ray), say eiθ , denoted by ray(e). The ray of a walk W in S, denoted by
ray(W), is defined to be ray(W) =∏ki=1 ray(ei), where e1, . . . , ek are the sequence
of arcs of W .
Let A = (apq) be a complex matrix of order n. The associated digraph D(A) of A
(possibly with loops) is defined to be the digraph with vertex set V = {1, 2, . . . , n}
and arc set E = {(p, q)|apq /= 0}. The associated ray digraph S(A) of A is obtained
from D(A) by assigning (the ray weight) ei arg(apq ) to each arc (p, q) in D(A).
The following graph theoretical characterization of DRU matrices can be ob-
tained similar to that of SNS matrices.
Theorem 2.1. Let A = (aij ) be a ray pattern matrix of order n all of whose diago-
nal entries are −1. Then A is a DRU matrix if and only if the ray of every cycle of
the associated ray digraph S(A) is −1.
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Proof. For the sake of simplicity, we just outline the two main steps of the proof in
the following:
(i) A is DRU if and only if every nonzero term in the determinantal expansion of
A is (−1)n;
(ii) Each such nonzero term can be expressed in the following way:
(sgn σ)a1σ(1) · · · anσ(n) = (−1)n+k
k∏
i=1
ray(Ci), (2.1)
where
sgn σ = (−1)n+k (2.2)
and here σ is a permutation (bijective map) on {1, . . . , n} and C1, . . . , Ck are the dis-
joint cycles in the spaning subdigraph of S(A) induced by the n arcs (1, σ (1)), . . . ,
(n, σ (n)). 
For convenience, a ray digraph all of whose cycles have rays −1 is called a DRU
ray digraph (Thus the real DRU ray digraph is just the same as the SNS signed
digraph).
3. Ray S2NS matrices and their graph theoretical characterizations
Recalling that in Section 1 we have defined that a complex square matrixA is a ray
S2NS matrix if A is ray nonsingular and ray(A˜−1) = ray(A−1) for each A˜ ∈ Q(A).
Now the analog of conditional S2NS matrices can also be defined as follows.
Definition 3.1. A complex square matrix A is called a conditional ray S2NS matrix,
if there exists some nonsingular matrix A˜ in Q(A) and for each pair of nonsingular
matrices B and C in Q(A), we have ray(B−1) = ray(C−1).
The matrix obtained from A by deleting its ith row and j th column is denoted by
A(i|j). The (p, q)-entry of the matrix A is also denoted sometimes by (A)pq .
Using DRU matrices, we can obtain the following result analogous to the relation
between S2NS matrices and conditional S2NS matrices in the real case.
Theorem 3.1. Let A be a complex square matrix. Then the following statements are
equivalent:
(1) A is a ray S2NS matrix.
(2) A is a conditional ray S2NS matrix.
(3) A is a conditional ray S2NS matrix and a DRU matrix.
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Proof. It is obvious that we only need to prove (2) ⇒ (3).
Suppose (2) is true, but (3) is not true. Then there exist matrices B and C in Q(A)
which dififer in exactly one position (say b11 /= c11) and which are in one of the
following two cases:
Case 1: detB /= 0, detC /= 0 and arg(detB) /= arg(detC).
Case 2: detB /= 0, and detC = 0.
For Case 1, we have (B−1)11 detB = det(B(1|1)) = det(C(1|1)) = (C−1)11
detC, and (b11 − c11) det(B(1|1)) = detB − detC /= 0. So we have (B−1)11 ·
(C−1)11 /= 0 and arg((B−1)11) /= arg((C−1)11), a contradiction. For Case 2, take
C′ be the matrix obtained from C by replacing c11 by (1 + ε)c11 − εb11, then C′ ∈
Q(A) when ε > 0 is small enough and detC′ = (1 + ε) detC − ε detB = −ε
detB /= 0. Using Case 1 on B and C′ we obtain a contradiction. 
A complex square matrix B is said to have identically zero determinant if det B˜ =
0 for all B˜ ∈ Q(B).
Corollary 3.1. A complex square matrix A of order n is a ray S2NS matrix if and
only if A satisfies the following two conditions:
(1) A is a DRU matrix.
(2) Each submatrix of order n− 1 of A is either a DRU matrix or has identically
zero determinant.
The following theorem shows that the graph theoretical characterization of real
S2NS matrices [1,3] can be generalized to ray S2NS matrices.
Theorem 3.2. Let A be a ray pattern matrix of order n all of whose diagonal entries
are −1. Then A is a ray S2NS matrix if and only if its associated ray digraph S(A)
satisfies the following two conditions:
(1) The ray of every cycle of S(A) is −1.
(2) Each pair of the paths in S(A) with the same initial vertex and the same terminal
vertex have the same ray.
Proof. Necessity. (1) follows directly from Theorem 3.1 and Theorem 2.1.
For (2), let P and Q be paths in S(A) from some vertex i to some vertex j ; Let
P ∗ = P + {all loops at vertices outside P }
and
Q∗ = Q+ {all loops at vertices outside Q}
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be two subdigraphs of S(A). Then the arc set of P ∗ (and Q∗) corresponds to a non-
zero term in the determinantal expansion of the matrix A(j |i), denoted by dP (and
dQ). By (2.1) we have (where k − 1 is the number of loops at vertices outside P ):
(−1)i+j dP = (−1)n+kray(P ∗) = (−1)n+1ray(P ) (3.1)
Similarly
(−1)i+j dQ = (−1)n+1ray(Q).
Thus we have:
A is ray S2NS ⇒ A(j |i) is DRU (By Corollary 3.1, if P and Q exist)
⇒ dP = dQ ⇒ ray(P ) = ray(Q).
Sufficiency. By Corollary 3.1, it sufifices to show that for each i /= j such that
A(j |i) does not have identically zero determinant, A(j |i) is a DRU matrix (since
(1) already implies that each A(i|i) is a DRU matrix).
Let d1 and d2 be any two nonzero terms in the determinantal expansion of A(j |i),
and let Dt be the subdigraphs of S(A) whose arc set corresponds to the entries in dt
(t = 1, 2). Then we have
Dt = Pt + Ct1 + · · · + Ctrt (t = 1, 2), (3.2)
where Pt is a path from i to j and Ct1, . . . , Ctrt are disjoint (negative) cycles. Similar
to (3.1) we have
(−1)i+j dt = (−1)n+1ray(Pt ) (t = 1, 2). (3.3)
So (2)⇒ ray(P1) = ray(P2)⇒ d1 = d2 ⇒ A(j |i) is DRU . 
Corollary 3.2 (The ray pattern of the inverse of a ray S2NS matrix). Let A be a
ray S2NS ray pattern matrix of order n all of whose diagonal entries are −1. Let
(A−1)ij be the (i, j) entry of A−1. Then we have:
(1) (A−1)ii < 0 (i = 1, . . . , n).
(2) If i /= j, then (A−1)ij = 0 if and only if there is no path in D(A) form i to j.
(3) If i /= j and (A−1)ij /= 0, then ray((A−1)ij ) = −ε, where ε is the common ray
of all the paths in S(A) from i to j.
For convenience, a ray digraph is called a ray S2NS digraph if it satisfies the two
conditions in Theorem 3.2. A digraph D is called a complex S2NS digraph if it is
the underlying digraph of some ray S2NS digraph.
For example, the digraph D∗ in Fig. 1 is not a complex S2NS digraph. Otherwise,
suppose S is the ray S2NS digraph with D∗ as its underlying digraph and suppose
ray(Pi) = ai in S (i = 1, 2, 3, 4), then we have:
a1a2 = −1; a1a4 = a3; a2a3 = a4
which implies that −1 = a1a2 = 1, a contradiction.
It follows that each complex S2NS digraph contains no D∗ (or the digraph ob-
tained by reversing the directions of all the arcs of D∗) as its subdigraph. From this
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Fig. 1. D∗.
we can further deduce (by using the graph theoretical arguments) that there is at most
one arc between any two dififerent strongly connected components in a complex
S2NS digraph.
4. The relations between SNS and S2NS matrices with DRU and ray S2NS
matrices
In this section, we first use graph theoretical methods to show that in the fully
indecomposable cases, DRU matrices are essentially (ray-permutation equivalent
to) the real SNS matrices, and ray S2NS matrices are essentially the real S2NS
matrices. We also give an example to show that this is not generally true if the matri-
ces are not fully indecomposable. However, in the general cases there are still some
results of the real SNS matrices and S2NS matrices which can be extended to the
complex cases. For examples, we show in Theorems 4.4 and 4.5 that the results con-
cerning the sharp upper bounds of the number of nonzero entries of the general SNS
matrices and S2NS matrices still hold for DRU matrices and ray S2NS matrices.
We first define a graph theoretical operation on ray digraphs.
Definition 4.1. Let x be a vertex of a ray digraph S. An eiθ -ray changing on x is
an operation on S by multiplying the rays of all the arcs going out of x by eiθ and
multiplying the rays of all the arcs going to x by e−iθ .
It is easy to see that a eiθ -ray changing on a vertex j of the associated ray digraph
S(A) of a complex square matrix A corresponds to an operation of diagonal simi-
larity on the matrix A : A→ DAD−1, where D is the diagonal matrix whose j th
diagonal entry is eiθ and all the other diagonal entries are 1.
It is also easy to see that any ray changing on any vertex of a DRU ray digraph
results in a DRU ray digraph.
Theorem 4.1. Let S be a strongly connected DRU ray digraph. Then S can be
transformed to a (real) SNS signed digraph by a series of ray changings on vertices.
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Proof. We may assume that S = S1 + P , where S1 is a strongly connected subdi-
graph of S and P is a path (or cycle) from x to y (if x = y, then P is a cycle) such
that both x and y are in S1 and all the other vertices of P are not in S1 (see [3–p.
108]).
By induction we may assume that S1 is a (real) SNS signed digraph. By succes-
sively applying suitable ray changings on the internal vertices of P , we can obtain
a new DRU ray digraph S∗ all the rays of whose arcs are real (1 or −1) except
(possibly) the last arc e of P . But the ray of every cycle of S∗ is −1 and e belongs
to some cycle of S∗ since S∗ is strongly connected, so the ray of e in S∗ is also real.
Namely, S∗ is a SNS signed digraph. 
Using the graph theoretical result of Theorem 4.1 we can derive that the fully
indecomposable DRU matrices and fully indecomposable ray S2NS matrices are
essentially real.
Theorem 4.2. Let A be a fully indecomposable DRU ray pattern matrix. Then A
is ray-permutation equivalent to a real SNS matrix.
Proof. Without loss of generality, we may assume that all the diagonal entries of
A are −1. By Theorem 4.1, S(A) can be transformed to a real SNS signed digraph
S∗ by a series of ray changings on vertices. Let D be the diagonal ray pattern mat-
rix corresponds to these ray changing on vertices. Then S(DAD−1) = S∗, and so
DAD−1 is a real SNS matrix (note that all the diagonal entries of DAD−1 are still
−1). 
Theorem 4.3. Let A be a fully indecomposable ray S2NS ray pattern matrix. Then
A is ray-permutation equivalent to a real S2NS matrix.
Proof. By Theorem 3.1 A is a DRU matrix. Then use Theorem 4.2 and the fact that
any matrix which is ray-permutation equivalent to a ray S2NS matrix is also a ray
S2NS matrix. 
The following example shows that the results of Theorems 4.2 and 4.3 may not
be true if A is not fully indecomposable.
Example 4.1. Let
A =

−1 0 0 0
0 −1 0 0
a b −1 0
c d 0 −1
 ,
where a, b, c, d are complex numbers with modulus 1 such that ad/bc is not real.
Then it is easy to verify that A is a ray S2NS ray pattern matrix (and thus a DRU
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matrix). But A is not ray-permutation equivalent to a real matrix, since the ratio ad/
bc is unchanged under any ray-permutation equivalences.
In spite of the above example, Theorems 4.2 and 4.3 can still provide some helps
in the study of some problems concerning general (not necessarily fully indecompos-
able) ray S2NS matrices and DRU matrices. For example, the sharp upper bounds
of the number of nonzero entries of such matrices.
Let N(A) be the number of nonzero entries of a matrix A.
Theorem 4.4. Let A be a DRU ray pattern matrix of order n. Then we have
N(A)  1
2
(n2 + 3n− 2) (4.1)
with equality if and only if A is ray-permutation equivalent to the “lower Hessenberg
matrix” Hn with −1’s on and below the main diagonal and 1’s on the superdiagonal
and 0’s elsewhere (see [3–p. 8]).
Proof. First, we know from [5] or [3–Theorem 8.1.1] that the result is true if A is
real.
Now if A is fully indecomposable, then the result follows since A is “essentially
real” by Theorem 4.2. If A is not fully indecomposable, then A is permutation equiv-
alent to a matrix of the following block form:
A ∼

A1
B21 A2 O
...
...
.
.
.
Bk1 Bk2 · · · Ak
 , (4.2)
where k  2 and each diagonal block Ai is a fully indecomposable DRU matrix of
order ni (i = 1, . . . , k). In this case, it is not difificult to verify that the strict inequal-
ity N(A) < 12 (n
2 + 3n− 2) holds by the facts that N(Ai)  12 (n2i + 3ni − 2) for
i = 1, . . . , k and k  2,∑ki=1 ni = n. 
To obtain the sharp upper bound of the number of nonzero entries of ray S2NS
matrices, we need to use the following two facts:
Fact 1: Let A be a fully indecomposable ray S2NS matrix of order n, then
N(A)  3n− 2, with equality if and only if A is a maximal ray S2NS matrix.
Fact 2: Let A be a lower triangular block matrix of the form (4.2), where each
diagonal block Ai is fully indecomposable (i = 1, . . . , k). Suppose A is a ray S2NS
matrix, then N(Bij )  1 for all 1  j < i  k.
Here Fact 1 is an analogy of a corresponding result for fully indecomposable
real S2NS matrices [2], since A is “essentially real” by Theorem 4.3. While Fact 2
follows basically from the graph theoretical fact we mentioned at the end of Section
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3 that there is at most one arc between any two dififerent strong components in a
complex S2NS digraph.
Theorem 4.5. Let A be a ray S2NS ray pattern matrix of order n. Then we have:
N(A) 
{
1
2n(n+ 1), if n = 1 or n  4,
3n− 2, if n = 2 or 3 (4.3)
with equality if and only if A is of one of the following two types:
(T1) A is a fully indecomposable, maximal ray S2NS matrix of order 2, 3 or 4.
(T2) n /= 2, 3 and A is ray-permutation equivalent to the following matrix (4.4):
−1 0 · · · 0
1 −1 · · · 0
...
...
.
.
.
...
1 1 · · · −1
 . (4.4)
Proof. We may assume that A is in the form (4.2), where k  1 and each Ai is fully
indecomposable of order ni . Then by Fact 1 we have N(Ai)  3ni − 2, by Fact 2
we have N(Bij )  1. Thus we have
N(A)=
k∑
i=1
N(Ai)+
∑
1j<ik
N(Bij ) 
k∑
i=1
(3ni − 2)+ 12k(k − 1)
=3n+ 1
2
k(k − 5). (4.5)
Then (4.3) will follow from (4.5) by the fact 1  k  n.
For the equality case, the sufificiency part is obvious. Now assume equality holds
in (4.3), then equality also holds in (4.5). Besides, the right hand sides of (4.3) and
(4.5) should also be equal and thus n and k should be in one of the following two
cases:
Case 1: n = 2, 3, 4 and k = 1;
Case 2: n = k and n /∈ {2, 3}.
If n and k are in Case 1, then A is obviously of type (T1); If n and k are in
Case 2, then n = k implies that each diagonal block Ai is a nonzero matrix of
order 1 and the equality of (4.5) implies each N(Bij ) = 1 (i.e., each Bij is also a
nonzero matrix of order 1). Thus in this case A has the same zero pattern as the
matrix in (4.4). By suitably multiplying the rows and columns of A by some nonzero
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complex numbers we may assume that all the diagonal entries of A are −1 and
all the off-diagonal entries in the first column of A are 1. Now using the graph
theoretical characterization of ray S2NS matrices in Theorem 3.2, we can easily
show that all the entries of A below the diagonal is 1. Thus A is a matrix of the form
(4.4). 
5. Ray solvable linear systems, ray S∗-matrices and some related topics
One of the most fundamental results in the (real) qualitative matrix theory is
the characterization of sign solvable linear systems. In this section, we show that
this characterization can be generalized to a characterization of the (complex) ray
solvable linear systems, provided that we suitably choose a generalization of the
(real) S∗-matrices (called ray S∗-matrices) among two possible generalizations of
S∗-matrices. We also show that every such ray S∗-matrix is ray-permutation equiva-
lent to a real S∗-matrix.
We also study a related topic of ray solvable linear systems, namely, the ray incon-
sistent linear systems which is a generalization of the (real) sign inconsistent linear
systems. We give some examples to show that the characterization of sign inconsis-
tent linear system in terms of the “forbidden subsystems” given in [9] does not carry
over to the complex cases.
We would also like to point out here that the only result in Section 3 and Section
4 we need to use in this section is Theorem 4.2 (which will be used in the proof of
Lemma 5.1).
Definition 5.1. Let A be an m× n complex matrix and b be an m× 1 complex
matrix. The complex linear system Ax = b is called ray solvable if it satisfies the
following two conditions:
(1) A˜x = b˜ has a solution for each A˜ ∈ Q(A) and b˜ ∈ Q(b).
(2) For each A1, A2 ∈ Q(A), b1, b2 ∈ Q(b) and A1x1 = b1, A2x2 = b2, we have
ray(x1) = ray(x2).
For the real case, it is well known [3,6] that the problem of recognizing (real) sign
solvable linear systems can be turned to the problems of recognizing L-matrices and
S∗-matrices. We now generalize the defiinitions of L-matrices and S∗-matrices from
real cases to complex cases.
Definition 5.2. A complex matrix A is called an L-matrix if A˜ has linearly indepen-
dent columns for each A˜ ∈ Q(A).
From Defiinition 5.1 we can see that if Ax = b is ray solvable, then actually each
A˜x = b˜ must have a unique solution, thus A must be an L-matrix.
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There are two possible generalizations of (real) S∗-matrices, as can be seen in the
following defiinition.
Definition 5.3. An m× (m+ 1) complex matrix A is called a ray S∗-matrix, if
each submatrix of order m of A is a DRU matrix. The matrix A is called a complex
S∗-matrix, if each submatrix of order m of A is a ray nonsingular matrix.
Note that only the ray S∗-matrices will be used in this paper, among the above
two generalizations of (real) S∗-matrices.
The following theorem shows that the characterization of the (real) sign solv-
able linear systems (in terms of L-matrices and S∗-matrices), given in [6] and [3–
Theorem 1.2.12], can be generalized to a characterization of the ray solvable linear
systems in terms of L-matrices and ray S∗-matrices.
Theorem 5.1. A complex linear system Ax = b is ray solvable if and only if by
suitably permuting the rows of (A, b) and the columns of A, the matrix (A, b) can
be transformed to a matrix of the form
(
A1 B b1
0 A2 0
)
, where A2 is an L-matrix
(might be vacuous) and (A1, b1) is a ray S∗-matrix (might be vacuous).
Proof. (The proof is similar to the proof of the real case given in [3–Theorem
1.2.12], except the “DRU part” in the following proof.)
Sufficiency. By Cramer’s rule, A1y = b1 is ray solvable. So Ax = b is ray solv-
able since A2 is an L-matrix.
Necessity. By suitably permuting the columns of A we may assume Ax = b has
a solution x =
(
u
0
)
, where the vector u has no zero coordinates. By suitably per-
muting the rows of (A, b), we may further transform (A, b) to a matrix of the form(
A1 B b1
0 A2 0
)
, where A1 has no zero rows (here both A1 and A2 might be vacu-
ous).
Now A1y = b1 is ray solvable since each A˜x = b˜ has a unique solution of the
form
(
u˜
0
)
, where ray(˜u) = ray(u). It follows that A1 is an L-matrix. If A1 is a k × l
matrix, then k  l.
If k > l, then some A˜1y = b1 would have no solution since A1 has no zero rows
and u has no zero coordinates, a contradiction. Thus we must have k = l. It follows
that A1 is a DRU matrix, for otherwise there would exist A′1 and A
′′
1 in Q(A1) such
that A′1 and A
′′
1 dififer only in one column (say the first column) and arg(detA′1) /=
arg(detA′′1), then the first coordinates of the solutions of A
′
1y = b1 and A
′′
1y = b1
would have dififerent rays, a contradiction. It now follows from Cramer’s rule that
(A1, b1) is a ray S∗-matrix since A1y = b1 is ray solvable with a solution y = u
which has no zero coordinates.
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Finally, A2 is an L-matrix since each solution z0 of each A˜2z = 0 (with A˜2 ∈
Q(A2)) can be extended to a solution x =
(
v
z0
)
of some A˜x = b which should have
the same ray pattern with
(
u
0
)
, namely z0 must be zero. 
As an application of Theorem 5.1, we can obtain the following property of ray
solvable linear systems (in Corollary 5.1).
A complex matrix A′ is said to be ray majorized by a matrix A, denoted by A′A,
if A′ can be obtained from some A˜ in Q(A) by replacing some nonzero entries of A˜
by zero. It is easy to see that if A is a DRU matrix and A′A, then A′ is either a
DRU matrix or has identically zero determinant.
Corollary 5.1. LetAx= b be a ray solvable linear system. Suppose (A′, b′)(A, b),
then A′x = b′ is ray solvable if and only if A′ is an L-matrix.
Proof. The necessity part is obvious. We now prove the sufificiency part. Since
Ax = b is ray solvable, by Theorem 5.1 we may assume that
(A, b) =
(
A1 B b1
0 A2 0
)
,
where A2 is an L-matrix and (A1, b1) is a ray S∗-matrix. Thus by (A′, b′)(A, b)
we may write
(A′, b′) =
(
A′1 B ′ b′1
0 A′2 0
)
,
where A′1A1, A′2A2, B ′B and b′1b1.
Now by hypothesis A′ is an L-matrix, so A′1 is also an L-matrix. But A1 is a
DRU matrix since (A1, b1) is a ray S∗-matrix, so A′1 must be a DRU matrix. From
this and the hypothesis that A′ is an L-matrix, we can deduce that A′2 is also an
L-matrix.
On the other hand, (A1, b1) is a ray S∗-matrix implies that each matrix obtained
from (A1, b1) by deleting one column is a DRU matrix. So it follows that each
matrix obtained from (A′1, b′1) by deleting one column is either a DRU matrix or
has identically zero determinant. Thus by Cramer’s rule we can deduce that the linear
system A′1y = b′1 is ray solvable. Combining this with the fact the A′2 is an L-matrix
we conclude that A′x = b′ is ray solvable. 
Theorem 5.1 suggests that it is interesting to study the ray S∗-matrices. In the
following, we will point out that ray S∗-matrices are essentially the real S∗-matrices
(up to nonzero multiplications of rows and columns). We briefly outline the proofs
of this result in the following Lemmas 5.1–5.3 and Theorem 5.2.
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Lemma 5.1. Let A be an m× (m+ 1) ray S∗-matrix. Then A contains some row
with exactly two nonzero entries.
Proof. Case 1: A contains some p × q zero submatrix with total size p + q = m.
Then A is permutation equivalent to some
(
A1 O
B A2
)
where A1 is a ray S∗-
matrix. Using induction on A1 we get the result.
Case 2: A does not contain any zero submatrix with total size m.
Then each square submatrix of order m of A is a fully indecomposable DRU
matrix. Write A = (B, b) where b is a column, then by Theorem 4.2 we may assume
that B is a real matrix. We may also assume that b contains a real nonzero entry.
It now follows that b must be a real vector since (B1, b) is a fully indecomposable
DRU matrix for any m× (m− 1) real submatrix B1 of B. Thus A is a real matrix
and the result follows from [3–Theorem 4.1.1]. 
Lemma 5.2. Let A =
[
A1 u v
0 · · · 0 1 −1
]
be a m× (m+ 1) ray S∗-matrix.
Then the column vectors u and v are conformal (i.e. u ◦ v¯  0 where v¯ is the complex
conjugate of v and “◦” is the entrywise product).
Proof. Write A =
 A2 u′ v′∗ · · · ∗ u0 v0
0 · · · 0 1 −1
, where u0 and v0 are the last cordi-
nates of the column vectors u and v, respectively.
Then (the term rank) ρ(A2) = m− 2. For otherwise A2 would contain a zero
submatrix of total size m and thus A would contain a zero submatrix of total size
m+ 1, contradicting to A being a ray S∗-matrix. It follows from ρ(A2) = m− 2 that
either u0 = v0 = 0 or
(
u0 v0
1 −1
)
is a DRU matrix. Thus u0v¯0  0. Using similar
arguments to other (corresponding) entries of u and v we obtain u ◦ v¯  0. 
Lemma 5.3. Let
A =
[
A1 u v
0 · · · 0 1 −1
]
be an m× n complex matrix, where the column vectors u and v are conformal. Let
B = (A1 u+ v) (B can be called a “conformal contraction matrix” of A). Then we
have:
(1) ρ(A) = m if and only if ρ(B) = m− 1.
(2) If m = n, then A is a DRU matrix if and only if B is.
(3) If n = m+ 1, then A is a ray S∗-matrix if and only if B is.
Proof. We just give a brief outline of the proof.
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(1) By the similar result of the real case.
(2) We may assume that all the diagonal entries of both A and B are −1. Then
use the graph theoretical characterization of DRU matrices given in Theorem 2.1 to
show that the ray of every cycle of S(A) is negative if and only if that of S(B) is
negative.
(3) follows from (2) and the defiinition of ray S∗-matrices. 
Theorem 5.2. Let A be an m× (m+ 1) ray S∗-matrices. Then A can be trans-
formed to a real (S∗-) matrix by nonzero multiplications of its rows and columns.
Proof. By Lemmas 5.1 and 5.2, we may assume that (by suitable permutations and
nonzero multiplications of rows and columns of A)
A =
[
A1 u v
0 · · · 0 1 −1
]
,
where the column vectors u and v are conformal. Let B = (A1 u+ v). Then B is
also a ray S∗-matrix by Lemma 5.3. By using induction on B, there exist nonzero
complex numbers r1, . . . , rm−1 and c1, . . . , cm such that diag(r1, . . . , rm−1) · B ·
diag(c1, . . . , cm) is a real matrix. It follows that both the matrices
diag(r1, . . . , rm−1)(A1 u)diag(c1, . . . , cm)
and
diag(r1, . . . , rm−1)(A1 v)diag(c1, . . . , cm)
are real matrices since u and v are conformal. Thus we can verify that the following
matrix
diag(cmr1, . . . , cmrm−1, 1)
[
A1 u v
0 · · · 0 1 −1
]
× diag(c−1m c1, . . . , c−1m cm−1, 1, 1)
is a real matrix. 
Remark. The result of Theorem 5.2 might not be true for complex S∗-matrices. For
example, take A =
(
1 1 1
1 −1 i
)
. Then A is a complex S∗-matrix, but the results
of Lemma 5.1 and Theorem 5.2 do not hold for this matrix.
From Theorem 5.1 and Theorem 5.2 we can directly obtain the following result.
Corollary 5.2. Let Ax = b be a ray solvable linear system which has a solution
x containing no zero entries. Then (A, b) can be transformed to a real matrix by
nonzero multiplications of it rows and columns.
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Proof. By Theorem 5.1, the matrix obtained from (A, b) by deleting all of its zero
rows (if any) is a ray S∗-matrix. Then use Theorem 5.2 to this matrix. 
Up to now, we have seen that quite a number of results for sign pattern matrices
can be extended to the ray pattern matrices. However, we will also see that some
characterizations concerning the (real) sign pattern matrices (or real linear systems)
do not carry over to the complex cases. As an example, we consider the problem of
characterizing the ray inconsistent linear systems (defined below) which is a gener-
alization of the (real) sign inconsistent linear systems studied in [9].
Definition 5.4. A complex linear system Ax = b is ray inconsistent provided that
A˜x = b˜ has no solution for every A˜ ∈ Q(A) and b˜ ∈ Q(b).
It is easy to see from the defiinition that if Ax = b contains a ray inconsistent
linear subsystem, then Ax = b itself is ray inconsistent.
The reduced matrix Â of a matrix A is the matrix obtained from A by deleting all
the zero columns of A.
Example 5.1. The linear system Ax = b is ray inconsistent if (Â, b) is an L-matrix.
Recalling that a characterization of real sign inconsistent linear systems (in terms
of the “forbidden sybsystems”) was given in [9] which says that a real Ax = b is sign
inconsistent if and only if it contains a (sign inconsistent) linear subsystem A1x = b1
where (Â1, b1) is an L-matrix. But we will show in the following example that this
is not true in the complex cases.
Example 5.2. Consider the following complex linear system Ax = b:
1 1
1 1
...
...
1 1

(
x1
x2
)
=

u1
u2
...
um
 ,
where u1, u2, . . . , um are vertices of a convex m-polygon in the complex plane
which contains the origin as its interior point.
Take an arbitrary A˜x = b˜ as the following:
a1 b1
a2 b2
...
...
am bm

(
x1
x2
)
=

c1u1
c2u2
...
cmum
 (where aj , bj , cj are positive numbers).
(5.1)
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Suppose this A˜x = b˜ has a solution x =
(
x1
x2
)
, then (5.1) holds. By the choice of
u1, u2, . . . , um, we see that there exist positive numbers λ1, λ2, . . . , λm such that
(λ1, λ2, . . . λm)

u1
u2
...
um
 = 0.
Thus from (5.1) we have (∑mj=1 ajλj /cj )x1 + (∑mj=1 bjλj /cj )x2 = 0, so x2 =−λx1 for some positive number λ. It follows from (5.1) that u1, u2, . . . , um are all
the real multiples of x1, contradicting the choice that u1, u2, . . . , um are the vertices
of a convex polygon. This shows that Ax = b is ray inconsistent.
On the other hand, Ax = b does not contain a subsystem A1x = b1 such that
(Â1, b1) is an L-matrix, since otherwise we would have:
(Â1, b1) is an L-matrix ⇒ Â1 is an L-matrix ⇒ A1 is an L-matrix (since A has
no zero entry and so A1 = Â1)⇒ A is an L-matrix.
But A is obviously not an L-matrix since the two columns of A are equal, a
contradiction.
Example 5.3 (A recursive construction of ray inconsistent linear systems).
Suppose By = a is ray inconsistent and (C, β) is an L-matrix, then the linear
system(
B a 0
0 d C
)
x =
(
0
β
)
is ray inconsistent.
Proof. Suppose we have(
B˜ a˜ 0
0 d˜ C˜
)y0λ
z0
 = (0
β˜
)
.
Then λd˜ + C˜z0 = β˜ and (C, β) is an L-matrix imply λ /= 0. Thus B˜y0 + λ˜a = 0
implies that By = a is not ray inconsistent, a contradiction. 
We have mentioned above that in the real case, we have a characterization of sign
inconsistent linear systems in terms of the “forbidden subsystems”. So it is natural
to expect a similar characterization of ray inconsistent linear systems in the complex
cases. Namely, we hope to find several classes of ray inconsistent linear systems such
that a complex linear system Ax = b is ray inconsistent if and only if it contains a
linear subsystem in one of these classes. The above Example 5.2 and 5.3 seem to
indicate that in the complex case, this problem might not be as easy as in the real
case.
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