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Abstract
In this paper, an existence theorem for a certain hyperbolic differential inclusions in Banach algebras
is proved under the mixed Lipschitz and Carathéodory conditions. The existence of extremal solutions
for Carathéodory as well as discontinuous hyperbolic differential inclusions is also proved under certain
monotonicity conditions.
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1. Introduction
Let R denote the real line. We use the usual notationPp(R) to denote the class of all nonempty
subsets of R with the property p. Thus Pcl(R), Pbd(R) and Pcp(R) denote respectively the
classes of all closed, bounded and compact subsets of R. Given two closed and bounded intervals
Ja = [0, a] and Jb = [0, b] in R, we consider the following second-order hyperbolic differential
inclusions (HDI):
⎧⎨
⎩
∂2
∂x∂y
[
u(x, y)
f (x, y,u(x, y))
]
∈ G(x, y,u(x, y)) a.e. (x, y) ∈ Ja × Jb,
u(x,0) = φ(x), u(0, y) = ψ(y),
(1)
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ψ :Jb → R are continuous functions with φ(0) = ψ(0).
By a solution of the HDI (1) we mean a function u ∈ AC(Ja × Jb,R) satisfying
(i) the mapping (x, y) → ( u(x,y)
f (x,y,u(x,y))
) is absolutely continuous, and
(ii) there exists a function v ∈ L1(Ja × Jb,R) such that v(x, y) ∈ G(x,y,u(x, y)) a.e. (x, y) ∈
Ja × Jb satisfying
∂2
∂x∂y
[
u(x, y)
f (x, y,u(x, y))
]
= v(x, y),
u(x,0) = φ(x), u(0, y) = ψ(y),
where AC(Ja × Jb,R) is the space of absolutely continuous real-valued functions on Ja × Jb.
The existence of solutions and the topological properties of the solutions set of hyperbolic
differential equations and inclusions have received much attention during the last two decades.
Using a compactness type condition in terms of the measures of noncompactness, Papageorgiou
proved in [12] the existence results for hyperbolic differential inclusions in Banach spaces. Other
results with the same tool were given by Dawidowski et al. [3]. Recently, the method of upper
and lower solutions was applied to the particular hyperbolic problems (1) with f ≡ 1 by Ben-
chohra and Ntouyas in [2]. When G(x,y,u) = {g(x, y,u)}, we obtain a new kind of hyperbolic
differential equation, namely⎧⎨
⎩
∂2
∂x∂y
[
u(x, y)
f (x, y,u(x, y))
]
= g(x, y,u(x, y)) a.e. (x, y) ∈ Ja × Jb,
u(x,0) = φ(x), u(0, y) = ψ(y),
(2)
which has been discussed in Dhage and Ntouyas [8] for the existence results under different
Carathéodory, Lipschitz and monotonicity conditions. In this paper, we shall prove the existence
as well as the existence of extremal solutions for the problem (1) under the mixed generalized
Lipschitz and Carathéodory’s conditions. Our approach will be based, for the existence of solu-
tions, on a fixed point theorem of Dhage [7] involving the product of a contraction multi-valued
map and a completely continuous map and, for the extremal solutions, on the concept of upper
and lower solutions combined with a similar version of the above cited fixed point theorem on
ordered Banach spaces established very recently by Dhage [6]. We claim that the HDI (1) as well
as the existence results of this paper are new to the literature on partial differential inclusions.
2. Preliminaries
In this section, we introduce some basic notations, definitions, and preliminary facts from
multi-valued analysis which are used throughout this paper.
Let B(Ja × Jb,R) denote the space of real-valued bounded functions on Ja × Jb and let
C(Ja × Jb,R) be the Banach space of all continuous functions from Ja × Jb into R with the
norm
‖u‖∞ = sup
{∣∣u(x, y)∣∣: (x, y) ∈ Ja × Jb}. (3)
Define a multiplication “·” in C(Ja × Jb,R) by
(u · v)(x, y) = u(x, y)v(x, y)
B.C. Dhage / J. Math. Anal. Appl. 335 (2007) 225–242 227for each (x, y) ∈ Ja ×Jb. Then C(Ja ×Jb,R) is a Banach algebra with respect to the above norm
and the multiplication. Let L1(Ja × Jb,R) denote the Banach space of measurable functions
u :Ja × Jb →R which are Lebesgue integrable, normed by
‖u‖L1 =
a∫
0
b∫
0
∣∣u(x, y)∣∣dx dy.
Let (X,‖ · ‖) be a normed linear space. Let P(X) be the class of all subsets of X and Pp(X)
be the class of all subsets of X with property p. Thus Pcl(X) = {Y ∈ P(X): Y is closed},
Pbd(X) = {Y ∈ P(X): Y is bounded}, Pcp(X) = {Y ∈ P(X): Y is compact} and Pcp,cv(X) =
{Y ∈ P(X): Y is compact and convex}. A multi-valued operator T :X → P(X) is convex
(closed) valued if T (x) is convex (closed) subset of X for all x ∈ X. T is bounded on bounded
sets if T (S) =⋃x∈S T (x) is bounded subset of X for all S ∈ Pbd(X) (i.e. supx∈S{sup{|y|: y ∈
T (x)}} < ∞). T is called upper semi-continuous (u.s.c.) on X if for each x0 ∈ X the set T (x0) is
a nonempty closed subset of X and if for each open set N of X containing T (x0), there exists an
open neighborhood N0 of x0 such that T (N0) ⊆ N . T is said to be completely continuous if it is
upper semi-continuous and T (S) is relatively compact for every S ∈Pbd(X). If the multi-valued
map T is completely continuous with nonempty compact values, then T is u.s.c. if and only if T
has a closed graph (i.e. xn → x∗, yn → y∗, yn ∈ T (xn) imply y∗ ∈ T (x∗)). Finally, T has a fixed
point if there is x ∈ X such that x ∈ T (x). The fixed point set of the multi-valued operator T will
be denoted by FT .
Definition 2.1. A multi-valued mapping β :Ja × Jb → Pcl(R) is said to be measurable if for
every z ∈R, the mapping (x, y) → d(z,β(x, y)) = inf{|z − u|: u ∈ β(x, y)} is measurable.
For more details on multi-valued mappings, we refer the readers to the books of Aubin and
Frankowska [1], Deimling [4] and Hu and Papageorgiou [10].
Definition 2.2. A multi-valued mapping β :Ja × Jb ×R → P(R) is said to be Carathéodory if
(i) (x, y) → β(x, y, z) is measurable for each z ∈R;
(ii) z → β(x, y, z) is upper semi-continuous for almost each (x, y) ∈ Ja × Jb.
A Carathéodory multi-valued mapping β is called L1-Carathéodory if
(iii) for each real number r > 0 there exists hr ∈ L1(Ja × Jb,R) such that∥∥β(x, y, z)∥∥P  hr(x, y) a.e. (x, y) ∈ Ja × Jb,
for all z ∈R with |z| r .
Finally, a Carathéodory multi-valued mapping β is called L1
R
-Carathéodory if
(iv) there exists a h ∈ L1(Ja × Jb,R) such that∥∥β(x, y, z)∥∥P  h(x, y) a.e. (x, y) ∈ Ja × Jb,
for all z ∈R.
228 B.C. Dhage / J. Math. Anal. Appl. 335 (2007) 225–242Let β :Ja × Jb × R → P(R) be a multi-valued mapping with nonempty compact values.
Assign to β , the multi-valued operator
S1β :C(Ja × Jb,R) → P
(
L1(Ja × Jb,R)
)
defined by
S1β(u) =
{
w ∈ L1(Ja × Jb,R): w(x,y) ∈ β
(
x, y,u(x, y)
)
a.e. (x, y) ∈ Ja × Jb
}
.
The operator S1β is called the Niemytsky operator associated with the multi-valued mapping β
and S1β(u) is called the selection set of functions of the multi-valued mapping β at u ∈ C(Ja ×
Jb,R).
Then we have the following lemmas due to Lasota and Opial [11].
Lemma 2.1. Let E be a Banach space. If dim(E) < ∞ and β :Ja × Jb × E → Pcp(E)
L1-Carathéodory, then S1β(x) 
= ∅ for each x ∈ E.
Lemma 2.2. (See [11].) Let E be a Banach space. Let β :Ja × Jb × E → Pcp(E) be an L1-
Carathéodory multi-valued mapping with S1β 
= ∅, and let L be a linear continuous mapping
from L1(Ja × Jb,E) into C(Ja × Jb,E), then the operator
L ◦ S1β :C(Ja × Jb,E) → Pcp,cv
(
C(Ja × Jb,E)
)
,
u → (L ◦ S1β)(u) := L(S1β(u))
is a closed graph operator in C(Ja × Jb,E) × C(Ja × Jb,E).
We apply the following slight improvement of a fixed point theorem of Dhage [5] in the
sequel.
Theorem 2.1. Let X be a Banach algebra and let A :X → X be a single-valued, and B :X →
Pcp,cv(X) a multi-valued operator, satisfying
(a) A is single-valued Lipschitz with the Lipschitz constant α,
(b) B is compact and upper semi-continuous, and
(c) 2Mα < 1, where M = ‖B(X)‖P .
Then either
(i) the operator inclusion x ∈ Ax Bx has a solution, or
(ii) the set E = {u ∈ X: μu ∈ AuBu, μ > 1} is unbounded.
Theorem 2.1 above is proved in Dhage [5] under the additional hypothesis that
(d) Ax Bx is a convex subset of X for each x ∈ X.
We remark that this hypothesis is redundant in view of the fact that a B is a convex subset of X,
whenever B is convex and a ∈ R. Thus, if A :X → X and B :X → Pcv(X), then Ax Bx is
a convex subset of X for each x ∈ X and the hypothesis (d) holds. Thus our Theorem 2.1 is
an improvement upon a multi-valued hybrid fixed point theorem proved in Dhage [5].
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conditions.
3. An existence result
In this section, we are concerned with the existence of solutions for the HDI (1) under some
suitable conditions. Let us first convert the HDI (1) into an equivalent integral inclusion.
A function u(·,·) ∈ C(Ja × Jb,R) is a solution of (1) if and only if it is a solution of the
integral inclusion
u(x, y) ∈ [f (x, y,u(x, y))]
(
z0(x, y) +
x∫
0
y∫
0
G
(
s, t, u(s, t)
)
ds dt
)
(4)
for each (x, y) ∈ Ja × Jb, where z0(x, y) = ψ(y)f (0,y,ψ(y)) + φ(x)f (x,0,φ(x)) − φ(0)f (0,0,φ(0)) .
Since the functions φ,ψ and f are continuous, we have that z0 ∈ C(Ja × Jb,R).
The following hypotheses will be assumed in the sequel:
(A1) The mapping f is continuous on Ja × Jb × R and there exists a bounded function  ∈
B(Ja × Jb,R) such that∣∣f (x, y, z) − f (x, y, z)∣∣ (x, y)|z − z|, ∀(x, y) ∈ Ja × Jb,
for all z, z ∈R.
(B1) G(x,y, z) has compact and convex values for each (x, y, z) ∈ Ja × Jb ×R.
(B2) G is L1R-Carathéodory.
Theorem 3.1. Suppose that the hypotheses (A1) and (B1)–(B2) are satisfied. If
‖‖∞
[‖z0‖∞ + ‖h‖L1]< 1/2, (5)
where h is given in Definition 2.2(iv), then HDI (1) has at least one solution on Ja × Jb .
Proof. First we transform the problem (1) into a fixed point problem in an appropriate function
space. Set X = C(Ja × Jb,R) and define the operators A and B on X by
Au(x, y) = f (x, y,u(x, y)), (x, y) ∈ Ja × Jb, (6)
and
Bu(x, y) = z0(x, y) +
x∫
0
y∫
0
G
(
t, s, u(t, s)
)
ds dt, (x, y) ∈ Ja × Jb. (7)
Clearly A and B define the operators A :X → X and B :X → Pcp,cv(X). Now the HDI (1) is
transformed into the operator inclusion
u(x, y) ∈ Au(x, y)Bu(x, y), (x, y) ∈ Ja × Jb. (8)
We shall show that the operators A and B satisfy all the conditions of Theorem 2.1. This is
achieved into the following several steps.
Step I: First, we show that A is a Lipschitz on X. Let u1, u2 ∈ X. Then by (A1),
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 (x, y)
∣∣u1(x, y) − u2(x, y)∣∣
 ‖‖∞‖u1 − u2‖∞.
Taking the maximum over (x, y), in the above inequality yields
‖Au1 − Au2‖∞  ‖‖∞‖u1 − u2‖∞,
and so A is a Lipschitz with a Lipschitz constant ‖‖∞.
Step II: Now, we show that the multi-valued operator B is compact and upper semi-continuous
with convex values on X. First, we show that the multi-valued operator B has convex values
on X. Let z1, z2 ∈ B(u). Then there exist v1, v2 ∈ S1G(u) such that for each (x, y) ∈ Ja × Jb we
have
zi(x, y) = z0(x, y) +
x∫
0
y∫
0
vi(t, s) ds dt (i = 1,2).
Let 0 λ 1. Then, for each (x, y) ∈ Ja × Jb we have
(
λz1 + (1 − λ)z2
)
(x, y) = z0(x, y) +
x∫
0
y∫
0
(
λv1(t, s) + (1 − λ)v2(t, s)
)
ds dt.
Since S1G(u) is convex (because G has convex values), we have that
λz1 + (1 − λ)z2 ∈ B(u).
Hence B(u) is a convex subset of X for each u ∈ X.
Next, we show that B is compact on X. Let u ∈ X be arbitrary. Then, for each z ∈ B(u), there
exists v ∈ S1G(u) such that for each (x, y) ∈ Ja × Jb we have
z(x, y) = z0(x, y) +
x∫
0
y∫
0
v(t, s) ds dt.
From (B2), we have
∣∣z(x, y)∣∣ ∣∣z0(x, y)∣∣+
a∫
0
b∫
0
∣∣v(t, s)∣∣ds dt

∣∣z0(x, y)w∣∣+
a∫
0
b∫
0
h(t, s) ds dt
 ‖z0‖∞ + ‖h‖L1 .
Next, we show that B maps bounded sets into equi-continuous sets of X. Let S be a bounded
subset of X and let z ∈ B(u) be arbitrary for some u ∈ S. Let (x1, y1), (x2, y2) ∈ Ja × Jb. Then
we have
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∣∣∣∣∣
x2∫
x1
y2∫
y1
∣∣v(t, s)∣∣ds dt
∣∣∣∣∣

∣∣z0(x1, y1) − z0(x2, y2)∣∣+
∣∣∣∣∣
x2∫
x1
y2∫
y1
h(t, s) ds dt
∣∣∣∣∣.
The right-hand side tends to zero as (x2, y2) → (x1, y1). An application of Arzelà–Ascoli theo-
rem yields that the operator B :X → Pcp,cv(X) is compact.
Step III: Next we prove that B has a closed graph. Let un → u∗, zn ∈ B(un) and zn → z∗.
We need to show that z∗ ∈ B(z∗). zn ∈ B(un) implies that there exists vn ∈ S1G(un) such that for
each (x, y) ∈ Ja × Jb ,
zn(x, y) = z0(x, y) +
x∫
0
y∫
0
vn(t, s) ds dt.
We must show that there exists v∗ ∈ S1G(u∗) such that for each (x, y) ∈ Ja × Jb ,
z∗(x, y) = z0(x, y) +
x∫
0
y∫
0
v∗(t, s) ds dt.
Clearly we have∥∥(zn − z0) − (z∗ − z0)∥∥∞ = sup
(x,y)∈Ja×Jb
∣∣(zn(x, y) − z0(x, y))− (z∗(x, y) − z0(x, y))∣∣
= sup
(x,y)∈Ja×Jb
∣∣zn(x, y) − z∗(x, y)∣∣
= ‖zn − z∗‖∞
→ 0 as n → ∞.
Thus we have (zn − z0) → (z∗ − z0) as n → ∞. Now, consider the continuous linear operator
L :L1(Ja × Jb,R) → C(Ja × Jb,R) given by
v → (Lv)(x, y) =
x∫
0
y∫
0
v(t, s) ds dt. (9)
From Lemma 2.1, it follows that L ◦ S1G is a closed graph operator. Moreover, we have(
zn(x, y) − z0(x, y)
) ∈ L(S1G(un)).
Since un → u∗, we have that (z∗(x, y)− z0(x, y)) ∈ L(S1G(u∗)). Therefore, there is v∗ ∈ S1G(u∗)
such that
z∗(x, y) = z0(x, y) +
x∫
0
y∫
0
v∗(t, s) ds dt.
Thus the multi-valued operator B has closed graph and consequently it is upper semi-continuous
on X in view of compactness of B .
232 B.C. Dhage / J. Math. Anal. Appl. 335 (2007) 225–242Step IV: Now, we show that the second assertion of Theorem 2.1 is not true. Let u ∈ X be
a possible solution of μu ∈ A(u)B(u) for some real number μ = 1
λ
> 1, where 0 < λ < 1. Then
there exist v1 ∈ S1G(u) such that for each (x, y) ∈ Ja × Jb we have
u(x, y) = λ[f (x, y,u(x, y))]
(
z0(x, y) +
x∫
0
y∫
0
v(t, s) ds dt
)
.
Then by (A1), (B2) we have
∣∣u(x, y)∣∣
∣∣∣∣∣[f (x, y,u(x, y))]
(
z0(x, y) +
x∫
0
y∫
0
v(t, s) ds dt
)∣∣∣∣∣

∣∣f (x, y,u(x, y))∣∣
(∣∣z0(x, y)∣∣+
∣∣∣∣∣
x∫
0
y∫
0
v(t, s) ds dt
∣∣∣∣∣
)

[∣∣f (x, y,u(x, y))− f (x, y,0)∣∣+ ∣∣f (x, y,0)∣∣]
×
(∣∣z0(x, y)∣∣+
x∫
0
y∫
0
∣∣v(t, s)∣∣ds dt
)

[
(x, y)
∣∣u(x, y)∣∣+ F ]
(∣∣z0(x, y)∣∣+
x∫
0
y∫
0
∣∣h(t, s)∣∣ds dt
)

[
(x, y)
∣∣u(x, y)∣∣+ F ](‖z0‖∞ + ‖h‖L1)
for all (x, y) ∈ Ja × Jb, where F = sup(x,y)∈Ja×Jb |f (x, y,0)|. Taking the supremum over (x, y)
we get a constant M > 0 such that
‖u‖∞ M := F [‖z0‖∞ + ‖h‖L1]1 − ||∞[‖z0‖∞ + ‖h‖L1]
which is a contradiction since ||∞[‖z0‖∞ + ‖h‖L1] < 1/2. As a result, the conclusion (ii) of
Theorem 2.1 does not hold. Hence, the conclusion (i) holds and consequently the problem (1)
has a solution u on Ja × Jb . This completes the proof. 
4. Existence of extremal solutions
In this section, we shall prove the existence of maximal and minimal solutions for the prob-
lem (1) with respect to certain order relation under suitable monotonicity conditions on the
multi-valued functions involved in the HDI (1) on Ja × Jb .
A nonempty closed set K in a Banach algebra X is called a cone if (i) K + K ⊆ K,
(ii) λK ⊆ K for λ ∈ R, λ  0, and (iii) {−K} ∩ K = {0}, where 0 is the zero element of X.
A cone K is called to be positive if (iv) K ◦ K ⊆ K, where “◦” is a multiplication composition
in X. We introduce an order relation  in X as follows. Let x, y ∈ X. Then x  y if and only if
y − x ∈ K. A cone K is called to be normal if the norm ‖ · ‖ is monotone increasing on K. It is
known that if the cone K is normal in X, then every order-bounded set in X is norm-bounded.
B.C. Dhage / J. Math. Anal. Appl. 335 (2007) 225–242 233The details on cones and their properties appear in Heikkilä and Lakshmikantham [9]. We equip
the space X = C(Ja × Jb,R) with the order relation  defined by the cone K in X, that is,
K = {u ∈ X: u(x, y) 0 for all (x, y) ∈ Ja × Jb}. (10)
It is well known that the cone K is positive and normal in C(J,R). As a result of positivity of
the cone K in C(J,R) we have:
Lemma 4.1. (See Dhage [6].) Let u1, u2, v1, v2 ∈ K be such that u1  v1 and u2  v2. Then
u1u2  v1v2.
The details of cones and their properties may be found in Heikkilä and Lakshmikantham [9].
Let a, b ∈ X be such that a  b. Then, by an order interval [a, b] we mean a set of points in X
given by
[a, b] = {u ∈ X: a  u b}.
Let D,Q ∈ Pcl(X). Then by D  Q we mean a  b for all a ∈ D and b ∈ Q. Thus a  D
implies that a  b for all b ∈ Q. In particular, if D D, then, it follows that D is a singleton set.
Now, we introduce the concept of lower and upper solutions of the HDI (1). This is a basic
notion in the approach that follows.
Definition 4.1. A function u(·,·) ∈ C(Ja × Jb,R) is said to be a strict lower solution of the HDI
(1) if the mapping (x, y) → ( u(x,y)
f (x,y,u(x,y))
) is absolutely continuous, and for all v ∈ S1G(u), we
have ⎧⎨
⎩
∂2
∂x∂y
[
u(x, y)
f (x, y,u(x, y))
]
 v(x, y), (x, y) ∈ Ja × Jb,
u(x,0) φ(x), u(0, y)ψ(y).
Similarly, a strict upper solution u(·,·) ∈ C(Ja × Jb,R) of the HDI (1) is defined.
Definition 4.2. A solution uM of the problem (1) is said to be maximal if for any other solution u
to the problem (1) one has u(x, y) uM(x, y) for all (x, y) ∈ Ja × Jb . Again a solution um of
the problem (1) is said to be minimal if um(x, y) u(x, y) for all (x, y) ∈ Ja × Jb, where u is
any solution of the problem (1) on Ja × Jb .
Definition 4.3. A multi-valued mapping β(x, y, z) is called strictly monotone increasing in z
almost everywhere for (x, y) ∈ Ja × Jb if β(x, y, z)  β(x, y, z) a.e. (x, y) ∈ Ja × Jb, for all
z, z ∈R with z < z. Similarly, β(x, y, z) is called strictly monotone decreasing in z almost every
where for (x, y) ∈ Ja × Jb if β(x, y, z)  β(x, y, z) a.e. (x, y) ∈ Ja × Jb , for all z, z ∈ R with
z < z.
4.1. Carathéodory case
We need the following definition in the sequel.
Definition 4.4. Let X be an ordered Banach space. A multi-valued operator T :X → Pcl(X)
is called strict monotone increasing if x, y ∈ X with x < y, then we have that T (x)  T (y).
Similarly, T is called strict monotone decreasing if T (x) T (y) whenever x < y.
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section.
Theorem 4.1. (See Dhage [6].) Let [x, y] be an order interval in an ordered normed linear
algebra X with a cone K and let A : [x, y] → K be a single-valued operator and B : [x, y] →
Pcl(K) be a multi-valued operator satisfying
(i) A is Lipschitz with the Lipschitz constant α,
(ii) B is completely continuous,
(iii) A is nondecreasing and B is strict monotone increasing on [x, y],
(iv) AxBx ⊂ [x, y] for all x ∈ [x, y], and
(v) 2αM < 1, where M = sup{‖Bx‖: x ∈ [x, y]}.
Furthermore, if the cone K in X is positive and normal, then the operator inclusion x ∈ AxBx
has the least fixed point x∗ and the greatest fixed point x∗ in [x, y]. Moreover the sequences {xn}
and {yn} defined by
xn+1 ∈ AxnBxn, n 0 with x0 = x, (11)
and
yn+1 ∈ AynByn, n 0 with y0 = y, (12)
converge to x∗ and x∗, respectively.
We consider the following assumptions in the sequel:
(A2) f :Ja × Jb ×R+ →R+ \ {0}, ψ(y) 0 on Jb and φ(x)f (x,0,φ(x))  φ(0)f (0,0,φ(0)) for all x ∈ Ja .(A3) The single-valued mapping f (x, y, z) is nondecreasing in z almost everywhere for (x, y) ∈
Ja × Jb.
(B3) G :Ja × Jb ×R+ →Pcp(R+).
(B4) G is L1-Carathéodory.
(B5) G(x,y, z) is strictly monotone increasing in z almost everywhere for (x, y) ∈ Ja × Jb.
(B6) The problem (1) has a strict lower solution u and a strict upper solution u with u u.
Theorem 4.2. Assume that the hypotheses (A1)–(A3), (B3)–(B6) hold. Further, if
‖‖∞
(‖z0‖∞ + ‖hr‖L1)< 1/2
where hr is given in Definition 2.2(ii), then the hyperbolic problem (1) has minimal and maximal
positive solutions in [u,u] defined on Ja × Jb .
Proof. It can be shown, as in the proof of Theorem 3.1, that A and B define the operators
A : [u,u] → X and B : [u,u] → Pcp,cv(X). It can be shown similarly that A is Lipschitz with
a Lipschitz constant ‖‖∞ and B is compact and upper semi-continuous on [u,u]. We shall
show that A is nondecreasing and B strictly monotone increasing on [u,u]. Let u1, u2 ∈ [u,u]
be such that u1  u2, u1 
= u2. Then by (A3), we have for each (x, y) ∈ Ja × Jb ,
A(u1)(x, y) = f
(
x, y,u1(x, y)
)
 f
(
x, y,u2(x, y)
)
A(u2)(x, y).
Similarly by (B4), we have
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x∫
0
y∫
0
G
(
t, s, u1(t, s)
)
ds dt
 z0(x, y) +
x∫
0
y∫
0
G
(
t, s, u2(t, s)
)
ds dt
= Bu2(x, y)
for all (x, y) ∈ Ja × Jb. So A is nondecreasing and B strictly monotone increasing on [u,u]. By
Lemma 4.1,
u(x, y)
[
f
(
x, y,u(x, y)
)](
z0(x, y) +
x∫
0
y∫
0
G
(
t, s, u(t, s)
)
ds dt
)

[
f
(
x, y, z(x, y)
)](
z0(x, y) +
x∫
0
y∫
0
G
(
t, s, z(t, s)
)
ds dt
)

[
f
(
x, y,u(x, y)
)](
z0(x, y) +
x∫
0
y∫
0
g
(
t, s, u(t, s)
)
ds dt
)
 u(x, y)
for all (x, y) ∈ Ja × Jb and z ∈ [u,u]. As a result, we have
u(x, y)Az(x, y)Bz(x, y) u(x, y)
for all (x, y) ∈ Ja × Jb and z ∈ [u,u]. Hence AzBz ⊂ [u,u], for all z ∈ [u,u]. Notice that
M = ∥∥B([u,u])∥∥

∣∣z0(x, y)∣∣+ sup
(x,y)∈Ja×Jb
x∫
0
y∫
0
∥∥G(t, s, u(t, s))∥∥P ds dt
 ‖z0‖∞ + ‖hr‖L1,
and so,
αM  ‖‖∞
(‖z0‖∞ + ‖hr‖L1)< 1/2.
Thus the operators A and B satisfy all the conditions of Theorem 3.1 and so the operator equa-
tion (8) has the least and the greatest solution in [u,u]. This further implies that the hyperbolic
differential inclusion (1) has a minimal and a maximal positive solution on Ja × Jb. This com-
pletes the proof. 
4.2. Discontinuous case
We use the following definition in the sequel.
Definition 4.5. A multi-valued mapping β :Ja × Jb ×R →Pcp(R) is called strict Chandrabhan
if
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(ii) z → β(x, y, z) is strict monotone increasing for almost everywhere for (x, y) ∈ Ja × Jb .
Furthermore, a Chandrabhan mapping β(x, y, z) is called strict L1-Chandrabhan if
(iii) for each number r > 0, there exists a function hr ∈ L1(Ja × Jb,R) such that∣∣β(x, y, z)∣∣ hr(x, y) a.e. (x, y) ∈ Ja × Jb,
for all z ∈ R with |z| r .
We use the following two hybrid fixed point theorems for multi-valued mappings recently
oroved by the present author in [7].
Theorem 4.3. (See Dhage [7].) Let [a, b] be an order interval in an ordered Banach algebra X
with a cone K . Let A : [a, b] → K and B : [a, b] → Pcp(K) be respectively nondecreasing and
strict monotone increasing operators satisfying
(a) A is completely continuous,
(b) every monotone sequence {zn} ⊂ ⋃B([a, b]) defined by zn ∈ B(yn), n ∈ N, converges,
whenever {yn} is a monotone sequence in [a, b], and
(c) Ax By ∈ Pcp([a, b]) for all x, y ∈ [a, b].
Furthermore, if the cone K in X is positive and normal, then the operator inclusion x ∈ Ax Bx
has the least and the greatest solution in [a, b].
Theorem 4.4. (See Dhage [7].) Let [a, b] be an order interval in an ordered Banach algebra X
with a cone K . Let A : [a, b] → K and B : [a, b] → Pcp(K) be respectively nondecreasing and
strict monotone increasing operators satisfying
(a) A is single-valued Lipschitz map with the Lipschitz constant α,
(b) B is bounded and every monotone sequence {zn} ⊂ ⋃B([a, b]) defined by zn ∈ B(yn),
n ∈N, converges, whenever {yn} is a monotone sequence in [a, b], and
(c) Ax By ∈ Pcp([a, b]) for all x, y ∈ [a, b].
Further, if the cone K in X is positive and normal, then the operator inclusion x ∈ Ax Bx has
the least and the greatest solution in [a, b] whenever 2αM < 1, where M = ‖B([a, b])‖P =
sup{‖Bx‖P : x ∈ [a, b]}.
We remark that if {yn} is a monotone sequence in [a, b], then every sequence {zn} defined
by zn ∈ Byn, n ∈ N, is also monotone in view of strict monotonicity of B on [a, b]. Again
hypothesis (c) of Theorems 4.3 and 4.4 holds if (i) there exist elements a ∈ X and b ∈ X such
that a AaBa and bAbBb, (ii) A is nondecreasing and B is strict monotone increasing, and
(iii) the cone K is positive in X. Then the above Theorems 4.3 and 4.4 can be stated in their more
applicable forms to differential and integral inclusions as follows.
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Let A : [a, b] → K and B : [a, b] → Pcp(K) be respectively nondecreasing and strict monotone
increasing operators such that
(a) the elements a, b ∈ X satisfy a AaBa and AbBb b,
(b) A is completely continuous, and
(c) every sequence {zn} ⊂⋃B([a, b]) defined by zn ∈ B(yn), n ∈ N, has a cluster point, when-
ever {yn} is a monotone sequence in [a, b].
Furthermore, if the cone K in X is positive and normal, then the operator inclusion x ∈ Ax Bx
has the least and the greatest solution in [a, b].
Corollary 4.2. Let [a, b] be an order interval in an ordered Banach algebra X with a cone K .
Let A : [a, b] → K and B : [a, b] → Pcp(K) be respectively nondecreasing and strict monotone
increasing operators such that
(a) the elements a, b ∈ X satisfy a AaBa and AbBb b,
(b) A is single-valued Lipschitz operator with the Lipschitz constant α, and
(c) B is bounded and every sequence {zn} ⊂ ⋃B([a, b]) defined by zn ∈ B(yn), n ∈ N, has
a cluster point, whenever {yn} is a monotone sequence in [a, b].
Further, if the cone K in X is positive and normal, then the operator inclusion x ∈ Ax Bx has
the least and the greatest solution in [a, b], whenever 2αM < 1, where M = ‖B([a, b])‖P =
sup{‖Bx‖P : x ∈ [a, b]}.
We use the following hypotheses in the sequel:
(A4) The mapping f is continuous on Ja × Jb ×R.
(B7) G :Ja × Jb ×R+ → Pcp(R+).
(B8) G is L1-Chandrabhan.
Remark 4.1. Note that if the multi-valued mapping G(x,y,u) is strict L1-Chandrabhan and the
hypothesis (B6) holds, then it is measurable in x and y, and integrably bounded on J × [−r, r],
where r is a real number satisfying ‖u‖  r for all u ∈ [u,u], which does exist in view of
normality of the cone K in X, and so, by a selection theorem, S1G has nonempty and closed
values on [u,u], that is,
S1G(u) =
{
v ∈ L1(Ja × Jb,R): v(x, y) ∈ G
(
x, y,u(x, y)
)
a.e. (x, y) ∈ Ja × Jb
} 
= ∅
for all u ∈ [u,u]. See Hu and Papageorgiou [10] and the references therein. Note also that if G is
L1-Chandrabhan on Ja × Jb ×R, then the function h :Ja × Jb → R defined by
h(x, y) = ∥∥G(x, y,u(x, y))∥∥P = sup{|u|: u ∈ G(x, y,u(x, y))}
is Lebesgue integrable on Ja × Jb satisfying∥∥G(x, y,u(x, y))∥∥P  h(x, y) a.e. (x, y) ∈ Ja × Jb
for all u ∈ [u,u].
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imal and a maximal positive solution in [u,u] defined on Ja × Jb .
Proof. Let X = C(Ja × Jb,R). Consider the order interval [u,u] in X and define two operators
A and B on [u,u] by (6) and (7), respectively. Then the HDI (1) is transformed into an operator
inclusion
u(x, y) ∈ Au(x, y)Bu(x, y), (x, y) ∈ Ja × Jb,
in a Banach algebra X. Notice that (A2) implies A : [u,u] → K and (B2) implies B : [u,u] →
Pp(K). Since the cone K in X is normal, [u,u] is a norm bounded set in X. We show that A
and B satisfy all the hypotheses of Corollary 4.1.
Step I: First we show that A is completely continuous on [u,u]. Now the cone K in X is
normal, so the order interval [u,u] is norm-bounded. Hence there exists a constant r > 0 such
that ‖u‖ r for all u ∈ [u,u]. As f is continuous on compact set Ja × Jb × [−r, r], it attains its
maximum, say M . Therefore, for any subset S of [u,u] we have∥∥A(S)∥∥= sup{‖Au‖: u ∈ S}
= sup
{
sup
(x,y)∈Ja×Jb
∣∣f (x, y,u(x, y))∣∣: u ∈ S}
 sup
{
sup
(x,y)∈Ja×Jb
∣∣f (x, y,u)∣∣: u ∈ [−r, r]}
M.
This shows that A(S) is a uniformly bounded subset of K . We note that the mapping f (x, y,u)
is continuous on compact Ja × Jb × [−r, r], and so it is uniformly continuous there. Therefore,
for any (x1, y1), (x2, y2) ∈ Ja × Jb we have∣∣f (x1, y1, u) − f (x2, y2, u)∣∣→ 0 as (x1, y1) → (x2, y2),
for all u ∈ [−r, r]. Similarly for any u1, u2 ∈ [−r, r],∣∣f (x, y,u1) − f (x, y,u2)∣∣→ 0 as u1 → u2,
for all (x, y) ∈ Ja × Jb . Hence any (x1, y1), (x2, y2) ∈ Ja × Jb and for any u ∈ S one has∣∣Au(x1, y1) − Au(x2, y2)∣∣ = ∣∣f (x1, y1, u(x1, y1))− f (x2, y2, u(x2, y2))∣∣

∣∣f (x1, y1, u(x1, y1))− f (x2, y2, u(x1, y1))∣∣
+ ∣∣f (x2, y2, x(x1, y1))− f (x2, y2, x(x2, y2))∣∣
→ 0 as (x1, y1) → (x2, y2).
This shows that A(S) is an equi-continuous set in K . Now an application of Arzelà–Ascoli
theorem yields that A is a completely continuous operator on [u,u].
Step II: Next we show that B satisfies all the conditions of Corollary 4.1. First, we show that
B has compact values on [u,u]. Observe that if (x, y) ∈ Ja × Jb, then operator Q is equivalent
to the composition K ◦ S1G of two operators on L1(Ja × Jb,R), where K :L1(Ja × Jb,R) → X
is the continuous operator defined by
Kv(x, y) = z0(x, y) +
x∫ y∫
v(t, s) ds dt (13)
0 0
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position operator K ◦ S1G has compact values on [u,u]. Let u ∈ [u,u] be arbitrary and let
{vn} be a sequence in S1G(u). By the definition of S1G, we have vn(x, y) ∈ G(x,y,u(x, y))
a.e. (x, y) ∈ Ja × Jb. Since G(x,y,u(x, y)) is compact, there is a convergent subsequence
of vn(x, y) (for simplicity call it vn(x, y) itself) that converges in measure to some v(x, y),
where v(x, y) ∈ G(x,y,u(x, y)) a.e. for (x, y) ∈ Ja × Jb . From the continuity of K, it fol-
lows that Kvn(x, y) → Kv(x, y) pointwise on Ja × Jb as n → ∞. In order to show that
the convergence is uniform, we first show that {Kvn} is an equi-continuous sequence. Let
(x1, y1), (x2, y2) ∈ Ja × Jb , then∣∣Kvn(x1, y1) −Kvn(x2, y2)∣∣ ∣∣z0(x1, y1) − z0(x2, y2)∣∣
+
∣∣∣∣∣
x1∫
0
y1∫
0
vn(t, s) dt ds −
x2∫
0
y2∫
0
vn(t, s) dt ds
∣∣∣∣∣

∣∣z0(x1, y1) − z0(x2, y2)∣∣+
∣∣∣∣∣
x1∫
x2
y1∫
y2
vn(t, s) dt ds
∣∣∣∣∣

∣∣z0(x1, y1) − z0(x2, y2)∣∣+
∣∣∣∣∣
x1∫
x2
y1∫
y2
∣∣vn(t, s)∣∣dt ds
∣∣∣∣∣.
Since vn ∈ L1(Ja × Jb,R), the right-hand side of above inequality tends to 0 as (x1, y1) →
(x2, y2). Hence, {Kvn} is equi-continuous, and an easy application of the Ascoli theorem implies
that {Kvn} has a uniformly convergent subsequence. We then have Kvnj →Kv ∈ (K ◦S1G)(u) as
j → ∞, and so (K ◦S1G)(u) is compact. Therefore, B is a compact-valued multi-valued operator
on [u,u].
Step III: Finally, let {un} be a monotone sequence in [u,u] and let {zn} be a sequence in
B([u,u]) defined by zn ∈ Bun, n ∈ N. We shall show that {zn} has a cluster point. This is
achieved by showing that {zn} is uniformly bounded and equi-continuous sequence.
First we show that {zn} is uniformly bounded sequence. By the definition of {zn}, there is
vn ∈ S1G(un) such that
zn(x, y) = z0(x, y) +
x∫
0
y∫
0
vn(t, s) ds dt.
Then, we have
∣∣zn(x, y)∣∣ ∣∣z0(x, y)∣∣+
a∫
0
b∫
0
∣∣vn(t, s)∣∣ds dt

∣∣z0(x, y)∣∣+
a∫
0
b∫
0
h(t, s) ds dt
 ‖z0‖∞ + ‖hr‖L1 .
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continuous sequence in X. Let (x1, y1), (x2, y2) ∈ Ja × Jb. Then we have
∣∣zn(x1, y1) − zn(x2, y2)∣∣ ∣∣z0(x1, y1) − z0(x2, y2)∣∣+
∣∣∣∣∣
x2∫
x1
y2∫
y1
∣∣vn(t, s)∣∣ds dt
∣∣∣∣∣

∣∣z0(x1, y1) − z0(x2, y2)∣∣+
∣∣∣∣∣
x2∫
x1
y2∫
y1
h(t, s) ds dt
∣∣∣∣∣.
The right-hand side tends to zero as (x2, y2) → (x1, y1). So, {zn} is an equi-continuous sequence
in X.
Now {zn} is uniformly bounded and equi-continuous, so it has a cluster point in view of
Arzelà–Ascoli theorem. It can be shown as in the proof of Theorem 4.3 that A is nondecreasing
and B is strictly monotone increasing on [u,u] and satisfy the condition (i) of Corollary 4.1 in
view of hypothesis (B6). Now an application of Corollary 4.1 yields that the hyperbolic differ-
ential inclusion (1) has a minimal and a maximal positive solution in [u,u] defined on Ja × Jb.
This completes the proof. 
Theorem 4.6. Assume that hypotheses (A1)–(A3), (B5)–(B7) hold. Furthermore, if
‖‖∞
(‖z0‖∞ + ‖h‖L1)< 1/2,
where h is given as in Remark 4.1, then the hyperbolic equation (1) has a minimal and a maximal
positive solution in [u,u] defined on Ja × Jb.
Proof. The proof is similar to Theorem 4.5 and now the conclusion follows by an application of
Corollary 4.2. 
5. Examples
Example 5.1. Let Ja = [0,1] = Jb and define two functions φ,ψ : [0,1] → R by φ(x) = x and
ψ(y) = y2. Now consider the hyperbolic differential inclusion⎧⎪⎨
⎪⎩
∂2
∂x∂y
[
u(x, y)
f (x, y,u(x, y))
]
∈ G(x, y,u(x, y)), (x, y) ∈ Ja × Jb,
u(x,0) = x, u(0, y) = y2,
(14)
where f :Ja × Jb ×R → R \ {0}, and G :Ja × Jb ×R → Pp(R) are defined by
f (x, y,u) = 1 + qxy|u|, q > 0, (15)
and
G(x,y,u) =
⎧⎨
⎩
{p(x, y)} if u < 0,
[0,p(x, y)] if u = 0,
{0} if u > 0,
(16)
for all x, y ∈ [0,1] and u ∈R, where, p ∈ L1(Ja ×Jb,R+). Clearly, the mapping f and the mul-
tifunction G satisfies all the hypotheses (A1) and (B1)–(B2) with α = q and h(x, y) = p(x, y).
Again, we have
‖‖∞
[‖z0‖∞ + ‖h‖L1]= q(2 + ‖p‖L1).
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has a solution on [0,1] × [0,1].
Example 5.2. Next consider the HDI (14), where the functions f :Ja × Jb × R → R \ {0}, and
G :Ja × Jb ×R →Pp(R) are defined by
f (x, y,u) =
{1 if u 0,
1 + u9 if u > 0,
(17)
and
G(x,y,u) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
{ 130 } if u < 0,
[ 120 , 118 ] if u = 0,
{ 117 } if u ∈ (0,1),
{ [u]15+[u] } if u 1,
(18)
for all x, y ∈ [0,1] and u ∈ R, where p ∈ L1(Ja × Jb,R+) and [u] is the greatest integer not
greater than u. Now the functions f and G satisfy all the conditions of Theorem 4.5 with u ≡ 0
and u ≡ 3 on J . Hence the above HDI (13) has a minimal and a maximal solution in [0,3]
defined on [0,1] × [0,1].
Remark 5.1. While concluding this paper, we mention that the L1-Carathéodory hypothesis in
Theorem 3.1 may be weakened to graph measurability of the multi-valued mapping (x, y) →
G(x,y, z) on Ja × Jb. Finally, the results of this paper can also be extended to higher-order
partial hyperbolic differential inclusions with the same method but appropriate modifications.
Some of the results in his direction will be reported elsewhere.
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