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Abstrat
We study the omplexity of approximating the smallest eigenvalue
of a univariate Sturm-Liouville problem on a quantum omputer. This
general problem inludes the speial ase of solving a one-dimensional
Shrödinger equation with a given potential for the ground state en-
ergy.
The Sturm-Liouville problem depends on a funtion q, whih, in
the ase of the Shrödinger equation, an be identied with the po-
tential funtion V . Reently Papageorgiou and Wo¹niakowski proved
that quantum omputers ahieve an exponential redution in the num-
ber of queries over the number needed in the lassial worst-ase and
randomized settings for smooth funtions q. Their method uses the
(disretized) unitary propagator and arbitrary powers of it as a query
(power queries). They showed that the Sturm-Liouville equation an
be solved with O(log(1/ε)) power queries, while the number of queries
in the worst-ase and randomized settings on a lassial omputer is
polynomial in 1/ε. This proves that a quantum omputer with power
queries ahieves an exponential redution in the number of queries
ompared to a lassial omputer.
In this paper we show that the number of queries in Papageorgiou's
and Wo¹niakowski's algorithm is asymptotially optimal. In partiu-
lar we prove a mathing lower bound of Ω(log(1/ε)) power queries,
therefore showing that Θ(log(1/ε)) power queries are suient and
∗
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1
neessary. Our proof is based on a frequeny analysis tehnique, whih
examines the probability distribution of the nal state of a quantum
algorithm and the dependene of its Fourier transform on the input.
1 Introdution
This paper deals with the solution of the Sturm-Liouville problem on a quan-
tum omputer. Quantum omputers have shown great promise in solving
problems as diverse as the disrete problems of searhing and fatoring [4, 15℄
and the ontinuous problems inluding integration, path integration, and ap-
proximation [13, 5, 16, 6, 7℄. The main motivation for quantum omputing is
its potential to solve these important problems eiently. Shor's algorithm
ahieves an exponential speedup over any known lassial algorithm for fa-
toring, but until the lassial omplexity of fatoring is proven, the exponen-
tial speedup remains a onjeture. The quantum algorithms for integration
provide provable exponential speedups over lassial worst-ase algorithms,
but only polynomial speedups over lassial randomized algorithms.
Reently Papageorgiou and Wo¹niakowski introdued a quantum algo-
rithm for the Sturm-Liouville problem [14℄ whih uses the quantum phase
estimation algorithm. They showed that quantum algorithms with power
queries
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ahieve a provable exponential redution in the number of power
queries over the number of queries needed in the lassial worst-ase or ran-
domized setting. Naturally query omplexity results neglet the ost of a-
tually implementing the queries. At the end of this paper we will disuss
this problem for power queries, but it is urrently not lear under whih
onditions power queries are suiently inexpensive to implement for the
Sturm-Liouville problem.
In this paper we will prove lower bounds on the number of power queries
for quantum algorithms that solve the Sturm-Liouville problem. This an
be used to show the optimality of the algorithm proposed in [14℄. To prove
lower bounds for algorithms with power queries the previously known quan-
tum lower bound tehniques, suh as the polynomial method of Beals et. al
[1, 11℄ do not sue. Our lower bound method builds on the trigonometri
polynomial method [2℄, whih is an extension of the above-mentioned poly-
nomial method and was modied to be used with power queries in [3℄ to prove
1
We will dene power queries rigorously in Denition 1. Informally they are just an
arbitrary (integer) power of a spei unitary matrix.
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lower bounds for the phase estimation algorithm. Our method uses frequeny
analysis instead of a maximum degree argument, whih is not appliable in
the ase of arbitrary powers.
2 The Sturm-Liouville eigenvalue problem
Papageorgiou and Wo¹niakowski study in [14℄ a simplied version of the
univariate Sturm-Liouville problem. Consider the eigenvalue problem for the
dierential equation
−u′′(x) + q(x)u(x) = λu(x)
u(0) = u(1) = 0
(1)
for a given nonnegative funtion q belonging to the lass Q dened as
Q =
{
q : [0, 1]→ [0, 1] : q ∈ C2([0, 1]) and max
i=0,1,2
max
x∈[0,1]
|q(i)(x)| ≤ 1
}
. (2)
We are looking for the smallest eigenvalue λ suh that there exists a non-
zero funtion uλ that satises (1). What is the minimal number of queries of
q that permits the determination of the smallest eigenvalue λ in this equation
with error ε and probability 3/4 on a lassial or quantum omputer?
The one-dimensional time-independent Shrödinger equation
−
~2
2m
d2
dx2
Ψ(x) + V (x)Ψ(x) = EΨ(x) (3)
of a partile in a box, see [10℄, is an instane of (1). We are given a potential
V and are looking for the eigenfuntions Ψ of this equation and their orre-
sponding energies E. In partiular, we are interested in the ground-state and
its energy, i.e., for a given potential V , we want to determine the eigenfun-
tion Ψ0 and its energy E0, suh that all other eigenfuntions Ψn have higher
energies En ≥ E0. Sine quantum systems obey equation (3), it seems plau-
sible that quantum omputers ould potentially solve the eigenvalue problem
faster than a lassial omputer.
In the next setion we dene a quantum algorithm with power queries.
We espeially have to takle the question onerning the form of the input
(i.e., the funtion q in the Sturm-Liouville problem) enters the quantum
algorithm.
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3 Quantum algorithms for the Sturm-Liouville
problem
Let us denote the dierential operator assoiated with the Sturm-Liouville
problem for a ertain q ∈ Q as Lq : C
2([0, 1])→ C0([0, 1]), dened by
Lqu(x) = −
d2
dx2
u(x) + q(x)u(x).
We disretize Lq by approximating the seond derivative at the points
1
n+1
,
2
n+1
, . . ., n
n+1
and obtain an n× n matrix Mq:
Mq = (n+1)
2

2 −1
−1 2 −1
.
.
.
.
.
.
.
.
.
−1 2 −1
−1 2
+

q( 1n+1)
q( 2n+1)
.
.
.
q(n−1n+1)
q( nn+1)
 . (4)
The eigenvalues of Lq and Mq are losely related. Let us denote the smallest
eigenvalue of Lq by λ(q) and let us write λ1(Mq) for the smallest eigenvalue
of Mq. Then (see e.g. [9℄)
λ(q)− λ1(Mq) = O(n
−2). (5)
The input q ∈ Q enters the quantum omputer in the form of a unitary
blak-box transformation alled a quantum query. For the Sturm-Liouville
problem we dene this query to be the unitary operator exp( i
2
Mq). One
an show that the smallest eigenvalue λ(q) of the Sturm-Liouville equation
satises pi2 ≤ λ(q) ≤ pi2 + 1. To avoid ambiguity we use proper saling, i.e.,
instead of exp(iMq) we use exp(
i
2
Mq), whih denes a unique phase ϕ ∈ [0, 1)
by 2piiϕ = i
2
λ(q).
We now dene an assoiated quantum power query for exp( i
2
Mq).
Denition 1. Let Lq be the dierential operator for a Sturm-Liouville prob-
lem and Mq its disretization at n points as in (4) for q ∈ Q. We dene
the power query W pl (exp(
i
2
Mq)), where l ∈ {1, 2, . . . c} and p ∈ N, ating on
C2
c
⊗ Cn as
W pl (exp(
i
2
Mq)) |x1〉 . . . |xc〉 |ψ〉 =
{
|x1〉 . . . |xc〉 exp(
i
2
pMq) |ψ〉 for xl = 1
|x1〉 . . . |xc〉 |ψ〉 otherwise
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for all x1, . . . , xc ∈ {0, 1} and arbitrary normalized vetors |ψ〉 ∈ C
n
and
extend this denition to all quantum states by linearity.
Suppose that the |ψs〉, s = 1, . . . , n, are the eigenvetors of Mq and that
Mq |ψs〉 = λs |ψs〉. Then for |ψ〉 =
∑n
s=1 αs |ψs〉 and |x〉 = |x1〉 . . . |xc〉 with
xl = 1
W pl (exp(
i
2
Mq)) |x〉 |ψ〉 = |x〉 exp(
i
2
pMq) |ψ〉 =
n∑
s=1
αs |x〉 e
i
2
pλs |ψs〉 .
Quantum algorithms are produts of unitary transformations. Every
quantum algorithm that approximates λ(q) an be divided into stages that
use powers of exp( i
2
Mq) and therefore depend on q, and stages that are in-
dependent of q. Let us dene a quantum algorithm with power queries.
Denition 2. For a Sturm-Liouville problem given by the input q ∈ Q with
the solution λ(q), we dene a quantum algorithm
A = (
∣∣ψ(0)〉;U0, . . . , UT ; l1, p1, . . . , lT , pT ; λ˜)
with T power queries that solves this problem as follows. Let U0, U1, . . ., UT
be arbitrary but xed unitary transformations and
∣∣ψ(0)〉 a xed initial state.
Let W
pj
lj
(exp( i
2
Mq)) be a power query as in Denition 1. A measurement of
the state∣∣ψ(T )(exp( i
2
Mq))
〉
= UTW
pT
lT
(exp( i
2
Mq)) . . . U1W
p1
l1
(exp( i
2
Mq))U0
∣∣ψ(0)〉
in the standard basis yields a state |k〉 with probability pk(q). For eah k
ompute an approximation λ˜(k) ∈ R to the eigenvalue of interest λ(q) on a
lassial omputer. For every q ∈ Q the probability that an ε-approximation
λ˜(k) of λ(q) is omputed is given by∑
k:|λ(q)−λ˜(k)|<ε
pk(q). (6)
For any algorithm A with T power queries we dene
e(A, T ) = inf
{
ε : ε hosen suh that (6) is larger than 3
4
for all q ∈ Q
}
as the worst-ase quantum error of A.
We measure in the standard basis for onveniene only; a measurement in
any other basis is easily ahieved by modifying the operator UT aordingly.
A model like this was introdued in [1℄ for disrete inputs q. It was ex-
tended to ontinuous funtions by Heinrih in [5℄. Our model is an extension
of this model to inorporate power queries.
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4 Upper bounds
To estimate λ(q) on a quantum omputer with power queries Papageorgiou
and Wo¹niakowski used the quantum phase estimation algorithm, see e.g.
[12℄. This algorithm takes a unitary transformation Q with an eigenvetor
|ξ〉 as input, i.e., Q |ξ〉 = e2πiϕ |ξ〉. Here ϕ ∈ [0, 1) is alled the phase of the
eigenvalue orresponding to |ξ〉, and the phase estimation algorithm gives us
an approximation ϕ˜ to ϕ. This algorithm has the nal state∣∣ψ(T )(Q)〉 = (F−1
2T
⊗ I)W 2
T−1
1 (Q)W
2T−2
2 (Q) . . .W
20
T (Q)(H
⊗T ⊗ I) |0〉 |ξ〉 ,
and is depited in Figure 1. Suppose Q is a r qubit transformation. A
|0〉 H •
F−1
2T
|k1〉
|0〉 H • |k2〉
.
.
.
.
.
.
|0〉 H • |kT−1〉
|0〉 H • |kT 〉
|ξ〉 / Q2
0
Q2
1
Q2
T−2
Q2
T−1 / |ξ〉
Figure 1: The quantum phase estimation algorithm. F−1
2T
is the inverse
quantum Fourier transform on T qubits.
measurement of
∣∣ψ(T )(Q)〉 returns a state
|k〉 = |k1〉 . . . |kT 〉 |kT+1〉 . . . |kT+r〉 .
The algorithm then uses k to ompute an approximation ϕ˜(k) = k12
−1 +
k22
−2 + . . .+ kT2
−T
to ϕ lassially.
One an show, see e.g. [12℄, that with probability greater than
3
4
the al-
gorithm approximates ϕ up to preision ε with O(log((1/ε))) power queries.
Papageorgiou andWo¹niakowski use this algorithm to approximate the small-
est eigenvalue λ(q) of the Sturm-Liouville operator Lq and use the operator
Q = exp( i
2
Mq) as a query. Sine the phases of exp(
i
2
Mq) and exp(
i
2
Lq) are
related through equation (5), we have to disretize at n = O(ε−1/2) points.
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The quantum phase estimation algorithm requires the knowledge of the
eigenvetor for whih the phase is estimated. For the Sturm-Liouville prob-
lem we need the eigenvetor |z1(Mq)〉 of Mq orresponding to the small-
est eigenvalue λ1(Mq). We an ompute |z1(Mq)〉 through the method of
Jaksh and Papageorgiou [8℄, whih omputes a superposition of eigenve-
tors |zj(Mq)〉 ofMq, with a suiently large |z1(Mq)〉 omponent. For details
see [8, 14℄.
5 Lower Bounds
Our goal is to prove that the algorithm desribed in the previous setion
is optimal with respet to the number of power queries. We have to prove
that every quantum algorithm A with T power queries that returns a orret
answer with preision e(A, T ) ≤ ε has to use T = Ω(log(1/ε)) power queries.
We will show that even for a muh simplied version of the problem this
lower bound still holds. Consider as input only onstant funtions q(x) = q ∈
[0, 1]. Obviously q ∈ Q. It is easy to see that in this ase the eigenfuntions
whih fulll the boundary ondition in (1) are
us(x) = sin(spix) (7)
for s ∈ N and that they have eigenvalues λs = s
2pi2 + q, whih means that
the smallest eigenvalue λ(q) is λ(q) = pi2 + q.
Similarly for the disretization Mq of Lq with onstant q ∈ [0, 1] the
eigenvetors are
|us〉 =
√
2
n+1
n∑
x=1
sin
(
sπx
n+1
)
|x〉 (8)
with eigenvalues 4(n+ 1)2 sin2
(
sπ
2(n+1)
)
+ q.
We want to investigate how dierent power queries lead to dierent out-
puts and turn to the tehniques in [3℄.
Theorem 3. Any quantum algorithm with power queries W pl (exp(
i
2
Mq)) for
q(x) = q ∈ [0, 1), see Denition 2, that uses c ∈ N ontrol qubits, an be
written as∣∣ψ(T )(exp( i
2
Mq))
〉
= UTW
pT
lT
(exp( i
2
Mq)) . . . U1W
p1
l1
(exp( i
2
Mq))U0
∣∣ψ(0)〉
=
n2c−1∑
k=0
S
(T )
k (q) |k〉 ,
(9)
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where U1, . . . , UT are unitary operators and the S
(T )
k (q) are trigonometri
polynomials of the following form:
S
(T )
k (q) =
∑
m∈MT
η
(T )
k,me
i
2
mq, (10)
with MT dened as M0 = {0} and
MT+1 = {m : m ∈MT} ∪ {m+ pT+1 : m ∈MT} , (11)
and the oeients η
(T )
k,m ∈ C do not depend on q and are normalized:∑
k
∑
m∈MT
|η
(T )
k,m|
2 = 1. (12)
Proof. The proof is by indution on the number of queries T . We will
write the state of the algorithm after T steps
∣∣ψ(T )(exp( i
2
Mq))
〉
in the basis
(|k〉 |ψs〉)k,s, k = 0, 1, . . . , 2
c − 1, s = 1, 2, . . . , n, whih is split into a ontrol
part |k〉 and an eigenvetor part |ψs〉. We will not address the anilla qubits
in our proof, but they an easily be treated (after possibly reordering the
qubits) as ontrol bits that are never used.
For T = 0 power queries we an write∣∣ψ(0)(exp( i
2
Mq))
〉
= U0
∣∣ψ(0)〉 =∑
k,s
η
(0)
k,s,0 |k〉 |ψs〉 ,
whih ontains only powers e
i
2
mq
from m ∈M0 = {0} and obviously∑
k,s
∑
m∈M0
|η
(0)
k,s,m|
2 =
∑
k,s
|η
(0)
k,s,0|
2 = 1.
Let us now assume
∣∣ψ(T )(exp( i
2
Mq))
〉
an be written as∣∣ψ(T )(exp( i
2
Mq))
〉
=
∑
k,s
∑
m∈MT
η
(T )
k,s,me
i
2
mq |k〉 |ψs〉 ,
with oeients η
(T )
k,s,m fullling ondition (12). If we applyW
pT+1
lT+1
(exp( i
2
Mq))
to
∣∣ψ(T )(exp( i
2
Mq))
〉
we get (klT+1 is the ontrol bit, i.e., the lT+1-th bit in
8
the binary representation of k):
W
pT+1
lT+1
(exp( i
2
Mq))
∣∣ψ(T )(exp( i
2
Mq))
〉
=
∑
k,s
klT+1=0
∑
m∈MT
η
(T )
k,s,me
i
2
mq |k〉 |ψs〉
+
∑
k,s
klT+1=1
∑
m∈MT
η
(T )
k,s,me
i
2
mq |k〉 exp( i
2
pT+1Mq) |ψs〉 . (13)
We dene ζs := e
i
2
4(n+1)2 sin2
(
sπ
2(n+1)
)
and proeed to analyze the seond term
in (13), where the ontrol bit klT+1 = 1 and get the following∑
m∈MT
η
(T )
k,s,me
i
2
mq |k〉 exp( i
2
pT+1Mq) |ψs〉
=
∑
m∈MT
η
(T )
k,s,me
i
2
mqe
i
2
pT+1
(
4(n+1)2 sin2
(
sπ
2(n+1)
)
+q
)
|k〉 |ψs〉
=
∑
m∈MT
η
(T )
k,s,mζ
pT+1
s e
i
2
(m+pT+1)q |k〉 |ψs〉 .
If we dene η˜
(T+1)
k,s,m for all m ∈MT+1 as
η˜
(T+1)
k,s,m :=

η
(T )
k,s,m−pT+1
ζ
pT+1
s for klT+1 = 1 and m− pT+1 ∈MT
η
(T )
k,s,m for klT+1 = 0 and m ∈MT
0 otherwise
,
we an write
W
pT+1
lT+1
(exp( i
2
Mq))
∣∣ψ(T )(exp( i
2
Mq))
〉
=
∑
k,s
∑
m∈MT+1
η˜
(T+1)
k,s,m e
i
2
mq |k〉 |ψs〉 .
We hek our normalization ondition (12) for η˜
(T+1)
k,s,m ,∑
k,s
∑
m∈MT+1
|η˜
(T+1)
k,s,m |
2
=
∑
k,s
klT+1=0
∑
m∈MT
|η
(T )
k,s,m|
2 +
∑
k,s
klT+1=1
∑
m−pT+1∈MT
|η
(T )
k,s,m−pT+1
ζpT+1s |
2
=
∑
k,s
∑
m∈MT
|η(T )k,s,m|
2 = 1.
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The next step in the algorithm is to apply the unitary transformation
UT+1. For k, l = 0, . . . , 2
c − 1 and s, t = 1, . . . , n dene the oeients
ul,t,k,s = 〈l| 〈ψt|UT+1 |k〉 |ψs〉 and let
η
(T+1)
l,t,m :=
∑
k,s
η˜
(T+1)
k,s,m ul,t,k,s
This allows us to write
UT+1W
pT+1
lT+1
(exp( i
2
Mq))
∣∣ψ(T )(exp( i
2
Mq))
〉
=
∑
k,s
∑
m∈MT+1
η˜
(T+1)
k,s,m e
i
2
mqUT+1 |k〉 |ψs〉
=
∑
l,t
∑
m∈MT+1
∑
k,s
η˜
(T+1)
k,s,m ul,t,k,se
i
2
mq |l〉 |ψt〉
=
∑
l,t
∑
m∈MT+1
η
(T+1)
l,t,m e
i
2
mq |l〉 |ψt〉 .
It remains to hek that∑
l,t
∑
m∈MT+1
∣∣∣η(T+1)l,t,m ∣∣∣2
=
∑
l,t
∑
m∈MT+1
[∑
k,s
(
η˜
(T+1)
k,s,m
)∗(
ul,t,k,s
)∗][∑
k′,s′
η˜
(T+1)
k′,s′,mul,t,k′,s′
]
=
∑
k,s,k′,s′
∑
m∈MT+1
(
η˜
(T+1)
k,s,m
)∗ [∑
l,t
(
ul,t,k,s
)∗
ul,t,k′,s′
]
η˜
(T+1)
k′,s′,m
=
∑
k,s
∑
m∈MT+1
∣∣∣η˜(T+1)k,s,m ∣∣∣2 = 1,
where we used that UT+1 is unitary. This ompletes the proof.
We an use Theorem 3 to get expliit formulas for the probability of
measuring a ertain state.
Lemma 4. Let A be a T power query quantum algorithm for the Sturm-
Liouville problem with powers p1, . . . , pT and c ∈ N ontrol bits as dened in
Denition 2. Let B be a partition of the set of all basis vetors, i.e.⋃
B∈B
B = {|k〉 : k = 0, 1, . . . , n2c − 1} and B ∩ C = ∅ for B,C ∈ B, B 6= C.
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If the input q ∈ Q is a onstant funtion q(x) = q ∈ [0, 1), the probability of
measuring a state |k〉 from B ∈ B is a trigonometri polynomial
pB(q) =
∑
l∈LT
β
(T )
B,l e
i
2
lq, (14)
with oeients β
(T )
B,l ∈ C that are bounded by∑
B∈B
|β
(T )
B,l | ≤ 1
for all possible partitions B, and the set LT is given by L0 = {0} and
LT+1 =
⋃
l∈LT
{l, l + pT+1, l − pT+1} . (15)
Proof. Consider quantum queries exp( i
2
Mq) for onstant funtions q(x) =
q ∈ [0, 1) in the Sturm-Liouville problem. From equations (9), (10) we know
that the nal state of every T power query algorithm an be written as∣∣ψ(T )(exp( i
2
Mq))
〉
=
∑
k
∑
m∈MT
η
(T )
k,me
i
2
mq |k〉 .
Let B be a partition of the set of all basis states |k〉. Thus the probability to
measure a state from the set B ∈ B is
pB(q) =
∑
k∈B
∣∣∣∣∣ ∑
m∈MT
η
(T )
k,me
i
2
mq
∣∣∣∣∣
2
=
∑
k∈B
[ ∑
m1∈MT
(
η
(T )
k,m1
)∗
e−
i
2
m1q
][ ∑
m2∈MT
η
(T )
k,m2
e
i
2
m2q
]
=
∑
k∈B
∑
m1,m2∈MT
(
η
(T )
k,m1
)∗
η
(T )
k,m2
e
i
2
(m2−m1)q
=:
∑
l∈LT
β
(T )
B,l e
i
2
lq,
with oeients β
(T )
B,l dened as
β
(T )
B,l :=
∑
k∈B
∑
m1,m2∈MT
m2−m1=l
(
η
(T )
k,m1
)∗
η
(T )
k,m2
, (16)
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and the set LT is given by
LT = {m1 −m2 : m1, m2 ∈MT} . (17)
For any partition B we an now bound the β
(T )
B,l as follows∑
B∈B
∣∣∣β(T )B,l ∣∣∣ =∑
B∈B
∣∣∣∣∑
k∈B
∑
m1,m2∈MT
m2−m1=l
(
η
(T )
k,m1
)∗
η
(T )
k,m2
∣∣∣∣
≤
∑
k
∑
m1,m2∈MT
m2−m1=l
∣∣∣η(T )k,m1η(T )k,m2∣∣∣ ,
where
∑
k is the sum over all possible states |k〉. From (12) we now derive
by the Cauhy-Shwarz inequality∑
k
∑
m1,m2∈MT
m2−m1=l
∣∣∣η(T )k,m1η(T )k,m2∣∣∣ =∑
k
∑
m:m,m+l∈MT
∣∣∣η(T )k,mη(T )k,m+l∣∣∣
≤
∑
k
( ∑
m∈MT
∣∣∣η(T )k,m∣∣∣2
)1/2( ∑
m+l∈MT
∣∣∣η(T )k,m+l∣∣∣2
)1/2
≤
∑
k
∑
m∈MT
∣∣∣η(T )k,m∣∣∣2 ≤ 1.
It remains to show that the two denitions of LT in equations (15) and (17)
are idential. The proof is by indution. T = 0 is trivially true. We use the
denition (11) of MT to see that
LT+1 = {m1 −m2 : m1, m2 ∈MT+1}
=
{
m1 −m2, m1 + pT+1 −m2, m1 −m2 − pT+1,
m1 + pT+1 −m2 − pT+1 : m1, m2 ∈MT
}
= {l, l + pT+1, l − pT+1 : l ∈ LT} ,
whih ompletes the proof.
Note that |LT | ≤ 3
T
. This bound is sharp, sine for the hoie of pi = 3
i−1
we have L0 = {0}, L1 = {−1, 0, 1}, L2 = {−4,−3,−2, . . . , 3, 4} and in
general
LT =
{
−3T − 3T−1 − . . .− 1, . . . , 3T + 3T−1 + . . .+ 1
}
.
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5.1 Fourier Analysis of Power Query Algorithms
With Theorem 3 and Lemma 4 we have the tools needed to provide a lower
bound for the Sturm-Liouville problem. We are now able to apply our fre-
queny analysis tehnique to this problem.
Theorem 5. Any quantum algorithm A with T power queries whih esti-
mates the smallest eigenvalue λ(q) in the Sturm-Liouville eigenvalue problem
for all inputs q(x) = q ∈ [0, 1) with preision e(A, T ) ≤ ε and probability
greater than 3/4 has to use T = Ω(log(1/ε)) power queries.
Notie that a lower bound on the easy subset of onstant funtions
q(x) = q implies that the same lower bound holds for any set of inputs that
inludes the onstant funtions, hene it also holds for the lass Q. We also
would like to remark that the lower bound T = Ω(log(1/ε)) does not depend
on the number of disretization points n.
Proof. After T power queries we measure the nal state and reeive a state
|k〉 with probability pk(q). From the integer k we lassially ompute a
solution λ˜(k). A suessful algorithm has to return an ε-approximation for
every q ∈ [0, 1) with probability∑
k:|λ(q)−λ˜(k)|≤ε
pk(q) ≥
3
4
,
see Denition 2. Dene
Aq,ε := {k : |λ(q)− λ˜(k)| ≤ ε}
as the set of states that are mapped to ε-orret answers for input q. Choose
N ∈ N suh that 1
N
is slightly bigger than 2ε, i.e., 1
N+1
≤ 2ε < 1
N
and dene
the points xr := (r + 1/2)/N for r = 0, 1, . . . , N − 1. For the inputs q = xr
we an visualize the quantum algorithm A as in Figure 2. Notie that the
sets Axr ,ε are mutually disjoint for r = 0, . . . , N − 1, beause xr and xr+1 are
hosen suh that
|λ(xr)− λ(xr+1)| =
∣∣∣16 sin2 (π4 )+ r+ 12N − 16 sin2 (π4)− r+1+ 12N ∣∣∣ = 1N > 2ε.
Therefore there an be no state |k〉 that is mapped to an output λ˜(k), whih
is an ε-approximation to λ(xr) and λ(xr+1) at the same time. Let
pr,ε(q) =
∑
k∈Axr,ε
pk(q) (18)
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Figure 2: A quantum algorithm for the Sturm-Liouville problem with inputs
q = xr, r = 0, . . . , N −1, will result in a probability distribution pk(q) on the
states |k〉 that are measured. Eah state |k〉 is mapped to an answer λ˜(k). We
write Axr,ǫ for the set of all states |k〉 that are mapped to ε-approximations
of λ(xr).
be the probability of measuring an ε-approximation to λ(xr). Sine the sets
Axr,ε partition the set of all outputs, Lemma 4 allows us to write
pr,ε(q) = pAxr,ε(q) =
∑
l∈LT
β
(T )
r,ε,le
i
2
lq.
We apply the N-point inverse disrete Fourier Transform to pr,ε(q), whih
we evaluate at the points xn, and get the following value at k = 0, 1, . . . , N−1:
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DFTN [pr,ε](k) =
N−1∑
n=0
pr,ε(xn)e
−2πikn/N
=
N−1∑
n=0
∑
l∈LT
β
(T )
r,ε,le
i
2
l(n+1/2)/Ne−2πikn/N
=
∑
l∈LT
β
(T )
r,ε,le
i
2
l/(2N)
N−1∑
n=0
e2πi(
l
4pi
−k)n/N
=
∑
l∈LT
β
(T )
r,ε,le
i
2
l/(2N)
{
e2pii(
l
4pi−k)−1
e2pii(
l
4pi−k)/N−1
, l
4π
6≡ k (mod N)
N , l
4π
≡ k (mod N)
}
(19)
where
l
4π
≡ k (mod N) indiates that there exists an integer z suh that
l
4π
= k + zN . For every l dene l/4π(N) ∈ [0, N) as
l/4π(N) := min {l/(4pi)− zN : z = 0, 1, 2, ..., and l/(4pi)− zN ≥ 0} .
Then exp(2pii l
4π
/N) = exp(2piil/4π(N)/N). To take the absolute value of
equation (19), we use
∣∣ei2θ − 1∣∣ = 2 |sin(θ)| and get
|DFTN [pr,ε](k)| ≤
∑
l∈LT
∣∣∣β(T )r,ε,l∣∣∣
{
|sin(π(l/4pi(N)−k))|
|sin(π(l/4pi(N)−k)/N)|
, l/4π(N) 6= k
N , l/4π(N) = k
}
(20)
We an bound the Fourier transform (19) by separating the orret an-
swers, i.e., the ε-approximations to xr, from the rest: if the input q = xr
then the algorithm has to return an answer λ˜ that is ε-lose to the orret
answer λ(xr) with probability greater or equal 3/4. This probability is given
by pr,ε(q), i.e., we demand that pr,ε(xr) ≥ 3/4. Then:
∣∣∣N−1∑
n=0
pr,ε(xn)e
−2πikn/N
∣∣∣ ≥∣∣∣pr,ε(xr)∣∣∣− N−1∑
n=0
n 6=r
∣∣∣pr,ε(xn)∣∣∣
≥
3
4
−
N−1∑
n=0
n 6=r
pr,ε(xn),
(21)
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Consider the seond term in (21),
∑N−1
n=0
n 6=r
pr,ε(xn). Reall that pr,ε(q) is the
probability that the algorithm measures a state |k〉 that is mapped to an
answer λ˜(k) that is an ε-approximation to λ(xr), i.e., |k〉 ∈ Axr,ε, see (18).
This probability pr,ε(q) depends on the atual input q. For input q = xn 6= xr
a state |k〉 ∈ Axr,ε will not yield an ε-orret answer: we hose the xn,
n = 0, . . . , N − 1, suh that |λ(xn)− λ(xr)| > 2ε for n 6= r, and thus there
annot be an ε lose answer for both xr and xn. The sum
∑N−1
n=0
n 6=r
pr,ε(xn) now
tells us how often the algorithm hooses a state from Ar,ε.
If we knew that none of the wrong answers is preferred by our algorithm,
say e.g.
∑N−1
n=0
n 6=r
pr,ε(xn) <
1
2
, equation (21) would read
∣∣∣ N−1∑
n=0
pr,ε(xn)e
− 2piikn
N
∣∣∣ ≥ 3
4
−
N−1∑
n=0
n 6=r
pr,ε(xn) >
1
4
. (22)
We will show that this property has to be true for some r = 0, . . . , N −1,
indexing the set of states Axr,ε that represents numbers ε-lose to xr. Let
R< be the set of all r for whih
∑N−1
n=0
n 6=r
pr,ε(xn) <
1
2
holds and R≥ the set for
whih it does not. We estimate the number of elements of R< by splitting
N =
N−1∑
n=0
1 ≥
N−1∑
n=0
N−1∑
r=0
pr,ε(xn) =
N−1∑
r=0
pr,ε(xr) +
N−1∑
r=0
N−1∑
n=0
n 6=r
pr,ε(xn)
into the following parts:
N ≥
N−1∑
r=0
pr,ε(xr) +
∑
r∈R<
N−1∑
n=0
n 6=r
pr,ε(xn) +
∑
r∈R≥
N−1∑
n=0
n 6=r
pr,ε(xn)
≥ N
3
4
+ |R<| · 0 +
∣∣R≥∣∣ 1
2
and therefore we an onlude that
∣∣R≥∣∣ ≤ 1
2
N and thus |R<| ≥ 1
2
N . Now
|R<| > 0 implies that we an atually hoose an element r ∈ R<. Fix suh
an r and we an ombine equations (20) and (22) to
1/4 <
∑
l∈LT
∣∣∣β(T )r,ε,l∣∣∣
{
|sin(π(l/4pi(N)−k))|
|sin(π(l/4pi(N)−k)/N)|
, l/4π(N) 6= k
N , l/4π(N) = k
}
. (23)
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We will now x the parameter k = 0, 1, . . . , N−1 in inequality (23) in suh a
way that the terms in the sum on the right-hand-side of the inequality are as
small as possible. This will imply that the sum must be over a large number
of elements, i.e., that |LT | is large. Sine |LT | ≤ 3
T
this will help us to
ultimately prove that T = Ω(logN) if we ould show that there is an α > 0
suh that |LT |
α = Ω(N). More speially we will show that |LT |
2 ≥ 1
10
N
whih proves T = Ω(logN).
We prove |LT |
2 ≥ 1
10
N by ontradition. Assume |LT |
2 < 1
10
N . This
assumption allows us to nd a k suh that the right-hand-side of inequal-
ity (23) is smaller than the left-hand-side, whih will lead to our desired
ontradition.
If we projet LT into the interval [0, N) through l 7→ l/4π(N) we will get
a set
{
l/4π(N) : l ∈ LT
}
. Order this set as 0 ≤ t1 ≤ t2 ≤ . . . ≤ t|LT | < N .
This denes gaps between these numbers, i.e., intervals G = (tj , tj+1) for
j = 1, . . . , |LT | if we dene t|LT |+1 = t1 +N (we wrap around). Dene the
width w(G) of suh a gap G as the distane between its endpoints. Thus
w((tj, tj+1)) = tj+1 − tj .
Let Gm be the gap with the maximal width w(Gm) in the distribution.
Its width must be w(Gm) ≥ N/ |LT |, sine
N =
∑
G
w(G) ≤
∑
G
max
G
w(G) = |LT |max
G
w(G).
Additionally w(Gm) > 10, sine we assumed |LT |
2 < 1
10
N and therefore
N
|LT |
> 10 |LT | ≥ 10. Thus there are at least ten integers k ∈ {0, 1, . . . , N − 1}
that fall into this largest gap Gm, i.e k ∈ Gm. One of these k has maximum
distane to both boundaries tj and tj+1 of Gm: it is the k that is losest to
the middle m =
tj+1+tj
2
of Gm = (tj , tj+1). This integer k fullls |k −m| ≤
1
2
and
min {k − tj, tj+1 − k} = min {m− tj + k −m,m− k + tj+1 −m}
≥
w(Gm)
2
−
1
2
≥
N
2 |LT |
−
1
2
.
Fix this k ∈ (tj , tj+1). Now |sin(x)| ≥ 2/pi |x| for −pi/2 ≤ x ≤ pi/2 and
therefore
min
l∈LT
∣∣∣∣sin pi(l/4π(N) − k)N
∣∣∣∣ ≥minl∈LT 2N ∣∣l/4π(N) − k∣∣ = 2N min {k − tj , tj+1 − k}
≥
1
|LT |
−
1
N
.
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Then we an use this to estimate (23):
1/4 <
∑
l∈LT
∣∣∣β(T )r,ε,l∣∣∣
∣∣sin(pi(l/4π(N) − k))∣∣∣∣sin(pi(l/4π(N) − k)/N)∣∣ ≤
∑
l∈LT
∣∣∣β(T )r,ε,l∣∣∣ 11/ |LT | − 1/N
We sum the last inequality over all r ∈ R< for whih it is valid, and get:∑
r∈R<
1
4
≤
1
1/ |LT | − 1/N
∑
r∈R<
∑
l∈LT
∣∣∣β(T )r,ε,l∣∣∣ (24)
Sine the number of elements in R< is bounded by |R<| ≥ 1
2
N , the left-hand-
side of (24) is bounded by
1
8
N ≤ |R<| 1
4
. The right-hand-side of inequality
(24) an be bounded through Lemma 4:∑
r∈R<
∑
l∈LT
∣∣∣β(T )r,ε,l∣∣∣ ≤ |LT | .
If we put both sides together again and reall that we assumed |LT |
2 < 1
10
N
we get
1
8
N ≤
|LT |
1/ |LT | − 1/N
=
|LT |
2
1− |LT | /N
<
1
10
N
1− 1
10|LT |
≤
1
10
N
1− 1
10
=
1
9
N,
whih is a ontradition.
Therefore |LT |
2 ≥ 1
10
N must hold. This, together with |LT | ≤ 3
T
, leads
us to N ≤ 10 · 9T . Take the logarithm and we get T = Ω(logN). We hose
N suh that 1
N+1
≤ 2ε < 1
N
whih nally proves that the number of power
queries T for any algorithm A with error e(A, T ) ≤ ε has to be of the order
T = Ω(log(1/ε)).
6 Disussion
In this paper we have proven lower bounds for the number of quantum power
queries for the Sturm-Liouville problem and settled an open problem in [14℄.
How does this number of T = Θ(log(1/ε)) power queries relate to the
ost of quantum algorithms? Here we understand ost as an abstration
on the number of elementary quantum gates or the duration for whih a
Hamiltonian has to be applied to a quantum system. Suppose the funtion
18
q is from a lass Q′ ⊆ Q where eah power query W pl (exp(
i
2
Mq)) an be
implemented with ost(W pl (exp(
i
2
Mq))) = ost(Q
′, p).
If we implement W pl (exp(
i
2
Mq)) naively as
W pl (exp(
i
2
Mq)) =
(
W 1l (exp(
i
2
Mq))
)p
,
then ost(Q′, p) = p · ost(Q′) and the ost of the Sturm-Liouville algorithm
with T = Θ(log(1/ε)) power queries grows as
T−1∑
j=0
ost(Q′, 2j) =
T−1∑
j=0
2j · ost(Q′) = (2T − 1) · ost(Q′) = Θ(1/ε) · ost(Q′).
This is polynomial in 1/ε just like the Sturm-Liouville algorithm with bit
queries disussed in [14℄. To take advantage of the proposed power query
algorithm it is therefore neessary to realize power queries W pl (exp(
i
2
Mq)) on
a quantum omputer in suh a way that ost(Q′, p) = o(p) · ost(Q′)
The implementation of power queries with ost that is not linear in the
power p of the query is still not settled and requires more work. It would
be of interest to identify sublasses Q′ ⊆ Q for whih we are able to prove
ost(Q′, p) = o(p) · ost(Q′).
Another open question is whether it is possible to extend the methods
we used for upper and lower bounds for the Sturm-Liouville problem in one
dimension to similar problems in higher dimensions. Most important for this
problem is probably the extension of the results in [8℄ on approximations of
the eigenvetor with the smallest eigenvalue to higher dimensions.
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