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The numerous pipes under public roads in Japan are susceptible to breakage during
the process of road construction, and it is important to prevent this as they are an
indispensable part of the infrastructure of a city. This research work is intended for
a preliminary underground survey of public roads prior to the installation of traffic
signals. The goal is to locate the pipes without a huge burden to use a ground
penetrating radar (GPR). This study proposes the following innovative methods: an
attenuation evaluation method, a noise-reduction method, and a position-detection
method.
First, a new complex discrete wavelet transform (CDWT) called QSI-CDWT is
presented, which has a better shift-invariance than the conventional CDWT. The
attenuation evaluation method proposed in this paper is based on the QSI-CDWT,
and estimates the border between an attenuating area and an attenuated area on the
GPR signals.
Secondly, the GPR signals are analyzed by using the Gabor wavelet transform
(GWT) and a new noise-reduction method is established in order to enhance the
performance of detection. In addition, it fixes the shrinking range of the brightness
of GPR signals due to the attenuation.
Lastly, this paper develops three emphasizing methods, and examines the efficiency
of these for detecting reflection waves. Using the results of the emphasizing methods
as a reference, a new position-detection method to locate buried pipes is established.
The detection method is based on an idea of regarding the GWT of GPR signals as a
probability distribution (PD) by the concentration of a lot of particles. Moreover, the
method uses the nonparametric Bayesian models using a PD showing the intensity of
reflection waves.
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j 虚数 = √−1
pi 円周率
N 自然数 (1, 2, . . .)の集合
N0 非負の整数の集合 = {0} ∪ N
Z 整数の集合 = {0,±1,±2, . . .}
R 実数の集合 = (−∞,+∞)
R+ 正実数の集合 = (0,+∞)






|f (x)|2 dx <∞
}
その他の記号については以下のとおりとする．
• L2 ノルムを ‖·‖2 で表す．すなわち ‖f‖2 =
√∫
R
|f (x)|2 dx とする．
• exp (x) = ex を表す．
• 自然対数を ln (·) = loge (·)で表す．
• f のフーリエ変換を ·ˆによって表す．
F [f ] = fˆ (ω) =
∫
R










fˆ (ω) exp (+jωx)dω
• ·∗ は複素共役を表す．
• f と g の内積は 〈f, g〉 =
∫
R




































STFT）[6, 10, 12] に代わるひとつの選択肢といえる．ウェーブレット変換には，多重解
像度解析（Multi Resolution Analysis：MRA）による自然な階層的解析構造を利用し，
再構成が可能な離散ウェーブレット変換（Discrete Wavelet Transform：DWT）が実現































異値分解（Singular Value Decomposition：SVD）[23] を用いた手法を提案した．特異
値分解は，NV ×NH 行列AS を，NV ×NV 直交行列 US，NV ×NH 対角行列 SS およ
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となる．特異値分解後，NS よりも小さな値を用いて AS を近似することを低ランク近似






















本研究では，f-k フィルタリング [2, 27] をノイズ除去の従来手法として位置づけてい
4
(a) (b)
















































整と細線化を行い，20 × 20 の画像を入力として 2 層フィードフォワードのネットワー
クを構成した．教師信号として 90 例あたえ，うち 30 例が反射波である訓練データを用
意した学習済ネットワークを用いると，実験用データの反射波全体の 75〔%〕を標定し，
14〔%〕が反射波でないところを標定した．近年では，畳み込みニューラルネットワーク























































窓幅と基底の自由度が極端に高い STFT [6, 10, 12] に対して，時間-周波数解析のもう
1 つの選択肢としてウェーブレット変換 [6–17] がある．特に，連続ウェーブレット変換
（Continuous Wavelet Transform：CWT）が STFTとしばしば比較されるのは，CWT
がフーリエ変換に基づいて成立しているためである．ウェーブレット変換は，MRA によ
る自然な階層的解析構造が与えられ，離散パラメータによって DWT が実現されている．
























フーリエ変換可能で，内積を定義できるコンパクトな台を持つ関数 ψ が，‖ψ‖2 > 0お
よび ∫
R
ψ (t) dt = 0 (2.1)
を満たすとき，ψ をマザーウェーブレット（mother wavelet），またはアナライジング
ウェーブレット（analysing wavelet）とよぶ．これらは，ψが振動する関数であることを











parameter）という．図 2.1に，aによって ψ が変化する例を示す．係数 a−1/2 は，任意




a exp (−jωb)ψˆ (aω) (2.3)
である．ψ(a,b) をウェーブレットという．ウェーブレット変換は，マザーウェーブレット
ψ からつくられる基底関数 ψ(a,b) を核関数とする積分変換である．とくに，連続な関数を
対象とした変換を CWT とよぶ．調べる対象である時系列信号を f ∈ L2，f のウェーブ
レット変換をW ∈ C× Cとおくと，W は式 (2.4)のように計算される．











a = 1 / 2
a = 2
図 2.1 ウェーブレットのスケールパラメータ aを変化させたときのウェーブレット波
形の変化の例．






dω < +∞ (2.5)














た DWT によるMRA [7] や，WPT [8,9] などが考案されている．
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2.2.2 1次元ガボールウェーブレット変換















ここで，µは平均，σ2 は分散である．µ = 0としたときの ρ1 のフーリエ変換 ρˆ1 は




であり，ρ1 と ρˆ1 では，指数の中の σ2 が逆数の位置にある．よって，ρ1 と ρˆ1 はいずれ
もベル型のカーブを描くが，一方の領域で広がった波形になると，もう一方では鋭い波形
になる．ρˆ1 からゲインを求めると，µ = 0のときの最大値は直流成分
∣∣ρˆ1 (0; 0, σ2)∣∣2 = 1
である．ρ1 をフィルタのインパルス応答とみた場合，ピークから 3〔dB〕減衰するカット
オフ周波数を ωc とおくと，∣∣ρˆ1 (ωc;µ = 0, σ2)∣∣2 = 1
2









σ2ω2c = ln 2 (2.9)
なる関係が得られる．









t ; 0, σ2
) {exp (jω0t)− C1} (2.10)
一般に，GWには適当なガウシアンが用いられる [13]．本研究では，積分が 1に正規化さ








































である．式 (2.13) を帯域通過フィルタ（Band-pass filter：BPF）とみれば，式 (2.11)で




ωr を用いた区間 [ω0 − ωr, ω0 + ωr] の外で，3〔dB〕以上の減衰となるよう設定する．式






式 (2.14) を式 (2.13) に代入したマザーウェーブレットを ψG1 とおいて，式 (2.15) のよ
うに定義する．












































ディジタルフィルタとしての実装 あるサンプリング周期 ∆t によって t = nt∆t と離散
化し，1D-GWである ψG1 をつぎのように表せるとする．
ψG1 [nt ; ω0, ωr] = ψG1 (nt∆t ; ω0, ωr) (2.17)
このとき，ナイキスト周波数は (2∆t)−1〔Hz〕となるので，折り返し雑音が発生し
ないためには ω0 + ωr < 2pi (2∆t)−1 とならなければならない．
フーリエ空間での表現 式 (2.4)と相互相関定理から，
F [W (a, ·)] = √aψˆ (aω) fˆ (ω) (2.18)
である．計算機では，フーリエ変換を FFT [32]で代用できるため，aの取る範囲
を適切に決定する必要がある．
フィルタ長 本論文では，ψG1 を有限インパルス応答（Finite Impulse Response：FIR）
フィルタとして用いるにあたり，ρ1 の ±3aσ の範囲を系列として取り出す．この
範囲は，ρ1 の積分が 0.997 となり，取りこぼしが 0.3〔%〕程度となる．この規準




有限桁の浮動小数点数を 1+εM と表現するとき，εM をマシンイプシロン（machine
epsilon）とよぶ．基数 pε，仮数部 qε 桁のとき，εM = p−(qε−1)ε である．











視できるとみなす．たとえば，単精度とよばれる binary32 の規格 [45] （プログラ
ミング言語 C♯ [46]などで規格化されている float型など）のもとで求めると，こ















すなわち，中心角周波数 ω0 の 21〔%〕未満の幅 ωr を指定すれば，理論上は ψG1
の最大ゲインに対する数値誤差の影響を考慮する必要がなくなる．また，倍精度と





















(ω0 + ωr) < a (2.21)












となる．よって，計算機において取りうる aの範囲 a ∈ Aは
∆t
pi

















f (τ) exp (−jω0τ)w∗ (τ − t) dτ (2.24)
と表される．周波数領域では
F [STFT (·, ω0 ; w)] = wˆ (ω) fˆ (ω + ω0) (2.25)
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図 2.5 図 2.4の振幅（amplitude）の場合の結果．左の列が STFT，右の列が GWT






















































図 2.6 図 2.4の位相（phase）の場合の結果．左の列が STFT，右の列が GWTの結












確率密度関数 p (p : R→ R+, ∫R p (x) dx = 1) に対して，αに関する n次モーメント
（n-th moment，n次積率）とは，∫
R





tnψ (t) dt (2.27)
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
図 2.7 上段に，0.5〔Hz〕，20〔Hz〕，40〔Hz〕および 80〔Hz〕の正弦波が順次現れる
信号に対し，16〔s〕付近にゼロを挿入したオリジナルの信号を示す．中段，下段はこの
信号をそれぞれ STFTおよび GWTを適用した結果．
と定義する．n = 0のときは式 (2.1) である．ある ψに対して ∀k ∈ [0, N ]∩N0, mk = 0
ならば，ψ は N 次の消滅モーメントを持つ，あるいは N + 1 個の消滅モーメントを持
つ，と表現する．これは，ウェーブレット変換の，STFTと大きく異なる特徴といえる．
N 次の消滅モーメントを持つということは，ウェーブレットが N 次多項式に対して直交
21





























x 軸および t 軸のそれぞれで定義される正規分布密度関数 ρ1 に対して，テンソル積
ρ1
(
x ; 0, σ2x
) ⊗ ρ1 (t ; 0, σ2t ) で定義される関数を二次元正規分布密度関数と定義し，ρ2
22
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図 2.8 図 2.7の 16〔s〕付近を拡大した図．
で表すこととする．このとき，











とする．ただし，v = [x, t]⊤，Υ = diag {σ−2x , σ−2t }，detは行列式を表す．平面波は，
角周波数ベクトル u = [0, ω]⊤ を用いて exp (ju⊤v) と表せる．単位を変換する係数
23
βR〔ns/m〕を用いて，平面波の進行方向を決める回転行列は
R (θR, βR) =
[
cos θR −β−1R sin θR


















































が得られる．σt もまた，式 (2.14) の関係があると仮定し，決定することとする．図 2.9
に，2D-GWの実部を図示した．
2.3 離散ウェーブレット変換
図 2.10に DWT を示す．この DWTは 2チャンネルフィルタバンク [49]と同一であ
る．入力を X，出力を Y とするとき，ダウンサンプラとアップサンプラの Z 領域での表
































H0 (−z)G0 (z) +H1 (−z)G1 (z) = 0 (2.35)
H0 (z)G0 (z) +H1 (z)G1 (z) = 2z
−M (2.36)
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図 2.12 DWTによるMRAの図示．入力信号は ℓ = 0である．
ただし，M ∈ Nである．本論文では，H0 を分解側 LPF，H1 を分解側高域通過フィルタ
（High-Pass Filter：HPF）とする．G0，G1 は，それぞれ (H0, H1)に対応する再構成側
の LPF，HPFとする．式 (2.35)，式 (2.36)より図 2.11の入出力関係は
Y (z) = z−MX (z) (2.37)
とできる．
共役直交フィルタ（Conjugate Quadrature Filter：CQF）[49,50] バンクは，FIRフィ
ルタを用いたフィルタバンクのひとつであり，適当な H0 のもとで，完全再構成が保証さ
れている．直交ウェーブレットを用いた DWT は，CQF バンクと同じ構造をしている．
つぎのように，CQFバンクの H1，G0 および G1 は，H0 を用いて表すことができる．
H1 (z) = −z−(L−1)H0
(−z−1) (2.38)
G0 (z) = H1 (−z) (2.39)
G1 (z) = −H0 (−z) (2.40)
ただし L = 2k, k ∈ N であり，L は H0 のインパルス応答長とする．L = 2k + 1 であ
る場合，H0 の系列の末尾にゼロを追加し，Lを偶数にする．因果性を考慮しないのであ
れば，Lをフィルタ長とせず，任意の正値に決め打ちしてもよい．ここで，式 (2.38)，式
(2.39)および式 (2.40)を式 (2.36) に代入し，M = L− 1とおくと，
|H0 (z)|2 + |H0 (−z)|2 = 2 (2.41)
となる．式 (2.41) は CQFバンクのパワー補完関係を示している．
図 2.12に示すように，MRA [7] は，DWTの LPF側の出力を新たな入力として繰り返
し適用する構造となっている．これにより，低周波成分を細かく分解していくため，元の
信号の様々な解像度での表現を得られることが，MRAの大きな特徴である．図 2.13は，
HPF 側の出力も新たな入力とみるWPT [9] であり，高周波成分も細かく分解する．各
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図 2.13 WPTの図示．入力信号は ℓ = n = 0である．
チャンネルの出力はパケットとよばれ，本論文では Ψℓ, n のように表す．ここで，ℓ ∈ N0
は分解の回数であり，レベルとよぶ．n ∈ N0 はチャンネルのインデックスである．出力
Ψℓ+1, 2n+i は，式 (2.33) を用いて以下のように表せる．




























CDWT [19, 51] はウェーブレットのヒルベルト変換対 [52]を用いた 2つの CQFバン
クによって構成される．ウェーブレットの実部と虚部をそれぞれ ψR および ψI とする．
これは以下の定理に基づく．
定理 1（ウェーブレット関数のヒルベルト変換対） GR0 と GI0 が，2 つの CQF バンク
のそれぞれの再構成側 LPF で
GI0 (z) = z
− 12GR0 (z) (2.43)
となるとき，それぞれのウェーブレット関数 ψR と ψI はヒルベルト変換対となる．






図 2.14 リフティングによる変換の概要図．{Pn}n は prediction ステップ，{Un}n
は updateステップである．





図 2.16に k (∈ Z) サンプルシフトした信号の分解と再構成を示す．フィルタ対 (H, G)










































= 2Z−1[H (z)X (z)] [2n− k] (2.45)
この計算過程は A.4節にある．sは kが偶数または奇数に応じて変動する信号であり，再
構成された信号 Y は











ρ [n] + (−1)n+k ρ [n]
]
(2.47)
と書き換えられる．この計算過程は A.5節にある．Y もまた k により変動する信号であ
る．この変動が並進不変性の欠如とよばれる現象である．
先行研究 [53] において，ウェーブレット関数が ψR + jH[ψR] となるのは，式 (2.43)





ただし，λ ∈ {±1}とする．このとき，本論文における表記に合わせると，式 (2.43)は
GI0 (z) = z
−λ2GR0 (z) (2.49)
と書き換えられる．このもとで，式 (2.43)と式 (2.39) より，
HI0 (z) = z
λ
2HR0 (z) (2.50)
である．λ = 1のとき，ウェーブレット関数はヒルベルト変換対となる．A.6節に λを用
いた議論をまとめた．複素ウェーブレット関数 ψ は
ψˆ (ω) = F[ψR (t) + λ jH[ψR] (t)]






= ψˆR (ω) {1 + λ sgn[ω]}
である．λ = 1のときは，ウェーブレット関数が解析信号となり，非負の周波数成分を持





多くの CDWT が定理 1 を基礎としている．この従来の CDWT に新しい条件を追加
し，本節で定義する並進不変構造となることを示す．
定理 2（信号の保存） 図 2.17 において，k = 2m + 1 (m ∈ N0) のとき，Y R + Y I は
HX の間引きの影響を受けない．
証明 2 k = 2m + 1のとき，SR と SI によって HX のサンプルを完全に保持すること
は明らかである．式 (2.47)と同様の表現として，
Y R (z) =
1
2
G (z) z−kZ[ρ [n] + (−1)n ρ [n]] (2.51)





ρ [n] + (−1)n+k ρ [n]
]
(2.52)
とできる．ただし，H (z)X (z) = Z[ρ]である．Z 変換の線型性から，











G (z) z−kZ[2ρ [n]] ∵ k = 2m+ 1
= G (z) z−kH (z)X (z)
であり，HX は間引きの影響を受けない．よって示された． 2
並進不変構造を以下のように定義する．













実部の入力 ΨRℓ, n と虚部の入力 Ψ Iℓ, n の遅れを β とおく．すなわち，
Ψ Iℓ, n (z) = z
−βΨRℓ, n (z) (2.53)
式 (2.42)の表現を用いて，各出力は
ψRℓ+1, 2n+0 [m] = 2Z−1[ϱ0 (z)] [2m] (2.54)
ψIℓ+1, 2n+0 [m] = 2Z−1[ϱ0 (z)]
[




ψRℓ+1, 2n+1 [m] = 2Z−1[ϱ1 (z)] [2m] (2.56)
ψIℓ+1, 2n+1 [m] = 2Z−1[ − λjϱ1 (z)]
[




ただしm ∈ Zおよび ϱi (z) = HRi (z)ΨRℓ, n (z)である．式 (2.38)は式 (2.57)でのみ使用
されている．HR1 と HI1 の関係は
HI1 (z) = −z−(L−1)HI0
(−z−1) ∵ 式 (2.38)
= −zL−1 (−z−1)λ2 HR0 (−z−1) ∵ 式 (2.50)
=








= −λ j z−λ2HR1 (z)
である．
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LPF出力側 適切な β が選ばれるとき，式 (2.54) および式 (2.55) は HR0 ΨRℓ, n のダウン
サンプリングの影響を除くことができる．m ∈ Zとし，β を




とすると，このときの LPF側のレベル ℓから ℓ + 1への分解は，並進不変構造と
なる．
また，どのレベルで並進不変構造が現れるかを確認する．式 (2.55)の遅れ β− λ/2
のうち，1/2は式 (2.50)によるものであり，β は式 (2.53)によるものである．式
(2.54)および式 (2.55)を Z 変換すると，






































































ΨRℓ+1, 2n (z) : Ψ
I
ℓ+1, 2n (z) = 1 : z
−m− 12 (2.61)
である．式 (2.53)，式 (2.58) を用いて，
ΨRℓ, n (z) : Ψ
I












{ −1 , λ = 1















• 式 (2.64)を満たし，折り返し雑音を十分に抑制できる LPFを使用するとき，
CDWTの LPF側の出力は，並進不変構造を再帰的に継承する．
HPF出力側 虚数を乗じることは，複素平面上で 90 度回転することを意味する．式











WPT，双直交ウェーブレット変換 [6]，従来の CDWT について述べる．




双直交 DWT 双直交 DWTにおけるフィルタを
(





式 (2.40)←→ HI0 式 (2.50)←→ HR0 式 (2.40)←→ GR1
式 (2.38) ↕ ↕ 式 (2.38)
GI0







図 2.18 フィルタの関係の図示：(a) CDWTにおける CQFバンク, (b) 双直交ウェー
ブレットのフィルタの関係．










H˜1 (z) = G˜0 (−z) (2.65)





ない．双直交ウェーブレットは式 (2.38)を満たさないので，H˜R1 と H˜I1 の関係を直
接示すことができない．ただし，A.6節の議論より，式 (2.49)および式 (2.50)は
双直交ウェーブレットによる CDWTにおいて満たされる．
従来の CDWT レベル ℓにおける実部 ΨRℓ, n と虚部 Ψ Iℓ, n の間の時間遅れを γℓ とすると，
Ψ Iℓ, n = z
−γℓΨRℓ, n である．従来の CDWTは，実部と虚部の入力のサンプルずれは




















とできる．γℓ = 1/2となるには ℓ→∞ の場合であり，並進不変構造が ℓ→∞ ま
で現れないことを意味する．このことから，従来の CDWTに比べ，提案手法は並
進不変性を高めることができたといえる．
Meyerウェーブレットによる CDWT 戸田ら [57] は，完全並進不変 CDWT（Perfect-
Translation Invariant CDWT：PTI-CDWT）とよばれる CDWTを提案した．そ















図 2.20 は従来の dual-tree CDWT であり，図 2.21 は本研究で提案する QSI-CDWT
の分解側である．図 2.22は QSI-CDWTの再構成側である．QSI-CDWTは，つぎの手
35






(1) 分解側 LPF を HR0 とおく．









(3) λ ∈ {±1}を決定する．
(4) 式 (2.50)により，HR0 から HI0 を得る．









(6) 分解する手続きは図 2.21のように，再構成する手続きは図 2.22のように行う．
既存の直交ウェーブレットを用いる場合，上記の手続き (3) から始めることができる．







f を入力，g を FIRフィルタ，Nf を f の長さ，Ng を g の長さとする．f は周期信号
で f [n] = f [n− kNf ] であり，n, k ∈ Zとする．畳み込み f ∗ g は
(f ∗ g) [n] =
∑
m∈Z
f [m] g [n−m]
この結果は，長さNf の信号となる．この畳み込みによって分解・再構成を行うと，Ng−1
サンプルの遅れを伴い再構成される．Haar ウェーブレット [6]を用いる場合，Ng = 2で
あり，入力系列 [1, 2, 3, 4] に対し，分解のち再構成された信号は [4, 1, 2, 3] となる．図
2.11 の構成を変えずにこの遅れを補正したいので，分解側のフィルタに Ng/2 サンプル
の進みを，再構成側に Ng/2− 1サンプルの進みを与える．それにより，入力 [1, 2, 3, 4]
に対し，分解のち再構成の結果は [1, 2, 3, 4] となる．図 2.19は，前半を IDWT，後半を
DWTのルーチンで代用でき，リフティングで実装する場合も再構成と分解の手続きを利
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表 2.2 HI0 のインパルス応答．
db2 db4 db6 db8
+0.187500 +0.082544 +0.034464 +0.016385
+1.041266 +0.695334 +0.391931 +0.213870
+0.812500 +1.097208 +0.976134 +0.723893





































図 2.23 実験 1（直交ウェーブレット）の結果．
のウェーブレット係数 Ψ3,1 のみを元の解像度まで復元したときの波形を確認する．また，









実験 2（リフティング） 図 2.24 に示すように，Ψ5,1 の遅れ時間を揃えて表す．実部の











Reconstruction of packet Ψ5, 1 (λ = 1)
図 2.24 実験 2（リフティング）の結果．
(2.49) および式 (2.50) が適用できる．図 2.25 に各フィルタの関係を示す．以下
に，QSI-CDWTにおける双直交ウェーブレット使用の方法についてまとめた．
双直交ウェーブレットを用いた QSI-CDWT実行の手続き
(1) 分解側 LPFを H˜R0 ，再構成側 LPFを G˜R0 とおく．
(2) H˜R0 と G˜R0 から，式 (2.65) および式 (2.66) を用いて H˜R1 と G˜R1 を生成
する．
(3) λ ∈ {±1}を決定する．
40
G˜I1
式 (2.66)←→ H˜I0 式 (2.50)←→ H˜R0 式 (2.66)←→ G˜R1
G˜I0
式 (2.65)←→ H˜I1 H˜R1 式 (2.65)←→ G˜R0
↖ ↗式 (2.49)






















図 2.26 実験 3（双直交ウェーブレット）の結果．
(4) 式 (2.50)より H˜R0 から H˜I0 を得る．
(5) 式 (2.49)より G˜R0 から G˜I0 を得る．
(6) H˜I0 と G˜I0 から，式 (2.65)および式 (2.66)を用いて H˜I1 と G˜I1 を生成する．






























図 2.27 λの値による Daubechiesの
∣∣HR0 (exp (jω))∣∣および ∣∣HI0 (exp (jω))∣∣．
2.6.2 考察
提案した 1/2サンプルずれの手法には，折り返し雑音が十分抑制できる LPFが必要で
ある．図 2.27 より，Daubechies の基底は，HR0 のフィルタ長が長いほど抑制能力が高
くなっている．Daubechiesの場合，フィルタ長に比例してゼロ点の数が増し，理想的な
LPFに近づくため，並進不変性が向上したと考えられる．また，図 2.27は，λの値によ
る違いも明らかにしている．λ = 1 の場合，ウェーブレット関数は解析信号となり，図
2.27 から，フィルタの通過域と遮断域はおおむね平坦となっている．しかし，λ = −1の
場合は平坦でないため，図 2.23 の db2 の場合では，並進不変性の差が顕著に表れている．
本研究では，式 (2.47)で示された並進不変性の欠如の定義から，並進不変性を “あるレベ
ルの出力のみを，入力信号と同じ解像度まで再構成したとき，その波形が，入力に対して時
不変（シフト・インバリアンス）であること”と規定できる．N ∈ N，m, n ∈ [0, N)∩N0，
入力 f [n−m] に対するレベル Lのウェーブレット係数を Ψ (m)L, 1 とし，元の解像度まで復









[∣∣∣ψ(m)3, 1 [n]− ψ3, 1 [n]∣∣∣]] (2.69)
ただし







L, 1 [n] (2.70)
と計算される量を，レベル LのDWTにおける再構成波形の最大変動量とする．式 (2.69)
は，並進不変性の欠如の程度を定量化したものといえる．図 2.28は，f [n−m] = δm,n，
L = 3，N = 32としたとき，Daubechiesの基底ごとの最大変動量がどのように変化する
かをシミュレーションにより求めた図である．たとえば，db8 は，最大変動量が 0.0038
となっており，これは入力信号の L2 ノルム ‖f‖2 の 0.38〔%〕程度の変動になることを
42




















QSI (λ = 1)
QSI (λ = −1)
PTI
図 2.28 Daubechiesによる DWTの並進不変性の比較．レベル 3の DWTにおける
再構成波形の最大変動量を示しており，縦軸が式 (2.69)で計算される量である．




























































QSI (λ = 1)
QSI (λ = −1)
PTI
図 2.30 Daubechiesによる DWTの並進不変性の比較．レベル 3の DWTにおける
再構成波形の変動の和の平均を示しており，縦軸が式 (2.71)で計算される量である．
図 2.28より，db36では，PTI-CDWTよりも最大変動量が小さくなっていることがわ








∣∣∣ψ(m)3, 1 [n]− ψ3, 1 [n]∣∣∣ (2.71)
を用いて残差の和の平均値を求めると，QSI-CDWT では 1.188 × 10−5，PTI-CDWT





















21−ℓ = 2− 21−L とおくと，DWTの分解と再構成の乗算回数は式 (2.72)お
よび式 (2.73)の和となるので(
2− 21−L)Nsig (NH0 +NH1 +NG0 +NG1) (2.74)
となる．
従来の CDWT は，通常の DWT を並列させたものなので，実部と虚部のフィルタ長
が一致するならば式 (2.74) の 2 倍となる．ここで，実部のフィルタ長を NH0R，NH1R，
NG0R，NG1R，虚部のフィルタ長を NH0I，NH1I，NG0I，NG1I とおけば，(





2NsigNG0R + 2NsigNH0R (2.76)
の乗算回数を要し，再構成でも適用するため
2 (2NsigNG0R + 2NsigNH0R) (2.77)
が，従来の CDWTに対して追加で必要となる乗算回数である．一方で，PTI-CDWTは，
スケーリング関数からのサンプリングによって 1/2 サンプルずれを実現する．フィルタ
長 NSR および NSI を用いて，分解と再構成における乗算回数は
2NsigNSR + 2NsigNSI (2.78)
となる．すなわち，QSI-CDWT では式 (2.75) と式 (2.77) の和，PTI-CDWT では式
(2.75)と式 (2.78)の和となる．
45


























































































































図 3.2 非自走台車型 GPRによる調査の概略図
走台車型とよばれる GPR である．その主な仕様は，表 3.1 のとおりである．以降では，
GPRは非自走台車型 GPRを指すものとする．この GPRは移動が可能であるため，台
車位置ごとに時系列信号が記録される．この時系列信号を A-scan とよぶ [2]．GPR受信
信号は，GPRの位置ごとに A-scanが得られ，A-scan の遅延時間軸と台車移動方向軸の















+ (xP − xR)2 = (r + d2)2
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と表せる．GPRの位置を原点 xR = 0とみて，この関係を整理すると
(r + d1)
2



















d2 = −r ± (r + d1) cosh tp (3.1)
xp = (r + d1) sinh tp (3.2)
と表せる．
埋設管の位置 xp について −1 ≤ xp ≤ 1から 1〔m〕までを表す媒介変数 tp の範囲を考
えると，
−1 ≤ (r + d1) sinh tp ≤ 1
− (r + d1)−1 ≤ sinh tp ≤ (r + d1)−1
arcsinh
(
− (r + d1)−1
)






position of radar [m]
図 3.4 埋設物と GPRとの位置関係．











= ± (r + d1) sinh tp
dxp
dtp







r = 0.05〔m〕とおくと，埋設管位置から水平に 1〔m〕離れた位置で観測できる反射波
の裾の角度は表 3.2のようになる．この条件のもとで，d2 の軌跡を図示した結果が図 3.5
である．このシミュレーションから，埋設深さが深くなるほど，反射波は平たくなってい
52






























A-scan が持つ時間軸の変数を t〔ns〕，GPR位置の軸の変数を x〔m〕とおき，B-scan
を B (t, x)と表すこととする．実際に得られる B-scanについて，nt ∈ N，nx ∈ N0 を用
いて
t = 0.5nt〔ns〕 (0 < nt ≤ Nt) (3.3)
x = 0.01nx〔m〕 (0 ≤ nx < Nx) (3.4)
のように t，xを離散化し，B [nt, nx]と表す．
真空中の光の速さを c0 (≃ 3 × 108〔m/s〕) とおき，電磁波が i (∈ N0) 番目の層（厚み
53





































こととする．すなわち，A-scanの時間軸を t，地下 0〔m〕の地点の時刻を t0，深さ d〔m〕
にある埋設物からの反射を受信する時間 td〔s〕を用いて，








































図 3.10 単層の実験サイトで GPRによる走査を行っている様子．
写真提供　日本信号株式会社
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図 3.17 図 3.11の各遅延時間における分散．
が求まり，これの対数をとると
V [nt] = 10 log10 v [nt] (3.10)















position of radar [m]
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図 3.18の 10〔ns〕，55〔ns〕および 150〔ns〕の信号を選んだ．それぞれ，地表面反射波
を含む，x = 2〔m〕に反射波を含む，反射波も地表面反射波も含まない，という特徴が
ある．図 3.20 はそれらの GWT である．ここでは，長さの逆数〔1/m〕なので，周波数
〔1/s〕ではなく波数（wave number）とよぶ．いずれも，縦軸が対数間隔の波数軸，横軸
が台車位置軸 xであり，強度はいずれも最大値 1に正規化されている．
図 3.18の 6〔m〕から 7〔m〕の地表面反射波に揺れが確認できる．これは，図 3.20 (a)
の 0.9〔1/m〕に強く表れている．地表面反射波そのものは，同図において，10−1〔1/m〕付
近に横軸全体にわたって反応していることがみてとれる．図 3.20 (b) には，反射波が存在
する 2〔m〕の位置に強い反応が見られ，これが反射波と考えられる．この結果から，反射
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normalized result of GWT (at 10.0 [ns])
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(a)
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normalized result of GWT (at 55.0 [ns])
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normalized result of GWT (at 150.0 [ns])
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(c)
図 3.20 図 3.11の特定の水平方向の信号の GWT：(a) 10〔ns〕，(b) 55〔ns〕，(c) 150〔ns〕．
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3.5.3 縦縞の解析
反射波を含む小領域を図 3.21 (a) のように抜き出して帯域を特定し，反射波の帯域よ
りも低い周波数に縦縞ノイズが含まれていると考える．
調べる信号は図 3.21 (a) の破線のとおり，台車位置 x = 1.8〔m〕，2.3〔m〕および
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normalized result of GWT (at 1.8 [m])
0.2 0.4 0.6 0.8


















normalized result of GWT (at 2.3 [m])
0.2 0.4 0.6 0.8


















normalized result of GWT (at 2.8 [m])
0.2 0.4 0.6 0.8
(b)






算コストが大幅に抑えられること，を理由にQSI-CDWTを選択した．B-scan は 0.5 [ns]
ごとのサンプリングなので，サンプリング周波数は 2 [GHz] であり，ナイキスト周波数は
68


















normalized result of GWT (at 12.0 [m])
0.2 0.4 0.6 0.8
図 3.22 地表面反射波の GWTの結果．
1 [GHz] である．解析結果から，その周波数帯域はおおむね 150 [MHz] から 200 [MHz]
程度であり，これが含まれるパケットのみに注目する．レベル ℓのパケットは，2−ℓ〔GHz〕




(1) 式 (3.8)の B を QSI-CDWTする．分解レベルは 3とし，レベル 3のパケッ
トのみを再構成した信号を Ψ˜3 [nt]とおく．






















) を用い，回帰直線を c1t+ c0 とおいて V = c1t+ c0+ εv と





































を µ，変換を g とし，c0，c1 を係数とする xの 1次式を用いれば，











(1) Li ← −∞ (i ∈ [0, Nt] ∩ N0)
(2) i← istart + 20
(3) R1 = [istart , i) ∩ Nおよび R2 = [i ,Nt) ∩ N とし，R1 の区間の v に対して減








(5) i← i+ 1
(6) i < (Nt − 20) ならば (3) へ







線形予測子 c0 + c1x c0
確率分布 ガンマ分布 ガンマ分布
71
















































































































0 2 4 6 8 10

















図 3.26 GPR静止時の B-scan（歩道）の様子．






















































































正規分布密度関数 ρ1 の積分は 1 で正規化されている．原信号を f とおくと，
f (t)− f ∗ ρ1 (t)
= F−1
[




fˆ (ω) {1− ρˆ1 (ω)}
]























(1) 地表面反射波の σ を用いて，±3σ の範囲で 1次元正規分布密度関数からサン
プリングし，系列の和を 1 に正規化した FIR フィルタをつくる．これを NH
とおく．
(2) B-scanを B0 とおき，B1 ← B0 −B0 ∗NH
(3) 縦縞の σ を用いて，同様に和を 1に正規化した FIRフィルタをつくる．これ
を NV とおく．
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図 4.1 単層における f-kフィルタリングの結果．
0 2 4 6 8 10 12
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図 4.3 車道における f-kフィルタリングの結果．
0 1 2 3 4 5 6 7
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図 4.5 歩道における f-kフィルタリングの結果．
0 2 4 6 8 10 12 14





































255が代入される．また，解析限界を nAL，B-scanのサイズを Nt ×Nx とし，256階調
表示された B-scanを B256 と表すとき，
σ2N =
1
















できないことを意味する．人間にとっての B-scanの “見やすさ” と PSNRの評価は一致
しないことがあるため，あくまで参考にとどめるべきと考えられる．
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表 4.2 解析限界以降の PSNRの比較．値が大きいほど雑音が抑制されていることを示す．
単位〔dB〕
手法 単層 車道 歩道
f-k+減衰修正 20.86 20.54 21.16
SVD+減衰修正 22.47 17.48 19.64
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図 4.8 各実験環境における従来手法（f-k フィルタリング）＋減衰修正の結果および
特異値分解（SVD）＋減衰修正の結果の図示：(a) 単層（f-k），(b) 単層（SVD），(a)






















































pik = 1 (5.3)






のもとで，それぞれに対応する所属変数 c = {cn ∈ N}Nn=1 も用意する．これは，n番目の
観測値 xn が k 番目の要素に含まれているとき，cn = k と表すものである．要素のイン
デックスは k ∈ [1,K]∩N，観測値データのインデックスは n ∈ [1, N ]∩Nで制限される．









と表せる．D はディリクレ分布（Dirichlet distribution）[24] であり，α はハイパパラ
メータである．cn の確率は
P (cn = ℓ| c−n, α) =
∑
n ̸=m δcn, ℓ +
α
K
N − 1 + α (5.5)
ここで，サブスクリプトの −nは nを除くすべてのインデックスを表す．K →∞とする
と，式 (5.5)は
P˜ (cn = ℓ| c−n, α) =
∑
n ̸=m δcn, ℓ






P˜ (cn = ℓ| c−n, α) = α
N − 1 + α (5.7)
となり，αが，K + 1番目の新しい要素の生成しやすさの度合いを表すことになる．よっ
て，P˜ (cn = ℓ| c−n, α) は
1
N − 1 + α ×
{ ∑
n ̸=m δcn, ℓ , ℓ ∈ [1, K] ∩ N
α , ℓ = K + 1
(5.8)
となり，式 (5.8) を用いて，αの事後分布および cn の事後分布を導く．cの尤度は
L (c|α) = α
KΓ (α)















とする．ここで，p1 > 0は形状パラメータ，p2 > 0はスケールパラメータである．αの
事後分布は
p (α| c) ∝ L (c|α) p (α)
=
αKΓ (α)
Γ (N + α)
K∏
k=1
Γ (nk) IG (α| 1/2, 1/2)
∝ Γ (α)




















k = 1, ... ,






, · · · , α
K
)
cn |pi ∼ Multinomial (pi)












































































































delay time = 1.5 [ns]
delay time = 37.0 [ns]
delay time = 150.0 [ns]




表 5.1 水平信号の標本歪度と標本尖度．標準正規分布に従うとき，歪度 0，尖度 3となる．
水平信号〔ns〕 標本歪度 標本尖度
1.5 −4.810× 10−1 3.491
37 −1.159× 100 25.26































q-q plot of 150.0 [ns]







KLDは，基準となる確率密度分布関数 pと，測りたい q を用いて式 (5.12) のように定
義される．



















で表される．観測値 {yn}n に基づく経験分布 q は，






H (p‖q)を分布 p，q の異なり具合の定量化を表すとする．H (p||q) が，ある基準を超え
るとき正規性が崩れたと判定するため，一般化した判定関数 P を導入する．本研究では，





(1) B′ ← ノイズ除去 [B]
(2) nt ← 1




δ (B′ [nt, i]− x)
(4) N (nt)← H (H||N (0, 1))
(5) nt ≤ Nt なら nt ← nt + 1して (3)へ．そうでなければ (6)へ．
(6) N0 ← {n|P [N (n)] > 0}

























(5) 一様乱数 U ∈ [0, 1]を生成．
(6) x(n) ←
{
x(n−1), if U > pζ
x˜, else
(7) n← n+ 1し，何度か (3)に戻る．








x(n−1) − x˜, τ2M
)
とする．これにより，手続き (4) の推移確率 pζ の計算において，





補間を用いる．便宜的に，補間を併用する M-H 法を M-HI（Metropolis-Hastings used
Interpolation）法と呼ぶことにする．言い換えると，離散点の酔歩ではなく，補間によっ
て目標分布を連続にした上での酔歩を考えている．




t|σ2) ≡ ρ (t|αρ−1σ2) (5.15)
式 (5.15) の積分が 99.7〔%〕となる区間は
[



















−2 ln γ (5.16)
式 (5.16)の tγ がつくる区間 [− |tγ | ,+ |tγ |] と，αρ 乗によって山が狭められた ραρ の考
える区間
[
−3αρ− 12σ, +3αρ− 12σ
]
が一致するとき，αρ は式 (5.17)で与えられる．
tγ = ±3αρ− 12σ
±σ
√
−2 ln γ = ±3αρ− 12σ ∵ 式 (5.16)
σ2 (−2 ln γ) = 9σ
2
αρ
αρ = − 9
2 ln γ
(5.17)
本研究では，目標分布 pM を αρ 乗して M-HI 法を適用することを考える．αρ は式
(5.17) を用いて決定する．目標分布のべき乗は，M-H法の手続きにおいて，pM による分











1 つ目のアルゴリズムはつぎのようになる．水平信号の GWT を W [na, nb] とする．
ただし，na, nb ∈ N0 とする．このアルゴリズムを，別の複数ピーク検出法と区別するた
め，−3 dB法とよぶことにする．
複数ピークの検出法（−3 dB法）
(1) W [na, nb]←水平信号を GWT．
(2) W2 [na, nb]← 10 log10
[ |W [na, nb]|
max |W [na, nb]|
]2





すなわち，図 5.4のように，|W [na, nb]|2 を −3〔dB〕の高さの海面で浸すことと同じ
である．3つのアルゴリズムの中で，最も簡易で計算時間が短い．ただし，減衰の影響を












(1) W [na, nb]←水平信号を GWT．




(3) Wα [nb]← (W ′ [nb])αρ
(4) Wα [nb]上でM-HI法によって Nα 個のデータを生成する．生成された i番目
のデータのWα 上での座標を pi = n(i)b とおく．
(5) M-HI法によって生成された {pi}i を IGMM でクラスタリング．
(6) クラスタごとのピーク位置を記録．
図 5.5は 1D-MCMC法の概略である．
2D-MCMC法とよぶ手法は，GWTによって得られたW を用いた |W [na, nb]|2 をそ
のまま 2 次元確率分布とみなす方法である．最初に，M-HI 法によってこの分布に従う
データを生成し，その結果を IGMM によってまとめ，各クラスタの最大値を検出する．
複数ピークの検出法（2D-MCMC法）
(1) W [na, nb]←水平信号を GWT．




(3) Wα [na, nb] 上で M-HI 法によって Nα 個のデータを生成する．生成された i
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(c)
図 5.5 1D-MCMC 法の概略図：(a) B-scan の GWT を一方向に足しこんで 1 次元
の系列とする，(b) MCMC法により粒子を生成し，系列を粒子の集合で表現する，(c)
IGMMを用いてクラスタリング．
図 5.6 2D-MCMC 法の概略図：(a) B-scan の GWT を確率分布とみなす，(b)
MCMC 法により粒子を生成し，B-scan の GWT を粒子の集合で表現する，(c)
IGMMを用いてクラスタリング．





















また，−3 dB法にあわせて，ゲインが 3〔dB〕減衰すると考え，式 (5.17)で γ = 10− 310 ≈
0.5を設定して αρ を決定した．本研究では，γ = 0.5より計算される αρ を用いる．
5.3.5 検定を伴うクラスタリング















































埋設深さ 水平位置 −3dB法 1D-MCMC法 2D-MCMC法（真値）
0.5 0.30 0.47 0.45 0.47
1.0 2.30 2.34 2.40 2.46
1.5 4.30 4.46 4.48 4.26
2.0 6.30 6.59 6.69 6.46
2.5 8.30 - - -
ある．いずれも，GWTの中心周波数は 175〔MHz〕で，ピーク点を探索する際の粒子数
は 100点とした．
ピーク点検出結果である図 5.7，5.8および 5.9の各図の (a)，(c)および (e)は，×点が
台車移動方向（水平信号）におけるピーク点（以下，×点），○点が遅延時間方向（ A-scan）








管の位置から大きく外れるようになり，直径 0.1〔m〕に対し 0.2〔m〕から 0.3〔m〕のずれ
がある．しかし，図に示すように，反射波の位置の明示に大きく影響するものではない．
よって，反射波の明示という点では，図 5.7，5.8および 5.9のいずれの環境においても，










埋設深さ 水平位置 −3dB法 1D-MCMC法 2D-MCMC法（真値）
1.0 1.60 1.83 1.82 1.93
1.5 3.60 3.65 3.65 3.65
表 5.4 歩道におけるクラスタの重心水平位置と埋設管水平位置．
単位〔m〕
埋設深さ 水平位置 −3dB法 1D-MCMC法 2D-MCMC法（真値）
0.50 11.20 - - 10.95
1.00 9.60 9.62 9.74 9.76
1.25 14.20 13.99 13.88 13.99
1.50 8.10 7.98 7.83 7.98
1.75 12.70 12.52 12.44 12.62
2.00 6.60 - - -
2.50 5.10 - - -
3.00 3.60 - - -
3.50 2.10 - - -
管は，図 5.8(a), (c)および (e) より，反射波でないピーク点に影響され重心位置がずれて

















する −3dB 法，MCMC 法と IGMM を組み合わせた 1D-MCMC 法および 2D-MCMC
法を開発した．いずれの手法も，IGMMによってクラスタリングを行い，その結果の図
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形分布は，2次元ガウス分布 ρ2 に双曲線関数を指定した形状関数 S を組み込んで三日月
の湾曲をつくる．この分布をもとに，DPMを用いてその数とパラメータを推定し，反射
波の位置を調べる．
B-scan上の座標を表すため，ベクトル x = (t, x)を定義する．このとき，三日月形分
布 C は
C (x |ϑ) = ρ2
(
t, x|µt + S (x− µx, d) , µx, σ2t , σ2x
)
(6.1)
式 (3.1)，(3.2) および id = 0とした式 (3.6) を用いて，形状関数 S は













とする．ϑ = (µx, µt, d) とし，r は埋設管の半径，σ2x と σ2t は三日月形分布の縦横の幅



























ϑk に，N を C に置き換えると DPCMモデルのグラフィカルモデルになる．
cn の事後分布について述べる．cn を条件とする xn の尤度と式 (5.8)を用いて，
P (cn = ℓ| c−n, xn) ∝ p (xn| cn) P˜ (cn = ℓ| c−n, α) (6.4)
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所属する要素が cn ≤ K であれば，事後分布は
P (cn = ℓ| c−n, xn) ∝ C (xn|ϑcn) P˜ (cn = ℓ| c−n, α) (6.5)
所属する要素が cn = K + 1であれば，尤度のパラメータは未定義であるので，周辺化し
た尤度で cn ≤ K の場合の尤度を置換する．その周辺化尤度は
p (xn| cn) =
∫
p (xn, ϑcn | cn) dϑcn
=
∫
p (xn|ϑcn , cn) p (ϑcn | cn) dϑcn
=
∫
C (xn|ϑcn)G0 (ϑcn) dϑcn
ここで，G0 は ϑの事前分布とする．一般に，上記の積分を解析的に解くことは難しく，
本研究の場合も例外ではない．そのため，ここでは harmonic mean estimator [75,76] を
用いて計算を行う．これは，周辺化尤度の近似を与えるもので，式 (6.6)で計算される．












ここで，ϑ(m)cn ∼ p (ϑ|xn, cn) およびm ∈ [1, M ] ∩N であり，6.4節のM-H法による最
尤推定における ϑ(m)cn =
(
µ(m)x cn , µ
(m)






まず，要素数 K > 0 を任意に決定したのち，観測値 {xn}n と同数の所属変数 {cn}n
を 1から K の範囲の整数の乱数で {cn}n を初期化する．ハイパパラメータやパラメータ
を，それぞれの事前分布で生成して，初期化ステップが完了する．つぎに，所属変数の更
新を行う．式 (6.4)，式 (6.5)，および式 (6.6)から作られる確率質量関数 [24]から，新た
な所属をサンプルする操作を所属変数の数（すなわち観測値の数）だけ実施し，所属変数
を更新する．最後に，新しい所属に変わったもとでの各要素のパラメータの更新を，後述





(1) K(> 0) を決め，c をランダムに初期化する．
(2) 6.4節の議論を用いてΘ の初期値を推定する．
(3) 式 (6.4)の事後分布から cn をサンプルする（∀n）．
(4) 新しい cへの更新とK の更新．
(5) 6.4節の議論を用いてΘ を推定する．
(6) 式 (5.11)の事後分布から αをサンプルする．
(7) 何度か (3) に戻る．














C (xn|ϑ) , (6.7)
とする．ただし，D = (x1, . . . , xN ) を観測値とする．適当なパラメータ θ が Lから抽
出されたと仮定すると，M-H法による最尤推定の手続きはつぎのようになる．
M-H法による最尤推定の手続き
(1) 任意の値で初期化：µ(0)x , µ(0)t , d(0).
(2) i← 1
(3) s1, s2 ∼ N (0, 1)
(4) µ(i)x ← µ(i−1)x + s1
(5) µ
(i)
t ← µ(i−1)t + s2









D|µ(i−1)x , µ(i−1)t , d(i−1)
) < u then
µ(i)x ← µ(i−1)x , µ(i)t ← µ(i−1)t .
(8) s3 ∼ N (0, 1)
(9) d(i) ←
∣∣∣d(i−1) + s3∣∣∣








D|µ(i)x , µ(i)t , d(i−1)
) < u then
d(i) ← d(i−1).



















































適用結果を示す．図 6.1(a) はサンプリングの結果，図 6.1(b) はクラスタリングの結果，




図 6.1 単層における無限混合三日月形分布の学習結果：(a) 生成された粒子の様子，
(b) 学習結果のクラスタの図示，(c) d < 5 のみのクラスタの表示，(d) d < 5 の三日
月形分布の重ね合わせの様子．




























図 6.2 生成された各クラスタの疑似深度 d〔m〕とそのクラスタが持つ粒子数．疑似













µx µt depth d





















22 34 7.057 65.775 1.533 1.196
19 26 2.430 52.517 1.170 0.099
31 23 7.406 24.158 0.393 3.608
33 17 3.846 76.882 1.837 0.089




図 6.3 車道における無限混合三日月形分布の学習結果：(a) 生成された粒子の様子，
(b) 学習結果のクラスタの図示，(c) d < 5 のみのクラスタの表示，(d) d < 5 の三日
月形分布の重ね合わせの様子．
図 6.3 に車道に対する提案手法の適用結果を示す．各図は，単層と同様の処理による













µx µt depth d





















21 38 6.043 3.008 -0.125 1.583
18 25 5.401 11.332 0.252 0.712
0 24 0.161 19.809 0.485 1.644
22 17 0.428 3.772 -0.074 1.903
20 16 5.439 21.415 0.529 0.497
27 10 3.143 28.079 0.711 0.768
6 8 5.099 38.003 0.983 0.506
2 6 7.044 4.399 -0.032 0.115
30 5 6.567 29.016 0.737 4.899













図 6.4 歩道における無限混合三日月形分布の学習結果：(a) 生成された粒子の様子，
















µx µt depth d
























































5 14 2.898 8.675 0.095 2.233
29 12 14.802 2.075 -0.167 0.244
10 12 11.840 9.224 0.110 0.133
7 10 15.265 32.152 0.738 0.064
38 8 11.348 32.821 0.757 2.283
35 8 1.863 2.746 -0.122 1.180
また，本手法のあてはめから，比誘電率を推定することが可能である．単層の環境で比
誘電率 εr が一定と仮定し，双曲線形の頂点，すなわち深度 dr の埋設管に反射した時点を
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図 6.5 断面が四角形で，形状関数を台形状に設定して DPCMモデルの学習を行った
ときのシミュレーションの結果．
表 6.6 表 6.3の結果に基づく比誘電率 εr の推定．












で比誘電率が求まる．表 6.3の結果から，真の埋設管深度として dr を設定し，それに対
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f (t)ψ∗(a,b) (t) dt










































exp (−jωt)f (t) dt ∴ τ = b− t
=
√
aψˆ∗ (−aω) fˆ (ω)
=
√
aψˆ (aω) fˆ (ω)
A.3 短時間フーリエ変換のフーリエ変換











f (τ) exp (−jω0τ)
∫
R




f (τ) exp (−jω0τ)
∫
R








f (τ) exp (−j (ω0 + u) τ)dτ
= wˆ (u) fˆ (ω0 + u)
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A.4 式 (2.45)の導出

















































ただし，C，C1，C2 は適当な ROCとする．w = z
1
2 および v = −z 12 で変数変換すると，





























X (v)H1 (v) v
(2n−k)−1dv,
= 2Z−1[X (z)H1 (z)] [2n− k]










X (z) {z}−kH1 (z) + 1
2












X (z)H1 (z) + {−1}−kX (−z)H1 (−z)
}
Z 変換の公式から，






























ρ [n] + {−1}n+k ρ [n]
]
∵ {−1}−n = {−1}n
と書き換えられる．Z 変換の線型性を用いた．
A.6 Selesnickの議論の拡張
本節では，Selesnick [53] の議論を拡張し，再構成してまとめる．まず，θi : R 7→
(−pi/2, +pi/2) , i ∈ B を用い，zn = exp (jωn)の置き換えによって
GIi (exp (jω)) = G
R
i (exp (jω)) exp (−jθi (ω)) (A.3)
が成り立つと仮定する．実部のスケーリング関数は











































































































































































{ −λ j ψˆR (ω) , ω > 0




















λ , ω > 0
−pi
2
λ , ω < 0
(A.5)
直交ウェーブレットの場合 CQF バンクなので，G•0 を用いて直接 G•1 を表すことがで
きる．







(−z−1) ∵ 式 (2.39)
ここで z = exp (jω) を代入し，G•i (z) = Gˆ•i (ω) と表せるとすれば
G•0 (− exp (−jω)) = Gˆ•0 (−ω ∓ pi)
である．すなわち Gˆ•1 は
Gˆ•1 (ω) = Gˆ
•
0 (−ω ∓ pi) exp (−jω (L− 1)) (A.6)
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ここで，2つの式を整理する．1つ目について，
GˆI1 (ω) = Gˆ
I
0 (−ω ∓ pi) exp (−jω (L− 1)) ∵ 式 (A.6)
= GˆR0 (−ω ∓ pi) exp (−jω (L− 1))
· exp (−jθ0 (−ω ∓ pi)) ∵ 式 (A.3)
2つ目について，
GˆI1 (ω) = Gˆ
R
1 (ω) exp (−jθ1 (ω)) ∵ 式 (A.3)
= GˆR0 (−ω ∓ pi) exp (−jω (L− 1))
· exp (−jθ1 (ω)) ∵ 式 (A.6)
以上の 2式から，
θ1 (ω) = θ0 (−ω ∓ pi) (A.7)
が成り立つ．このとき，Selesnick [53]は θ0 が ω/2 である，という仮定をおいた．
ここでは，Selesnick の仮定を λを用いて拡張し，θ0 (ω) = λω/2 とおくことにす

























となる．また，式 (A.7) から，θ1 は θ0 を用いて議論できる．θ1 のとる範囲は
−pi
2
<θ0 (−ω ∓ pi) < pi
2
−ω + pi の場合，ω のとる範囲は λ ∈ {±1}をどちらに採ろうと 0 < ω < 2pi とな





















および式 (2.66)の表現を用いる．G˜•0 に対応するスケーリング関数を φ˜• とし，G˜•1
に対応するウェーブレット関数を ψ˜• とおく．議論すべき課題は，式 (2.49)の関係
を仮定するとき，式 (2.50) が双直交ウェーブレット変換においても成り立つかど
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うか，である．式 (2.49)の仮定は，θ0 (ω) = λω/2の仮定と同一である．ここで，
r ∈ (−1, +1)を用いて
H˜I0 (z) = z
−rH˜R0 (z) (A.10)
なる関係を仮定する．このとき，再構成側の HPFは
G˜I1 (z) = −H˜I0 (−z) ∵ 式 (2.66)
= − (−z)−r H˜R0 (−z) ∵ 式 (A.10)
= (−z)−r G˜R1 (z) ∵ 式 (2.66)
と整理される．z = exp (jω)を用い，上記の関係と式 (A.3)を比較すると，
exp (−jθ1 (ω)) = {− exp (jω)}−r
= exp (−jr (ω ± pi))
θ1 (ω) = r (ω ± pi)
となる．r = −λ/2の場合，直交ウェーブレットと同じ結果となり，G˜R1 と G˜I1 か
らなるウェーブレット関数 ψ˜R と ψ˜I が式 (A.4)を満たす．式 (A.3)の θi は，単に
G•i と G•1−i の関係を示すだけで，GRi と GIi を記述するものではない．そのため，
式 (A.3) を双直交ウェーブレット変換に導入しても，式 (2.38) を定義するわけで
はないので，双直交ウェーブレット変換の特徴と矛盾しない．









/* reconstruction filter */
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g0:reverse(h0);









/* fix delay by convolution */
for i in makelist(k,k,1,length(h0)/2) do(
exh:shift_m1(exh)
);











/* convolution (G0) */
h03:[];
tmp_exg:shift_m1(exg);








/* 1 sample shift */
h03:if lmd=1 then shift_p1(h03)
else shift_m1(h03);
/* convolution (H0) */
h04:[];
tmp_exh:shift_m1(exh);
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