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Abstract
We propose a novel approach based on deep Convolutional Neural Networks (CNN) to recognize human actions in still images
by predicting the future motion, and detecting the shape and location of the salient parts of the image. We make the following
major contributions to this important area of research: (i) We use the predicted future motion in the static image (Walker et
al., 2015) as a means of compensating for the missing temporal information, while using the saliency map to represent the the
spatial information in the form of location and shape of what is predicted as significant. (ii) We cast action classification in static
images as a domain adaptation problem by transfer learning. We first map the input static image to a new domain that we refer
to as the Predicted Optical Flow-Saliency Map domain (POF-SM), and then fine-tune the layers of a deep CNN model trained
on classifying the ImageNet dataset to perform action classification in the POF-SM domain. (iii) We tested our method on the
popular Willow dataset. But unlike existing methods, we also tested on a more realistic and challenging dataset of over 2M still
images that we collected and labeled by taking random frames from the UCF-101 video dataset. We call our dataset the UCF
Still Image dataset or UCFSI-101 in short. Our results outperform the state of the art.
Index Terms
Still Image Action Recognition, Predicted Optical Flow, Saliency Map
I. INTRODUCTION
Human action recognition from visual data has a wide range of applications in areas such as image annotation [148],
[151]–[153], surveillance and image retrieval [9], [13], [14], [73]–[75], [78]–[81], [87], [142], [144], [145], [147],, and video
post-production and editing [4], [5], [20], [26], [42], [45], [46], [67], [108], [138], [156], [157]. to name a few.
The literature on human action recognition is primarily dominated by methods that rely on video data as input [8], [10]–[12],
[15], [16], [33], [132]–[137], [143], [146]. Video data has the advantage of providing temporal information, which plays an
important role in distinguishing different actions. There has also been methods that attempt to tackle viewpoint variations
[8], [10]–[12], [15], [16], [133]–[135], [137], although such methods may require calibration across view [7], [25], [37]–[39],
[39]–[41], [43], [47]–[49], [64], [76], [77], [84], [85], [91]–[94], [103]. Action recognition in still images is, on the other hand,
more challenging due to the absence of motion information. The problem becomes even more challenging when there is no
contextual information, e.g. when no objects (other than the human) are available in the image. Interestingly, humans perform
this task almost effortlessly. Humans have a remarkable ability to recognize an action in a still image, despite the lack of
temporal information. Human brain is able to not only recognize what is present in the image but also predict what action
may take place next. Therefore, predicting the future motion plays a very important role in the prediction of a human action,
especially when the action relies mainly on human body motions, and not the human-object interactions.
Given the tremendous growth in the number of images on the Web, it is of paramount importance to automate the analysis
of human action in still images. Remarkable progress has been made in human action recognition in video data. In contrast,
action recognition in still images remains more challenging and less attended by researchers. The problem may be sometimes
exacerbated by the quality of the image, in which case preprocessing steps can be helpful [29]–[31], [44], [72], [100], [115]–
[117], [119]–[125], [128], [129], [131], also actions may be located in different parts of the image or present at different visual
scales, in which case global registration methods may be helpful [6], [17]–[19], [21]–[24], [27], [28], [58]–[63], [65], [66],
[118], [126], [127]. However, in general, the challenge mainly resides in the lack of temporal information, as further described
below.
II. RELATED WORK
Human action recognition in still images has gained increasing attention in recent years (Zhang et al., 2016; Oquab et al.,
2014; Gkioxari et al., 2014; Khan et al., 2013) due to its challenging nature and its importance in applications such as image
search and retrieval. A comprehensive survey was performed by Guo and Lai, where existing action recognition methods are
categorized based on low-level features (e.g SIFT [102] and HOG [50]) and high-level cues, such as attributes [32], [159],
body parts and pose [52], [104], [161], which are challenging due to the limited number of poses they can detect and also the
fact that many different human actions share almost the same poses, and human-object interaction [111], [158], [159]. Other
approaches to action recognition employ Bag of Words (BOW)-based image representations [95], [96], [113].
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2Action recognition in still images has recently benefited from CNN models [68], [71], [110], which offer an outstanding
performance. The tradeoff, however, is that training the CNNs requires millions of parameters and often a huge number of
annotated images. This poses a challenge when fewer training data are available. CNNs are high-capacity classifiers with very
large numbers of parameters that must be learned from training examples. Action recognition in still images suffers from lack
of annotated images for a wide range of action classes. Recent works on single image action recognition focus on a limited
number of action classes and primarily rely on human-object interaction, which requires tackling a very challenging problem
of recognizing shapes and objects other than humans in the scene [1]–[3], [34]–[36], [51], [55], [101], [105]–[107], [109],
[130], [139], [160]. This poses a challenge when the action merely involves a human with no object interaction, or when the
objects next to humans cannot be readily recognized. In such cases, the most salient parts of the body and their predicted
future motion can play a crucial role in action recognition.
It is worth mentioning that most of the large scale image datasets such as Caltech [57], Pascal VOC [56] and ImageNet [54]
have been created for the purpose of object recognition, but not for action recognition. To address this problem, we have cast
our problem as a domain-adaptation problem. We built a POF-SM dataset consisting of over 2M images. First, we sampled
frames from each video in UCF-101 [141] and collected a large dataset of still images consisting of action-labeled images.
Then, we mapped all the images in this dataset into the new domain; i.e. POF-SM. The Predicted Optical Flow (POF) for
each pixel in the image [155], combined with the static Saliency Map (SM), yields a three-channel input data for our CNN,
hereafter referred to as IPOFh POFvSM .
III. OUR APPROACH
In this section, we first describe the proposed domain mapping to transfer data from the source domain of static raw images to
the POF-SM domain. We then describe our deep CNN architecture, implementing the proposed domain adaptation, to transfer
learning from raw image classification to still image action classification in the POF-SM domain.
A. Domain Mapping
As depicted in Figure 1, as part of our domain adaptation scheme, we convert the input images to IPOFh POFvSM , i.e. a
three-channel input data for our network. We use a CNN model similar to the one proposed by Walker et al. [155] to predict
a dense optical flow. This optical flow represents how and where each pixel in the input static image is predicted to move.
For this purpose, the optical flow vectors are first quantized into 40 clusters by k-means. The problem is then treated in a
manner similar to semantic segmentation, where each region in the image is classified as a particular cluster of the optical
flow. A softmax loss layer at the output is then used for computing gradients. The softmax loss is spatial, summing over all
the individual region losses. This leads to a M × N × C softmax layer, where M , N and C represent the number of rows,
columns and clusters, respectively.
Fig. 1. Schematic overview of our approach. We first map the input image I onto IPOFh POFvSM . We then employ deep features extracted from activation of
the fully connected layers of the CNN and form the final prediction using the softmax operator.
Let I represent the image and Y be the ground truth optical flow labels represented as quantized clusters. Then the spatial
loss function L(I, Y ) as defined by Walker et al. is given by:
L(I, Y ) = −
M×N∑
i=1
C∑
r=1
1(Yi = r) logFi,r(I), (1)
where F i,r(I) represents the probability that the ith pixel will move according to cluster r, and 1(Y i = r) is an indicator
function. A problem with this loss function is that it implicitly assumes a uniform probability mass function (pmf) for the
motion clusters, which is very unlikely and prone to noise. Therefore, we modified Eq. (1) in order to minimize the noise by
3Fig. 2. Example of mapping I onto IPOFh POFvSM
taking into account only the K most-likely clusters, i.e. the K clusters with the highest probability. This amounts to replacing
the second summation in Eq. (1) with an order statistic filter as follows:
Lˆ(I, Y ) = −
M×N∑
i=1
C∑
r=1
ωrPi,(r), (2)
where ωr are some weight factors, and
Pi,(r) = 1(Yi = (r)) logFi,(r)(I) (3)
is the pmf in descending order of values, i.e. Pi,(1) ≥ Pi,(2) ≥ ... ≥ Pi,(C). In our implementation, we set K = 10 and
assumed ωr = 1K for Pi,(1), . . . , Pi,(K), and ωr = 0, otherwise. Essentially, we end up averaging over the probabilities of the
K most-likely clusters.
The SM channel of the target domain represents the static saliency map of the image using a bottom-up approach [112],
where each pixel indicates the likelihood of saliency of a feature matrix given its surrounding feature matrices. We set all the
values below some threshold τ in the SM channel to zero, in order to make sure to have a better localization and representation
of the shape of the salient parts of the image. The threshold τ was selected by Otsu’s method [?].
By generating the POF (horizontal and vertical components) and the saliency map for each image, we map the RGB images
in the datasets to the target domain IPOFh POFvSM .
B. Network Architecture
Our CNN network is similar to the standard seven-layer architecture proposed in [98]. The CNN architecture of [98] contains
more that 60 million parameters and 650,000 neurons. This network is formed by five successive convolutional layers C1...C5
followed by three fully connected layers FC6...FC8. The three fully connected layers then compute Y 6 = σ(W 6Y 5 + B6),
Y 7 = σ(W 7Y 6 + B7), Y 8 = ψ(W 8Y 7 + B8), where Y m denotes the output of the mth layer and Wm and Bm are trainable
parameters of the mth layer. Also, σ(X)[i] = max(0, X[i]) and ψ(X)[i] = eX[i]/ΣjeX[j] are the ”ReLU” and ”SoftMax”
non-linear activation functions.
To accomplish transfer-learning by adapting to the new target domain of the input data, we changed the FC8 layer in order
to adapt it to our target domain classes. In all our experiments, we keep some of the earlier layers fixed, and fine-tune some
higher-level portions of the network, including C4...FC7, and finally train the new classifier layer FC8 from scratch. Even
though it appears that we can afford to train a network from scratch when the target dataset is large enough, in practice it is
quite often still beneficial to initialize the weights from a pre-trained model. In this case, we have enough data and confidence
to fine-tune through the entire network. The new FC8 is trained on the target dataset from scratch with a higher learning rate.
4Our goal is to learn a mapping between the predicted optical flows combined with spatial information of the most salient parts
of the image, and the action being performed in the image.
Below, we denote the convolutional layers as CON(k,s), which indicates that there are k kernels, of size s×s. We also denote
the local response normalization layer as LRN, and the max-pooling layer as MP. All the strides are set to 1 except for the first
layer, which is set to 4 during convolution. The stride for pooling is 2, and we set the pooling kernel size as 3 × 3. Finally,
FC(n) denotes a fully connected layer with n neurons. Our network architecture can be described as: CON(96, 11)→LRN→
MP→CON(256,5)→LRN→MP→CON(384,3)→CON(384,3)→CON(256,3)→RLN→MP→FC(4096)→FC(4096). We
use a base learning rate of 0.001 and a step size of 70000 iterations. We use a smaller learning rate for layer weights that are
being fine-tuned, in comparison to the weights for the new linear classifier that computes the class scores of our new dataset.
Figure 1 depicts the overall architecture described above.
IV. EXPERIMENTS
To evaluate our method, we experimented on the challenging UCFSI-101 dataset and the Willow action dataset, as described
below.
A. UCF-101 Sill Image (UCFSI-101) Dataset
UCF-101 [141] has 13320 videos from 101 action categories that spread across 5 broad groups, that is (1) Human-Object
Interaction (Typing, brushing teeth, hammering, etc.), (2) Body-Motion (Baby crawling, push ups, blowing candles, walking,
jumping, etc.), (3) Human-Human interaction (Head massage, salsa spin, haircut, etc.), (4) Playing Instruments (flute, guitar,
piano, etc.) and (5) Sports. Considering that our method is based on the patterns associated with the human motion and also the
overall shape and location of the most salient parts in the image, we get better results on Body-Motion categories as opposed
to other categories that are highly dependent on detecting the presence of a specific object in the scene.
Performing the training directly on a dataset such as UCF-101 for the purpose of video action classification leads to overfitting,
due to the size of the dataset. However, we overcame this problem by creating a large enough annotated still-image dataset
by extracting and labeling over 2M video frames from the original UCF-101 dataset [141]. We collected 1,585,071 frames as
our training set and 617,321 frames to help form our test set. After domain-mapping of the collected still images from RGB
to IPOFh POFvSM ∈ POF-SM, we trained our deep CNN model on this new huge dataset that we call the UCFSI-101.
The experiments were run on a single GeForce GTX Titan GPU with 15GB of memory. To evaluate the performance of
our transfer methodology, the approach mentioned in section 3 was applied on POF-SM dataset. Our method outperforms the
non-pretrained baseline where CNN is trained over 2M RGB images in UCFSI-101 (i.e. the original frames extracted from
the UCF-101 dataset prior to domain mapping). Our transfer method also yields more promising results compared to the case
where a CNN is trained from scratch on POF-SM mapped UCFSI-101 dataset, as shown in table 1. Since we expect that
CNNs learn more generic features on the bottom layers of the network, and more convoluted dataset-specific features near the
top layers of the network, we considered two different scenarios for our transfer learning experiments.
• Fine-tuning all layers: In this scenario, we re-trained all network parameters, including all convolutional layers on the
bottom of the network.
• Freezing the first three convolutional layers and fine-tuning the rest: Rather than only re-training the final classifier layer
from scratch, we performed fine-tuning on the last five layers.
We further broke down our performance by 5 broad groups of classes present in the UCFSI-101 dataset. We computed the
average precision of every class and then computed the mean average precision over classes in each group. In all experiments,
fine-tuning the last 5 layers of the network increased the performance on all action categories. Also among all groups, we
obtained the best results on the Body-Motion group, in which actions heavily depend on predicted body motion and also the
most salient part of the body. Tables 1 and 2 depict the results accordingly.
TABLE I
STILL IMAGE ACTION RECOGNITION RESULTS ON BOTH UCFSI-101 RGB IMAGES (USED AS BASELINE) AND THE POF-SM MAPPED UCFSI-101
DATASET. RESULTS ON POF-SM UCFSI-101 DATASET BENEFITED FROM TWO DIFFERENT TRANSFER LEARNING SCENARIOS.
Model Top-1Accuracy
Top-5
Accuracy 1
Train from scratch on RGB images 14.8% 22.1%
Train from scratch on POF-SM 21.2% 35.0%
Fine-tune all layers on POF-SM 41.8% 55.3%
Fine-tune top 5 layers on POF-SM 63.7% 70.8%
15 guesses are allowed.
5TABLE II
MEAN AVERAGE PRECISION (MAP) OF OUR NETWORK BROKEN DOWN BY CATEGORY GROUPS.
Group
MAP
from scratch
on RGB
MAP
from scratch
on POF-SM
MAP
fine-tune
all layers
MAP
fine-tune
top 5 layers
Human-Object
Interaction 0.20 0.17 0.35 0.56
Body-Motion 0.11 0.42 0.58 0.84
Human-Human
Interaction 0.10 0.35 0.42 0.58
Playing Musical
Instruments 0.20 0.18 0.30 0.60
Sports 0.17 0.23 0.42 0.65
All groups 0.16 0.24 0.42 0.65
B. Willow dataset
The Willow action dataset 2 contains 911 images split into seven action categories: Interacting with computer, Photographing,
Playing music, Riding bike, Riding horse, Running and Walking. We used the train and test splits provided by the original
authors. We also used standard data augmentation, i.e. randomly mirrored images to avoid spatial biases (such as humans
always centered in the image). We then mapped all the images in the training and test sets to IPOFh POFvSM . We removed the
last fully-connected layer from our network, which was pre-trained on the generated POF-SMUCFSI-101 dataset mentioned in
section IV-A. We then treated the rest of the CNN as a fixed feature extractor for the new dataset POF-SMWillow. Moreover,
we trained a linear softmax classifier for the new POF-SMWillow dataset. We further divided the 7 action categories into two
main groups, Body-Motion and Non-Body-Motion actions. The first three actions, pointed out in the beginning of this section
are considered as Non-Body-Motion actions since they are highly dependent on human-object interactions and the rest are
considered as Body-Motion actions. We computed the Mean Average Precision (MAP) over classes in each group. We achieve
the best performance on the Body-Motion group, with an MAP of 76.1%. Table 3 shows the results on the Willow dataset.
TABLE III
COMPARISON IN (MAP) OF OUR APPROACH AGAINST STATE-OF-THE-ART APPROACHES ON THE WILLOW DATASET.
Method Non-Body-Motion Body-Motion
Delaitre et al. [52] 55.6 62.7
Delaitre et al. [53] 55.4 70.7
Sharma et al. [113] 59.0 71.1
Sharma et al. [114] 60.1 73.2
Khan et al. [97] 62.4 72.2
Liang et al. [99] 89.0 74.0
Ours 62.9 76.1
V. CONCLUSION
Identifying information from a single image has made major progress in recent years, including object recognition [69],
[70], [98], [140], [154], geo-localization [82], [83], [86], [88]–[90], image classification [149], [150], etc. Herein, we propose a
transfer learning approach for action recognition in still images using deep CNN that exploit predicted motion and saliency maps
as temporal and spatial cues. The results outperform the state of the art, and are demonstrated on challenging datasets, such as
the newly created UCFSI-101, which has not been previously explored in the context of still image action classification. We
have shown that the proposed method yields better results by a remarkable margin compared to recent works in the literature,
specifically on the actions that rely on human-body motions.
2Willow is available at: http://www.di.ens.fr/willow/research/stillactions/
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