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データ 確率密度 モデル




𝑛𝑠 𝑝𝑠(𝑦|𝑥) 𝑝𝑠(𝑦|𝑥; 𝛽𝑠)





𝑝𝑡(𝑦|𝑥) 𝑝𝑡 𝑦 𝑥; 𝛽𝑡
• 𝑥 ∈ ℝ𝑑 , 𝑦 ∈ 0,1 分類 or 𝑦 ∈ ℝ(回帰)
• 𝑛𝑡 ≪ 𝑛𝑠 （ターゲットのサンプル数が少ない場合を想定）
• ソースの訓練済みモデル𝑝𝑠(𝑦|𝑥; መ𝛽𝑠)は与えられている
• ソースのデータ𝐷𝑠は与えられていない
𝜌 < 0 ベイズの考え方に基づく転移学習
𝜌 = 0 転移を行わない学習
0 < 𝜌 < 1 密度比推定の考え方に基づく転移学習
𝜌 = 1 学習を行わない（ソースモデルを直接適用）
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𝑡; 𝜃 + 𝜆 logන𝑤 𝑢, 𝑥𝑖






𝑤(𝑦, 𝑥; 𝜃)とモデル化 訓練済みモデル𝑝𝑠(𝑦|𝑥; መ𝛽𝑠)を適用








[ 例 (確率密度に正規分布を仮定) ]
𝑝𝑠 𝑦 𝑥; 𝛽𝑠 ∝ exp −𝜎 𝑦 − 𝑓𝑠 𝑥; 𝛽𝑠
2
, 𝑝𝑡 𝑦 𝑥; 𝛽𝑡 ∝ exp −𝜏 𝑦 − 𝑓𝑡 𝑥; 𝛽𝑡
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𝑡 − 𝑓𝑤 𝑥𝑖
𝑡; 𝜃
2
− 𝜌 𝑓𝑠 𝑥𝑖
















𝑤 𝑦, 𝑥; 𝜃 𝑝𝑠(𝑦|𝑥; 𝛽𝑠)が確率密度であるという条件の下、カルバック・ライブラー距離を計算することで、以下の目的関数を得る。
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𝜆 ∈ {−1,−0.9, … , 1.9, 2}のそれぞれについて計算
塗りつぶしはそれぞれの𝜆の範囲での正答率の幅を表している
実験結果①
