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ABSTRACT 
Column sufficient, row sufficient, and sufficient matrices have recently arisen in 
connection with the linear complementarity problem. We review and supplement the 
basic theory of these matrix classes, propose new criteria for identifyng them, and 
compare these criteria with the existing ones. Our main mathematical tool is principal 
pivoting. 
1. INTRODUCTION 
The classes of column sufficient, row sufficient, and sufficient matrices 
have recently arisen in connection with the linear complementarity problem 
(LCP); see [6]. A matrix A E R ‘Ix ‘I is column suffizcient if for all N E R” 
x,(AT), < 0, i = l,..., n * x1( As), = 0, i = I,.... n, (1.1) 
and rou: .sufficient if AT is column sufficient. A is ,sz@cient if it is both row 
and column sufficient. These matrix classes have an intrinsic role in the 
theory of the LCP [6]: row sufficient matrices are linked to the existence of 
solutions, and column sufficient matrices are associated with the convexity of 
the solution set. Sufficient matrices also have algorithmic significance for the 
LCP. Nondegenerate LCPs with row sufficient matrices can be processed by 
Lemke’s method [12, 61 and by the principal pivoting method of Dantzig and 
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Cottle [4, 21. Any sufficient LCP can be solved by the principal pivoting 
method and the criss-cross method [ll, 171. Some parametric LCPs with 
sufficient matrices can also be solved, see [I7]. 
The theory of sufficient matrices has been studied in [2, 3, 5, 61. We 
review and supplement the basic theory of sufficient matrices, develop new 
criteria for identifying them, and compare these criteria with the existing 
ones. Our main mathematical tool is principal pivoting. 
The organization of the paper is as follows. After some preliminaries, in 
Section 3 we review and supplement the basic theory of sufficient matrices. 
We show, for example, that if a column (row) sufficient matrix A is of rank r 
and some collection of r columns (rows) is linearly independent, then the 
corresponding principal submatrix is nonsingular. As a consequence, if some 
columns (rows) of A are linearly independent, then so are the corresponding 
rows (columns). In Section 4 we develop criteria for sufficient matrices. A 
matrix A is called (row, column) sufficient of order k if all its k X k 
principal submatrices are (row, column) sufficient. We show that A E [WnXn 
of rank r < n is (row, column) sufficient if it is (row, column) sufficient of 
order r + 1. As sharpenings of this result we state two conditions under 
which A, of rank r < n and (row, column) sufficient of order r, is (row, 
column) sufficient. We show also that a matrix A E [wnx” with positive 
determinant is (row, column) sufficient if it is (row, column) sufficient of 
order k < n and A-i is (row, column) sufficient of order n - k. Moreover, 
we give necessary and sufficient conditions for A E [WnXn, (row, column) 
sufficient of order n - 1, to be (row, column) sufficient. This result is crucial 
for constructing practical tests for sufficiency, to be recorded in Section 5. 
Our criteria are inductive: to test A E IWnXn for (row, column) sufficiency we 
check sequentially for k = 2,3,. . . whether A (or A-i), (row, column) 
sufficient of order k - 1, is (row, column) sufficient of order k. We propose 
four criteria, two of which apply for nonsingular matrices only, and compare 
them with those due to Cottle and Guu [5]. All these criteria, both ours and 
Cottle and Guu’s, are combinatorially explosive, so they are practicable for 
small matrices only. In such cases our best criteria are more efficient than the 
tests of Cottle and Guu. 
2. PRELIMINARIES 
If A = [u,~] E Il%‘“‘x” (A is a real m X n matrix), we write AT for its 
transpose. If R c (1, . . . , m} and S c (1, . . . , n}, we denote the submatrix of 
A induced by rows i E R and columns j E S by A,,, the row submatrix of 
A consisting of rows i E R by A,. , and the column submatrix of A 
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consisting of columns j E S by A.,, letting h stand for the singleton {h}. If’ 
A is square, we write det A or 1 Al for its determinant, adj A for its adjoint, 
and A[“] for its leading k X k principal submatrix. A diagonal matrix D E 
1w l, x II with the diagonal elements cl,, . . . , cl,, is denoted by D = 
diagid,, . . . , cl,). By a principal peimutation of a square matrix we mean 
simultaneous permutation of the rows and the columns. In particular, wc 
write gr, for the p c’ 1 rm ipa permutation interchanging rows and columns r 
and .Y. .4ny vector x E [w” is interpreted as an 11 X 1 matrix and denoted by- 
s= x [ . . . ) x,,]’ or, for simplicity, bv x = (x1, . . . , .r,,>. We write sH for the 
subvecior of r consisting of components i E R. If s, y E LQ”, their Hacla~rurrd 
procht .T * y E R” is defined b,; 
('*y)izxty,~ i = l,..., II. 
We define N = { 1, . . . , n} and denote the complement of a set H c N with 
respect to N by R. We abbreviate R + s = R U (s}, H - r = H \ (r}, and 
R + .s - r = R U {s) \ (r}. The cardinality of a set R is denoted by IRI, and 
the empty set by 0. We say that x, y E [w have the .sanle sign if r = y = O 
or .YZ/ > 0, and opposite signs if x = y = 0 or xy < 0. If x E iw, we let 1.~1 
stand for the greatest integer less than or equal to x. We use the svmbol := 
for definition. 
If A E [w”“” and R ~{l,..., m}, S c {I ,..., n} with IRI = /.?I, the 




into an equivalent table A (containing a matrix A) in which the va_sables yH 
and xs have be:n exchanged; see e.g. [2, 14, 161. We denote A = Pfis A 
whether A and A are tables or matrices (here the elements of R and S refer 
to the rows and columns of A, respectively). gas is defined if and only if the 
@vat A,, of the operation is nonsingular; see [14, Theorem 1.11. If R = S = 
0, then PIRS is defined as the identity operation. The principal pivotal 
operation PR R is abbreviated as 9s. Any matrix obtained from a square 
matrix A by means of a principal pivotal operation followed by a principal 
permutation is called a principal transform of A. If A = [ Alj] E [w”“’ is a 
block matrix, we let gcrs, stand for the block pivotal operation with the pivot 
A,,, abbreviating L?(~~, y (rj b 9 . The single pivotal operation with the pivot 
(1,s is denoted by 9_, and the single principal pivotal operation with the 
pivot arr by Pi. If, in A E Iw”‘“, we have a,,a,, = 0 # ar,asr, then 
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9{,.. sl A = ~T’,,9s,.9’,, A. We write 9:s for the pivotal condensation, i.e., the 
operation Pas followed by the deletion of rows i E R and columns j E S. In 
connection with 9:s the original numbering of the remaining rows and 
columns is retained. Schur’s determinantal formula [lo] is as follows: 
det A = det A,, det( 9’: A), det A,, # 0. (24 
Moreover, for any A E R”‘“, we have by [13, (8.17)I 
rank A = rank A,, + rank( 9: A), det A,, # 0. (2.2) 
The pivotal theory applies to dual linear relations also. So we may treat the 
systems y = Ax and v = -ATu in a double pivoting scheme [l], writing the 
former system by rows and the latter one by columns. We have, for example, 
We shall have occasion to apply this double scheme later on. 
The elements of a matrix obtained from A E Iw”’ ’ by means of a pivotal 
operation can be expressed as ratios of determinants. 
THEOREM 2.1. Let 
G=AB A 
[ 1 
G =cPcl,G = li B^ 
C D' 1 1 c^ L?’ 
where A is nonsingular. Then 
(i) iij = Aji t det A, 
(ii) bij = det Eij t det A 
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where 
A,i is the cofactor of aj, in A, 
E,j is obtained from A by replacing column i with -B,, 
F,, is obtained from A by replacing row j with C,, . 
Proof. 6): Ob?ous. 
(ii): Interpret B, = 
and use Cramer’s rule. 
-A-LB.1 as the solution to the equation A?: = -B ,’ 
(iii): Interpret (eijT = (C,.A-‘)’ = (Ar)-lC,? as the solution to the 
equation A’x = Cl?, and use Cramer’s rule. 
(iv): Note that di, = d,, - C,.A~‘B,, and apply (2.1) to the block detrsr- 
minant. W 
A matrix A E RrrXn . IS called a P,,-mate?; (P-matrix) if all its principal 
minors are nonnegative (positive), and a P,-nzutrix if all its principal minors 
are positive except one, which is zero. All the P,,-matrices (P-matrices) form 
the class P,) (P). 
THEOHEM 2.2 [9, 81. A E RnX” is a P,,-fnatrir (P-n~2tri.r) if and or&y if 
for every nonzero vector x E R” there exists an index k such that xk # 0 and 
-~.~y~~O(>O),wherey=A~. 
In this study we shall be concerned with column sufficient, row sufficient, 
and sufficient matrices, as defined in Section I. In addition, a vacuous matrix 
is defined to be (row, column) sufficient. Note that (1.1) is equivalent to 
x*(Ax)<O * r*(Ax) =O. 
Examples of sufficient matrices are nonnegative definite matrices and P- 
matrices. There are, however, also sufficient matrices not belonging to thrJsc> 
classes. 
We say that A E R nX ‘I is sufficient (row sufficient, column sufficient, P,, , 
P) of order k (0 < k < n) if every k X k principal submatrix of it belongs to 
the class in question. 
For most results we shall verify the column sufficient case only, the proofs 
of the other cases being analogous. 
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3. BASIC THEORY 
We shall review and supplement the basic theory of sufficient matrices 
developed in [2, 3, 5, 61. 
THEOREM 3.1 [2]. If A E RnXn is (row, column) sufficient, then so is 
(i> any principal permutation of A, (ii) any principal submatrix of A, and (iii) 
any principal transform of A. 
LEMMA 3.1. Zf A E RnXn is (row, column) sufSicient of order k and 
B =PR A with R c N, 1 RI = h < k, then B is (row, column) sufficient of 
order-k-h. 
Proof. (The column sufficient case). Consider any submatrix B,, of B 
where S c N, ]SI < k - h. Because (R U SI < k, AR” s RU s is column 
sufficient, and so are B, U s R U s and B,,. ??
THEOREM 3.2 [6]. Zf A E IWrlX n is (row, column) sufficient, then A E PO. 
In particular, A has nonnegative diagonal elements. 
TI~EOREM 3.3 [2]. Let A E IWnXn with akk = 0. Then: 
(i) Zf A is column sufficient, then ajk = 0 or aikaki < 0 for all i # k. 
(ii) Zf A is row sufficient, then ski = 0 or aikaki < 0 for all i f k. 
(iii) Zf A is su.cient, then aik = ski = 0 or aikaki < 0 for all i # k. 
THEOREM 3.4. Let A E [wnx”, of rank r < n, be column (row) sufs 
cient, and let R c N, 1 RI = r, be such that columns (rows) i E R are linearly 
independent. Then A,, is nonsingular. 
Proof. (The column sufficient case). By induction on r. If r = 0, there 
is nothing to prove. Then assume that the theorem holds for matrices of rank 
< r, and let A be of rank r z 1. Let R be as stated in the theorem, and 
assume, without loss of generality, that R = (1,. . . , r}. Assume, on the 
contrary, that rank A,, = k < r. Let S c R, ISI = k, be such that columns 
j E S of A,, are linearly independent. Then, by the induction hypothesis, 
SUFFICIENT MATRICES 113 
A,, is nonsingular. The matrix B = 9tA is of the form 
0 B,, 
B = B,, B,, ’ [ 1 
where the zero block is of order r - k and rank B,, = r - k. Theorem 3.36) 
implies that B,, f 0. So 
rank A = k + rank B > k + rank B,, + rank B,, > r 
[see (2.2)], B contradiction. ??
An analogous result holds for sufficient matrices. 
TIIEOKEM 3.5. If A E [W”Xn is column (row) sufficient and columns 
(rows> i E S of A are linearly independent, then .so are rows (columns) i E S 
of A. lf A i.s sufficient, then roux i E S are linearly independent tf and only if 
columns i E S nre. 
Proof. (The column sufficient case). Let A be of rank r, and let R, 
ScRcN,IR(=r,besuchtf*t 1 la co umns i E R of A are linearly indepen- 
dent. Then A,, is nonsingular. Hence rows i E R of A are linearly 
independent, and so are rows i E S of A. ??
THEOREM 3.6. Let A E iWrrXrl he column sufficient, let columns j E S of 
A be linearly independent, and let A,.= c7’A,., where k G S. Then there exists 
u u .such that A., = A.,u, where necessarily ui = 0 or uic2 > 0 for all i. 
Proof. Let A be of rank r, let ISI = h, and let R, S C R c N, IRI = r, 
be such that columns i E R of A are linearly independent. Without loss of 
generality assume that S = (1, . . . , h}, R = (1, . . , r}, k = n. We solve the 
equations A. ,, = A.,u and A,,.= c%,. using the double pivoting scheme; cf. 
(2.3). The initial table is 
11 0 0 -1 
A: 
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where A,, and A,, are of orders h and r - h, respectively. The operation 
9s leads from A to the table 
B: 
0= (j= o= o= 
Here B,, = 0 (because A,.= vrAs. has a solution), implying B,, = 0 (be- 
cause B is column sufficient). So A., = A.+ has the unique solution 
u = -B,,. The unique solution of the equation A,.= vTAs. is v = BIi. 
Finally, it follows from the column sufficiency of B that ui = 0 or uioi > 0 
for all i. ??
Analogous results hold for sufficient and row sufficient matrices. 
4. CRITERIA FOR SUFFICIENT MATRICES 
We shall develop criteria for (row, column) sufficient matrices. We begin 
with by giving two basic results. 
THEOREM 4.1 [5]. A E [wnx” is (row, column) sufficient if and only if 
every matrix obtained from it by means of a principal pivotal operation is 
(row, column) su.cient of order two. 
REMARK 4.1. There is a minor defect in the proof of [5, Theorem 11. In 
case I, the authors have not noted that, in their M, column k may be zero 
while row k is nonzero. This defect is easily remedied by replacing xk with 
zero. 
THEOREM 4.2. Zf A E Rnx” is (row, column) su.cient of order n - 1 
and det A > 0, then A is (row, column) suficient. 
Proof. (The column sufficient case). Note that A E PO. Assume, on the 
contrary, that there is an x E 1w” such that x * y Q 0 and x * y # 0 where 
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y = AT. We have two cases: 
(i) xk = 0 for some k. Then ~~~~~ * Y~,_~ < 0 and x+~ * Y~.-~ # 0. 
contradicting the column sufficiency of A,- k. ,k, _ k. 
(ii) si f 0 for all i. Without loss of generality assume that s > O, 
y < 0 (if x, < 0, multiply x,, yI, row i of A, and column i of A by - 1). 
Letting z = -A-‘e with tc = (l,..., 1) E R” and choosing a real numbtr 
c’ > 0 so small that X := x + cz > 0, we havre q := AT = y - ce < 0, contra- 
dicting Theorem 2.2. ??
In order to apply Theorem 4.1 it is necessary to be able to identitjs 2 x 2 
(row, column) sufficient matrices; see [2, Propositions 8 and 91 and [5. 
Lemmas 1, 2, and 51. We given another characterization. 
THEOREM 4.3. Let A E R2x2 have nonrlegntive diagonal. lf dct A > 0, 
then A is suflcient. lf det A = 0, then 
(i) A is column sufficient if and only if a,, = 0 3 A.i =: 0 j)r i = 1. 2: 
(ii) A is row su.cient if and only if uil = 0 =S A,.= 0 for i = 1, 2; 
(iii) A is suficient if and only if a,, = 0 =S A,= 0 and A., = 0 ,fi)r 
i = 1,2. 
In par-tic&r, any 2 X 2 P,,-matrix with positive diagonal is .rufficiwd. 
Proof. (The column sufficient case). If det A > 0, use Theorem 4.2. If’ 
det A = 0, use [5, Lemma 11, considering separately the following three 
cases: (a> a,r = ag2 = 0, (b) exactly one of a,,, ~1~~ is positive. and (c) 
011% = q2a2, > 0. ??
In the following two theorems we give some consequences of Theorcvns 
4.1 and 4.2 for singular and nonsingular matrices. 
THEOREM 4.4. A E R”x ” of rank r < n is (row‘, colw~ln) .sufj%ien f (f 
and only if it is (row, column) sufficient of order r + 1. 
Proof. (The column sufficient case). Necessity: Ob\;ious. 
Suff;:ciency: We apply Theorem 4.1. Let R =PH A, K c N, and let 
S c N, ISI = 2. Clearly, IRI < r. We have to show that B,, is colmnn 
sufficient. There are two cases: 
(i) IR U SI <r + 1. Then ABb,S,ltuS is column sufficient, and so are 
B N U .s. II II .\ and Bss. 
(ii) (HI = r, R n S = 0. Now B,, = 0; see (2.2). ??
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THEOREM 4.5. ZfA E R”‘” with det A > 0 is (row, column) su.icient 
of order k (1 < k < n - 1) and A-’ is (row, column) suficient of order 
n - k, then A is (row, column) sufficient. 
Proof. (The column sufficient case). If k = 1 or n - 1, apply Theo- 
rem 4.2 to A-’ or A. Assume then that 2 < k < n - 2. We shall apply 
Theorem 4.1. Let C = A-‘, B =9sA =9$$ with R c N, and S c N with 
1SI = 2. We have to show that B,, is column sufficient. We have three cases. 
Case I: IR U Sj <k. Now ARUs RUS is column sufficient, and so are 
B RUs,RUs and BSS- 
Case II: IR U 5’ > k + 2. We have 
IR u SI + IR u SI = /RI + IR n s1+ IEI + IR n Sl = n + 2, 
whence IRUSI=~+~-IRUSI<~-~. Now ~~~~~~~~ is column 
sufficient, and so are ~~~ s K” s and B,,. 
Case ZZZ: IR U Sl = k < 1. We have three subcases: 
(i) IRI = k + 1, S c R. Now the nonsingular matrix A,,, of order 
k + 1, is column sufficient of order k. Moreover, 
det A,, = det A + det BEE = det A det CR_R_ > 0. 
Thus A,, is column sufficient (see Theorem 4.2), and so are B,, and Bss. 
(ii) 1ZI = k - 1, S c R. Apply (i) with the roles of A, R and A-‘, E 
interchanged. 
(iii) IRl = k, S = (s, t} with s E R, t E i?. Now B,, and BR_R_ are 
column sufficient. If b,, > 0, apply (ii) with R replaced by R - s. If b,, > 0, 
apply (i) with R replaced by R + t. There remains the case b,, = b,, = 0. 
Assume that B,, is not column sufficient. There are two possibilities. Firstly, 
if b,, # 0, b,y,b,, 2 0, then there is an h E R such that b,,$ z 0 (then 
b,,yb,sh < 0). Consider the matrix D := E’h,Y9sh9’hs B = Pa, (h, sj A, which is 
column sufficient of order two (see Lemma 3.1), contradicting the fact that 
d,, = 0 # d,, and d,,d,, > 0. Secondly, if-b,, = 0 z b,,, apply the preced- 
ing case with the roles of A, R, s and A-l, R, t interchanged. ??
In Theorems 4.7-4.8 below we sharpen Theorem 4.4. As a preliminary 
result we state the following. 
THEOREM 4.6. The matrix 
A = ’ B E Rnx” 
[ 1 c 0 
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where the zero blocks are square, is (row, column) sufficient i;f’and only if all 
the corresponding minors of B and -- CT have the Same sign. 
Proof. (The column sufficient case). Let B be of order rn X (n - m). 
and let the columns of B and the rows of C be numbered m + 1,. . , n. 
Necessity: Let R c M := 11,. . . , m} and S c M with 1 R/ = ISI. By Theo- 
rem 3.2, det A, u s au ,s = det B,, det( - C,,) > 0. Moreover, 
det B,<, z 0 
+. columns i E S of A, u s s c, ,s are linearly independent 
3 rows i E S of ARUS,sUS are linearly independent (by Theorem 3.ii) 
* det Cs, # 0. 
Analogously, det C,, # 0 * det BsS # 0. 
Suflciency: We apply Theorem 4.1. If D =gD7. A, T c A', then 7’ is of 
the form T = R U S, where R c M, S C M, IRI = IS/, and A,, = B,,s and 
A sn = C,, are nonsingular. So I1 is a principal permutation of E := 
9s,9’,1,s A; see [14, Lemma 1.11. Here 9ss affects only B and PSH only C. 
It suffices to show that eil and e,i have opposite signs for all (i, j> E M X .G. 
This follows, however, from Theorem 2.1. ??
TREOHEM 4.7. Let A E UT?““” be of rank r (1 < r < n -- 1). Thutr: 
(i) lf A is column (row) suficient of order r, then it is column (row) 
sufficient if and only if for any R C N with I RI = r. 
det A,, = 0 j the columns ( rows) i E R of A are linearly depcdent. 
(ii) lf A is sujjicient of order r, then it i.s .sufficient if and only if. jbr mtr!y 
R c A7 with I RI = r, 
det A,, = 0 * the rows and columns i E R of A are linearly rlepr&rlt 
Proof. (The column sufficient case). iVeces.sify: See Theorem 3.4. 
Sufficiency: Assume that A is not column sufficient. In view of Theorem 
4.1 and the proof of Theorem 4.4 we have the following two possibilities: 
(a)Thereisan RcN, IRl=r-1,andan S={s,t}cRwith sft 
such that, in B :=~?a A, the sitbmatrix B,, is not column sufficient. B,, 
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must be singular, because otherwise we would have rank A > r; see (2.2). 
Without loss of generality we may assume that b,, = b,, = 0 # b,, (see 
Theorem 4.3). But then AR+s, R+s is singular (because b,, = O), and columns 
i E R + s of A are linearly independent (because b,, # O), a contradiction. 
(b)Thereisan R~N,jR]=r,andanS=(s,t}withs~R,t~R 
such that, in B := 9a A, the submatrix B,, is not column sufficient. Note 
that b,, = 0. If b,, > 0, apply (a) with R replaced by R - s. Assume then 
that b,Y,Y = 0. The case b,,Y # 0, b,y,b,, > 0 is impossible; cf. the proof of 
Theorem 4.5, case III(iii). In the remaining case b,, = 0 # b,, we choose an 
h E R such that b,, # 0 (then b,, # 0). In the matrix C := Pfi, th ,Y,A = 
9’Ih,S)B = E’,,s9sh9,,sB we have c,,,, = cth = 0, cht, c,,, # 0. So AiT with 
T = R + t - s is singular while the columns j E T of A are linearly 
independent, a contradiction. ??
COROLLARY 4.1. Let A E IX”“’ be of rank one and have nonnegative 
diagonal. Then: 
(i) A is column suflicient if and only if ai, = 0 * A.i = 0 for all i E N. 
(ii) A is row sufSicient if and only if a,, = 0 * Ai.= 0 for all i E N. 
(iii) A is sufficient if and only if aii = 0 3 Aj.= 0 and A., = 0 for all 
i E N. 
In particular, A is suflicient if it has positive diagonal. 
COROLLARY 4.2. Let x, y E [w” \ {0} and A = yx?‘ E [WnXn. Then: 
(i) A is column sufficient if and only if xi = 0 or xi yi > 0 for all i E N. 
(ii) A is row sufficient if and only if yi = 0 or xi yi > 0 for all i E N. 
(iii) A is sufficient if and only if xi = yi = 0 or xi yi > 0 for all i E N. 
COROLLARY 4.3. Zf A E [WnXn, of rank r, is P of order r, then it is 
sufficient. 
COROLLARY 4.4 (see [5, p. 661). Any P,-matrix is sufficient. 
Proof. See [7, p. 2111 and apply Corollary 4.3. ??
THEOREM 4.8. Let A E [wnx” be of rank r < n and column (row) 
sufficient of order r, and let columns (rows) i E R c N with ) RI = r of A be 
linearly independent. lf A,, is singular, then A is not column (row) 
sufficient. Otherwise, denoting B = Tfl A, A is column (row) suflicient if and 
only if any nonzero minor of BRA (BK~) and the corresponding minor of 
- BiR ( - Bl,-) have the same sign. 
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Proof. (The column sufficient case). For the case det A,, = 0 refer to 
Theorem 3.4. Then assume that det A,, > 0. 
Necessity is established like det B,, z 0 - det C,, f 0 in the proof of 
the necessity part of Theorem 4.6. 
Sufficiency: We use Theorem 4.7 (i). Now BE, = 0 and, by [15, Theorem 
11% 
{H c NI IHI = r, det A,, = 0) 
={R\SUTIScR,TcR,ISI=ITI,detBsl=O}. (4.1) 
Take any sets S, T satisfying the conditions in (4.1). We have to show that 
columns i E R \ S u T of A are linearly dependent or, equivalently, that 
the equation y = Ax with y = 0, xs = 0, XR, r = 0 has a solution x Z 0. 
Now y = Ax is equivalent to z(; = B;s, where u: is obtained from y b> 
replacing yR with xs and z is obtained from x by replacing xH with ys. It 
is easy to see that this equation has a solution (w, z) # 0: Take Xr # 0 such 
that B,s, Xr = 0; then z with zr = x7. = X7., 2.~ = 0 yields a u; with u+, , s = 
X tt\s= B H\.S.7.%.> u-Gus = 0. So the equation Ax = 0 has a nontrivial 
solution. ??
An analogous result holds for sufficient matrices. 
COROLLARY 4.5. Let A E [WnX” be of rank n - 1, and let B =9h,_k A. 
Then : 
(i) If A is column (row) sufficient of order n - 1, then it is column 
(row) sufficient ifand only tfbi, = 0 (bki = 0) or bikbki < 0 for all i f k. 
(ii) If A zs su acaent of order n .- 1, then it is sufficient if and only if f’ 
b,, = b,, = 0 or bikbki < 0 for all i f k. 
THEOREM 4.9. Let A E R’Lx” be column (row) sufficient of order 
n - 1. Then it is not column (row) sufficient if and only if either (i) 
det A < 0 or (ii) rank A = n - 1 and there is a k E N such that A,_ k, w_l. 
is singular while columns (rows) i E N - k are linearly independent. 
Proof. Sufficiency: See Theorems 3.2 and 3.4. 
Necessity: If det A > 0, then A is singular by Theorem 4.2. If rank A < 
n - 1, then A is column (row) sufficient by Theorem 4.4. So rank A = 
n - 1. The existence of a k as mentioned in the theorem is guaranteed by 
Theorem 4.7. ??
An analogous result holds for sufficient matrices. 
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5. PRACTICALITIES 
Finding out whether a given matrix A E lRnx n \ (0) is (row, column) 
sufficient may be very laborious even for moderate values of n. If n is small, 
one may use Theorems 4.2-4.5, 4.7, and 4.8, and Corollaries 4.1 and 4.5. For 
example: 
n = 2. Use Theorem 4.3. 
n = 3. If det A > 0, use Theorem 4.2. If rank A = 2, use Theorem 4.7. 
If rank A = 1, apply Corollary 4.1. 
n = 4. If det A > 0, use Theorem 4.2 or 4.5 (with k = 2); if A is 
singular, use Theorem 4.8. 
n = 5. If det A > 0, use Theorem 4.5 (with k = 3); if A is singular, use 
Theorem 4.8. 
When testing A E R n x n for (row, column) sufficiency, we check sequen- 
tially for k = 2,3, . . . whether A (or A-‘), (row, column) sufficient of order 
k - 1, is (row, column) sufficient of order k. We shall develop a procedure 
for accomplishing this. The procedure will be based on Corollary 4.5 and the 
following lemma. 
LEMMA 5.1. Let A E IL!“‘“, of rank r, be (row, column) su.icient of 
order n - 1. Assume that single or double principal pivotal condensations are 
applied to A as long as possible. Then: 
(i) Zf r # n - 1, the process can be continued until a zero matrix 
(possibly vacuous) of order n - r ensues. 
(ii) Zf r = n - 1, the process can be continued until one of the following 
three kinds of matrices ensues: 
[Ol, [i :I, [i i], a,b f0. (5.1) 
Proof. By induction on n. The cases n = 1 and n = 2 are trivial. 
Assume then that the lemma holds for all orders < n, and let A E Iwnx “, 
n >, 3, satisfy the assumption. If A = 0, there is nothing to prove. If A # 0 
and the diagonal of A is nonzero, choose a k E N such that akk > 0 and 
apply the induction hypothesis to B :=9tA; see (2.2) and Lemma 3.1. If 
A # 0 and a,, = 0 for all i E N, choose (h, k) E N X N such that ahk # 0. 
Then akh # 0 because A is (row, column) sufficient of order two. Finally, 
apply the induction hypothesis to B := 9$, k, A. ??
REMARK 5.1. Consider Lemma 5.1. In (i), A is (row, column) sufficient 
if and only if det A > 0. If, in case (ii), the terminal matrix is 2 X 2, then A 
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is not (row, column) sufficient. If the terminal matrix is [O], let k E N be 
such that 9Gpk A = [O], and let B =9+k A. Then Corollary 4.5 tells us 
whether A is (row, column) sufficient or not. 
PHOCEDUHE 5.1 [Checking whether A E R”‘“, column (row) sufficient of 
order n - 1, is column (row) sufficient]. 
Sl: Set B=A,k=n, K=N. 
S2: If B,, f 0 go to S3. 
If k 2 2, stop; A is column (row) sufficient. 
If k = 1, stop; letting K = {h], A is column (row) sufficient if and only 
if bi,, = 0 (blLi = 0) or b,,bhi < 0 for all i E N - h. 
S3: If k > 1, go to S4. If k = 1, stop; letting K = {h}, A is column (row) 
sufficient if and only if b,,z > 0. 
S4: If B,, has zero diagonal, go to S5. Otherwise choose an i E K such 
thatb,,>O,set B+-.YiBB, K+K-i,k+k-IandgotoS2. 
S5: If k = 2, stop; A is column (row) sufficient if and only if det B,, > 0. 
If k > 2, choose (i,j) E K X K such that b,, # 0, set B +-PI, j,B, 
K * K \ {i,j}, k +- k - 2, and go to S2. 
With a minor modification in step S2, case k = 1, Procedure 5.1 checks 
whether A E RnXn, sufficient of order n - 1, is sufficient. In case A is 
nonsingular, the last single or double principal pivot is omitted in Procedure 
5.1. So the procedure requires at most n - 1 single pivots, i.e., at most 
n”(n - 1) operations (multiplications or divisions). Consequently, checking 
whether A E R”x” which is (row, column) sufficient of order k - 1 is (row. 





is a binomial coefficient. 
Procedure 5.1 can be improved by replacing full pivotal operations with 
pivotal condensations. We shall need the following result. 
THECMM 5.1. Let A E R” ‘I’, of’ rank n - 1, be (row, column) sujfi- 
cient of order n - 1, and let x, y E R” be the right and left eigenvectors, 
respectively, associated with the zero eigenualue of A. Then A is (row, 
column) sufficient if and only if ysT or - yxT is. 
Proclf. (The column sufficient case). We have three cases according to 
the terminal matrices given in (5.1): 
(i) The process mentioned in LAemma 5.1 terminates in [O]. Without loss 
of generality assume that A tnp ‘1 is nonsingular. We determine r and y using 
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A,, A,, -Y1 9~1) ------I x1 = AZ, arm -Yn o= 41 42 0 B 21 0 n _y (5.2) 
o= o= 
Choosing x,, yn so that X, y,, > 0, we obtain, for example, xT = LB:,, 11, 
yT = [-B,,, I]. By Corollaries 4.2 and 4.5, A is column sufficient if and only 
if yxT is. If x,, yn are chosen so that x, y,, < 0, then A is column sufficient 
if and only if - yxT is. , 
(ii) The process mentioned in Lemma 5.1 terminates in the second matrix 
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of (5.1). Without loss of generality assume that A[n-2] is nonsingular. To 
determine x and y we pass from the first table of (5.2) to 
41 42 Bl, 




where x2 = (xi,..., x,~~), y2 = (y11..., y,-21, and a # 0. We must 
choose x, = 0 # x,_, and yn_i = 0 # y,,. But then none of A, yxT and 
- yxr is column sufficient. 
(iii) The process mentioned in Lemma 5.1 terminates in the third matrix 
of (5.1). This case is analogous to (ii). ??
COROLLARY 5.1. Zf A E Rnx”, of rank n - 1, is (row, column) suffi- 
cient, then adj A is (column, row) sufficient. 
Proof. (The column sufficient case). Let x and y be, respectively, the 
right and left eigenvectors of A associated with the zero eigenvalue. Without 
loss of generality assume that det A’“- ‘1 > 0 and x,, = y,, = 1 (see the proof 
of Theorem 5.1). Because A<adj A) = A?‘(adj A)r = 0, the columns (rows) of 
adj A are multiples of x (y?‘), whence adj A = c~xy’ = a(yx”)‘, where 
(Y = det At” ‘I. Finally apply Theorem 5.1. ??
We return to the improvement of Procedure 5.1. In view of Remark 5.1, 
it is sufficient to use pivotal condensations instead of pivotal operations except 
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in case (ii) of Lemma 5.1, as the matrix [0] ensues. In this case we apply 
Theorem 5.1. The vectors x and y can be determined with the aid of 
Gaussian elimination. To illustrate this we give a small numerical example. 
E?(AMPLE ij.1. Check whether the matrix 
1 1 -1 
_; ; 1; 
21 1 
is (row, column) sufficient. A is of rank 3 and sufficient of order 3, and At” 
is nonsingular. We determine the right eigenvector x and the left eigenvector 
y of A associated with the zero eigenvalue using pivotal condensations in the 





x1 x2 x3 x3 
1 1 1 -1 
1 1 2 -2 
1 -1 1 -3 
0 2 1 1 









r -2 -2 
12 2 
-+ B: o= 0 -y4 0 
o= 
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We determine x and y by back substitution, taking x4 = y4 = 1. From the 
pivot row and column of table c we obtain x2 = - 1, y3 = 1. Similarly, 
table B yields xa = 1, yz = - 1 (at this point we may check that xs ys > 0, 
x2 yz > 0). Finally, from table A we obtain xi = 1, y1 = 0. So the matrix A 
is row but not column sufficient. 
Think of using the improved method to test whether A E RnXn, (row, 
column) sufficient of order 12 - 1, is (row, column) sufficient. Then, in the 
forward phase, at most n(n2 - I)/3 operations are needed. In the possible 
back substitution one may compare the signs of xi and yi for any i as soon as 
xi and yi have been generated. So one may find that A is not row or column 
sufficient before the whole vectors x and y are at hand; see Theorem 5.1 and 
Corollary 4.2. Calculating the first, second, third,. . . component of x to be 
determined in the back substitution requires at most 0, 1, 2, . . . operations. 
So, to compute x at most n(n - 1)/2 operations are needed. The same 
holds for y. It follows that determining x and y requires altogether at most 
n(n - 1Xn + 4)/3 operations. This is to be compared with the upper bound 
n2(n - 1) in Procedure 5.1. The memory requirements in the improved 
procedure are not essentially greater than in the original procedure. The 
following example illustrates this. 
-- 
EXAMPLE 5.2. In Example 5.1 the tables A, B, C, and 5 need not be 
saved, separately for back substitution, because it is possible to write table B 
over A, table c over B, and table D over c. To see this, define B = 9, A, 
C =9’,,B, D =Ps2C. When proceeding, write the elements of A, B, C, D 
to be needed in the back substitution in the same table as follows: 
I 
a11 a12 a13 a14 
a21 b 22 b23 b24 L-l a31 ‘32 b 33 c34 a41 ‘42 b d44 43 
With the aid of appropriate bookkeeping, one may determine x and y from 
this table using back substitution. 
Finally we list various criteria for (row, column) sufficiency and compare 
them with each other. We denote their worst-case operation counts by v(n) 
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TABLE 1 
WORST-CASE OPERATION COUNTS OF VARIOUS CRITERIA FOR SUFFICIENCY 
Operation Count 
Criterion n=5 n = 10 n = 15 n = 20 n = 30 
v,(n) 14.1 x 102 19.4 x lo4 14.3 x 106 8.2 x 10” 1.Q x 10” 
v,(n) 5.6 x 10’ 13.8 x 10” 14.6 x 10” 11.0 x 10x 3.7 x 10’” 
v,(n) 4.0 x 10” 7.7 x 104 7.2 x 10’ 3.0 X 10” 1.6 x IO’” 
v4(n) 2.9 x 10” 7.5 x 10” 9.2 x 10’ 7.3 x lox 2.7 x IO” 
v&n) 2.5 x 10” 4.8 x 10” 4.9 x 10” 3.5 x 108 1.2 x IO’” 
when applied to an n x n matrix. Some numerical values are recorded in 
‘Table 1. 
Test 1. Application of Theorem 4.1 (due to Cottle and Guu [5]). M’e 
h. dVf2 
v,(n) = 27q2n - 1) - 11”. 
Test 2. Our inductive test using full pivotal operations. We check, for 
k = 2,..., n, whether A E RnX”, (row, column) sufficient of order k - 1, is 
(row, column) sufficient of order k. The general step, accomplished by ‘I 
i i ,k 
applications of Procedure 5.1, requires at most k’(k - 1) operations. So 
V2(n) = 2”-3n(n - I)(n + 2). 
Test 3. Our improved inductive test using pivotal condensations. For it. 
v3( n) = +2”p”n( n - l)( n + 10). 
Test 4 (for nonsingular matrices only). Using Theorem 4.5 with k = 
[n/2] (test 2, with interruption, is applied to A and A- ’ >. We have 
v4(n)=v2(n)+n”-+n(n”-6) ~~ 
( I 
where m = [n/2] and 6 = 0 or 1 according as II is even or odd. 
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Test 5 (for nonsingular matrices only). As in test 4 but using an 
interrupted test 3 instead of an interrupted test 2. Defining m and 6 as for 
test 4, we have 
Vs(7L) = zJ3(12) + rL2 - Q(?r + 4)(?? - S)( :1). 
Test 6. The inductive test for column sufficiency due to Cottle and Guu 
[5]. The general step is the same as in test 2. However, its accomplishment 
requires in the worst case solving 2k i 
( 1 
( 1 
linear programs in k variables (in 
[5], the factor 
E h 
as inadvertently been omitted). So this test is much less 
efficient than the preceding ones. 
The working space required by test 1 is about n3 memory places, and that 
required by tests 2-5 is about n2 memory places. All the above tests are 
combinatorially explosive and thus practicable for small matrices only. In such 












M. L. B&n&i and A. W. Tucker, Duality theory of linear programs: A construc- 
tive approach with applications, SIAM Rev. 11:347-377 (1969). 
R. W. Cottle, The principal pivoting method revisited, Math. Programming 
48:369-385 (1990). 
R. W. Cottle and Y.-Y. Chang, Least-index resolution of degeneracy in linear 
complementarity problems with sufficient matrices, SIAM J. Matrix Anal. A&. 
13:1131-1141 (1992). 
R. W. Cottle and G. B. Dantzig, Complementary pivot theory of mathematical 
programming, Linear Algebra Appl. 1:103-125 (1968). 
R. W. Cottle and S.-M. Guu, Two characterizations of sufficient matrices, Linear 
Algebra Appl. 170:65-74 (1992). 
R. W. Cottle, J.-S. Pang, and V. Venkateswaran, Sufficient matrices and the linear 
complementarity problem, Linear Algebra Appl. 114/115:231-249 (1989). 
R. W. Cottle and R. E. Stone, On the uniqueness of solutions to linear 
complementarity problems, Math. Programming 27:191-213 (1983). 
M. Fiedler and V. P&k, On matrices with non-positive off-diagonal elements and 
positive principal minors, Czechoslovuk Math. J. (88) 13:574-586 (1963). 
M. Fiedler and V. Ptak, Some generalizations of positive definiteness and 
monotonicity, Numer. Math. 9: 163- 172 (1966). 
F. R. Gantmacher, The Theory of Matrices, Vol. 1, Chelsea, New York, 1959, 
p. 46. 
SUFFICIENT MATRICES 129 
11 D. den Hertog, C. Roos, and T. Terlaky, The linear complementarity problem, 
sufficient matrices, and the criss-cross method, Linear Algebra Appl. 187:1-14 
(1993). 
12 C. E. Lemke, Bimatrix equilibrium points and mathematical programming, 
Management Sci. 11:681-689 (1965). 
13 6. Marsaglia and G. P. H. Styan, Equalities and inequalities for ranks of matrices, 
Lineur and Multilinear Algebra 2:269-292 (1974). 
14 T. D. Parsons, A Combinatorial Approach to Convex Quadratic Programming, 
Ph.D. Thesis, Princeton Univ., Princeton, N.J., 1966. 
15 T. D. Parsons, Applications of principal pivoting, in Proceedings of the Princeton 
Symposium on Mathematical Programming (H. W. Kuhn, Ed.), Princeton U.P., 
Princeton, N.J., 1970, pp. 567-581. 
16 A. W. Tucker, A combinatorial equivalence of matrices, in Combinatorial Analy- 
.si.s (R. Bellman and M. Hall, Eds.), Amer. Math. Sot., Providence, 1960, pp. 
129-140. 
17 H. %liaho, A procedure for the one-parametric linear complementarity problem, 
Optimization 29:235-256 (1994). 
