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commutativity of a and b. We deduce some new and old results concerning EP matrices.
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1. Introduction
Throughout this paper, A will be a C∗-algebra with unity 1 and we will denote by A−1 the subset of invertible elements
of A. A projection p ∈A satisﬁes p = p2 = p∗ . An element a ∈A is said to have a Moore–Penrose inverse if there exists
x ∈A such that
(ax)∗ = ax, (xa)∗ = xa, axa = a, xax = x. (1)
It can be proved that if a ∈ A has a Moore–Penrose inverse, then the element x satisfying (1) is unique (see, for ex-
ample, [12]), and under this situation, we shall write x = a†. The subset of A consisting of elements of A that have a
Moore–Penrose inverse will be denoted by A†.
Several characterizations of elements a ∈A† such that aa† = a†a can be found in the literature (see [9]). In this paper
we derive a characterization of this class of elements and we use this result to establish some results concerning the
commutativity of two elements of A, when one of them commutes with its Moore–Penrose inverse.
Moreover, we will recover some results on EP matrices. Recall that a matrix A is called EP when AA† = A†A. Also recall
that any matrix has a Moore–Penrose inverse (in an arbitrary C∗-algebra, it is not true that every element has a Moore–
Penrose inverse). There are many characterizations of EP matrices (see, for example, [1–4]). The set of complex matrices of
order n × m will be denoted by Cn,m . Inspired in this nomenclature, for a C∗-algebra A, we will denote AEP = {a ∈A†:
a†a = aa†}.
2. EP elements and their spectral idempotents corresponding to 0
We start with a characterization of elements of a C∗-algebra that commute with their Moore–Penrose inverse.
Theorem 2.1. LetA be a C∗-algebra with unity 1 and a ∈A. Then the following conditions are equivalent:
(i) There exists a unique projection p such that a + p ∈A−1 and ap = pa = 0.
(ii) a ∈AEP .
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a similar way we get p = p(a + p)−1. Now, we claim
a
[
(a + p)−1 − p]= 1− p. (2)
In fact:
a
[
(a + p)−1 − p]= [(a + p) − p][(a + p)−1 − p]= 1− (a + p)p − p(a + p)−1 + p = 1− p − p + p = 1− p.
This proves the claim. Analogously we can prove [(a+ p)−1− p]a = 1− p. Now, we are going to prove that a† = (a+ p)−1− p.
We have
a
[
(a + p)−1 − p]a = (1− p)a = a − pa = a
and
[
(a + p)−1 − p]a[(a + p)−1 − p]= [(a + p)−1 − p](1− p) = (a + p)−1 − p − (a + p)−1p + p = (a + p)−1 − p − p + p
= (a + p)−1 − p.
Evidently [(a+ p)−1 − p]a = a[(a+ p)−1 − p] = 1− p is self-adjoint. This proves that a† = (a+ p)−1 − p. Since aa† = 1− p =
a†a, we get a ∈AEP .
(ii) ⇒ (i) Let p be the projection deﬁned by p = 1−aa†. Evidently, we have ap = pa = 0. Now, pa† = pa†aa† = paa†a† = 0,
and similarly a†p = 0 holds. Let us prove a + p ∈A−1: We have
(a + p)(a† + p)= aa† + ap + pa† + p = aa† + p = 1,
and analogously we have also (a† + p)(a+ p) = 1. Now, we shall prove the uniqueness. Assume that q is another projection
such that aq = qa = 0 and a + q ∈A−1. The computations made in (i) ⇒ (ii) show that a† = (a + p)−1 − p = (a + q)−1 − q.
Premultiplying by a we get a(a + p)−1 = a(a + q)−1. Now, (2) implies a(a + p)−1 = 1− p and a(a + q)−1 = 1− q. Therefore,
1− p = 1− q and the uniqueness is proved. 
Following [9], we denote by aπ the unique projection satisfying condition (i) of Theorem 2.1 for a given a ∈AEP . Recall
that we have proved
aπ = 1− aa† and a† = (a + aπ )−1 − aπ . (3)
The projector aπ will be named the spectral idempotent of a corresponding to 0.
We recover the following result for EP matrices (which constitutes part (i) ⇔ (iv) of Theorem 4.3.1 in [3]).
Corollary 2.2. Let A ∈ Cn,n. Then the following conditions are equivalent:
(i) AA† = A†A.
(ii) There exists a unitary matrix U and a nonsingular matrix X such that A = U (X ⊕ 0)U ∗ .
Proof. (i) ⇒ (ii) By Theorem 2.1, there exists an orthogonal projection matrix Aπ ∈ Cn,n such that AAπ = Aπ A = 0 and
A + Aπ is a nonsingular matrix. Let r be the rank of Aπ . It is known (see, for example, [13, Theorem 4.4]) that Aπ can
be written as Aπ = U (0 ⊕ Ir)U∗ , for some unitary matrix U ∈ Cn,n and Ir denoting the identity matrix of order r. Let us
represent matrix A as follows
A = U
[
X Y
Z T
]
U∗, X ∈ Cn−r,n−r, T ∈ Cr,r .
Using AAπ = 0 yields Y = 0 and T = 0, and Aπ A = 0 leads to Z = 0. Therefore A can be written as A = U (X ⊕ 0)U∗ . Since
A + Aπ = U (X ⊕ Ir)U∗ is nonsingular, we deduce that X is nonsingular.
(ii) ⇒ (i) It is evident if we note that A† = U (X−1 ⊕ 0)U∗ . 
Evidently, for a given A ∈ Cn,n whose rank is k, one has that the rank of Aπ is n − k.
The concept of a hypergeneralized projector as a matrix A satisfying A2 = A† was introduced by Groß and Trenkler in [7].
In this aforementioned paper, the authors gave several characterizations of this class of matrices. We can use Theorem 2.1
to extend one of these characterizations.
Corollary 2.3. LetA be a C∗-algebra with unity 1, a ∈A† , and k ∈ N. The following aﬃrmations are equivalent:
(i) ak = a† .
(ii) a ∈AEP and ak+1 + aπ = 1.
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a† = ak ⇔ (a + aπ )−1 − aπ = ak ⇔ 1 = (a + aπ )(aπ + ak) ⇔ 1 = ak+1 + aπ .
This ﬁnishes the proof. 
From Corollary 2.3, for a matrix A ∈ Cn,n and k ∈ N, we have that Ak = A† if and only if there exists a unitary matrix
U ∈ Cn,n such that A = U (B ⊕ 0)U∗ and Bk+1 = Ir , being r the rank of A.
3. Commutativity of two elements, one of them is EP
If p ∈A is a projection, then A has the following matrix representation which preserves the involution in A:
x =
[
pxp px(1− p)
(1− p)xp (1− p)x(1− p)
]
. (4)
Also, recall that since p is a projection, pAp and (1 − p)A(1 − p) are C∗-algebras with units p and 1 − p, respectively.
When a ∈AEP , b ∈A, and we use the representation (4) for p = aπ , we obviously get
a =
[
0 0
0 a
]
, b =
[
aπbaπ aπb(1− aπ )
(1− aπ )baπ (1− aπ )b(1− aπ )
]
. (5)
In the following result, we ﬁnd an upper bound for the norm of the entries off the main diagonal of the representation
of b in (5).
Theorem 3.1. LetA be a C∗-algebra with unity 1, a ∈AEP , and b ∈A. Then∥∥(1− aπ )baπ∥∥ ‖ab − ba‖∥∥a†∥∥, ∥∥aπb(1− aπ )∥∥ ‖ab − ba‖∥∥a†∥∥. (6)
Proof. Recall aπa = aaπ = 0. Hence
aπ (ab − ba)(1− aπ )= −aπba(1− aπ )= −aπba. (7)
Thus, using (3), (7), and ‖aπ‖ = ‖1− aπ‖ = 1∥∥aπb(1− aπ )∥∥= ∥∥aπbaa†∥∥ ∥∥aπba∥∥∥∥a†∥∥= ∥∥aπ (ab − ba)(1− aπ )∥∥∥∥a†∥∥ ‖ab − ba‖∥∥a†∥∥.
The another inequality can be proved in a similar way. 
Intuitively speaking, the smaller is ‖ab − ba‖, the more diagonal is the representation of b in (5).
In the following example, we will see that the inequalities of Theorem 3.1 can become equalities. Let x, y > 0 and let us
deﬁne
A =
[
1 0
0 0
]
, Bx,y =
[
0 x
y 0
]
.
Since A2 = A = A∗ we get A = A† and therefore, A is an EP matrix. We shall use the fact that for any K ∈ Cn,n , the
Euclidean norm ‖K‖ is equal to the largest eigenvalue of √K ∗K (see [11, p. 281]). It is easy to verify ‖(I2 − Aπ )Bx,y Aπ‖ = x,
‖Aπ Bx,y(I2 − Aπ )‖ = y, ‖ABx,y − Bx,y A‖ = max{x, y}, and ‖A†‖ = 1. Hence, when x > y, the left inequality of (6) becomes
an equality and the right inequality of (6) is not an equality. Whereas if x < y, the behaviour of (6) is reversed.
It is known that commuting normal matrices may be simultaneously diagonalized. More precisely, we have the following
result [8, Theorem 2.5.5]:
Theorem 3.2. (See [8, Theorem 2.5.5].) IfM⊂ Cn,n is a commuting family of normal matrices, then there is a single unitary matrix
U ∈ Cn,n such that U AU∗ is diagonal for all A ∈M.
In the following results we seek for a “simultaneous diagonalization” when a ∈ AEP and b ∈ A are written using the
representation (5) and ab = ba.
Corollary 3.3. LetA be a C∗-algebra with unity 1 and a,b ∈A such that a ∈AEP and ab = ba. Then baπ = aπb.
Proof. It follows from Theorem 3.1. 
The following two results are necessary for further results. The ﬁrst of them is a useful representation of the Moore–
Penrose inverse (see [5,6,10]).
J. Benítez / J. Math. Anal. Appl. 345 (2008) 766–770 769Lemma 3.4. LetA be a C∗-algebra with unity and x ∈A† . Then
x† = lim
t→0+(x
∗x+ t)−1x∗.
Lemma 3.5. LetA be a C∗-algebra with unity, p a projection inA, and x ∈A† such that px = xp. Then:
(i) x†p = px† .
(ii) pxp ∈A† and (pxp)† = px†p.
Proof. (i) From xp = px and p = p∗ we get x∗p = px∗ . Since for an arbitrary t > 0 we have p(x∗x + t) = (x∗x + t)p, we
deduce p(x∗x+ t)−1 = (x∗x+ t)−1p. Hence
(x∗x+ t)−1x∗p = (x∗x+ t)−1px∗ = p(x∗x+ t)−1x∗.
Lemma 3.4 permits to deduce x†p = px†.
(ii) We will check that px†p is the Moore–Penrose inverse of pxp by deﬁnition. Doing a little algebra, we can easily prove
(pxp)(px†p) = pxx†p and (px†p)(pxp) = px†xp. In particular, (pxp)(px†p) and (px†p)(pxp) are self-adjoint. Now, px = xp
permits to prove (pxp)(px†p)(pxp) = pxp and ﬁnally px† = x†p allows to demonstrate (px†p)(pxp)(px†p) = px†p. 
Under stronger conditions than of Corollary 3.3, we can deduce further consequences.
Theorem 3.6. LetA be a C∗-algebra with unity, a ∈AEP and b ∈A such that and ab = ba = 0. Then:
(i) aπb = b = baπ .
(ii) a†b = ba† = 0.
(iii) b ∈A† implies ab† = b†a = 0.
(iv) b ∈A† implies a + b ∈A† and (a + b)† = a† + b† .
(v) b ∈AEP implies a + b ∈AEP and (a + b)π = aπ + bπ − 1.
Proof. Let 1 be the unity of A. (i) We have
(
a + aπ )(1− aπ )b = (a − aaπ + aπ − aπ )b = ab = 0.
Using a+ aπ ∈A−1 leads to (1− aπ )b = 0. In a similar way, from the equality b(1− aπ )(a+ aπ ) = 0, we get b(1− aπ ) = 0.
(ii) From (a + aπ )b = ab + aπb = 0+ b = b and the invertibility of a + aπ , we get b = (a + aπ )−1b. Hence,
a†b = [(a + aπ )−1 − aπ ]b = (a + aπ )−1b − aπb = 0.
In a similar way, ba† = 0 holds.
(iii) From item (ii) of Lemma 3.5 we have (aπbaπ )† = aπb†aπ . Item (i) of this theorem permits to assure aπbaπ = b.
Therefore, b† = aπb†aπ . Now, we get ab† = aaπb†aπ = 0 since aaπ = 0. Similarly, we have b†a = 0.
(iv) From items (ii) and (iii) of this theorem we have (a + b)(a† + b†) = aa† + bb† and (a† + b†)(a + b) = a†a + b†b. This
immediately proves that (a + b)(a† + b†) and (a† + b†)(a + b) are self-adjoint. It is very easy, from items (ii) and (iii), that
(a + b)(a† + b†)(a + b) = a + b and (a† + b†)(a + b)(a† + b†) = a† + b†.
(v) The aﬃrmation a + b ∈AEP is a trivial consequence of item (iv). In order to prove (a + b)π = aπ + bπ − 1, we will
use (3) and items (ii), (iii), and (iv):
(a + b)π = 1− (a + b)(a + b)† = 1− aa† − bb† = 1− aa† + 1− bb† − 1 = aπ + bπ − 1.
This ﬁnishes the proof. 
Corollary 3.7. Let A, B ∈ Cn,n such that A is an EP-matrix and AB = B A = 0. Then there exists a unitary matrix U satisfying
A = U
(
X 0
0 0
)
U∗ and B = U
(
0 0
0 Y
)
U∗,
where X is nonsingular.
Proof. It follows from item (i) of Theorem 3.6 and the technique used in the proof of Corollary 2.2. 
The next result (for item (iii) see [2, Theorem 3]) is obtained directly from Corollary 3.3.
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(i) aπbπ = bπaπ .
(ii) ab† = b†a and ba† = a†b.
(iii) a†b† = b†a† = (ab)† .
Proof. (i) From Corollary 3.3 we have
aπb = baπ and abπ = bπa. (8)
The ﬁrst equality of (8) and item (i) of Lemma 3.5 lead to aπb† = b†aπ . Item (i) follows from
aπbπ = aπ (1− bb†)= aπ − aπbb† = aπ − bb†aπ = (1− bb†)aπ = bπaπ .
(ii) Using (8) and former item (i), yields
a
(
b + bπ )= (b + bπ )a and aπ (b + bπ )= (b + bπ )aπ .
The invertibility of a + aπ and b + bπ leads to(
b + bπ )−1a = a(b + bπ )−1 and (b + bπ )−1aπ = aπ (b + bπ )−1. (9)
Now, using (3), the result should be obvious.
(iii) By adding the last two equalities of (9), we get (b + bπ )−1(a + aπ ) = (a + aπ )(b + bπ )−1. Using (3) and item (i) of
this theorem we can easily deduce a†b† = b†a†. The proof of a†b† = (ab)† is straightforward by checking the four conditions
of the Moore–Penrose inverse of ab listed in (1). 
Corollary 3.9. Let A, B ∈ Cn,n two EP matrices such that AB = B A. Then there exists a unitary matrix U ∈ Cn,n satisfying
A = U (A1 ⊕ A2 ⊕ 0⊕ 0)U∗, B = U (B1 ⊕ 0⊕ B2 ⊕ 0)U∗, (10)
where A1 , A2 , B1 , and B2 are nonsingular matrices and A1B1 = B1A1 .
Proof. Let x be the rank of Aπ Bπ , y the rank of Aπ , and z the rank of Bπ . Since Aπ and Bπ are two orthogonal projectors
that commute, there exists a unitary matrix U such that
Aπ = U (0⊕ I y)U∗, Bπ = U (P ⊕ Q )U∗, P = 0⊕ Iz−x, Q = 0⊕ Ix,
where P ∈ Cn−y,n−y and Q ∈ Cy,y . Let us write
A = U
[
X1 X2
X3 X4
]
U∗ and B = U
[
Y1 Y2
Y3 Y4
]
U∗,
where X1, Y1 ∈ Cn−y and X4, Y4 ∈ Cy,y . From AAπ = Aπ A = 0 we deduce X2 = 0, X3 = 0, and X4 = 0. From B Aπ = Aπ B
we deduce Y2 = 0 and Y3 = 0. Using BBπ = Bπ B = 0 yields PY1 = Y1P = 0 and Q Y4 = Y4Q = 0, therefore, we can write
Y1 =
[
B1 0
0 0
]
and Y4 =
[
B2 0
0 0
]
,
where B1 ∈ Cz−x,z−x and B2 ∈ Cx,x . Now, ABπ = Bπ A implies X1P = P X1, hence we can represent X = A1 ⊕ A2, where
A1 and A2 are square matrices with A2 ∈ Cz−x,z−x . Therefore, we have proved that A and B can be written as in (10). The
invertibility of A1, B1, A2, and B2 follows from the invertibility of A + Aπ and B + Bπ . The proof is concluded. 
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