A cutset in the poset 2
Introduction and the Result
Let [n] = {1, 2, . . . , n} be a set with n elements and let 2 [n] denote the poset of all subsets of [n] ordered by inclusion. 2 [n] is called the Boolean lattice of order n. We will denote the subsets of size i of [n] by [n] i . Let C ⊆ 2 [n] . C is called a cutset in 2 [n] if C intersects every maximal chain in 2 [n] . C is a non-trivial cutset if it is a cutset that does not contain ∅ or [n] . Given C ⊆ 2 [n] , the f -vector (or profile) of C is an n + 1-tuple (f 0 , f 1 , . . . , f n ) where
We are interested in non-trivial cutsets which contain a fixed percentage of the subsets of each possible size. For each n, clearly there exists a greatest lower bound for the percentages α such that it is possible to construct a cutset that contains α n i elements of
In this note we are interested in the asymptotic behavior of this α as n → ∞. Thus we define
We will prove Theorem 1 Let n > 2 be a positive integer and let α(n) be defined as above, then
.
In particular, lim n→∞ α(n) = 0.
In other words, given any ǫ > 0, for large enough n, it is possible to construct a cutset with f -vector (0, f 1 , . . . , f n−1 , 0) such that
Our upper bound for α(n) is not the best possible and we conjecture:
Conjecture 2 Let α(n) be defined as above then α(n) ≤ c n for some fixed constant c. In other words, α(n) = Θ(
is the percentage of subsets of size i that are in the collection. Focusing, as we have done, on these percentages is natural. The celebrated LYM inequality (see Chapter one of [1] ) says that the sum of these percentages for an antichain (a collection of incomparable elements) in 2 [n] is always no more than one. In fact, the same argument (see [13, Theorem 7.5] From this it is immediate that α(n) ≥ 1 n . A characterization of f -vectors of cutsets in the Boolean lattice is given in [2] . Other aspects of cutsets in the Boolean lattice have been studied in [3, 4, 5, 6, 8, 9, 10, 11, 12] .
Proofs
Our first result will construct a cutset in the Boolean lattice. The construction presented is a bit more general than needed for Theorem 1.
Theorem 3 Let n > 0 be an integer and let 0 < ǫ(n) < 1 be a real number. Let 0 ≤ a 1 ≤ a 2 ≤ . . . ≤ a ⌈n/2⌉−1 be non-negative integers. Assume n − 1 ≤ a ⌈n/2⌉−1 ≤ n, a 1 ≤ ǫ(n)n, and for 2 ≤ k ≤ ⌈n/2⌉ − 1 we have
and for ⌈n/2⌉
be a maximal chain and assume that S ∩ C = ∅. Given the construction of C, we must have that S 1 ∈ A 1 . In other words, S 1 is not a subset of {1, . . . , a 1 } and hence must contain an element bigger than a 1 . For 2 ≤ k ≤ ⌈n/2⌉ − 1, by induction S k−1 contains an element greater than a k−1 so, since S k−1 ⊆ S k , so does S k . Because S k ∈ A k , S k must contain an element greater than a k . We conclude that S ⌈n/2⌉−1 must contain n. Because of the symmetric construction of C, we can conclude that S ⌊n/2⌋+1 cannot contain n. But then n ∈ S ⌈n/2⌉−1 ⊆ S ⌊n/2⌋+1 is a contradiction which completes the proof.
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We are now ready to prove theorem 1:
Proof of Theorem 1. The comments at the end of the introduction showed that α(n) ≥ 1 n . Now let ǫ(n) = 
To complete the proof, we only need to show that the sequence a 1 , a 2 , . . . , a ⌈n/2⌉−1 satisfies the hypothesis of Theorem 3. Note that a 1 ≤ ǫ(n)n.
Proof: First note that 1 +
. Now we have
Thus a ⌈n/2⌉−1 = min{d 1 + · · · + d ⌈n/2⌉−1 , n} = n. 
By applying Theorem 3, the proof is now complete. 2
