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Spatially correlated count data sets appear often in applied data analysis problems, but
there is little consensus in the literature about how best to analyze the data. The two
prevailing approaches provide accurate parameter estimates and predictions, at the cost
of model interpretability and simplicity. This dissertation will present a new approach
to modeling spatially correlated binomial observations: beta-binomial kriging. The model
proposed here is a modified form of spatial kriging which assumes the data are generated
from a correlated beta-binomial distribution. Given this assumption, the spatial parameters
and predicted values can be estimated using simple matrix algebra. Beta-binomial kriging
will be thoroughly assessed in the dissertation and shown to be a competitive option for
modeling spatially correlated proportions. The model’s advantages will be illustrated using
childhood vaccination rates.
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Chapter 1
Introduction to Spatial Models for
Count Data
Spatially correlated data sets appear in many areas of epidemiology, natural resources, and
community planning. The first widely used spatial data analysis technique was kriging,
a simple interpolation technique fully introduced by Matheron [40]. In kriging, spatial
prediction is done by using the data to estimate a spatial correlation structure, called a
variogram, and then using that correlation structure to determine an interpolation-based
weighting scheme. A key feature of kriging is its dependence on location: observations that
are closer together in one-dimensional space, two-dimensional space, or space-time are more
similar and highly correlated with one another than observations that are distant. Since
those observations are more highly correlated, they are weighted more heavily in the linear
prediction.
Over the past 50 years since kriging was initially proposed, many generalizations and
modifications have been proposed to improve predictions and account for a variety of circum-
stances. These include indicator kriging, which predicts a spatial probability distribution
based on threshold values or binary values [60, 20]; ordinary kriging, which assumes the
mean of the spatial distribution µ is unknown [18, 34]; universal kriging, which allows the
mean µ(s) to be modeled as a non-constant function, possibly itself spatially distributed
[39, 67]; and cokriging, which introduced covariates to get better estimates of the spatial
1
distribution [25]. These generalizations are still widely used to this day. However, for many
years kriging retained a key assumption: that the underlying data distribution is stationary
(usually second-order) and based on a Gaussian process [19, 20].
As spatial data analysis problems grew more complex, the kriging assumptions became
more and more problematic. Despite the name “normal distribution”, real data are not
always normal. A key concern was spatial counts and spatial proportions, both of which are
fundamentally non-normal. For very large counts or sample sizes a normal approximation
may be used, but it is inaccurate in many cases and resulting inferences often suffer. Two
major schools of thought emerged in the 1990s: generalized linear mixed modeling and
Bayesian hierarchical modeling.
Generalized linear mixed models (GLMMs) were developed to extend the linear model
for a variety of response distributions, under a variety of possible correlation structures [43].
Gotway and Stroup realized early that GLMMs could be used to implement spatial correla-
tion structures with a non-normal response distribution, and demonstrated applications to
a wheat resistance trial and predicting weed counts [28]. Gotway and Wolfinger later ex-
panded on this by examining the Scottish lip cancer data set of Breslow and Clayton under
different GLMM specifications [29]. Using a simulation study, they found that generalized
linear models worked well overall, but that the conditional model specification tended to
underpredict and overestimate variance components. By contrast the marginal model spec-
ification gave unbiased predictions, but tended to underestimate variance terms. Gotway
and Wolfinger also noted that despite the violation of kriging assumptions, kriging was still
a viable alternative.
Until fairly recently, implementation of these models was a serious problem. Few sim-
ulation studies examined properties of the GLMM with spatially correlated data [51, 29],
and simple and reliable computing routines were largely unavailable. With the introduction
of the SAS macro GLIMMIX, and later PROC GLIMMIX in SAS 9.2, GLMMs were widely
and easily used for the first time [57].
An alternative approach to spatial prediction emerged from the Bayesian perspective and
suggested using hierarchical models. Bayesian models were applied to zero-inflated spatial
count data for nest burrow counts [1], beta-binomial distributed indicators of tooth decay
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[4], analysis of agricultural field experiments [10], and rare chronic disease modeling [30].
In these, the latent distribution was still assumed to be a Gaussian process, but the final
observable process was typically count-distributed. These models had the advantage of being
easy to implement using existing Bayesian frameworks, but difficult for non-statisticians
to understand. Articles were published by statisticians comparing Bayesian spatial model
assumptions, choices of priors, and performance in epidemiology [12] and economics [24].
However the acceptance and use of Bayesian models outside of statistics is limited. Best’s
2005 paper in Statistical Methods in Medical Research concludes with the following comment,
“... a (nonexhaustive) search of the major epidemiological journals over the past decade
indicates that the BYM model {Besag, York, and Mollie, [11]} appears to be the only fully
Bayesian spatial model to have been used in published applications of disease mapping outside
of the statistical literature.” [12]
A 2006 paper by Monestiez, Dubroca, and Bonnin presented a spatial kriging model
specifically for count data. The authors explicitly assumed that the observed spatial process
had a Poisson distribution, with a latent Gaussian random process controlling the Poisson
mean [42]. By deriving the relationship between the latent Gaussian variogram and the
Poisson variogram, they could avoid the complexities inherent to a Bayesian model and use
well-understood kriging interpolation methods. Poisson kriging has been shown to predict
spatial counts quite well for disease prevalence rates [3] and environmental data [36]. Since
its introduction, extensions have been proposed to the Poisson kriging model to account
for varying sample sizes and nonstationarity in the Gaussian process [9]. Properties of the
model have been extensively studied [22], and corrections proposed for area to point kriging
[26] and trend estimation [22]. However despite the popularity of Poisson kriging, it has
not yet been widely incorporated into standard statistical software (SAS, R, ArcGIS), nor
extended to other distributions.
The goal of this dissertation is to develop a kriging model that can be applied to beta-
binomial distributed data. Some work has been done in this area, however the existing
literature either ignores the idea of an underlying beta distribution [46], or does not adjust
for uncertainty in the binomial proportions [37]. The simplicity of this proposed approach
compared to the existing literature makes it a powerful potential tool for spatial practi-
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tioners. This dissertation will fully develop the beta-binomial kriging model in Chapter 2,
including the kriging equations and prediction variances. In Chapter 3 methods for simulat-
ing spatially correlated binomial data will be explored, and some characteristics of spatial
beta-binomial data examined. Chapter 4 will evaluate the performance of this model as
compared to traditional spatial estimation techniques (ordinary kriging on binomial sample
proportions), a similar methodology that does not incorporate the beta structure of the
underlying field [46], and spatial GLMMs. Finally in Chapter 5, the model’s applications
will be illustrated using vaccination data in California during the 2014-2015 school year.
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Chapter 2
Developing the Beta-Binomial
Kriging Model
In their 2006 paper, Monestiez and coauthors returned to statistical “first-principles” to
develop the Poisson kriging model [42]. The thought process was as follows: if properties
of the conditional and marginal distributions of the Poisson kriging model were properly
exploited, then the theoretical semivariogram of the latent distribution could be represented
as a function of the observed counts. After finding the theoretical form of the semivariogram,
a natural estimator could be derived using only the observed Poisson counts. Monestiez et.
al were able to use simple properties of the variances and expected values to derive their
final form:
 ⇤Y (h) =
1
N(h)
nX
↵=1
nX
 =1
t↵t 
t↵ + t 
"
1
2
✓
Z↵
t↵
  Z 
t 
◆2
  m
⇤
2
✓
t↵ + t 
t↵t 
◆#
Id↵ ⇠h (2.1)
Let Y represent the positive latent spatial field generating the Poisson rate parameter,
assumed to normally distributed. The observed Poisson count at location ↵ is denoted Z↵,
which is observed over an area of size or period of time length t↵. m⇤ represents the mean
of the latent spatial field, and N(h) is an adjusted count for the number of observations in
spatial lag class h.
This chapter will present a detailed development of a kriging model for beta-binomial
data. The beta-binomial kriging model starts with a simple hypothesis.
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The spatial variogram of the latent beta field,  Y , can be written as a function of the spatial
variogram of the observed sample proportions,  Z .
If this result holds, then a natural estimator of the variogram of the beta field,  ⇤Y can
be found from this function. The derivation starts by specifying the model in detail, then
establishing mean and variance relationships at each level of the theoretical model.
2.1 Model specification
For all sites si within a spatial domain D , let the random field Zi with locations si have the
conditional distribution Zi|Yi ⇠ Binomial(ni, Yi). Here Yi is a spatially correlated random
field underlying the binomial process. Given the latent random field Yi, assume that the
binomial variables Zi are uncorrelated. In other words, the spatial dependence exists only
at the level of Yi, and it is the probabilities and not the counts that are spatially correlated.
Assume that Yi ⇠ Beta(↵, ), with a spatial correlation structure. Further assume that
Yi shows second-order stationarity. This implies the mean of the beta distribution ⇡is con-
stant and the covariance function depends only on the distance between two observations,
and not the precise location itself. Common spatial correlation structures such as the spher-
ical, exponential, Gaussian, and Matern structures exhibit this property, so this assumption
is not overly limiting [58].
Then Yi has the following properties:
• E(Yi) = ↵↵+  = ⇡
• V ar(Yi) = ↵ (↵+ )2(↵+ +1) =  2Y
• Covariance function CY (|si   sj |)
• Variogram function  Y (|si   sj |)
Both the covariance function CY and variogram function  Y depend only on |si   sj |, the
distance between spatial locations si and sj .
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2.2 Expectation and variance relationships
Now that the model is defined, the next step is to find conditional and marginal expected
values for the binomial process. Once these properties are established, they can be used
to obtain the theoretical variogram of the sample proportions, which in turn leads to the
theoretical variogram of the latent beta distribution.
The beta distribution can be parameterized in two ways: in terms of the mean and
variance of the distribution, Beta(⇡, 2Y ); and in terms of the shape and scale parameters,
Beta(↵, ). Either parameterization is equally valid, although in some situations one might
be preferred over the other. For simplicity, the model will use the mean-variance param-
eterization of the beta distribution, Yi ⇠ Beta(⇡, 2Y ). Deriving the beta-binomial kriging
model relies on properties of the mean and variance of the latent spatial field Yi, so here it
is most convenient to use the mean-variance parameterization.
First, properties of the conditional distribution Zi|Yi are established. These follow di-
rectly from the model specification above. If Zi|Yi ⇠ Binomial(ni, Yi), then the conditional
expectation is E(Zi|Yi) = niYi and the conditional variance is V ar(Zi|Yi) = nYi(1   Yi)
by the properties of the binomial distribution. Then the conditional squared expectation is
E
⇥
(Zi)2|Yi
⇤
= niYi + ni(ni   1)Y 2i .
E
⇥
(Zi)
2|Yi
⇤
=V ar(Zi|Yi) + [E(Zi|Yi)]2
=niYi(1  Yi) + n2iY 2i
=niYi + ni(ni   1)Y 2i
The expectation of the conditional properties of Zi|Yi yields marginal properties of the
sample counts, Zi. The sample binomial counts have expectation E(Zi) = ni⇡ and variance
V ar(Zi) = ni 2Y (ni   1) + ni⇡(1   ⇡), where ⇡ and  2Y are the mean and variance of the
latent beta field respectively.
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E(Zi) =E [E(Zi|Yi)]
=niE(Yi)
=ni⇡
V ar(Zi) =V ar [E(Zi|Yi)] + E [V ar(Zi|Yi)]
=V ar [niYi] + E [niYi(1  Yi)]
=n2iV ar(Yi) + niE(Yi)  niE(Y 2i )
=n2i 
2
Y + ni⇡   ni
⇥
V ar(Yi) + E(Yi)
2
⇤
=n2i 
2
Y + ni⇡   ni
⇥
 2Y + ⇡
2
⇤
=ni 
2
Y (ni   1) + ni⇡(1  ⇡)
These relationships explain how sample binomial counts Zi behave depending on the la-
tent beta random field Yi. The additional variability of the underlying beta field adds an
overdispersion factor, ni 2Y (ni   1), to the surface binomial process.
To establish the covariance function between spatial counts at locations si and sj , use the
fact that Zi|Yi are conditionally independent. Then the expectation of the product ZiZj |Y
depends on the covariance of Zi and Zj conditional on Y and their expectations.
E(ZiZj |Y ) =Cov(ZiZj |Y ) + E(Zi|Yi)E(Zj |Yj)
= ijniYi(1  Yi) + ninjYiYj
where  ij is the Kronecker delta
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 ij =
8>><>>:
1 i = j
0 i 6= j
If the conditional counts Zi|Yi are uncorrelated, then Cov(ZiZj |Y ) = 0. When i = j,
Cov(Zi, Zj |Y ) = V ar(Zi|Yi).
At this point the model shifts from the observed binomial counts Zi to the observed
binomial proportions Zini . Now the observed data and the beta random field are on the same
scale, which is important for estimation of Yi. In the next few results, relationships between
the sample proportions at two different spatial locations si and sj are developed. Eventually
these properties lead to the theoretical variogram.
The difference in sample proportions, Zini 
Zj
nj
, has conditional expectation E
h
Zi
ni
  Zjnj |Y
i
=
Yi   Yj and marginal expectation E
h
Zi
ni
  Zjnj
i
= 0.
E

Zi
ni
  Zj
nj
|Y
 
=
1
ni
E(Zi|Yi)  1
nj
E(Zj |Yj)
=Yi   Yj
E

Zi
ni
  Zj
nj
 
=E

E
✓
Zi
ni
  Zj
nj
|Y
◆ 
=E(Yi   Yj)
=⇡   ⇡
=0
The latent random field Yi is assumed stationary, and has the same mean throughout. Thus,
at two different locations i and j, the marginal expected difference in sample proportions is
zero.
Next, derive the conditional and marginal squared expectations of the differences. Here
assume that all spatial locations are distinct, that is si 6= sj at all locations. These relation-
ships will eventually be used to establish the spatial variogram, which is only dependent on
differences between distinct locations. The expected conditional squared difference between
proportions is E
⇣
Zi
ni
  Zjnj
⌘2 |Y   = 1niYi(1  Yi) + 1nj Yj(1  Yj) + (Yi   Yj)2.
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E"✓
Zi
ni
  Zj
nj
◆2
|Y
#
=E
" 
Z2i
n2j
+
Z2i
n2j
  2ZiZj
ninj
!
|Y
#
=
1
n2i
E(Z2i |Yi) +
1
n2j
E(Z2j |Yj) 
2
ninj
E(ZiZj |Y )
=
1
n2i
⇥
niYi + n
2
iY
2
i   niY 2i
⇤
+
1
n2j
⇥
njYj + n
2
jY
2
j   njY 2j
⇤
  2
ninj
[ninjYiYj ]
=

Yi
ni
+ Y 2i  
Y 2i
ni
 
+
"
Yj
nj
+ Y 2j  
Y 2j
nj
#
  2YiYj
=
Yi
ni
  Y
2
i
ni
+
Yj
nj
  Y
2
j
nj
+ (Yi   Yj)2
=
1
ni
Yi(1  Yi) + 1
nj
Yj(1  Yj) + (Yi   Yj)2
The marginal expected value of the squared difference in proportions is then E
⇣
Zi
ni
  Zjnj
⌘2 
=⇣
ni+nj
ninj
⌘  
⇡    2Y   ⇡2
 
+ 2 Y (si   sj).
E
"✓
Zi
ni
  Zj
nj
◆2#
=E
"
E
 
Zi
ni
  Zj
nj
 2
|Y
!#
=E

1
ni
Yi(1  Yi) + 1
nj
Yj(1  Yj) + (Yi   Yj)2
 
=
1
ni
⇡   1
ni
( 2Y + ⇡
2) +
1
nj
⇡   1
nj
( 2Y + ⇡
2) + 2 Y (si   sj)
=⇡
✓
ni + nj
ninj
◆
  ni + nj
ninj
( 2Y + ⇡
2) + 2 Y (si   sj)
=
✓
ni + nj
ninj
◆ 
⇡    2Y   ⇡2
 
+ 2 Y (si   sj)
The expectation of the conditional variance of the difference in the squared proportions is
E

V ar
✓h
Zi
ni
  Zjnj
i2 |Y ◆  = ni+njninj (⇡(1  ⇡)   2Y ).
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E"
V ar
 
Zi
ni
  Zj
nj
 2
|Y
!#
=E

1
ni
Yi(1  Yi)
 
+ E

1
nj
Yj(1  Yj)
 
=
1
ni
⇡   1
ni
( 2Y + ⇡
2) +
1
nj
⇡   1
nj
( 2Y + ⇡
2)
=
ni + nj
ninj
(⇡(1  ⇡)   2Y )
Finally, the equation can be rearranged to express the variogram for the observed bino-
mial proportions Zini ,  Z , in terms of the variogram for the latent beta random field  Y .
V ar

Zi
ni
  Zj
nj
 
=E
"✓
Zi
ni
  Zj
nj
◆2#
  E

Zi
ni
  Zj
nj
 2
=⇡
✓
ni + nj
ninj
◆
  ni + nj
ninj
( 2Y + ⇡
2) + 2 Y (si   sj)
The variogram is defined as 12V ar
h
Zi
ni
  Zjnj
i
, so dividing the equation above by 2 yields the
final theoretical variogram.
1
2
V ar

Zi
ni
  Zj
nj
 
=
1
2
✓
ni + nj
ninj
◆
(⇡(1  ⇡)   2Y ) +  Y (si   sj)
 Z(si   sj) =1
2
✓
ni + nj
ninj
◆ 
⇡(1  ⇡)   2Y
 
+  Y (si   sj)
Therefore, the theoretical variograms for the observed binomial proportions and the
latent beta distributions differ only by a constant function latent beta parameters, as well
as the sample size.
 Y (si   sj) =  Z(si   sj)  1
2
✓
ni + nj
ninj
◆ 
⇡(1  ⇡)   2Y
 
(2.2)
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2.3 Beta-binomial variogram estimator
Let Zi, i = 1, . . . , N be the N sample binomial counts at spatial location si, with observed
sample size ni. A modified expression of the variogram can be found using the relationship
between the theoretical variograms derived in 2.2.
 ⇤Y (h) =
1
N(h)
IX
i=1
JX
j=1
ninj
ni + nj
"
1
2
✓
Zi
ni
  Zj
nj
◆2
  1
2
✓
ni + nj
ninj
◆ 
⇡ˆ(1  ⇡ˆ)   ˆ2Y
 #
Id(i,j)⇠h
(2.3)
where Id(i,j) ⇠ h is an indicator function for distances between points i and j in lag class h.
Instead of representing the number of observations in spatial lag class h, as is typical, N(h)
represents a modified count.
N(h) =
X
i,j
ninj
ni + nj
Id(i,j)⇠h
The modified count is necessary due to the weighting term ninjni+nj , which accounts for changes
in the number of observations at each spatial location. This term is as an adjustment to
reflect the possible differences in the variability at locations si and sj . If all spatial locations
have the same sample size (ni = nj for all i 6= j), then the weighting term is unnecessary since
all locations have the same reliability. Using the modified count shown N(h) then normalizes
the variogram. The bias correction term
⇣
ni+nj
ninj
⌘  
⇡ˆ(1  ⇡ˆ)   ˆ2Y
 
comes directly from the
variogram relationship established in 2.2. Here, ⇡ˆ and  ˆ2Y represent the mean and variance
respectively of the latent beta distribution.
The variogram expression can be simplified further,
 ⇤Y (h) =
1
2N(h)
IX
i=1
JX
j=1
"
ninj
ni + nj
✓
Zi
ni
  Zj
nj
◆2
   ⇡ˆ(1  ⇡ˆ)   2Y  
#
Id(i,j)⇠h (2.4)
In most practical applications, knowing the shape of the underlying beta distribution
(symmetric, skewed left, skewed right, etc.) is desirable. At this point it makes sense to write
the correction term
 
⇡(1  ⇡)   2Y
 
in terms of the shape parameters of a beta distribution,
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↵ and  , since these parameters can be used to describe the shape of a beta distribution.
⇡(1  ⇡)   2Y =⇡   ⇡2    2Y
=
↵
↵+  
  ↵
2
(↵+  )2
  ↵ 
(↵+  )2(↵+   + 1)
=
↵(↵+  )(↵+   + 1)  ↵2(↵+   + 1)  ↵ 
(↵+  )2(↵+   + 1)
=
↵2(↵+   + 1) + ↵ (↵+   + 1)  ↵    ↵2(↵+   + 1)
(↵+  )2(↵+   + 1)
=
↵ (↵+  )
(↵+  )2(↵+   + 1)
=
↵ 
(↵+  )(↵+   + 1)
Finally, in terms of the beta shape parameters, the estimator for the variogram of the
latent beta distribution is
 ⇤Y (h) =
1
2N(h)
IX
i=1
JX
j=1
"
ninj
ni + nj
✓
Zi
ni
  Zj
nj
◆2
 
 
↵ˆ ˆ
(↵ˆ+  ˆ)(↵ˆ+  ˆ + 1)
!#
Id(i,j)⇠h (2.5)
2.4 Estimating the beta parameters
For cases in which all locations have the same number of observations, there are several well-
studied estimators available for ⇡ˆ and  ˆ2Y (or ↵ˆ and  ˆ) [49, 62]. Accurate estimates of ⇡ˆ and
 ˆ2Y based on the binomial sample observations are vital at this stage, since they are directly
linked to the variogram estimator. However, since the sample size ni is not constant across
locations, the estimators suggested previously are inappropriate. For the case with non-
equal sample sizes, Tripathi recommended using maximum likelihood procedures instead,
which will be used to evaluate the model [62].
Accurate estimates of the beta shape parameters are necessary to fit the beta-binomial
variogram in Equation 2.5. Beta-binomial kriging provides a potentially huge benefit for
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modeling small sample sizes, and maximum likelihood estimates of the parameters for a beta
distribution have not been studied for unequal sample sizes. To ensure that this method
was reasonable, a simulation study was used to evaluate how well ↵ and   are estimated.
The observed sample proportions Zsns are taken as the observed values for estimating ↵ˆ and
 ˆ.
For each of the six beta distributions, 1,000 random beta-binomial samples were sim-
ulated with 500 sample locations each on a 20 ⇥ 20 random field. Points were sampled
according to a Poisson random process, and not evenly spaced across the grid. At each
sample location, a sample size ni was randomly chosen according to a uniform distribution
from one of three possibilities. Small sample sizes ranged between 2 and 5, medium sample
sizes ranged between 10 and 20, and large sample sizes ranged between 50 and 100. Itera-
tively reweighted least squares estimation was used in the VGAM package in R to estimate
the beta parameters [66]. All simulations used a spatial range of   = 10. Table 2.1 shows
how the sample estimates were distributed. The estimated parameters are very close to
the true simulation parameters for all beta distributions. For the largest sample sizes the
parameters are slightly underestimated, but not significantly so. Existing estimation algo-
rithms assume that the sample observations are uncorrelated, which is untrue for spatially
correlated beta-binomial samples. This may be responsible for the slight bias in the mean
and median parameter estimates.
2.5 Binomial cokriging
In a 1991 white paper, Lajaunie discussed a similar method for estimating underlying prob-
abilities based on sample proportions, which he called binomial cokriging [37]. The sample
proportions were modeled as “covariates” to the latent probability random field. The method
was not widely implemented, but did appear in a 1996 paper by M.A. Oliver, et. al [46].
The model developed by Lajaunie and described in detail by Oliver was used in that pa-
per to predict the risk of developing childhood cancer in electoral wards in England from
1980-1984. The empirical variogram of the latent risk distribution, denoted R, based on the
sample cancer incidence rates F , is given by Equation (2.6).
14
Table 2.1: Estimated ↵ˆ and  ˆ for each beta distribution, Beta(↵, ).
Beta distribution ↵ˆsmall  ˆsmall ↵ˆmedium  ˆmedium ↵ˆlarge  ˆlarge
1: Beta(0.5, 0.5)
Median 0.481 0.480 0.483 0.482 0.487 0.488
Mean 0.487 0.486 0.487 0.487 0.491 0.491
SD 0.067 0.067 0.044 0.043 0.027 0.027
2: Beta(1, 1)
Median 0.973 0.975 0.978 0.979 0.988 0.988
Mean 0.985 0.984 0.984 0.984 0.991 0.991
SD 0.130 0.130 0.064 0.064 0.030 0.031
3: Beta(2, 2)
Median 1.971 1.972 1.976 1.976 1.992 1.993
Mean 2.015 2.015 1.983 1.994 1.994 1.994
SD 0.335 0.336 0.125 0.125 0.052 0.051
4: Beta(5, 1)
Median 5.052 1.011 4.959 0.993 4.935 0.987
Mean 5.348 1.071 5.036 1.007 4.979 0.995
SD 1.601 0.317 0.647 0.127 0.319 0.059
5: Beta(1, 3)
Median 0.994 2.969 0.986 2.955 0.987 2.963
Mean 1.022 3.059 0.997 2.989 0.994 2.984
SD 0.213 0.632 0.100 0.294 0.046 0.146
6: Beta(2, 5)
Median 1.988 4.962 1.984 4.959 1.999 4.976
Mean 2.085 5.214 1.999 4.999 1.996 4.989
SD 0.554 1.385 0.182 0.452 0.073 0.187
 ˆR(h) =  ˆF (h)  1
2
 
⇡ˆ(1  ⇡ˆ)   2R
 ¯n(xi) + n(xi + h)
n(xi)n(xi + h)
(2.6)
The overall form of the variogram estimator is similar to the beta-binomial kriging model,
however there are some key and subtle differences in both the variogram and model assump-
tions.
1. The beta-binomial kriging model explicitly assumes the latent random field is spa-
tially correlated, stationary, and follows a beta distribution. The binomial cokriging
model of Lajaunie and Oliver only assumes that the latent random field is spatially
correlated, stationary, and bounded between [0, 1]. The resulting bias correction term 
⇡ˆ(1  ⇡ˆ)   2 is unaffected. However this assumption does affect the estimation of
the bias correction, and the interpretability. The explicit assumption of an underlying
beta distribution requires that the bias correction term be estimated for a beta dis-
tribution, whereas the Lajaunie/Oliver binomial cokriging model estimates the bias
correction using just the mean and variance of the sample proportions. The assump-
tion of a beta distribution also provides an easily interpretable framework for the shape
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of the underlying beta random field, whether it be symmetric or skewed, unimodal or
bimodal. This information is contained directly in the estimated beta parameters. As
the goal of the beta-binomial kriging model is a relatively simple, yet accurate, model,
interpretability is important.
2. In the beta-binomial kriging model, the estimated variogram of the sample proportions
is itself weighted for each pair of locations, depending on the variance of the differences.
Using the weights assigns more importance to differences between pairs of spatial
locations with relatively large sample sizes. There is no weighting applied to the
semivariogram of the sample proportions in the binomial cokriging model. Points with
small sample sizes and thus sample proportions that may not estimate the underlying
probability well are given the same weight as points with very high sample sizes. By
using these weights, the goal is to produce a better semivariogram estimator.
3. In the binomial cokriging model the bias correction term is constant. All lag classes
have the same correction factor subtracted, like estimating a “nugget effect” from the
sample proportions and then removing this term from the variogram. It is possible
that subtracting a constant factor will be an overcorrection in some lag classes and an
undercorrection in some.
Properties of binomial cokriging will be discussed further in Chapter 4, and the model’s
performance will be compared to the proposed beta-binomial kriging model.
2.6 Beta-binomial kriging weights
Spatial kriging is an interpolation method: the predicted values are linear combinations of
the observed values, with weights defined as a function of the distance between the observed
location and the prediction location. The next step in defining the beta-binomial kriging
method is establishing the interpolation weights,  i.
For any new spatial location, s0 2 D , the value of the latent beta distribution Y ⇤0 can be
predicted as a linear combination of the observed binomial counts Zi at observed locations
si, Y ⇤0 =
Pn
i=1  i
Zi
ni
. Here the observed sample proportions are used instead of the sample
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counts. The weights  i should be chosen such that the predicted value Y ⇤0 is unbiased and
has the smallest possible variance.
If the predicted value Y ⇤0 is unbiased, then E (Y ⇤0 ) = ⇡, where ⇡ is the mean of the
latent beta distribution. Then the conditional expectation at a new location is E [Y ⇤0 |Y ] =Pn
i=1  iYi.
E [Y ⇤0 |Y ] =E
"
nX
i=1
 i
Zi
ni
|Y
#
=
nX
i=1
 i
ni
E [Zi|Y ]
=
nX
i=1
 i
ni
[niYi]
=
nX
i=1
 iYi
Then the expected value of Y ⇤0 is E [Y ⇤0 ] = ⇡
Pn
i=1  i.
E [Y ⇤0 ] =E
"
nX
i=1
 iYi
#
=
nX
i=1
 iE(Yi)
=⇡
nX
i=1
 i
According to the expectation, an unbiased estimate is guaranteed if the sum of the weights
is 1. So the first constraint in the beta-binomial kriging equations is Equation (2.7).
nX
i=1
 i = 1 (2.7)
The best set of weights  i should be chosen such that the predicted values at a new
location are unbiased and also minimize the prediction variance V ar(Y ⇤0   Y0). The predic-
tion variance can be found by starting with the conditional squared expectation, and using
17
expectations to work forward.
E
h
(Y ⇤0   Y0)2 |Y
i
=E
24 nX
i=1
 i
Zi
ni
  Y0
!2
|Y
35
=E
248<:
 
nX
i=1
 i
Zi
ni
!0@ nX
j=1
 j
Zj
nj
1A  2Y0 nX
i=1
 i
Zi
ni
+ Y 20
9=; |Y
35
=
nX
i=1
nX
j=1
 i j
1
ninj
E [ZiZj |Y ]  2Y0
nX
i=1
 i
ni
E [Zi|Y ] + Y 20
=
nX
i=1
nX
j=1
 i j
1
ninj
[ ijniYi(1  Yi) + ninjYsYs0 ]  2Y0
nX
i=1
 iYi + Y
2
0
Here  ij represents the Kronecker delta  ij =
8>><>>:
1 i = j
0 i 6= j
. Then the expected conditional
squared prediction error can be simplified as below.
E
h
(Y ⇤0   Y0)2 |Y
i
=
nX
i=1
nX
j=1
 i j
1
ninj
[ ijniYi(1  Yi) + ninjYiYj ]  2Y0
nX
i=1
 iYi + Y
2
0
=
nX
i=1
 2i
ni
Yi(1  Yi) +
nX
i=1
nX
j=1
 i jYiYj   2Y0
nX
i=1
 iYi + Y
2
0
The expected squared prediction error comes from the expectation of the conditional squared
prediction error.
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E
h
(Y ⇤0   Y0)2
i
=E
24 nX
i=1
 2i
ni
Yi(1  Yi) +
nX
i=1
nX
j=1
 i jYiYj   2Y0
nX
i=1
 iYi + Y
2
0
35
=
nX
i=1
 2i
ni
E [Yi(1  Yi)] +
nX
i=1
nX
j=1
 i jE [YiYj ]
  2
nX
i=1
 iE [Y0Yi] + E
⇥
Y 20
⇤
=
nX
i=1
 2i
ni
⇥
E(Yi)  E(Y 2i )
⇤
+
nX
i=1
nX
j=1
 i j [Cov(Yi, Yj) + E(Yi)E(Yj)]
  2
nX
i=1
 i [Cov(Y0, Yi) + E(Y0)E(Yi)] +
h
V ar(Y0) + E (Y0)
2
i
=
nX
i=1
 2i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
i=1
nX
j=1
 i j
⇥
CY (|si   sj |) + ⇡2
⇤
  2
nX
i=1
 i
⇥
CY (|s0   si|) + ⇡2
⇤
+  2Y + ⇡
2
=
nX
i=1
 2i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
i=1
nX
j=1
 i jCY (|si   sj |) + ⇡2
  2
nX
i=1
 iCY (s0   si)  2⇡2 +  2Y + ⇡2
=
nX
i=1
 2i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
i=1
nX
j=1
 i jCij   2
nX
i=1
 iC0i +  
2
Y
where Cij = CY (|si   sj |).
Finally, the variance of the prediction error is found as a function of the expectations of
the difference.
V ar(Y ⇤0   Y0) =E
h
(Y ⇤0   Y0)2
i
  E [Y ⇤0   Y0]2
=
24 nX
i=1
 2i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
i=1
nX
j=1
 i jCij   2
nX
i=1
 iC0i +  
2
Y
35  0
Since the estimator Y ⇤0 is unbiased, E [Y ⇤0   Y0]2 = 0. So the prediction error variance is
given by Equation (2.8).
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V ar (Y ⇤0   Y0) =
nX
i=1
 2i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
i=1
nX
j=1
 i jCij   2
nX
i=1
 iC0i +  
2
Y (2.8)
The final step is to set up a system of equations and minimize the prediction error
variance. Taking the derivative with respect to  i and adding a Lagrange multiplier µ gives
a system of (n+ 1) equations.
 
  i
V ar (Y ⇤0   Y0) =
 
  i
{
nX
i=1
 2i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
i=1
nX
j=1
 i jCij   2
nX
i=1
 i
C0i +  
2
Y + 2µ
"
nX
i=1
 i   1
#
}
0 =
2 i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+ 2
nX
j=1
 jCij   2C0i + 2µ
0 =
 i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
j=1
 jCIj   C0i + µ
So the beta-binomial kriging equations are given by Equation (2.9).
 i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
Pn
j=1  jCij + µ = C0i i 2 1, 2, . . . , nPn
i=1  i = 1
(2.9)
The beta-binomial kriging equations can be conveniently written in matrix notation.
Equation (2.9) becomes C  = C0 where C is a matrix of coefficients,   =

 1 . . .  n µ
  1
is a vector of the kriging weights and Lagrange multiplier, and C0 =

C01 . . . C0n 1
  1
is a vector of the right-hand sides of the kriging equations.
The coefficient matrix is more complex than the ordinary kriging equations, which have
the form below [20].
 jCij + µ = C0i i 2 1, 2, . . . , nPn
i=1  i = 1
(2.10)
This added complexity is due to the term  ini
⇥
⇡(1  ⇡)   2Y
⇤
. To account for this, an extra
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term is added to the diagonal elements of the coefficient matrix.
C =
2666666666664
Cˆ11 + 1ni
⇥
⇡(1  ⇡)   2Y
⇤
Cˆ12 . . . Cˆ1n 1
Cˆ21 Cˆ22 + 1n2
⇥
⇡(1  ⇡)   2Y
⇤ · · · · · · 1
...
...
. . . 1
Cˆn1
... Cˆnn + 1nn
⇥
⇡(1  ⇡)   2Y
⇤
1
1 1 . . . 1 0
3777777777775
Here Cˆij represents the estimated covariance function for points i and j, Cˆij =  ˆY (|si  
sj |). The weights of the beta-binomial kriging model are then found by solving the matrix
equation, C  = C0.
  = C 1C0 (2.11)
To implement beta-binomial kriging, this system of equations must be solved for each pre-
diction location. For prediction over a dense spatial grid, this may be computationally
intensive.
The prediction error variance can be rewritten in terms of the ordinary kriging variance,
V arOK =  2  
Pn
i=1  iC0i   µ. By rearranging terms and simplifying, the prediction error
variance can be written as V ar(Y ⇤0   Y0) =  2Y  
Pn
i=1  iC0i   µ.
21
V ar(Y ⇤0   Y0) = 2Y   2
nX
i=1
 iC0i +
nX
i=1
 2i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
i=1
nX
j=1
 i jCij
= 2Y  
nX
i=1
 iC0i +
nX
i=1
 2i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
nX
i=1
nX
j=1
 i jCij
 
nX
i=1
 iC0i
= 2Y  
nX
i=1
 iC0i +
nX
i=1
 i
8<: ini ⇥⇡(1  ⇡)   2⇤+
nX
j=1
 jCij   C0i
9=;
= 2Y  
nX
i=1
 iC0i  
nX
i=1
 iµ
= 2Y  
nX
i=1
 iC0i   µ
This shows that the additional complexity from using beta-binomial distributed sample
proportions is contained solely within the covariance matrix, and not in the form of the
error variance.
This chapter has presented a full development of the theoretical relationships between
the variogram of the sample proportions and variogram of the latent probability distribution,
which led to an estimator for the beta-binomial kriging variogram. From this theoretical
relationship kriging equations were also developed, and compared to the classical kriging
equations. In the next chapters the variogram estimator will be evaluated, and the predictive
ability of the beta-binomial kriging model compared to other spatial estimation routines.
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Chapter 3
Beta-Binomial Kriging Model
Evaluation
The next chapter demonstrates a method for simulating spatially correlated beta-binomial
data. Simulated data sets are necessary to evaluate the performance of beta-binomial kriging
under a variety of beta distributions, strengths of spatial correlation, and sample sizes. As
the beta-binomial distribution itself is hierarchical in nature, the data simulation method
follows a structured set of steps. The data simulation method is followed by an evaluation of
the simulated data to test whether it does really follow a beta-binomial distribution. After
showing that the NORTA method is effective, three methods are proposed for parameter
estimation in the beta-binomial kriging model and their accuracy is tested. Once the best
estimation method is chosen parameter estimates are considered, as well as predicted values
and prediction errors from a large-scale simulation study.
3.1 NORTA data simulation
A 2007 paper by Yahav and Shmueli introduced a clever method to generate multivariate
Poisson random variables, which they later called a “NORTA” transformation: “normal-to-
anything” [64, 65]. Their method was innovative in its simplicity, and accomplishes the
transformation from a normal distribution to any probability distribution using only the
cumulative density functions.
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The NORTA simulation algorithm proceeds in three steps.
1. Generate a p-dimensional normally distributed vector, ~XN , with mean ~µ = 0 and
variance ~  = 1, and correlation matrix ~RN .
2. For each value in the normal vectorXNi , i 2 1, 2, . . . , p, calculate the normal cumulative
distribution function (CDF),  (Xi).
3. For each  (Xi), calculate the inverse Poisson CDF with rate parameter  i, XPi =
⌅ 1
 
 (XNi )
 
.
Then, the vector ~XP is a p-dimensional Poisson random vector with correlation matrix RP
and rate parameter vector ~  [64].
This method has several advantages over other non-normal data generation schemes.
The largest advantage is the flexibility of the method: there are no limitations imposed
on the correlation matrix of the normal data ~RN . Yahav and Shmueli do stipulate that a
standard normal random variable should be used, but this particular choice is for simulation
ease only. No matter the mean and variance of the underlying normal vector ~XN , the
transformation to the CDF has a “standardizing” effect – the CDF will always be between
0 and 1 despite the scale of the original distribution.
Another major advantage of this method is that it works just as well for other distribu-
tions, and not just the Poisson distribution. In fact, the method works even better when
the final distribution is continuous. Any of the classical distributions from statistical theory
can be used, and the user can easily define their own distribution to apply the NORTA
transformation to. Yahav and Shmueli note that there is some difficulty for defining the
Poisson inverse CDF due to the discontinuities, and suggest possible methods to use [64].
However these adjustments are not necessary for continuous distributions. The transforma-
tion across CDFs is one-to-one and continuous, since CDFs for continuous random variables
are themselves continuous.
3.1.1 Simulating a beta-binomial spatial field
The NORTA method as described above can be easily adapted to simulating a spatially
correlated beta random field, denoted Ys. Since this is a spatial random field, there is the
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additional step of generating spatial coordinates.
1. Generate spatial coordinates according to a Poisson process. For this simulation study,
points will be generated to form a very dense spatial grid on a 20 ⇥ 20 random field.
This will provide a sampling frame to choose sample points, as well as a set of “true”
underlying values to compare the predictions to.
2. Generate a Gaussian random field, Xs, with spatial covariance matrix ⌃X and covari-
ance function  X . For the following simulation study,  X follows the spherical model,
with varying range  X and ⌧2X = 0.
Xs ⇠ Normal(µX = 0, 2X = 1)
 X =
8>><>>:
⌧2X +  
2
X
⇣
3h
2 X
  h3
2 3X
⌘
0 < h <  X
⌧2X +  
2
X h    X
[20]
3. For each observation in the Gaussian random field Xs, find the corresponding value
from the normal CDF,  (Xs). Yahav and Shmueli recommend using the initial sim-
ulation parameters (µ = 0,  2 = 1) to do the transformation [65]. However, for
spatial data the sample CDF should be used to prevent possible bias. That is,
 (Xs) ⇠ NormalCDF (µ = x¯, 2 = s2).
Suppose that the initial Gaussian random variable Xs has relatively low values across
the entire random field, which is common in simulations with large spatial ranges.
Now, consider what would happen if the transformation to the normal CDF used the
initial simulation parameters, and not the sample values. According to the initial
simulation parameters the original Gaussian field Xs is relatively low, and after the
transformation the values from the CDF will be relatively low, and therefore so will
the eventual values from the beta distribution. In this case, the simulated values from
the beta distribution may not be representative of the desired beta distribution, and
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instead they would be skewed downward.
Using the sample statistics from the Gaussian random field x¯ and s2 in effect stan-
dardizes the spatial normal distribution, and thus ensures that the latent beta field Ys
will accurately reflect the desired beta distribution. This is especially important for
model evaluation, as a bias in the latent beta probabilities will result in biased sample
proportions and later biased parameter estimates and predictions.
4. For a Beta(↵, ) distribution, find the value Ys such that  (Xs) = ⌅(Ys), where ⌅(Ys)
represents the CDF of the beta distribution. Then,
Ys ⇠ Beta(↵, )
with covariance matrix ⌃Y and covariance function  Y . Since this is a transformation
across continuous distributions, the spatial range hasn’t changed ( X =  Y ). The
same is true for the nugget effect (⌧2X = ⌧2Y = 0). The spatial sill  2Y is now the
variance of the beta distribution,
 2Y =
↵ 
(↵+  )2(↵+   + 1)
So the covariance function  Y still follows a spherical model, with the same range and
a transformed sill.
 Y =
8>><>>:
⌧2Y +  
2
Y
⇣
3h
2 Y
  h3
2 3Y
⌘
0 < h <  Y
⌧2Y +  
2
Y h    Y
5. Next, generate binomial observations Zs|Ys ⇠ Binomial(ns, Ys), where ns is the num-
ber of observations. A randomly generated subset of the dense spatial grid chooses
the observed locations s. Then Zs follows a beta-binomial distribution. At this step,
the choice of sample size needs to be made. Some possibilities are:
(a) Set ns equal to a constant value at all locations. While this is the easiest method
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to implement, it is also the least general case.
(b) Randomly assign ns at each spatial location s from a set of possibilities. This is
easy to implement, and establishes independence between the sample size ns and
the beta probability Ys.
(c) Use a co-simulation method [45] to generate spatial locations ns relative to some
function of the beta random variables Ys. This is a method that may be useful
in the context of designed experiments – if the anticipated beta probability at a
spatial location is extremely high or low, more sample observations are needed
to get an accurate estimate. However, the parameters of the underlying spatial
random field are rarely known a priori, and if so this analysis would be unneces-
sary. Moreover, while the beta-binomial kriging model does not explicitly assume
there is no correlation between the beta probability Ys and the observed sample
size ns, it is also not accounted for in the model.
Since the purpose of this simulation study is to evaluate beta-binomial kriging, option
(2) is the best method to generate sample sizes ns.
R version 3.1.2 was used to generate beta-binomial data, within the RStudio development en-
vironment (version 0.98.1091) [50, 55]. Appendix A provides sample code for beta-binomial
spatial data generation.
Figure 3.1 illustrates the NORTA data generation process.
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Figure 3.1: Illustration of spatial beta-binomial data generation using NORTA method.
In steps 1 and 2, a dense spatial grid is formed, and a Gaussian random field is generated
across the grid. The sample random field pictured has  X = 10,  2X = 1, and ⌧X = 0 (top
left). Next, a one-to-one transformation is made from the CDF of the simulated Gaussian
random field  (Xs) to the CDF of a beta distribution ⌅(Ys). Here a Beta(↵ = 0.5,  = 0.5)
distribution was used (top right). Finally, a subset of the random field is selected, and
binomial points are generated such that Zs|Ys ⇠ Binomial(ns, Ys). Here, ns is randomly
chosen to be an integer between 2 and 5. From the binomial counts (bottom left), find
the binomial proportions (bottom right). The simulated binomial proportions should reflect
general trends in the beta distribution.
3.2 Characteristics of beta-binomial spatial simulated data
The NORTA methodology has been described in detail for simulating multivariate Poisson
distributions [64, 65], however it has not yet been used in the literature to simulate data
from a continuous probability distribution, nor in a spatial context. Before applying the
beta-binomial kriging model to the simulated data, the properties of the simulated data
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Figure 3.2: Probability density functions for six beta distributions.
should be evaluated to determine how closely the generated latent spatial beta distribution
corresponds to a true beta distribution.
In this dissertation six different beta distributions will be used to evaluate the beta-
binomial kriging model. The distributions are listed below according to the shape and scale
parameterization, Beta(↵, ).
1. Beta(0.5, 0.5)
2. Beta(1, 1)
3. Beta(2, 2)
4. Beta(5, 1)
5. Beta(1, 3)
6. Beta(2, 5)
These particular distributions were chosen to represent a variety of potential conditions
for a probability distribution, including symmetric distributions (1, 2, and 3), bimodal
distributions (1), and skewed distributions (4, 5, and 6). Each of the skewed distributions
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Table 3.1: Expected values and variances of the six beta distributions.
Case Beta parameters E(Y ) V ar(Y )
1 Beta(0.5, 0.5) 0.5 0.125
2 Beta(1, 1) 0.5 0.083
3 Beta(2, 2) 0.5 0.50
4 Beta(5, 1) 0.833 0.020
5 Beta(1, 3) 0.25 0.038
6 Beta(2, 5) 0.286 0.026
has a different amount of skew (4 the most extreme, 6 the least extreme). Table 3.1 has
the means (µ) and variances ( 2) for each of the six beta distributions. The probability
distributions of these six beta distributions are plotted in Figure 3.2. Not only do the
distributions have varying shapes, but their variances range from relatively small values
(4) to large values (1). Ideally these six beta cases are a good representation of possible
distributions that can occur.
Each of the six beta distributions was simulated under a variety of spatial conditions.
All data sets were simulated using a smooth spatial distribution (i.e. no nugget effect). By
using no nugget effect in the simulations the data should represent a true beta distribution
and any observed nugget effect from the binomial sample proportions should be due to the
binomial sampling only. Data was simulated on a dense 20 ⇥ 20 spatial grid using spatial
ranges of 5, 10, or 15, allowing for the strength of spatial dependency to vary. Samples were
taken at 100 spatial locations with three possible sample size sets from very small samples
to relatively large samples. This created a combination of 54 possible simulation conditions
(6⇥ 3⇥ 3). For simplicity, each was assigned a numerical ID listed in Table 3.2.
Figure 3.3 plots the means and variances of 500 simulated spatial data sets under each
simulation condition. Each of the simulated beta means are close to their true value (0.5,
0.5, 0.5, 0.833, 0.25, and 0.286 in order). As the spatial range increases, the mean of the
simulated beta random field becomes more variable. Strong spatial dependency can shift
the overall values of a random field higher or lower, since a location with a particularly
extreme value affects more neighboring locations. This phenomenon is more pronounced for
the symmetric beta distributions (1, 2, and 3) than for the asymmetric beta distributions
(4, 5, and 6). Since the latent beta distributions represent a dense spatial grid and have
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not yet been sampled, there is no discernible difference between the different sample sizes.
For example, simulation conditions 1, 7, and 13 are effectively the same at this level of the
model since binomial samples have not been taken yet. For each beta case, the variances of
the dense spatial grid are very close to the true variances of the beta distribution. The beta
variances show the same dependency on the spatial range as the beta means: as the spatial
range increases the simulated data sets become more variable. These graphs verify that the
latent probability random field follows the intended beta distributions.
Next, random samples were generated at 100 spatial locations using random sets of
relatively small, medium, or large sample sizes. Figure 3.4 plots the means and variances of
the binomial random sample proportions, as well as the mean sample size for each simulation.
The means of the binomial sample proportions are accurate for each beta case, albeit more
variable than the underlying beta distribution. Beta case 1, which is the bimodal symmetric
beta distribution, has the most variable sample means under all simulation scenarios. As the
spatial range increases, there is a slight decrease in the variability of the simulated sample
means. However this decrease is minor compared to the effect of the sample size. As the
sample size increases, the simulated binomial sample means become less variable. At spatial
locations with bigger sample sizes ni, the sample proportion observed tends to be closer to
the true sample proportion. Overall the variability in sample means appears to be slightly
smaller for the skewed distributions (4, 5, and 6) than for the symmetric distributions (1, 2,
and 3).
The sample size at each spatial location ni has a large effect on the variability of the
simulated binomial observations. For larger sample sizes (simulations 13-18, 31-36, and 49-
54), the variances are considerably smaller and much closer to the variance of the latent
beta distribution. Taking binomial spatial samples has a strong effect on the variability
of the data, which will be explored in detail in the next section. Based on the previous
results from the simulated latent beta random field and binomial sample proportions, there
is strong evidence that the NORTA simulation method described previously does in fact
generate beta-binomial spatial data.
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Figure 3.3: Summary statistics for simulated spatial beta random fields.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest plot
color represents beta case 6.
For each of the six beta cases, the means of the beta distributions are 0.5 (1-3), 0.833 (4),
0.25 (5), and 0.286 (6).
For each of the six beta cases, the variances of the beta distributions are 0.125 (1), 0.083
(2), 0.050 (3), 0.020 (4), 0.038 (5), and 0.026 (6).
33
Figure 3.4: Summary statistics for beta-binomial sample proportions.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest plot
color represents beta case 6.
For each of the six beta cases, the means of the beta distributions are 0.5 (1-3), 0.833 (4),
0.25 (5), and 0.286 (6).
For each of the six beta cases, the variances of the beta distributions are 0.125 (1), 0.083
(2), 0.050 (3), 0.020 (4), 0.038 (5), and 0.026 (6). The variances of the binomial sample
proportions are much higher than the latent beta distributions, which is characteristic of
the beta-binomial distribution.
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3.2.1 Properties of the beta-binomial variogram
The observed sample counts have a marginal beta-binomial distribution
Zi ⇠ beta  binomial(ni, Yi,↵, )
Before evaluating the performance of the beta-binomial kriging model, some properties
of the spatial relationship of the observed sample proportions Zini should be established.
No additional variability is added to the model during the transformation from a Gaus-
sian random field to a beta random field, since these are two smooth continuous distribu-
tions. So therefore, any additional variability in the nugget effect must occur at the binomial
proportion level.
For constant sample size n at each spatial location, the relationship between variance
of the latent beta random field V ar(Y ) and the variance of the beta-binomial sample pro-
portions V ar
 
Z
n
 
is straightforward to show. The variance of a beta distribution is defined
as
V ar(Y ) =
↵ 
(↵+  )2(↵+   + 1)
For a beta-binomial distribution, the variance is defined as
V ar(Z) =
n↵ (↵+   + n)
(↵+  )2(↵+   + 1)
Then, the variance of the beta-binomial sample proportions is
V ar
✓
Z
n
◆
=
1
n2
V ar(Z)
=
↵ (↵+   + n)
n(↵+  )2(↵+   + 1)
Conditional on the underlying beta random field, Cov(Zi, Zj |Y ) = 0. So then, the spatial
sill estimated from the sample proportions should be relatively unchanged from the beta sill,
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 2Y = V ar(Y ), with some estimation error of course. The additional variability from the
beta-binomial structure can then be thought of as the nugget term, ⌧2 = V ar
 
Z
n
  V ar(Y ).
For the spatial range, there should be no change throughout the transformation, since the
same sample locations are used at each point and the transformation from Gaussian to beta
is one-to-one. There may be some slight fluctuations in the estimated spatial range at the
binomial level due to sampling, but overall it should stay constant.
Then, the variogram parameters for the sample proportions, in terms of the beta shape
parameters, are
 2Z =  
2
Y =
↵ 
(↵+  )2(↵+   + 1)
 Z =  Y
⌧2Z =V ar
✓
Z
n
◆
  V ar(Y )
=
↵ (↵+   + n)
n(↵+  )2(↵+   + 1)
  n↵ 
n(↵+  )2(↵+   + 1)
=
↵ (↵+  )
n(↵+  )2(↵+   + 1)
=
↵ 
n(↵+  )(↵+   + 1)
While these formulas do not represent the unequal sample size case, they illustrate
an important point about the relative size of the nugget effect of the binomial sample
proportions. The nugget effect ⌧2Z changes by a factor of
1
n , as the sample size grows at
each spatial location the nugget effect diminishes quickly. So, the adjustment provided by
beta-binomial kriging is most important when there are relatively few observations at each
sample location.
At this point, reconsider Figure 3.4 and the variances of the binomial sample proportions.
The overall variance of a spatial data set can be decomposed into two components: the
nugget effect and the spatial sill.
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Table 3.3: Theoretical spatial parameters for sample proportions Zn when sample sizes are
equal at all locations.
Beta distribution (0.5, 0.5) (1, 1) (2, 2) (5, 1) (1, 3) (2, 5)
 2Z 0.125 0.083 0.050 0.020 0.038 0.026
⌧2Z (n = 1) 0.125 0.167 0.200 0.119 0.150 0.179
⌧2Z (n = 2) 0.063 0.083 0.100 0.060 0.075 0.089
⌧2Z (n = 5) 0.025 0.033 0.040 0.024 0.030 0.036
⌧2Z (n = 10) 0.013 0.017 0.020 0.012 0.015 0.018
⌧2Z (n = 20) 0.006 0.008 0.010 0.006 0.008 0.009
Table 3.4: Theoretical variance of the binomial sample proportions under simulation condi-
tions 1-6 assuming n = 3.
Case Beta parameters ⌧2Z  2Z V ar(
Z
n )
1 Beta(0.5, 0.5) 0.042 0.125 0.167
2 Beta(1, 1) 0.056 0.083 0.139
3 Beta(2, 2) 0.067 0.050 0.117
4 Beta(5, 1) 0.040 0.020 0.060
5 Beta(1, 3) 0.050 0.038 0.088
6 Beta(2, 5) 0.060 0.026 0.085
V ar(
Z
n
) = ⌧2Z +  
2
Z
Consider simulation conditions 1-6: each of the beta distributions are represented with
sample sizes ranging between 2 and 5 at a small spatial range of 5. For each of these six
beta distributions, let n = 3 and find the theoretical nugget effect and spatial sill. Figure
3.5 shows the sample variances for these six simulations under the assumed constant sample
size. Horizontal lines represent the theoretical variances shown in Table 3.4, which are very
close to the median sample variances for the simulated data sets. Even though the simulated
data sets come from non-constant sample sizes, the relationships assuming n constant are a
good proxy for the behavior of the spatial beta-binomial random variables.
Table 3.3 shows how quickly the spatial nugget effect disappears as the sample size at
each spatial location increases. For relatively large samples, the empirical variogram of the
sample proportions should perform reasonably well. There will be an additional nugget
term present, but it will be fairly small as a fraction of the overall variability. However
for small samples, it’s clear that using the sample proportions will not adequately estimate
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Figure 3.5: Simulated binomial sample variances for simulation conditions 1-6.
Horizontal lines represent the theoretical sample variances, assuming a constant sample size
of n = 3. The simulated binomial sample variances are very close to the theoretical values.
the variogram of the latent beta distribution. Figure 3.6 also illustrates this point. No
matter the initial nugget effect, the nugget approaches zero as the sample size increases. At
a sample size of about 30, the nugget effect is indistinguishable. Therefore, for sample sizes
greater than 30 at each spatial location, beta-binomial kriging may not be necessary. For
samples of that size the sample proportions alone may be adequate to estimate the spatial
variogram.
Table 3.3 also illustrates a concern with binary spatial data: the overwhelming nugget
effect. When the beta distribution generates a large number of Ys between 0.2 and 0.8, the
variability of the binomial process dwarfs the spatial sill. This is consistent with binary spa-
tial data described in previous research by Alfò, Heagerty, and Hoeting.[2, 31, 33]. Whether
this problem persists with beta-binomial kriging will be discussed later in this chapter.
3.3 Variogram estimation methods
Potential estimation methods were evaluated for estimating the parameters of the beta-
binomial kriging variogram. Parameter estimation was done using the ’variofit’ function in
the R package geoR [23, 52].
However using the variofit function with the beta-binomial kriging requires a few work-
arounds in R. R functions are heavily dependent on the object class, only certain object
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Figure 3.6: Theoretical nugget effects for the six beta distributions.
classes can be used within a given function. The variofit function requires an object of class
“variogram”, which is only created by the R function variog. There is no way to define a
new object to class “variogram”, so the empirical beta-binomial variogram must be manually
entered into an existing object. The required steps are listed below.
1. Create a “dummy variogram” object of the proper class for the data from the variog
function.
2. Using the same lag classes that the variog function used (either the default option or
a manual setting), find the empirical beta-binomial variogram. This variogram should
have the same number of pairs in each lag class, as well as the same number of classes
as the “dummy variogram” from step 1.
3. Overwrite the variogram values  ˆY from the “dummy variogram” with the values from
the beta-binomial variogram. If step 2 was done correctly, the number of observations
and lag classes should match exactly and do not need to be changed.
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Now the beta-binomial kriging variogram is saved as the correct object class in R, and the
parameters can be estimated using existing optimization routines. This method has the
advantages of implementation and speed. Since R functions are typically optimized for best
performance, taking advantage of an existing optimization routine allows the estimation
process to proceed much faster. Moreover, the adjustment is straightforward to implement.
Care should be taken however for small data sets, which may have lag classes with no pairs
of observations. If that is the case, the “dummy variogram” should be checked completely
to make sure the number and size of lag classes matches the result of the empirical beta-
binomial variogram.
The variofit function estimates covariance parameters for the variogram using weighted
least squares. Three possible weighting options were considered.
1. Use the number of observations in each lag class N(h) and the loss function L1(✓).
N(h) =
X
i,j
Id(i,j)⇠h
L1(✓) =
X
k
N(k) [ ⇤Y (k)   ✓(k)]2
2. Use the weighted number of observations in each lag class N⇤(h) and the loss function
L2(✓).
N⇤(h) =
X
i,j
ninj
ni + nj
Id(i,j)⇠h
L2(✓) =
X
k
N⇤(k) [ ⇤Y (k)   ✓(k)]2
3. Use the number of observations in each lag class N(h) and the loss function L3(✓) as
recommended by Cressie [17].
N(h) =
X
i,j
Id(i,j)⇠h
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Figure 3.7: Beta distribution cases 1-6.
L3(✓) =
X
k
N(k)

 ⇤Y (k)   ✓(k)
 ✓(k)
 2
Here, ✓ is a vector with variogram parameters,  ⇤Y (k) is the value of the beta-binomial
variogram at lag class k and  ✓(k) is the value of the theoretical variogram at lag class
k. Methods 1 and 2 use the same loss function for the weighted least squares estimation,
however the key difference in the number of observations in each lag class. Method 1 applies
no weights, and uses the count of the pairs of observations in each lag class. Method 2 uses
a weighted number of observations, with weight ninjni+nj for pair (i, j). This weighting term
adjusts for the amount of information at each location. Location pairs with relatively high
sample sizes are given more weight in the estimation routine than pairs with relatively low
sample sizes. Method 3 uses the unweighted number of pairs, and an adjusted loss function
that represents the squared relative loss, rather than just the squared loss.
100 simulated data sets were created under each of 54 possible simulation scenarios: six
beta cases, three spatial ranges, and three sample sizes. For all 5,400 data sets, each of
the three parameter estimation routines was applied, and parameter estimates were saved.
Figures 3.8, 3.9, and 3.10 plot median estimates and standard errors for all 54 simulation
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scenarios. In each plot, the beta cases are labeled 1-6, corresponding to the beta parameters
in Figure 3.7. The plotting symbol represents the spatial range: 5 ( ), 10 (4), or 15 (+).
The plotting color represents the possible sample sizes for each scenario: green for small
samples, red for medium samples, and black for large samples. For all scenarios the nugget
effect was set to zero. In the plots, grey lines represent the true values of each parameter.
In general, scenarios with high spatial ranges tended to have more variable estimates
of the range and higher estimates of the sill. For a spatial data set, the sill and range are
highly correlated with one another. As the simulation range gets larger, it’s more likely to
observe data sets with spatial structure going beyond the simulated field. If this occurs,
then the estimates for the range and the sill become very large. For example, there are a
few simulation scenarios in which some data sets had estimated parameters that were much
larger than expected, which led to large standard errors. Surprisingly, the sample size at
each spatial location does not affect the median parameter estimates. There does tend to be
more variability in the parameter estimates for smaller samples, which makes sense as the
smaller the sample size at each location is, the less accurate the information at each location
about the latent beta distribution.
Out of the three estimation methods, Method 3 (Cressie’s adjustment, [17]) performed
the worst, especially for the non-symmetric beta distributions. The nugget parameter was
reasonably well-estimated for beta cases 1-3, but nearly always overestimated for beta cases
4-6. The standard deviation of the estimated nugget effect was much larger for Method 3
than for the other two estimation routines. Method 3 also seemed to struggle most with the
nugget in small samples, whereas Methods 1-2 accurately estimated the nugget for all three
samples sizes.
Method 3 also overestimated the sill for all of the symmetric distributions. For the non-
symmetric distributions, the sill was actually underestimated as the spatial range decreased.
For the spatial range, the skewed beta distributions had unreasonable median estimates.
While Cressie’s method was originally thought to work well for Gaussian distributions [17],
it is clear from these simulations that the estimation method should not be used with
binomial data.
Methods 1 and 2 are comparable in terms of their estimation accuracy. Both methods
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accurately estimated the nugget in all simulation scenarios. The standard deviation of the
nugget estimates was slightly lower on average for Method 2. Method 2 had two scenarios
with very high standard deviations for the sill, likely due to a few extreme data sets. The
median estimates are nearly identical for the sill using both methods. Method 2 was slightly
better for estimating the spatial range. Both methods estimated the smallest range of 5 very
well. Method 1 overestimated slightly for beta distributions 5-6 and underestimated for beta
distributions 1-3 at a spatial range of 10. Method 1 had the same underestimation problems
for the symmetric beta distributions, but was more accurate for the skewed distributions.
At a range of 15, Method 1 underestimated for the symmetric distributions, and was quite
variable for the skewed distributions. Method 2 underestimated for beta distributions 1 and
2, but was accurate for the rest of the simulation scenarios, especially at large samples.
Based on these simulations, using Method 2 gives a slightly more accurate estimation of
the covariance parameters. The adjustment to the number of observations in each lag class
N⇤(h) was not chosen at random, in fact it is the same adjustment that appears in the beta-
binomial kriging variogram. This suggests that incorporating the sample size ni at each
location is important for parameter estimation as well. When dealing with proportions,
the accuracy of the binomial proportions changes wildly depending on the sample size,
especially at small samples. This fact should be taken into consideration not just at the
empirical variogram estimation stage, but also at the covariance parameter estimation stage
of the model.
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Figure 3.8: Median parameter estimates and standard errors for all simulation scenarios,
evaluated using Method 1.
44
Figure 3.9: Median parameter estimates and standard errors for all simulation scenarios,
evaluated using Method 2.
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Figure 3.10: Median parameter estimates and standard errors for all simulation scenarios,
evaluated using Method 3.
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3.4 Parameter estimates
Parameters for each of the 500 simulated data sets under each simulation condition were
estimated using Method 2 as described in the previous section. In this section estimated
values will be discussed for the three spatial parameters: nugget, range, and sill.
The nugget parameter ⌧2 represents the point variability due to the binomial samples
at each location. In all simulations the nugget variability for the latent beta random field
was 0, so all nugget variability in the binomial sample proportions is due to the binomial
samples and not the underlying probability. For all simulation conditions, the median nugget
effect was 0. Since the parameter estimates are for the spatial structure of the latent beta
field, and not the binomial sample proportions, this indicates that the adjustments on the
variogram estimator are successful at removing the additional variability. However some beta
distributions were less successful at removing the additional variability. Beta distribution 1,
which represents a bimodal probability distribution, had the highest overall estimated nugget
effects. This distribution showed the most variability by far in the sample data, so it should
be expected that the additional variability cannot always be completely adjusted for. The
asymmetric beta distributions (4, 5, and 6) tended to have fewer outlying nugget estimates.
Those nugget estimates that were larger than expected for an asymmetric distribution were
less than outliers for symmetric distributions (Figure 3.4). The standard deviations of the
nugget estimates tended to be higher for symmetric distributions. Since the nugget effect
is bounded at zero, the increased standard deviation is due to large positive nugget effects
alone.
The size of the nugget effect estimate also appears to be dependent on the spatial range.
Simulations 1-18 had the smallest spatial range (  = 5) and showed relatively few outliers.
However simulations 19-54 had larger spatial sills and their data show far more outliers.
These particular simulations had more spatial structure overall, and so demonstrate more
spatial structure in the nugget effect. The magnitude of outliers also tends to increase for
all beta distributions as the spatial range increases.
Surprisingly, the sample size has nearly no effect on the nugget estimate. There are
no discernible patterns in Figure 3.11 as the sample sizes increase. This suggests that the
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modification to the beta-binomial variogram estimator improves parameter estimates for
the latent beta distribution. Using the sample proportions to create a variogram with no
adjustment for sample size should result in more variable estimates at smaller sample sizes,
since there is less information about the true beta proportion at small sample sizes. This
will be discussed further in following chapters.
The expected spatial sill of the latent beta distribution is the variability of the underlying
beta distributions. Figure 3.12 graphs the estimated spatial sill of all 500 simulated data
sets under each condition, the median for each condition, and the standard deviation of
each condition. The boxplots demonstrate that the spatial sill estimates are right skewed,
although there are fewer outliers than the spatial nugget. However, there are spatial sill
estimates greater than 1, which is non-sensical given that the sill represents the variability
of a beta distribution bounded between 0 and 1. This shows that for some simulations,
convergence may have been a problem. As the spatial range increases, there are more extreme
outliers. As previously mentioned, there are a few “extreme” simulations in each condition,
which is not unusual given the number of cases considered. These extreme simulations might
demonstrate an overabundance of spatial structure, which would lead to unusual parameter
estimates (outliers) or convergence issues (outliers greater than 1).
The plots of the median spatial sills have dashed lines for each of the true spatial sills
of the latent beta distribution. Again surprisingly, the size of the binomial samples does
not affect the median spatial sills for symmetric distributions. However as the spatial range
increases, the median spatial sill overestimates the true spatial sill. The overestimation
decreases at large sample sizes, but is still present. The additional variability could be
related to a variety of factors. A possible explanation could be the estimation of the beta
parameters using the sample proportions. Using estimated ↵ˆ and  ˆ to estimate the latent
beta variogram adds another level of complexity not adjusted for in the variogram, which
could lead to inflated variance effects. Another possibility is the additional variability overall.
Symmetric beta distributions have a wider range of overall possible values, and are more
variable than asymmetric distributions. Extreme beta probabilities can generate even more
extreme sample binomial proportions. In Figure 3.4 there is noticeably more variability in
the sample proportions, especially as the spatial range increases. Comparison simulation
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Figure 3.11: Parameter estimates for nugget effect using beta-binomial kriging.
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studies in the next chapter may shed some light on the overestimation occurring in the
median spatial sills.
Finally consider the estimated spatial range. Simulations 1-18 used the smallest spatial
range,   = 5. Overall, these simulations estimated the spatial range very well. There is
still some skewness in the parameter estimates, which decreases as the sample size increases.
Across a spatial random field with dimensions 20⇥20, a spatial range of 5 should be very easy
to detect since it is a relatively small distance. The beta-binomial kriging model estimates
the spatial range well at this size. There is slightly more variability in the range estimates
for the asymmetric distributions (4, 5, and 6) than for the symmetric distributions (1, 2,
3). The asymmetric distributions have more similar values across the entire probability
distribution, and are relatively unlikely to experience extremes. Since the values are more
similar overall, the estimated spatial range may increase to reflect that similarity. The same
pattern of increased range estimates occurs for the asymmetric distributions with a range
of   = 10 and a range of   = 15. Simulations with high spatial ranges (  = 15) were most
likely to experience issues with convergence, although a few datasets in every simulation
had difficulty converging, indicated by unreasonably high range estimates. Again, with a
simulation this size this behavior is not unusual.
Overall, the beta-binomial kriging model estimates the parameters of the latent beta
field reasonably well. Estimation of an unobservable beta random field has several hurdles
that must be overcome:
1. Limited information. Binomial sample proportions can often be much higher or lower
than the underlying probability, especially at small sample sizes.
2. More complex parameters. Not only should the spatial covariance parameters be
estimated, but the properties of the beta random field should be estimated as well.
In a traditional geostatistical analysis, assuming normality of the random spatial field
places all necessary parameters within the spatial structure, assuming a constant mean.
3. Non-constant sample sizes. At each observation point there is a different level of
variability in the binomial sample proportions. This variability must then be estimated
and removed to return to the latent beta random field.
51
Ta
bl
e
3.
6:
Su
m
m
ar
y
st
at
is
ti
cs
fo
r
sp
at
ia
ls
ill
es
ti
m
at
es
( ˆ
2
)
by
si
m
ul
at
io
n
co
nd
it
io
n.
Si
m
ul
at
io
n
Tr
ue
 
2
M
in
M
ed
ia
n
M
ax
M
ea
n
SD
Si
m
ul
at
io
n
Tr
ue
 
2
M
in
M
ed
ia
n
M
ax
M
ea
n
SD
1
0.
12
5
0.
06
7
0.
12
9
0.
20
7
0.
12
9
0.
01
7
28
0.
02
0
0.
00
5
0.
02
2
25
.4
49
0.
30
2
1.
63
9
2
0.
08
3
0.
03
7
0.
08
7
8.
63
9
0.
12
4
0.
54
3
29
0.
03
8
0.
01
5
0.
04
3
12
8.
05
4
0.
65
2
6.
28
3
3
0.
05
0
0.
01
6
0.
05
4
19
.7
59
0.
20
1
1.
17
7
30
0.
02
6
0.
00
2
0.
03
0
7.
60
6
0.
22
7
0.
85
5
4
0.
02
0
0.
00
0
0.
02
3
31
.6
31
0.
33
3
1.
72
8
31
0.
12
5
0.
06
9
0.
13
9
11
0.
01
2
0.
74
5
5.
90
8
5
0.
03
8
0.
00
2
0.
04
1
9.
52
5
0.
27
5
1.
07
0
32
0.
08
3
0.
04
9
0.
09
5
70
.2
55
0.
66
1
4.
34
1
6
0.
02
6
0.
00
0
0.
02
8
9.
78
6
0.
21
2
0.
89
1
33
0.
05
0
0.
02
5
0.
05
7
8.
60
0
0.
17
6
0.
79
2
7
0.
12
5
0.
08
5
0.
12
9
19
.0
70
0.
16
6
0.
84
7
34
0.
02
0
0.
00
4
0.
02
2
15
.3
33
0.
15
6
1.
00
4
8
0.
08
3
0.
05
7
0.
08
6
8.
41
0
0.
10
7
0.
38
5
35
0.
03
8
0.
00
0
0.
04
2
82
.0
84
0.
41
7
3.
93
4
9
0.
05
0
0.
03
1
0.
05
1
7.
61
0
0.
08
6
0.
42
7
36
0.
02
6
0.
00
6
0.
02
9
16
.1
59
0.
17
2
1.
01
0
10
0.
02
0
0.
00
9
0.
02
0
8.
20
9
0.
07
0
0.
43
1
37
0.
12
5
0.
06
7
0.
15
5
21
3.
35
0
3.
04
8
15
.3
64
11
0.
03
8
0.
02
0
0.
03
9
5.
26
5
0.
08
9
0.
41
8
38
0.
08
3
0.
00
0
0.
10
4
26
2.
57
7
2.
32
0
14
.6
67
12
0.
02
6
0.
01
4
0.
02
7
3.
74
0
0.
06
1
0.
26
8
39
0.
05
0
0.
00
0
0.
06
6
36
10
.2
2
9.
99
4
16
1.
58
0
13
0.
12
5
0.
07
3
0.
12
9
0.
21
7
0.
12
8
0.
01
4
40
0.
02
0
0.
00
0
0.
02
9
40
.7
15
1.
32
6
3.
58
9
14
0.
08
3
0.
05
2
0.
08
6
14
.8
67
0.
13
3
0.
71
7
41
0.
03
8
0.
00
0
0.
05
0
11
8.
72
2
2.
38
3
9.
09
8
15
0.
05
0
0.
03
1
0.
05
3
2.
05
7
0.
05
7
0.
09
0
42
0.
02
6
0.
00
0
0.
03
9
11
4.
61
1
2.
01
0
7.
37
6
16
0.
02
0
0.
01
1
0.
02
1
1.
56
5
0.
03
0
0.
10
9
43
0.
12
5
0.
03
9
0.
15
3
19
0.
43
1
4.
21
5
19
.2
17
17
0.
03
8
0.
02
1
0.
03
8
3.
92
4
0.
05
3
0.
21
1
44
0.
08
3
0.
04
2
0.
10
4
71
.2
35
1.
71
6
7.
59
7
18
0.
02
6
0.
01
6
0.
02
7
1.
28
1
0.
03
3
0.
08
0
45
0.
05
0
0.
00
0
0.
06
3
12
6.
52
5
1.
17
9
7.
36
7
19
0.
12
5
0.
06
6
0.
13
9
93
.8
18
0.
78
7
6.
12
9
46
0.
02
0
0.
00
0
0.
02
5
26
.9
25
0.
81
5
2.
86
2
20
0.
08
3
0.
01
8
0.
09
6
55
.0
82
0.
87
4
4.
38
2
47
0.
03
8
0.
01
4
0.
04
8
71
.0
70
1.
34
4
5.
79
2
21
0.
05
0
0.
01
2
0.
05
9
18
04
3.
95
36
.5
86
80
6.
93
48
0.
02
6
0.
00
0
0.
03
3
14
39
.2
0
4.
37
8
65
.1
63
22
0.
02
0
0.
00
0
0.
02
6
78
.2
69
1.
26
3
4.
94
4
49
0.
12
5
0.
03
6
0.
15
2
17
9.
41
3
2.
33
9
14
.0
44
23
0.
03
8
0.
00
0
0.
04
4
93
.6
97
1.
25
7
6.
51
1
50
0.
08
3
0.
03
7
0.
10
4
13
7.
04
7
3.
36
2
15
.6
66
24
0.
02
6
0.
00
0
0.
03
3
23
05
.6
37
5.
37
8
10
3.
13
3
51
0.
05
0
0.
00
9
0.
06
3
16
07
.8
8
4.
11
7
71
.9
64
25
0.
12
5
0.
07
1
0.
14
0
21
2.
83
2
1.
04
3
10
.0
27
52
0.
02
0
0.
00
0
0.
02
3
53
.9
01
0.
60
3
2.
98
8
26
0.
08
3
0.
05
7
0.
09
5
65
.8
09
0.
74
6
4.
85
3
53
0.
03
8
0.
00
5
0.
04
6
20
.2
66
0.
84
9
2.
90
5
27
0.
05
0
0.
02
8
0.
05
8
62
.0
00
0.
48
4
3.
18
2
54
0.
02
6
0.
00
6
0.
03
2
34
.5
48
0.
63
9
2.
83
3
52
Figure 3.12: Parameter estimates for spatial sill using beta-binomial kriging.
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Figure 3.13: Parameter estimates for spatial range using beta-binomial kriging.
55
The beta-binomial model appears to be a promising approach to a complex modeling prob-
lem. In the next chapter parameter estimates from the beta-binomial kriging model will be
compared to those from three possible analysis methods: ordinary kriging, binomial cokrig-
ing, and spatial GLMMs. Beta-binomial kriging provides accurate and consistent estimates
of the spatial structure of a latent probability field, but whether it is the best remains to be
seen.
3.5 Prediction accuracy
The last step in evaluating the beta-binomial kriging model is assessing the predicted values:
does the model predict unobserved values of the latent beta variable well? Predictions were
made at all locations along the dense spatial grid used for simulation. The original values
of the latent beta random field were taken as the “true” values Yi to be compared to the
predicted values Yˆi from the beta-binomial kriging model.
Boxplots of the mean prediction errors for all 500 simulations under each condition are
provided in Figure 3.14. Across all simulation conditions, the mean prediction errors are
very close to zero. However, there are a few trends. Generally as the sample size increases,
the mean prediction error becomes less variable about zero. At larger ranges the prediction
errors are also closer to zero. There also appear to be few outliers, which indicates that even
if parameter estimates for a data set were problematic, the predicted values are reasonably
accurate. Simulations 1 and 2, which represent a bimodal beta distribution and a uniform
distribution respectively, have the most variable mean prediction errors. These particular
distributions happen to be more prone to extreme values near 0 or 1, which are difficult to
predict using interpolation models such as kriging [20].
The mean squared prediction error is a good indicator of two properties of a set of
predictions: accuracy and variability. Accurate prediction data sets should have a mean
squared prediction error near zero. As the mean squared prediction error increases, there are
two possibilities. That increase could be due to relatively high error overall, or to potential
outliers in the errors. The symmetric beta distributions (1, 2, and 3) had the highest mean
squared prediction error for all simulations. This is because these distributions are more
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variable and tend to exhibit more extreme proportions. The asymmetric beta distributions
have very small men squared errors, less than 0.04 for nearly all simulations. As the sample
size at each spatial location increases, the mean squared prediction error decreases, showing
that predictions tend to be more accurate as more binomial trials are taken. The decrease
is most pronounced from small to medium samples. This suggests that with the beta-
binomial kriging model, 10-20 observations at each spatial location might be enough to get
reasonably good information. As the spatial range increases, the mean squared prediction
error decreases. The stronger the spatial dependency, the less variability from location to
location and the better the predictions can be.
Another measure of prediction accuracy is the mean predicted values: are they close
to the true means of the beta distribution? Using beta-binomial kriging the answer is yes;
the mean predicted values for the beta simulations are very close to the true means of each
beta distribution (Figure 3.15). For large sample sizes the mean predicted values are very
consistent, but even with limited amounts of data the predicted values are on target with the
latent beta distribution. As expected, distributions with large amounts of spatial structure
(high ranges) have very consistent mean predicted values.
Figure 3.15 also graphs the variance of the predicted values. Data sets with small spatial
ranges had predicted values with relatively low variances: overall the prediction surfaces
were relatively flat. This flatness is related to the higher errors observed in these simula-
tions. Prediction surfaces that are flat overall can’t estimate the “nooks and crannies” of the
data well. For larger spatial ranges the prediction surfaces were steeper and the prediction
variances higher. Prediction variances were higher for the symmetric beta distributions. As
the underlying distribution gets more variable, so too should the predictions. The prediction
variance increases as the sample size increases. With the prediction metrics considered thus
far, a decrease for larger sample sizes was considered good. However, for prediction variances
the larger sample sizes should hopefully lead to more variable predictions. Binomial samples
with large ni tend to observe sample proportions much closer to the true probabilities ⇡i.
As the sample size increases, so does the possible number of observed sample proportions.
Not only are the sample proportions used to make predictions more accurate at high sample
sizes but they have more possible choices. In essence, there is more information captured.
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Table 3.8: Mean squared prediction errors by beta distribution, sample size, and spatial
range.
Beta distribution 1: Beta(0.5, 0.5)
Sample size   Min Median Max Mean SD
Large 5 0.039 0.059 0.092 0.059 0.009
Large 10 0.012 0.033 0.065 0.034 0.010
Large 15 0.006 0.026 0.071 0.028 0.012
Medium 5 0.041 0.060 0.091 0.061 0.009
Medium 10 0.013 0.037 0.080 0.038 0.011
Medium 15 0.009 0.029 0.078 0.031 0.012
Small 5 0.047 0.071 0.106 0.071 0.010
Small 10 0.018 0.044 0.089 0.046 0.012
Small 15 0.014 0.036 0.095 0.038 0.012
Beta distribution 2: Beta(1, 1)
Sample size   Min Median Max Mean SD
Large 5 0.023 0.037 0.058 0.037 0.006
Large 10 0.009 0.021 0.047 0.022 0.007
Large 15 0.006 0.016 0.053 0.018 0.007
Medium 5 0.023 0.040 0.067 0.041 0.007
Medium 10 0.010 0.024 0.047 0.025 0.007
Medium 15 0.007 0.202 0.059 0.021 0.008
Small 5 0.029 0.051 0.078 0.051 0.008
Small 10 0.016 0.032 0.062 0.033 0.009
Small 15 0.010 0.027 0.092 0.028 0.009
Beta distribution 3: Beta(2, 2)
Sample size   Min Median Max Mean SD
Large 5 0.013 0.022 0.038 0.022 0.004
Large 10 0.006 0.013 0.034 0.013 0.004
Large 15 0.003 0.010 0.031 0.011 0.004
Medium 5 0.017 0.026 0.045 0.026 0.004
Medium 10 0.006 0.016 0.035 0.017 0.005
Medium 15 0.005 0.013 0.050 0.014 0.005
Small 5 0.022 0.035 0.055 0.035 0.005
Small 10 0.009 0.023 0.042 0.024 0.005
Small 15 0.009 0.020 0.054 0.020 0.006
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Table 3.9: Mean squared prediction errors by beta distribution, sample size, and spatial
range.
Beta distribution 4: Beta(5, 1)
Sample size   Min Median Max Mean SD
Large 5 0.006 0.009 0.016 0.010 0.002
Large 10 0.002 0.006 0.012 0.006 0.002
Large 15 0.001 0.004 0.019 0.005 0.002
Medium 5 0.008 0.012 0.019 0.012 0.002
Medium 10 0.003 0.007 0.015 0.007 0.002
Medium 15 0.002 0.006 0.023 0.006 0.002
Small 5 0.010 0.016 0.027 0.016 0.002
Small 10 0.005 0.012 0.024 0.012 0.003
Small 15 0.004 0.010 0.023 0.011 0.004
Beta distribution 5: Beta(1, 3)
Sample size   Min Median Max Mean SD
Large 5 0.011 0.017 0.027 0.017 0.003
Large 10 0.004 0.010 0.037 0.010 0.003
Large 15 0.002 0.008 0.025 0.008 0.003
Medium 5 0.013 0.020 0.032 0.020 0.003
Medium 10 0.005 0.012 0.027 0.013 0.003
Medium 15 0.003 0.010 0.025 0.010 0.003
Small 5 0.017 0.027 0.040 0.027 0.004
Small 10 0.009 0.018 0.039 0.019 0.005
Small 15 0.006 0.015 0.044 0.016 0.006
Beta distribution 6: Beta(2, 5)
Sample size   Min Median Max Mean SD
Large 5 0.007 0.012 0.018 0.012 0.002
Large 10 0.003 0.007 0.015 0.007 0.002
Large 15 0.002 0.006 0.014 0.006 0.002
Medium 5 0.009 0.015 0.024 0.015 0.002
Medium 10 0.003 0.009 0.021 0.010 0.003
Medium 15 0.003 0.008 0.025 0.008 0.003
Small 5 0.010 0.020 0.033 0.020 0.003
Small 10 0.006 0.015 0.028 0.015 0.004
Small 15 0.004 0.013 0.029 0.013 0.005
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Figure 3.14: Mean and mean squared prediction errors using beta-binomial kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest plot
color represents beta case 6.
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The additional information captured by increasing ni allows some of the peaks and valleys
of the latent beta field to be more noticeable, and come through in more of the predicted
values. Hence, larger sample sizes have more variable predictions.
The Spearman correlation between the “true” latent beta random field and the predicted
values was also evaluated for each simulation. As the sample size increases there is more
correlation between the beta random field and the predicted random variables. The higher
correlation means that the highs and the lows of the distributions are better estimated. The
spatial range is also related to the correlation between the true values and the predicted
values, the higher the spatial range the higher the correlation between the latent beta dis-
tribution and the predicted beta distribution. This suggests that the beta-binomial kriging
model is able to identify highs and lows of the underlying probability distribution well, ex-
cept perhaps in the case of small samples and relatively low spatial correlation (simulations
1-6).
3.6 Chapter summary
This chapter developed a method for simulating spatially correlated beta-binomial data using
a transformation from a normal spatial field. The simulated spatial random fields were then
shown to follow the desired probability distributions, beta for the latent probability field
and binomial for the sample proportions. Some characteristics of the spatial relationships
in beta-binomial data were explored, which will be useful for comparing the beta-binomial
kriging model in later chapters. Spatial covariance parameter estimates were evaluated for
a large-scale simulation and the beta-binomial variogram estimator was shown to produce
accurate results. Finally the prediction accuracy of the beta-binomial kriging model was
assessed. Mean prediction error and mean squared prediction error are useful to compare
different cases of the beta-binomial kriging model, but they cannot say much about how
the model performs overall. In the next chapter these prediction summaries will be used to
compare alternative spatial models for binomial data.
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Figure 3.15: Means and standard deviations of predicted values using beta-binomial kriging.
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Figure 3.16: Mean prediction variances.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest plot
color represents beta case 6.
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Chapter 4
Evaluation of the Beta-Binomial
Kriging Model
In this chapter three alternatives to beta-binomial kriging are presented: ordinary kriging
on the sample proportions, binomial cokriging, and spatial generalized linear mixed models.
Each model was used to estimate spatial parameters and predict a latent beta field for 500
simulated data sets generated under 54 initial simulation conditions. Parameter estimates
and prediction errors will be evaluated for all three models and compared to the beta-
binomial kriging model developed in Chapter 2.
4.1 Ordinary kriging
The first spatial prediction method considered is ordinary kriging. Kriging was first in-
troduced by Matheron in 1963 as a prediction technique using linear interpolation, and is
considered by many to be the “classical” approach to spatial analysis [40, 21, 5]. Kriging
has been applied to spatial data problems in a variety of fields such as epidemiology, geol-
ogy, agriculture, and environmental studies. Since it was first introduced kriging has been
developed under a variety of model assumptions.
Let Z(s) represent a random spatial process at location s. Z(s) can be written as a
function of a completely smooth spatial structure S(s) and a random error term ✏(s).
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Z(s) = S(s) + ✏(s)
In ordinary kriging the spatial process Z(s) is assumed to follow a Gaussian distribution
[20]. Assuming that the spatial process is normally distributed greatly simplified the original
derivations, which was necessary due to lack of computing power. The ordinary kriging
model further assumed that the expectation of a prediction at a new prediction location
s0 is linear in terms of the Gaussian random field, and is a function of the mean at each
observed spatial location si. That is, E (Z(s0)|Z) is a linear function of the expectations at
each observed location µ(si) = E (Z(si)). The advantage of this assumption is that predicted
values will be a linear combination of the observed values, providing easily calculable and
interpretable results. A final simplifying assumption in the ordinary kriging model is that the
covariance structure C(si, sj) is a positive-definite function of the distance between spatial
locations si and sj . Intuitively the spatial correlation between two different locations should
be dependent on their distance from one another: observations that are closer should be
more similar than those that are far apart. Assuming that the correlation structure is
positive-definite is necessary to solve the estimation equations developed later [20].
The ordinary kriging model assumes that the mean of the spatial process µ(si) = µ is
constant and unknown at all locations. Under this constraint, the ordinary kriging predictor
is the best linear unbiased predictor. Let the observed spatial process Z(s) be a function of
a constant mean and spatially correlated error distribution ✏(s):
Z(s) = µ+ ✏(s)
Then E [Z(s)] = µ and V ar [Z(s)] = ⌃, where ⌃ is the spatial covariance matrix [58]. Let
Cij represent the estimated covariance between observed values at location si and sj , which
depends only on the distance between spatial locations. The observed values are represented
as Z1, Z2, . . . , Zn at spatial locations s1, s2, . . . , sn, and Z⇤0 represents a predicted value at
new spatial location s0. The predicted value Z⇤0 is a linear function of the observed data,
with weights  i:
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Z⇤0 =
nX
i=1
 iZi
The estimated weights  i should be chosen to minimize the expected prediction error,
E [Z⇤0   Z0], where Z0 is the true value of the spatial process at location s0. For the predicted
Z⇤0 to be unbiased, the expected prediction error must be equal to zero.
E [Z⇤0   Z0] = E
"
nX
i=1
 iZi   Z0
#
= E
"
nX
i=1
 iZi
#
  E [Z0]
=
nX
i=1
 iE(Zi)  E(Z0)
=
nX
i=1
 iµ  µ
= 0
So for the predicted values to be unbiased,
Pn
i=1  i = 1. The ordinary kriging predictor
should also have minimum variance, which is equivalent to requiring minimum squared
prediction error E
h
(
Pn
i=1  iZi   Z0)2
i
[58]. By minimizing the squared prediction error,
the ordinary kriging predictions are found by solving
Pn
j=1  jCij + µ = Ci0 i 2 1, 2, . . . nPn
i=1  i = 1
(4.1)
where Ci0 is the covariance between observed spatial location si and unobserved location
s0 and µ is a Lagrange multiplier (full details are available in [58, 20]).
Contrast the ordinary kriging equations (4.1) with the beta-binomial kriging equations
developed previously, (4.2).
 i
ni
⇥
⇡(1  ⇡)   2Y
⇤
+
Pn
j=1  jCij + µ = Ci0 i 2 1, 2, . . . nPn
i=1  i = 1
(4.2)
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The constraint on the prediction weights is identical in both estimating equations. How-
ever the beta-binomial kriging equation adds an explicit extra term to adjust for the vari-
ability induced by taking binomial samples with varying size ni across the random field.
The covariance functions are estimated differently for both models. The ordinary kriging
model uses the empirical variogram of the observed random field,  Z , to estimate the spatial
parameters for the covariance function Cij ,
 Z(h) =
1
|h|
IX
i=1
JX
j=1
✓
Zi
ni
  Zj
nj
◆2
Id(i,j)⇠h
where |h| represents the number of points in lag class h [20].
The beta-binomial kriging model uses the variogram estimator derived in Chapter 2,
which again adjusts for the additional variability in the sample proportion,
 ⇤Y (h) =
1
N(h)
IX
i=1
JX
j=1
"
ninj
ni + nj
✓
Zi
ni
  Zj
nj
◆2
   ⇡ˆ(1  ⇡ˆ)   ˆ2Y  
#
Id(i,j)⇠h
The assumptions explicitly made in the ordinary kriging model are problematic for spa-
tial proportion data. The ordinary kriging model assumes that the observations are normally
distributed, which is categorically untrue for proportions. Proportional data follows a dis-
crete distribution dependent on the sample size at each location and is bounded between
0 and 1. The normal distribution by contrast is continuous and unbounded: theoretically
any real number can be observed from this distribution. At extremely large sample sizes,
binomial samples appear relatively normal, as long as the underlying probability is not too
extreme. However under small sample sizes or extreme probabilities the samples show clear
departures from normality and so should not be modeled using a normal distribution [61].
On the other hand the beta-binomial model expressly accounts for spatial proportions
and the boundedness of the underlying beta distribution. Since the beta-binomial model
better accommodates properties of spatial proportions, it should ideally provide better pa-
rameter estimates and predicted values for spatially correlated proportions.
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4.1.1 Ordinary kriging parameter estimation
The empirical variogram of the sample proportions was estimated and fit to a spherical co-
variance structure for each of the simulations considered in the previous chapter. Simulation
conditions varied between six beta distributions, three spatial ranges, and three sets of sam-
ple sizes. The choice of how many spatial lag classes to use can in some cases dramatically
affect parameter estimation [20]. To guarantee a fair comparison, the spatial lag classes were
chosen to match those used in evaluating the beta-binomial kriging model.
Table 4.2 provides summary statistics for the estimated nugget parameter, ⌧ˆ2. In the
underlying beta random field, the nugget effect is exactly zero. That is, the latent spatial
probability field is completely smooth. The empirical variogram which would be used in
ordinary kriging tended to drastically overestimate the nugget effect at small sample sizes.
For relatively large sample sizes ranging between 50 and 100, the sample proportions are
generally very close to the underlying probability. As the number of samples increased the
nugget effect trended closer to zero.
When compared to previous estimates using the beta-binomial model, it’s clear that
ordinary kriging estimated a much larger nugget effect. The largest nugget effects were
estimated at small sample sizes and for symmetric distributions. The additional variability at
the latent beta level of the symmetric beta distributions is evident in the sample proportions
and the estimated nugget. The skewed beta distributions still show some overestimation of
the nugget. Based on these parameter estimates the ordinary kriging model should be used
with some caution at small sample sizes.
The spatial sill for each simulation condition also shows some bias. As the spatial range
increases, the estimated spatial sill tends to also increase. This pattern was observed in
the beta-binomial simulations as well, large spatial ranges tend to occur with larger spatial
sills. As in the beta-binomial variogram estimates, there is at least one simulation in all
scenarios that estimated completely unreasonable values, shown by the very large maximum
sill estimates. In about half of the simulation conditions, the median spatial sill is over or
underestimated by at least 0.01. This bias may not seem like much, but on a proportional
scale that is a huge misestimation. The poor estimation tends to occur for beta distributions
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with relatively high variability: beta distributions 1, 2, 3, and 5. The higher the variability in
the underlying spatial probability field, the higher the variability in the sample proportions
and the worse the empirical variogram performs.
The sill estimates are nearly identical for both the ordinary kriging model and the beta-
binomial kriging model. The majority of ordinary kriging cases are slightly overestimating
the spatial sill, reflecting again the additional variability from using sample proportions to
estimate a beta random field that is not accounted for in this model. Both models show
about the same “failure rate”, the approximate percentage of time the model produced non-
sensical results. This failure rate is indicative of non-convergence in the model estimates, or
perhaps a lack of defined spatial structure in the simulated data. Neither model appears to
be a clear winner at this point when it comes to parameter estimation
The range estimates are relatively well estimated using both the ordinary kriging model
and the beta-binomial kriging model. Both models show a tendency to overestimate the
range, which is not unusual for spatially correlated data. However the median range using the
empirical semivariogram is actually underestimated in the majority of simulation conditions.
There are a few cases using the ordinary kriging model in which the range is significantly
underestimated (outliers at the bottom of the boxplot), but this only happened at small
spatial ranges.
Overall the empirical variogram estimates the spatial range well. However where it
misses the mark is in the spatial nugget effect and spatial sill. The empirical variogram has
a different estimation goal than the beta-binomial variogram: the variability of the sample
proportions. The nugget and sill estimates are inflated because they represent the variability
of the spatial proportions themselves and not the underlying spatial probabilities. Care must
be taken to choose the model best suited to the modeling structure of primary interest. At
large sample sizes, the difference between the empirical variogram and the beta-binomial
variogram is nearly negligible, as both methods estimate the variability of the beta random
field quite well. For small sample sizes (ni < 30), the choice of which variogram to use is
critical. The next section will consider what effect using the empirical variogram has on the
predicted values using ordinary kriging.
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Figure 4.1: Parameter estimates for nugget effect using ordinary kriging and beta-binomial
kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest
plot color represents beta case 6. Estimates made using the ordinary kriging model are in
shades of blue (top panel), and estimates made using the beta-binomial kriging model are
in shades of red (bottom panel).
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Figure 4.2: Parameter estimates for spatial sill using ordinary kriging and beta-binomial
kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest
plot color represents beta case 6. Estimates made using the ordinary kriging model are in
shades of blue (top panel), and estimates made using the beta-binomial kriging model are
in shades of red (bottom panel).
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Figure 4.3: Parameter estimates for spatial range using ordinary kriging and beta-binomial
kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest
plot color represents beta case 6. Estimates made using the ordinary kriging model are in
shades of blue (top panel), and estimates made using the beta-binomial kriging model are
in shades of red (bottom panel).
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4.1.2 Ordinary kriging prediction errors
Next the prediction errors were evaluated for both the ordinary kriging model and the beta-
binomial model. Even though the empirical variogram used in ordinary kriging estimates
parameters for the spatial structure of the sample proportions, the prediction goal is the
“true proportion” at each location: the latent beta random field.
For all simulation conditions the mean prediction error was near zero, which implies
that there is no systematic under or over prediction using the ordinary kriging model. The
mean prediction errors for ordinary kriging follow the same patterns as for beta-binomial
kriging: smaller errors at higher sample sizes and better predictions for skewed (less variable)
distributions. The mean squared error again follows the same trends as the beta-binomial
model. For distributions with relatively high variability in the latent random field, the
mean squared error was relatively high. As the sample size increased and the spatial range
increased, the mean squared error decreased and the predictions became more accurate. On
first glance the ordinary kriging model appears to perform relatively well for estimating the
underlying beta random field, especially at large sample sizes.
Figure 4.5 compares the mean squared prediction errors for the ordinary kriging model
to those using the beta-binomial kriging model for each of the 27,000 simulations. The
black line represents the “one-to-one” line: points are above the line if the ordinary kriging
model has more error and below the line if the beta-binomial kriging model has more error.
While the ordinary kriging model does reasonably well, it underperforms compared to beta-
binomial kriging. In about 87% of cases, beta-binomial kriging had a smaller mean squared
prediction error than ordinary kriging. Figure 4.6 breaks down the performance by each
simulation case. Across all cases there is a clear prediction advantage for beta-binomial
kriging. At small sample sizes and for skewed distributions this advantage is particularly
pronounced. As the sample size increases beta-binomial kriging has less of an advantage, but
still gives smaller mean squared prediction error in at least 70% of all simulations. Overall
this is strong evidence for favoring beta-binomial kriging over ordinary kriging for spatial
proportional data.
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Figure 4.4: Mean and mean squared prediction errors using ordinary kriging.
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Figure 4.5: Mean squared prediction errors for ordinary kriging compared to beta-binomial
kriging.
Points above the black line indicate ordinary kriging has higher mean squared error than
beta-binomial kriging.
Figure 4.6: Case comparison for ordinary kriging and beta-binomial kriging.
Points in red represent the proportion of simulations in which beta-binomial kriging has
smaller mean square prediction error, whereas points in blue represent ordinary kriging.
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4.2 Binomial cokriging
The second alternative spatial prediction model to be considered is binomial cokriging.
First introduced in the early 1990s, binomial cokriging is a method developed to estimate a
latent probability or risk based on an observed sample proportion [37, 46, 41]. Despite its
name the model is not strictly a form of cokriging: there are no covariates used to aid in
spatial prediction. Oliver writes, “since we are estimating an unknown risk from the known
proportions the procedure may be regarded as a form of cokriging” [46]. The model also is
described in detail in Chapter 2.
Binomial cokriging estimates a spatial variogram of the risk of a given event, much like
the underlying beta-distributed probability in the beta-binomial kriging model. Using a
similar derivation, the binomial cokriging variogram,  R, is given in [46].
 R(h) =  ˆF (h)  1
2
 
µˆ(1  µˆ)   ˆ2R
  ni + ni+h
nini+h
Here  ˆF represents the empirical variogram of the proportions, or frequencies of the given
event in a series of trials. µˆ represents the mean risk and  ˆ2R represents the variability of
the risk.
In this method a bias correction factor is subtracted from the empirical variogram to
adjust for the additional variability introduced by observed binomial proportions. There is no
adjustment made to account for changing variability from point to point, as in beta-binomial
kriging. In addition there are no distributional assumptions imposed on the underlying risk,
nor is the risk itself assumed to be spatially correlated, just the sample proportions.
Once the adjusted estimate for  R is found, ordinary kriging is applied to the sample
proportions. In the beta-binomial kriging derivation of Chapter 2 it was shown that there
is an additional level of variability that should be applied to the kriging predictions, as well
as the spatial variogram. This variability is unaccounted for by binomial cokriging.
4.2.1 Binomial cokriging parameter estimation
The adjustment in the binomial cokriging variogram is designed to remove the additional
nugget effect induced by observing spatial proportions rather than a probability itself [37].
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Based on the estimated nugget effect using the binomial cokriging model, this adjustment is
successful. For all simulation conditions the median nugget effect is estimated to be approx-
imately 0. The variability of the estimates is rather small, which suggests that the estimates
are very consistently near zero. A concern with this model however is that the adjustment
may in fact be too strong. The original paper suggests using a truncated variogram estimate.
If the adjustment is larger than  ˆF for any lag class, there will be negative values in the
semivariogram. The authors recommend replacing any negative values with a zero before
estimating the parameters. Unfortunately this simulation study can not verify whether the
adjustment is too severe, however the very small standard deviations suggest that this could
be the case as negative values are replaced by zero. The binomial cokriging nugget effect
is smaller even than the beta-binomial kriging nugget, which attempts to make the same
corrections for additional variability.
The estimated values for the spatial sill also suggest that binomial cokriging overcorrects
for variability. The spatial sill median values are nearly always smaller than the variability
of the underlying random beta field. In fact the differences between the median sill and the
true spatial sill are drastic, in some cases the values are underestimated by a factor of five or
more. In the cases where the median values are not underestimated, they are in fact grossly
overestimated! This suggests that binomial cokriging may struggle with convergence: in
too many cases the estimated sill parameters are far too unreasonable for the given data.
Figure 4.8 shows a boxplot of the spatial sill estimates using both binomial cokriging and
beta-binomial cokriging. The contrast is stark between these two graphs: in some scenarios
over 25% of the simulations have estimated spatial sills that are completely nonsensical. It
is important to note that the same code in R was used to estimate the parameters for these
two competing methods, and the same lag class definitions were implemented.
Finally the estimated spatial ranges using binomial cokriging are considered. The median
spatial sill exhibits some strange properties. For the smallest spatial range,   = 5, the
median is overestimated. In some cases drastically so; the more variable the underlying beta
distribution, the more overestimated the spatial range. As the sample size increases, the
overestimation of the range does not improve. For a spatial range of   = 10 or   = 15 the
overestimation is less severe, but still present. Again troubling is the number of simulations
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in which the parameter estimates are simply unfeasible, usually in beta case 1 or case 2.
These particular cases have the most variability, and the largest range of observed values.
Interestingly, using binomial cokriging rarely underestimates the spatial range, whereas beta-
binomial kriging underestimates and overestimates about as frequently.
Based on the parameters estimated using this model there are serious concerns about
implementing binomial cokriging. When it comes to parameter estimation, the best case
scenario for this model appears to be large sample sizes, relatively large spatial ranges, and
an underlying beta distribution with very low variability.
4.2.2 Binomial cokriging prediction errors
For each of the simulations, binomial cokriging was done by using the ordinary kriging
estimates with the adjusted variogram  ˆR. The mean squared prediction errors exhibit
some of the same properties seen earlier with the ordinary kriging model. Overall the
predictions are unbiased as the mean errors are near zero. As the sample size increases, the
mean prediction error tends closer to zero. There is a less visually significant decrease in
the prediction errors however as the sample size at each location increases.
The mean squared prediction errors also decrease as the variability of the underlying
beta random field increases. The smallest mean squared errors occur for large sample sizes
and large spatial ranges. Figure 4.11 compares the mean squared prediction errors for the
binomial cokriging kriging model to those using the beta-binomial kriging model. In about
80% of cases, beta-binomial kriging had a smaller mean squared prediction error than bi-
nomial cokriging. However, despite the weak parameter estimation performance, binomial
cokriging actually produced slightly better mean square errors than ordinary kriging. Figure
4.12 shows the predictive performance by each simulation case. For simulation conditions
with small sample sizes there is still a clear advantage to using beta-binomial kriging. As the
sample size increases, binomial cokriging yields better predictions. In fact for a few simula-
tion scenarios, binomial cokriging performed slightly better. Binomial cokriging performed
best under large sample sizes, with relatively variable beta cases at a medium spatial range.
This suggests that weighting individual pairwise differences is necessary at small sample
sizes, but at large sample sizes a single correction factor is reasonable.
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Figure 4.7: Parameter estimates for nugget effect using binomial cokriging and beta-binomial
kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest
plot color represents beta case 6. Estimates made using the binomial cokriging model are
in shades of green (top panel), and estimates made using the beta-binomial kriging model
are in shades of red (bottom panel).
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Figure 4.8: Parameter estimates for spatial sill using binomial cokriging and beta-binomial
kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest
plot color represents beta case 6. Estimates made using the binomial cokriging model are
in shades of green (top panel), and estimates made using the beta-binomial kriging model
are in shades of red (bottom panel).
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Figure 4.9: Parameter estimates for spatial range using binomial cokriging and beta-binomial
kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest
plot color represents beta case 6. Estimates made using the binomial cokriging model are
in shades of green (top panel), and estimates made using the beta-binomial kriging model
are in shades of red (bottom panel).
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Figure 4.10: Mean and mean squared prediction errors using binomial cokriging.
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Figure 4.11: Mean squared prediction errors for binomial cokriging compared to beta-
binomial kriging.
Points above the black line indicate binomial cokriging has higher mean squared error than
beta-binomial kriging.
Figure 4.12: Case comparison for binomial cokriging and beta-binomial kriging.
Points in red represent the proportion of simulations in which beta-binomial kriging has
smaller mean square prediction error, whereas points in green represent binomial cokriging.
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4.3 Spatial generalized linear mixed models (GLMMs)
Generalized linear mixed models (GLMMs) are a class of models that extend the traditional
“linear model” to account for varying response distributions and random effects. In general
terms, the model is expressed as a function of a linear predictor ⌘,
⌘ = X  + Zb
where X represents a matrix of constants with fixed coefficients   and Z represents
a second matrix of constants with random vector b [61]. Generally speaking, the “fixed”
effects in a GLMM are contained in the X  term, while the “random” effects are contained
in the Zb term. The conditional response variable yi|b is assumed to have a probability
distribution belonging to the exponential family, such as Gaussian, Poisson, or binomial.
The linear predictor and the response variable are joined via some link function, ⌘ = g(µ),
where E(Y |b) = µ and V ar(Y |b) = R.
GLMMs provide a common and powerful framework for modeling a variety of response
distributions and correlation structures. A common obstacle for new, and even experienced,
users of the generalized linear model is where to place the covariance structure. There are
two possible types of random error terms in a GLMM: G-side random error and R-side
random error [61]. The names of the random error terms come from their location in the
model, whether the variability is associated with a set of covariates or experimental design
effects on the G-side of the model in the Z matrix, or embedded within the conditional
variance V ar(Y |b) = R. The spatial structure of the beta random field is assumed constant:
the mean is stationary and all locations have the same spatial covariance. Additionally, the
spatial structure directly affects the mean of the observed binomial distribution through the
link function g(), and should be modeled within said function. So the spatial covariance
should be fit on the G-side of the GLMM [56].
To accurately compare spatial GLMMs with the three kriging methods previously consid-
ered, the covariance parameter estimates (⌧ˆ2 and  ˆ2) need to be approximately transformed
from the logit scale to the data scale. Spatial GLMMs began to be implemented in statistical
software in the early 2010s, starting with SAS PROC GLIMMIX [57]. A “quirk” of using
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PROC GLIMMIX is that the covariance parameter estimates are reported on the logit scale.
So, the covariance parameters must be transformed.
Let Zi|u ⇠ Binomial(ni,⇡) at spatial location si. Here, u represents a covariance
parameter such as a spatial sill or nugget effect. Then,
E(Zi|u) = ni⇡
V ar(Zi|u) = ni⇡(1  ⇡)
Since the model is estimating the covariance structure of the spatial proportions, Zi/ni = Ui,
the mean and variance of should be in terms of said proportions.
E (Ui|u) = ⇡
V ar (Ui|u) = ⇡(1 ⇡)ni
The default (and recommended) link to use with binomial data in a GLMM is the logit link
[61]. In terms of the logit, the expected value of the proportions is a function of the linear
predictor and the random effect.
⇡ =
e⌘+u
1 + e⌘+u
= g(⌘ + u)
Here ⌘ is the linear predictor (intercept term) in the GLMM and u is the random G-side
spatial effect. Next, apply a first order Taylor series expansion to get an approximate form
of the conditional expectation E(Ui|u) u g(⌘) +  g(⌘) ⌘ (⌘ + u  ⌘).
E (Ui|u) = ⇡
= g(⌘ + u)
u g(⌘) +  g(⌘)
 ⌘
(⌘ + u  ⌘)
After finding the first derivative of g(·), the expected value ⇡ = E(Ui|u) is approximately
written below.
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⇡ u e
⌘
1 + e⌘
+
e⌘
(1 + e⌘)2
u
The equation above can be further simplified, since the mean of the random error term
is assumed zero. In other words, the random error term does not affect the mean of the
binomial proportions.
⇡ u e
⌘
1 + e⌘
The variance can then be approximated using the Delta Rule.
V ar (Ui|u) u
⇢
 g(⌘)
 (⌘)
 2
V ar(u)
=
⇢
e⌘
(1 + e⌘)2
 2
V ar(u)
=
⇢
e⌘
(1 + e⌘)
⇥ (1 + e
⌘)  e⌘
(1 + e⌘)
 2
V ar(u)
= {⇡(1  ⇡)}2V ar(u)
So the estimated variance on the logit scale, V ar(u) is approximately (1/⇡(1 ⇡))2 of the
variance of the binomial proportions conditional on the spatial process. To approximately
transform the covariance parameters back to the scale of the original data, the estimated
value from the GLMM estimated SAS PROC GLIMMIX should be multiplied by an ad-
justment factor. Table 4.1 lists the adjustment factors for each of the beta distributions
considered in this dissertation. The adjustment factor is conditional on the mean of the
underlying probability distribution only, and so the symmetric beta distributions all have
the same adjustment. For the sample data, the sample mean will be used to adjust the
spatial covariance parameters, since this is likely the approach that would be used with real
data.
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Table 4.1: Adjustment factors for each beta distribution.
Case Beta parameters Mean Adjustment
1 Beta(0.5, 0.5) 0.500 16.00
2 Beta(1, 1) 0.500 16.00
3 Beta(2, 2) 0.500 16.00
4 Beta(5, 1) 0.833 51.84
5 Beta(1, 3) 0.250 28.44
6 Beta(2, 5) 0.286 24.01
4.3.1 Spatial GLMM parameter estimation
Spatial covariance parameters were estimated using the sample proportions as the response
variable of a GLMM in SAS software version 9.4. Unfortunately the SAS procedure designed
for GLMMs, GLIMMIX, provides fewer user inputs for spatial estimation than a kriging
routine in SAS, R, or ArcGIS. Unlike the other simulation scenarios, the size of the lag classes
to estimate the spatial variogram cannot be defined by hand [56]. Since the choice of the
boundaries for each lag class can affect the estimated spatial parameters [20], the comparison
to other kriging models which all used the same lag classes is less rigorous. Adjusting the
covariance parameters also adds some variability to the estimates. The adjustment factor
is a function of the true mean of the spatially correlated random field, which is unknown
in application. Although the “true” simulation conditions are in fact known, the estimated
means from the observed data set were used as a proxy for this true mean. While this may
bias the estimates slightly, it provides a better reflection and understanding of what would
happen with “real data”. Figure 4.13 shows boxplots of the estimated adjustment factors
for each simulation scenario, as well as horizontal lines marking each expected adjustment.
The estimated adjustment factors are generally close to the expected adjustment, with the
most variability in beta distribution 4, which has the largest variance adjustment.
Unlike the other models considered, the spatial generalized linear model will not include
a nugget effect. The model specification in GLIMMIX for a spherical covariance structure
includes no nugget effect [56]. A nugget effect can be introduced to the model by adding a
second random statement. This random statement should be used on the G-side of the model
and applied identically to all observations. This has the effect of “bumping” up the spatial
structure and inducing the nugget effect. Figure 4.14 shows how this nugget effect can be
87
Figure 4.13: Estimated GLIMMIX adjustment factors for each simulation condition.
The “true” adjustment factor as derived in this section is denoted with a horizontal line.
added into PROC GLIMMIX. The variable “var1” represents the observation number, which
is not related in any way to sample proportions or observations. “var1” acts as a dummy
variable to place the correlation structure. By using a single random statement as in the
first code chunk, the spherical correlation structure is introduced. The second code chunk
uses a random statement to introduce an overdispersion term to account for variability not
modeled in the spatial correlation. Since the nugget term represents point or measurement
variability, it can be modeled in the overdispersion term.
However, adding the nugget through an additional variance term is not recommended
for this particular scenario. Since the modeling goal is to estimate the underlying spatial
probabilities there should be no nugget: the probability field can be reasonably assumed to
be smooth. There is some additional variability on the data due to the sample binomial
proportions, but that is already accounted for in the model by declaring the response variable
as binomial. Adding the nugget term to the model also results in some unusual predictions, a
typical example of which is in Figure 4.15. The simulation shown is an example of simulation
scenario 1: a beta distribution with a majority of probabilities close to 0 or 1, a small sample
size at each location, and a small spatial range. The underlying beta distribution in the
upper left corner shows the extreme changes from high probability areas to low probability
areas. The predictions using beta-binomial kriging are shown in the upper right, and are
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Figure 4.14: Adding a nugget term in PROC GLIMMIX.
a good approximation to the underlying probabilities. The predictions made using spatial
GLMMs are in the bottom row, with no nugget effect on the left and the nugget effect on the
right. The model that does not incorporate a nugget effect is smoother, and better predicts
the transitional regions from high to low probabilities. By contrast the model with a nugget
effect sharply transitions from high probability to low probability, almost immediately.
Adding the nugget term to the spatial GLMM nearly eradicates the estimated spatial
structure. Instead the spatial variability is attributed to the nugget term, and the sample
proportions dominate the prediction field. Since this particular simulation used small sample
sizes (2  ni  5), the sample proportions were often exactly 0 or exactly 1. This resulted in
predicted probabilities either very close to 0 or very close to 1. Another negative consequence
of the additional nugget term is computational time: the time necessary to estimate the
spatial parameters nearly doubled. While the parameter estimation itself is relatively quick
even with the nugget effect included, this increased the computational time for the dense
prediction grids by between 10-30 minutes for each simulated data set. For the purposes
of this simulation study the spatial GLMMs used will not incorporate a nugget effect into
the spatial structure. This should ensure the “best case scenario” for predictions using the
spatial GLMM.
Figure 4.17 shows the estimated spatial sill, after adjustment, for the GLMMs. The
estimated spatial sill is more consistent than the estimates using beta-binomial kriging.
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Figure 4.15: GLIMMIX predictions with and without nugget effect.
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There are still a few outlying cases, but the outliers are fewer and less severe using this
model. However the spatial sill is estimated to be much higher than the sill of the latent
beta distributions, especially for the symmetric beta distributions. The symmetric beta
distributions exhibit more variability as a whole, and tend to have more varied sample
proportions as well. The variability of the sample proportions could be a result of this.
Another trend in the spatial sill is related to the range: as the true range increases so
does the estimated sill. This is a common result in applied spatial data analysis [20]. This
suggests that the spatial parameters are more strongly correlated to one another using
GLMMs than they are in a kriging model. Interestingly, as the sample size at each spatial
location increases, the estimated spatial sill also tends to increase. Spatial GLMMs are the
only model considered that showed this result.
A potential cause for this is the adjustment factor. The adjustment factor for the spatial
covariance parameters is
✓
1
⇡(1  ⇡)
◆2
where ⇡ is the mean of the latent beta field. Since the true mean of the latent beta field
is unknown, it can be estimated using the sample mean of the proportions.
 
1
¯Zi/ni
 
1  ¯Zi/ni
 !2
The symmetric beta distributions, which all have true mean ⇡ = 0.5, showed the biggest
overinflation of the adjustment factor. However, probability distributions with true mean 0.5
are most affected by using the mean of the sample proportions, since 0.5 is the minimizing
value for the adjustment factor (see Figure 4.16).
Figure 4.13 shows the estimated adjustment factors for each of the simulated data sets.
For the three symmetric beta distributions, the adjustment factor is always greater than
the “true” adjustment factor of 16. This contributes to the overestimation of the spatial
sill in these simulations. As mentioned previously, applied data analysis situations have the
disadvantage of an unknown mean of the spatial probability distribution. The mean can be
estimated using the sample mean or perhaps the fitted parameters from a beta distribution,
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Figure 4.16: Theoretical variance adjustment factor for all values of ⇡.
but that comes at the cost of potentially inflating the spatial sill.
The spatial range estimates using GLMM are both accurate and consistent overall. As
the number of observations at each spatial location increases, the range estimates become
more consistent. Higher values of the true spatial range have more variable estimates, and are
slightly underestimated at the highest spatial range. Compared to the beta-binomial kriging
estimates, the range estimates are significantly less variable. In addition, spatial GLMMs
did not show the same convergence and estimation problems as beta-binomial kriging did
for the most troublesome simulation cases: simulation 22, 40 and 42.
Using spatial GLMMs led to accurate parameter estimates, even in scenarios where
beta-binomial kriging was less successful. However problems appear to exist when using a
spatial nugget effect in the model, and the interpretability of spatial covariance parameters
is still a concern in GLIMMIX. If there is reason to believe that no nugget effect exists in
the model, or if there are covariates related to the binomial proportions, spatial generalized
linear models might be a more efficient modeling solution than beta-binomial kriging.
4.3.2 Spatial GLMM prediction errors
For each simulation scenario, dense prediction grids were estimated using spatial GLMMs
in PROC GLIMMIX. As discussed previously, predictions made using spatial GLMMs are
computationally expensive and take significantly more time to run than any of the kriging
methods considered. For that reason, only 200 simulations from each scenario are presented
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Figure 4.17: Parameter estimates for spatial sill using GLMMs and beta-binomial kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a spa-
tial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simulations
on the left within each subpanel have the smallest sample sizes, simulations in the middle
of each subpanel have medium sample sizes, and simulations on the right on each subpanel
have the largest sample sizes. The lightest plot color represents beta case 1, the darkest plot
color represents beta case 6. Adjusted estimates from the GLMM are in shades of purple
(top panel), and estimates made using the beta-binomial kriging model are in shades of red
(bottom panel).
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Figure 4.18: Parameter estimates for spatial range using GLMMs and beta-binomial kriging.
Simulation conditions 1-18 have a spatial range of 5, simulation conditions 19-36 have a
spatial range of 10, and simulation conditions 37-54 have a spatial range of 15. The simu-
lations on the left within each subpanel have the smallest sample sizes, simulations in the
middle of each subpanel have medium sample sizes, and simulations on the right on each
subpanel have the largest sample sizes. The lightest plot color represents beta case 1, the
darkest plot color represents beta case 6. Estimates from the GLMM are in shades of purple
(top panel), and estimates made using the beta-binomial kriging model are in shades of red
(bottom panel).
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here.The mean prediction error is near zero for all simulation scenarios, indicating that
spatial GLMMs produce nonbiased estimates of the underlying spatial random field. The
mean squared error decreases as the spatial range increases and as the variability of the
underlying spatial beta process decreases, similar to other methods considered. However
the variability of the mean prediction error is smaller for the spatial GLMMs, suggesting
that overall the predictions are more accurate.
Figure 4.20 plots the mean squared prediction errors for spatial GLMMs against the
same 200 simulated data sets evaluated using beta-binomial kriging. The evaluation points
all fall near the black line, indicating that the predictive performance of the two models is
nearly identical. There is a small cluster of simulations for which beta-binomial kriging has
better predictions, but overall the mean squared errors are very similar for both methods on
a particular data set. Figure 4.21 graphs the proportion of simulations with smaller mean
squared error for each prediction technique. Based on this plot, there is no clear winner.
Beta-binomial kriging has smaller mean square prediction error in about 45% of simulations
considered. At a large spatial range (right panels), spatial GLMMs appear to have a slight
edge in terms of mean square error over beta-binomial kriging. At a small spatial range,
the methods are nearly identical. Beta-binomial kriging and spatial GLMMs both produce
accurate predictions of a latent probability spatial field, and neither method has a clear
advantage in terms of predictive performance over the other.
4.4 Sample prediction maps
Another tool that should be used to examine model performance is prediction maps. Three
simulation cases were chosen: case 19, 40, and 54. These cases were chosen to represent an
extreme beta distribution, a case in which all models performed relatively poorly, and a case
in which all models performed relatively well. For each simulation case, a simulation was
chosen at random, and prediction maps were made using each of the four estimation meth-
ods considered: beta-binomial kriging, ordinary kriging, binomial cokriging, and GLMMs.
By looking at each prediction map, some insights may be gained on each model’s overall
performance.
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Figure 4.19: Mean and mean squared prediction errors using spatial GLMMs.
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Figure 4.20: Mean squared prediction errors for spatial GLMMs compared to beta-binomial
kriging.
Points above the black line indicate the spatial GLMM has higher mean squared error than
beta-binomial kriging.
Figure 4.21: Case comparison for spatial GLMMs and beta-binomial kriging.
Points in red represent the proportion of simulations in which beta-binomial kriging has
smaller mean square prediction error, whereas points in purple represent spatial GLMMs.
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The first simulation case considered was case 19. This set of simulations used aBeta(0.5, 0.5)
distribution, which generates extreme probabilities. The map of the underlying beta distri-
bution, which is considered the “true” probability map, shows an abundance of high probabil-
ities (darker colors) and an abundance of low probabilities (lighter colors). Simulation case
19 represents a scenario with relatively little information: the sample sizes at each spatial
location range from only 2 to 5 binomial trials. Thus, as the map of the sample proportions
shows, the observed sample proportions are often 0 or 1. This particular simulation also
shows a gap in the observed data, the upper left corner has a large region with no observed
points.
The beta-binomial kriging map matches the overall pattern of the “true” probability
map very well. There is some smoothing in the map, but that should be expected given
the relative sparseness of the observed binomial proportions compared to the prediction
grid. In areas where there is a lack of observed points, the beta-binomial kriging model
shows regression toward the mean of 0.5. The ordinary kriging map also shows the same
pattern in the probabilities, although there are a few troubling characteristics. Ordinary
kriging honors the observed sample proportions, and will predict that exact value at an
observed data point. However, when the sample sizes are very small that observed sample
proportion may often be more extreme than the true probability, causing artificial peaks
in the prediction map. In this implementation, ordinary kriging uses all observed points
to make predictions, as does beta-binomial kriging. When this is the case, some prediction
points will have negative weights, causing the predicted values to possibly be higher or lower
than the observed points [20]. Points where this occurs in the prediction map are plotted
in white: the predicted values are beyond the “allowed” values of 0 and 1. This also occurs
in the binomial cokriging prediction map, and to a slightly larger extent. Spatial GLMMs
predicted the overall shape of the beta surface well, with sharper edges than those from beta-
binomial kriging. In some areas of the graph the sharper predictions better matched the
underlying beta distribution (center of the random field), however in others some features
were missed (right edge of the random field).
The next set of prediction maps are from simulation case 40. This particular set of simu-
lations used a highly left-skewed beta distribution: the majority of underlying probabilities
98
Figure 4.22: Sample prediction maps from simulation case 19.
Simulation case 19 represents a Beta(0.5, 0.5) distribution with spatial range of 10 (field
dimensions are 20⇥ 20) and sample sizes between 2 and 5 at each location.
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were greater than 0.5, with an expected value of about 0.83. Since this simulation case also
used the smallest possible sample sizes (between 2 and 5), many of the sample proportions
were exactly 1. For all of the models simulation case 40 was particularly difficult to estimate,
as this represented a worst case scenario. The underlying probabilities were highly skewed,
and so the sample proportions were often very high. In the map of the sample proportions,
the high sample proportions are represented with nearly black dots. Even along the left
edge of the spatial field where the probabilities were relatively low, some sample proportions
were still quite high.
The problems that were evident in the parameter estimation manifest themselves slightly
differently for each of the analysis methods. For the beta-binomial kriging model, the
predicted surface is very flat. There is an area of low predicted probability in the top
left corner, however the low probability along the left edge of the underlying beta random
field is not captured in the prediction field. The prediction map generated using ordinary
kriging shows a flat prediction surface as well, except at the observed sample locations.
There are some predictions at sample locations that are higher than 1 or smaller than 0,
indicated by white “holes” in the prediction map. These coincide with some of the extreme
sample proportions, locations with binomial proportion exactly 0 or exactly 1. As discussed
previously, this can occur because all sample points are used for prediction, not just a
small neighborhood of points. The prediction map using binomial cokriging shows the same
problem as in the previous simulation, an abundance of the predictions were beyond the
range of allowable proportions. The prediction surface using binomial cokriging is also quite
peaked, even more so than the underlying prediction surface. Spatial GLMMs also generated
a flat prediction surface, and the predictions are very similar to those using beta-binomial
kriging.
The final set of prediction maps were generated using simulation case 54. This represents
the “best case scenario” in terms of sample size, each spatial location has a binomial sample
size between 50 and 100. The beta distribution used here is a Beta(2, 5). This is a skewed
distribution, but the skew is less extreme than the previous scenario considered in this
section. The sample proportions and underlying beta distribution show the same outline:
an area of low probability in the center to bottom right region of the graph, and an area of
100
Figure 4.23: Sample prediction maps from simulation case 40.
Simulation case 40 represents a Beta(5, 1) distribution with spatial range of 15 (field dimen-
sions are 20⇥ 20) and sample sizes between 2 and 5 at each location.
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high probability around the upper and left edges. The three prediction maps using forms
of kriging are nearly identical. As before, the predictions made using beta-binomial kriging
are smoother and more resistant to “extreme” sample proportions. This suggests that when
the sample sizes at each spatial location are relatively large, the choice of kriging method is
less important. Ordinary kriging performs reasonably well here because the distribution of
the sample proportions approaches the distribution of the beta probabilities as ni increases.
As the sample size increases, adjusting for the variability from spatial location to spatial
location is less important as all points carry a good amount of information, and so binomial
cokriging also performs well. Finally the spatial generalized linear model also performs
very well, matching the kriging predictions nearly exactly. At large sample sizes with strong
spatial dependence, all three methods produce accurate prediction maps, even with relatively
few sample points.
4.5 Chapter summary
Based on the simulation results of this chapter, beta-binomial kriging is a clear winner among
the kriging methods for estimating parameters and predicting a spatial random field. Ordi-
nary kriging was able to capture some of the variability of the sample binomial proportions,
but only at a relatively large sample size. Binomial cokriging was also successful at large
sample sizes, but the model’s performance suffered at small sample sizes. The adjustments
provided by the beta-binomial kriging model lead to significantly improved parameter es-
timates and predicted values compared to the two kriging models. The simulation results
here suggest that ordinary kriging and binomial cokriging should not be used for spatial
proportional data.
Spatial generalized linear mixed models had much more success estimating model pa-
rameters and predicted values than ordinary kriging and binomial kriging. There was no
clear advantage to using either method for predicting new values or estimating the spatial
range. However the implementation ease of spatial GLMMs in PROC GLIMMIX comes at
the cost of interpretability of the spatial sill, since the estimated value is not on the scale
of the data. The transformations detailed in this chapter can be used to “back-transform”
102
Figure 4.24: Sample prediction maps from simulation case 54.
Simulation case 54 represents a Beta(2, 5) distribution with spatial range of 15 (field dimen-
sions are 20⇥ 20) and sample sizes between 50 and 100 at each location.
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the covariance parameters, but there is some bias for probability fields with a mean near
0.5. Additionally there is limited support for a nugget effect in GLIMMIX. The nugget
effect can be forced in by using an additional random term, but this dramatically affects
the other parameter estimates and can distort the predicted values. Finally GLIMMIX does
not report prediction variances for unobserved data points [56], so prediction intervals are
unavailable for each new location.
Beta-binomial kriging provides an advantage over the other methods considered in this
chapter. When the sample size is (relatively) small, the predicted values tend to be more
accurate than the other kriging models considered, and comparable to the spatial GLMMs.
The parameter estimates from beta-binomial kriging are unbiased and reasonably consistent
estimates of the underlying structure of the spatial beta random field. If the spatial pa-
rameters are contextually meaningful or a suspected nugget effect exists in the underlying
probability field, beta-binomial kriging is especially useful.
4.6 Simulation summaries
The next series of tables provides summary statistics for each of the parameter estimates
using beta-binomial kriging, ordinary kriging, binomial cokriging, and GLMMs.
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Chapter 5
Applying the Model to Vaccination
Rates
In this chapter a sample data set will be considered. Early childhood vaccination rates have
been a controversial topic in the United States during the last few years. A nationwide
movement claiming negative side effects of vaccinations has gained the public’s attention.
Unfortunately this decrease in vaccination rates has led to the resurgence of previously
eradicated childhood diseases. Data was collected by the state of California on vaccination
records for all kindergarten students in the 2013-2014 school year. Beta-binomial kriging
will be applied to this data set to create a smooth map of estimated vaccination rates in
southern California and statewide.
5.1 Anti-vaccination movement
Public sentiment on childhood vaccinations in the United States has changed dramatically
in the last decade. A series of controversial journal articles, including Andrew Wakefield’s
now-retracted paper in The Lancet, suggested that vaccinations such as the measles-mumps-
rubella combined vaccine (MMR) were linked to autism in young children [63, 27]. These
articles were later made famous in the mainstream media by talk-show hosts like Jenny
McCarthy on The View and “mommy bloggers”, parents who blog about their parenting
experiences. The number of anti-vaccination websites skyrocketed in the United States,
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Table 5.1: Confirmed measles cases in California since 2014, by local health jurisdiction.
Total number of confirmed cases
California 134
Alameda 6
Contra Costa 1
Los Angeles 28
City of Long Beach* 2
City of Pasadena* 4
Marin 2
Merced 4
Orange 35
Riverside 8
San Bernadino 12
San Diego 14
San Mateo 4
Santa Clara 3
Solano 1
Ventura 13
*City health jurisdictions not included in county total. Data last updated March 31, 2015
[14].
while vaccination rates steadily decreased [35].
A side effect of decreased childhood vaccination rates was the reoccurrence of diseases
formerly considered eradicated. The state of California is currently experiencing a large
outbreak of the measles. In December 2014, at least 40 cases of the measles were traced back
to employees or visitors of Disneyland theme park, according to the California Department of
Public Health [14]. The rate of infection is slowing, but new cases still appear periodically.
Perhaps more troubling is the types of measles being spread. The Disneyland outbreak
was identified as measles B3 strain, however since the initial outbreak new measles strains
have been introduced into the community (measles D8 and measles D4) [14]. For a disease
previously considered effectively eradicated to develop new strains in such a short period of
time is troubling [16].
5.1.1 Childhood vaccination rates in California
As the outbreak spreads, a source of contention in the media has been the relatively high
number of children in California who have not received the MMR vaccine. All 50 states
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have laws which require a set of vaccines before a child may be enrolled in the public school
system, including the MMR vaccine. However, all states also allow medical exemptions for
children who cannot receive the vaccines due to elevated health risks, and 48 states allow
religious exemptions [47]. In an additional 20 states, including California, allow exemptions
for “personal or moral beliefs” [15].
The California Department of Public Health publishes annual data for each elementary
school including the number of new kindergarten enrollments, and the number of children
who have met all vaccination requirements [15]. Latitude and longitude coordinates were
found for each school using an online latitude and longitude lookup, latlong.net [38]. This
led to a rich data set with over 5,000 spatial locations. These elementary school locations
are shown in Figure 5.1, and exhibit some interesting spatial patterns. This data set shows
clear spatial clustering: areas with high population density such as the California coast
have clusters of elementary schools. There are also some sparse regions of the graph due to
geological features. California is home to the Mojave Desert and Death Valley, the Sierra
Nevada mountain range, and the redwood forests in the north. Each of these regions is
relatively unpopulated, and so only a few elementary schools exist. The spatial clustering
and geographic features of California indicate that vaccination rates elementary schools may
be spatially correlated, due to features of the surrounding communities.
For each elementary school the proportion of students who are missing at least one of the
required childhood vaccinations can be expressed as a binomial random variable. Each school
has a different kindergarten enrollment, ni, and a potentially spatially correlated probability
of missing at least one vaccine, ⇡i. Then the number of children who are missing at least
one vaccination at a given school Zi, conditional on school location si, can be expressed as
Zi|si ⇠ Binomial(ni,⇡i)
Since the primary modeling goal is to estimate the spatial structure of the underlying
vaccination probabilities, beta-binomial kriging is an ideal approach. This model works well
with changing sample sizes and provides interpretable parameter estimates. Additionally, a
prediction map for the entire state of California would be useful for identifying potential high-
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Figure 5.1: Locations of all elementary schools in California with 10 or more students
enrolled in kindergarten.
risk areas for future outbreaks. Beta-binomial kriging provides accurate spatial predictions
for the latent probability field and is well-suited for proportional data with varying sample
sizes.
5.2 Vaccination trends in California
The variable of interest in this study is the proportion of newly enrolled kindergarten stu-
dents missing at least one required vaccine in public schools in the state of California. Figure
5.2 shows the estimated sample proportions in each of the schools considered in this data
set. Darker plotting characters represent higher sample proportions of non-vaccination. This
map shows that overall, the proportion of students missing required vaccines is relatively
low, near 20%. There are however some areas with higher non-vaccination rates, such as
along the central California coast and in the center of the state. There are also areas that
are highly variable, such as the southern California coast. These areas tend to represent
high population density centers such as Los Angeles and San Diego, which are both very
diverse communities.
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Figure 5.2: Map of sample non-vaccination rates in California elementary schools.
The map below shows the sample proportions of kindergarten students missing at least one
vaccine in California. Points in this map are referenced using latitude and longitude, which
causes the northern region to appear “stretched”. Areas with no observations in the center
of the map typically represent mountain ranges or national forests.
Figure 5.3: Histogram of sample non-vaccination rates in California elementary schools.
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5.2.1 Variogram estimation
Another interesting feature of this data set is the effect of the latitude-longitude projection.
As the position on the earth moves farther north, longitude coordinates (west/east) move
closer together. Over a large geographic distance, this causes noticeable distortion in map
projections, as in Figure 5.2. For this data set, using Euclidean distance to calculate the
distance between points will be misleading, because the coordinate system changes with
the curvature of the earth. Since accurate distance measures are integral to estimating the
spatial variogram, this is a major problem. Pre-packaged software programs such as the
geoR library in R use Euclidean distance by default, so there are two possible choices. One
is to use another coordinate system, and the other is to modify the distance in some way.
An easy adjustment to estimate the distance between two points on a sphere is given
by using the spherical law of cosines [32]. Let (lat1, lon1) and (lat2, lon2) represent the
coordinates of two separate points, and ✓ the central angle between these points. If r
represents the radius of the sphere, in this case the earth, then the distance between the two
points is given by d in the equation below.
d = r {arccos (sin(lat1)sin(lat2) + cos(lat1)cos(lat2)cos(lon1   lon2))}
The cosine distance as expressed here was used to estimate the beta-binomial kriging
variogram for this data set.
The empirical variogram, which would be used in ordinary kriging or spatial GLMM
estimation, is shown in Figure 5.4. The empirical semivariogram shows no evidence of a
spatial structure, the semivariance hovers just below 0.020 regardless of the distance between
points. A method which relied on this variogram would be unable to detect any spatial
structure to vaccination rates in California.
The estimated variogram using beta-binomial kriging is shown in Figure 5.5. Based on
this variogram the spatial dependency ends at a distance somewhere between 5 and 10 miles.
There is also a significant amount of point variability in this data set. A small portion of
public elementary schools in California are magnet or charter schools. These schools operate
with either a special pedagogical focus or subject-matter focus, and are often physically
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Figure 5.4: Empirical semivariogram using sample proportions in California.
Figure 5.5: Estimated beta-binomial kriging variogram for California.
located in the same building as an ordinary elementary school. This co-location of schools
is responsible for the point variability. A potential solution for this would be to remove
the magnet and charter schools and repeat the analysis, since students attending magnet or
charter schools often do not actually live in that neighborhood.
The estimated spatial parameters are ⌧ˆ2 = 0.017,  ˆ2 = 0.004, and  ˆ = 6.81. Most of the
variability in the sample proportions of students missing at least one vaccination is point
variability, however about 20% of the variability can be attributed to the spatial location.
Again, this nugget effect would likely be larger if co-located points could be removed from
the data set. The estimated spatial range is about 6.8 miles, so the spatial correlation is on
a neighborhood-level scale, rather than a city to city or county to county level. Trends in
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Figure 5.6: Fitted beta-binomial kriging variogram for California.
this data set can be considered neighborhood wide, and two neighborhoods in the same city
may be assumed functionally independent.
5.2.2 Prediction map and spatial trends
A dense prediction grid was laid over the state of California according to latitude-longitude
points, and the fitted semivariogram was used to predict the probabilities that a student is
missing at least one required vaccination using beta-binomial kriging. In sparsely populated
areas such as eastern California, the predictions overwhelmingly trend toward the mean.
Since there are generally no schools within the range of these prediction points, the spatial
mean is the best guess. There is a region in central California with a very low predicted
incidence of non-vaccination. Communities with higher non-vaccination rates are generally
limited to cities in northern California and along the coast. The predicted probability map
here cannot show the neighborhood-level trends in the data, since California itself is a very
large state.
5.3 Conclusion
The beta-binomial variogram estimator was able to detect spatial structure in this data set
at a close resolution, even despite the large nugget effect, that was undetectable using the
empirical variogram estimator. The prediction map created from the beta-binomial kriging
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Figure 5.7: Predicted non-vaccination probability map for California using beta-binomial
kriging.
model identified northern and coastal California as having higher rates of non-vaccination.
A weakness of this analysis is the lack of spatial covariates. Additional information like
income, diversity, education levels, and school expenditures might add more information
and remove some uncertainty from the model, leading to better predictions.
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Chapter 6
Future Research
This dissertation has provided a preliminary assessment and development of beta-binomial
kriging, and demonstrated the method’s promise for simply analyzing spatially correlated
proportions. The proposed methodology provided better parameter estimates and more
accurate predictions than ordinary kriging and binomial cokriging. Ordinary kriging has
been a part of the spatial statistics literature for a very long time, and remains extremely
popular due to its simplicity and interpretability. Binomial cokriging was originally de-
veloped to improve on kriging for sample proportions, but based on this analysis removes
too much variability from the sample data. Beta-binomial kriging is more complex than
these too methods, but the kriging equations have a familiar form and retain the ease of
interpretation kriging is known for.
Beta-binomial kriging and spatial GLMMs have similar performance properties, and
yield comparable prediction maps. GLMMs have the advantage of flexibility, and can be
used in a variety of contexts in addition to proportional data. However the implementation
of GLMMs is currently limited to SAS, and in some simple cases R’s lme4 package [6, 8, 7].
A recently introduced R package, spaMM, has been designed to fit spatial GLMMs, which
could provide an alternative to SAS PROCGLIMMIX [54, 53]. With current implementation
options, GLMMs do not provide an interpretable spatial sill, nor conveniently allow for a
nugget effect in the underlying beta spatial field. Newly developed R packages may improve
that, but for now beta-binomial kriging has the advantage in parameter estimation. Both
methods are well-suited for predicting new observations, however if prediction intervals or
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confidence intervals are needed at a new location beta-binomial kriging should be used.
Beta-binomial kriging is still a method in its infancy, and there is much work that
remains to be done. Currently beta-binomial kriging does not allow for covariates in the
model. For example, consider the California vaccination data from Chapter 5. It is perfectly
reasonable to believe that social and demographic factors in a particular region would have
an influence on the probability that a child is missing at least one required vaccination, and
researchers might like to describe that structure. However at this point the model does not
accommodate this. For the Poisson kriging model, covariates may be incorporated by using
Poisson regression with the counts as the response variable, and then kriging the residuals
[36]. In a similar manner, perhaps logistic regression could be used to account for the spatial
covariates, and then the residuals kriged. This method however would not be suitable for
spatially correlated covariates, as the regression variables would be assumed independent.
Spatial GLMMs are able to fit covariates in the model, however the performance of spatial
covariates in a GLMM has not yet been studied in detail.
Another area in which beta-binomial kriging could be used is modeling of spatial binary
data. Indicator kriging is currently the most often used method with binary data. Indicator
kriging assumes that the binary random variables are the result of some threshold variable,
and not a random binary observation [20]. Beta-binomial kriging may be useful to identify
the additional variability from the binary process, as well as the spatial trends underlying
it. Since beta-binomial kriging is still an effective model at small sample sizes, it may be a
good method for modeling spatial binary data.
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Appendix A: Generating beta-binomial spatial data
The program below generates spatially-correlated beta-binomial data, with spatial points
distributed according to a Poisson process. Sample sizes at each spatial location are ran-
domly assigned. R packages used include RandomFields [59], sp and geoR [52, 48, 13].
l i b r a r y ( RandomFields )
BETA <  c (5 , 1) #shape parameters
SILL <  1 #normal var i ance
RANGE <  10 #s p a t i a l range
NUGGET <  0 #s p a t i a l nugget
SAMPLE <  c (2 , 4 , 8) #po s s i b l e sample s i z e s
N <  1000 #number o f sample po in t s
# Simulate a Gaussian random f i e l d
l a t <  r un i f (n=N, min=0, max=20)
lon <  r un i f (n=N, min=0, max=20)
coord <  cbind ( la t , lon )
colnames ( coord ) <  c ( ’ l a t ’ , ’ lon ’ )
nobs <  l ength ( l a t )
model <  RMspheric ( var=SILL , s c a l e=RANGE)
+ RMnugget ( var=NUGGET)
sim . normal <  RFsimulate (model=model , x=lat , y=lon ,
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g r id=FALSE)
# Transform normal data to beta data
mean <  mean( sim . normal$var iab le1 )
sd <  sd ( sim . normal$var iab le1 )
sim . cd f <  pnorm( sim . normal$var iab le1 , mean=mean , sd=sd )
sim . beta <  qbeta ( sim . cdf , shape1=BETA[ 1 ] ,
shape2=BETA[ 2 ] )
sim . beta <  cbind ( coord , sim . beta )
colnames ( sim . beta ) <  c ( ’ l a t ’ , ’ lon ’ , ’B’ )
sim . beta <  as . data . frame ( sim . beta )
# Generate binomial data
sim . binomial <  matrix ( nrow=nobs , nco l=2)
f o r ( I in 1 : nobs ){
s i z e <  sample (SAMPLE, 1)
sim . binomial [ I , 1 ] <  rbinom (n=1, s i z e=s i z e ,
prob=sim . beta$B [ I ] )
sim . binomial [ I , 2 ] <  s i z e
}
sim . binomial <  as . data . frame ( cbind ( coord , sim . binomial ) )
colnames ( sim . binomial ) <  c ( ’ l a t ’ , ’ lon ’ , ’Z ’ , ’N’ )
sim . binomial$P <  sim . binomial$Z/sim . binomial$N
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Appendix B: Beta parameter estimation
The program below estimates shape and scale parameters for a beta distribution using the
sample binomial observations. R packages used include RandomFields [59], sp and geoR
[52, 48, 13], and VGAM [66].
l i b r a r y ( RandomFields )
l i b r a r y ( geoR)
l i b r a r y ( sp )
BETA <  c ( 0 . 5 , 0 . 5 ) #shape parameters
SILL <  1 #normal var i ance
RANGE <  10 #s p a t i a l range
NUGGET <  0 #s p a t i a l nugget
SAMPLE <  2 :5 #po s s i b l e sample s i z e s
N <  500
e s t . param <  matrix ( nrow=1000 , nco l=6)
colnames ( e s t . param) <  c ( ’ alpha_small ’ , ’ beta_small ’ ,
’ alpha_medium ’ , ’ beta_medium ’ , ’ alpha_large ’ ,
’ beta_large ’ )
f o r (RUN in 1 :1000){
l a t <  r un i f (n=N, min=0, max=20)
lon <  r un i f (n=N, min=0, max=20)
coord <  cbind ( la t , lon )
nobs <  N
colnames ( coord ) <  c ( ’ l a t ’ , ’ lon ’ )
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model <  RMspheric ( var=SILL , s c a l e=RANGE) +
RMnugget ( var=NUGGET)
sim . normal <  RFsimulate (model=model , x=lat ,
y=lon , g r i d=FALSE)
mean <  mean( sim . normal$var iab le1 )
sd <  sd ( sim . normal$var iab le1 )
sim . cd f <  pnorm( sim . normal$var iab le1 , mean=mean ,
sd=sd )
sim . beta <  qbeta ( sim . cdf , shape1=BETA[ 1 ] ,
shape2=BETA[ 2 ] )
sim . beta <  cbind ( coord , sim . beta )
colnames ( sim . beta ) <  c ( ’ l a t ’ , ’ lon ’ , ’B’ )
sim . beta <  as . data . frame ( sim . beta )
sim . binary . smal l <  matrix ( nrow=nobs , nco l=2)
smal l <  2 :5
sim . binary .medium <  matrix ( nrow=nobs , nco l=2)
medium <  10 :20
sim . binary . l a r g e <  matrix ( nrow=nobs , nco l=2)
l a r g e <  50 :100
f o r ( I in 1 : nobs ){
s i z e . s <  sample ( small , 1)
sim . binary . smal l [ I , 1 ] <  rbinom (n=1, s i z e=s i z e . s ,
prob=sim . beta$B [ I ] )
sim . binary . smal l [ I , 2 ] <  s i z e . s
}
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l a t <  r un i f (n=N, min=0, max=20)
lon <  r un i f (n=N, min=0, max=20)
coord <  cbind ( la t , lon )
nobs <  N
colnames ( coord ) <  c ( ’ l a t ’ , ’ lon ’ )
model <  RMspheric ( var=SILL , s c a l e=RANGE) +
RMnugget ( var=NUGGET)
sim . normal <  RFsimulate (model=model , x=lat ,
y=lon , g r i d=FALSE)
mean <  mean( sim . normal$var iab le1 )
sd <  sd ( sim . normal$var iab le1 )
sim . cd f <  pnorm( sim . normal$var iab le1 , mean=mean ,
sd=sd )
sim . beta <  qbeta ( sim . cdf , shape1=BETA[ 1 ] ,
shape2=BETA[ 2 ] )
sim . beta <  cbind ( coord , sim . beta )
colnames ( sim . beta ) <  c ( ’ l a t ’ , ’ lon ’ , ’B’ )
sim . beta <  as . data . frame ( sim . beta )
f o r ( I in 1 : nobs ){
s i z e .m <  sample (medium , 1)
sim . binary .medium [ I , 1 ] <  rbinom (n=1,
s i z e=s i z e .m, prob=sim . beta$B [ I ] )
sim . binary .medium [ I , 2 ] <  s i z e .m
}
l a t <  r un i f (n=N, min=0, max=20)
lon <  r un i f (n=N, min=0, max=20)
coord <  cbind ( la t , lon )
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nobs <  N
colnames ( coord ) <  c ( ’ l a t ’ , ’ lon ’ )
model <  RMspheric ( var=SILL , s c a l e=RANGE) +
RMnugget ( var=NUGGET)
sim . normal <  RFsimulate (model=model , x=lat , y=lon ,
g r i d=FALSE)
mean <  mean( sim . normal$var iab le1 )
sd <  sd ( sim . normal$var iab le1 )
sim . cd f <  pnorm( sim . normal$var iab le1 , mean=mean ,
sd=sd )
sim . beta <  qbeta ( sim . cdf , shape1=BETA[ 1 ] ,
shape2=BETA[ 2 ] )
sim . beta <  cbind ( coord , sim . beta )
colnames ( sim . beta ) <  c ( ’ l a t ’ , ’ lon ’ , ’B’ ) s
im . beta <  as . data . frame ( sim . beta )
f o r ( I in 1 : nobs ){
s i z e . l <  sample ( l a rge , 1)
sim . binary . l a r g e [ I , 1 ] <  rbinom (n=1,
s i z e=s i z e . l , prob=sim . beta$B [ I ] )
sim . binary . l a r g e [ I , 2 ] <  s i z e . l
}
sim . binary . smal l <  as . data . frame (
cbind ( coord , sim . binary . smal l ) )
colnames ( sim . binary . smal l ) <  c ( ’ l a t ’ ,
’ lon ’ , ’Z ’ , ’N’ )
sim . binary .medium <  as . data . frame (
cbind ( coord , sim . binary .medium) )
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colnames ( sim . binary .medium) <  c ( ’ l a t ’ ,
’ lon ’ , ’Z ’ , ’N’ )
sim . binary . l a r g e <  as . data . frame (
cbind ( coord , sim . binary . l a r g e ) )
colnames ( sim . binary . l a r g e ) <  c ( ’ l a t ’ ,
’ lon ’ , ’Z ’ , ’N’ )
# Estimate beta parameters
# Depending on computer p lat form (Mac or PC) , fami ly name
# i s ’ betab inomia l . ab ’ or ’ be tab inomia l f f ’
l i b r a r y (VGAM)
f i t . smal l <  vglm ( cbind (Z , N Z)~1 , betab inomia l . ab ,
data=sim . binary . smal l )
e s t . param [RUN, 1 ] <  Coef ( f i t . smal l ) [ 1 ]
e s t . param [RUN, 2 ] <  Coef ( f i t . smal l ) [ 2 ]
f i t . medium <  vglm ( cbind (Z , N Z)~1 , betab inomia l . ab ,
data=sim . binary .medium)
e s t . param [RUN, 3 ] <  Coef ( f i t . medium ) [ 1 ]
e s t . param [RUN, 4 ] <  Coef ( f i t . medium ) [ 2 ]
f i t . l a r g e <  vglm ( cbind (Z , N Z)~1 , betab inomia l . ab ,
data=sim . binary . l a r g e )
e s t . param [RUN, 5 ] <  Coef ( f i t . l a r g e ) [ 1 ]
e s t . param [RUN, 6 ] <  Coef ( f i t . l a r g e ) [ 2 ]
}
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Appendix C: Parameter estimation methods
The program implements three possible parameter estimation routines to be used with beta-
binomial kriging. R packages used include RandomFields [59], sp and geoR [52, 48, 13],
RColorBrewer [44], and VGAM [66].
l i b r a r y ( RandomFields )
l i b r a r y ( RColorBrewer )
l i b r a r y ( geoR)
l i b r a r y ( sp )
l i b r a r y (VGAM)
s e t . seed (2387)
STARTING <  read . csv ( ’ s t a r t i ng_va lue s . csv ’ )
N <  100
NSIM <  100
f o r ( s in 1 : nrow (STARTING)){
BETA <  STARTING[ s , 1 : 2 ] #shape parameters
SILL <  1 #normal var i ance
RANGE <  STARTING[ s , 3 ] #s p a t i a l range
NUGGET <  0 #s p a t i a l nugget
SAMPLESIZE <  STARTING[ s , 4 ] : STARTING[ s , 5 ]
e s t . param <  matrix ( nrow=NSIM, nco l=14)
colnames ( e s t . param) <  c ( ’ beta . tau ’ , ’ beta . sigma ’ ,
’ beta . phi ’ , ’ bbk1 . tau ’ , ’ bbk1 . sigma ’ , ’ bbk1 . phi ’ ,
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’ bbk2 . tau ’ , ’ bbk2 . sigma ’ , ’ bbk2 . phi ’ , ’ bbk3 . tau ’ ,
’ bbk3 . sigma ’ , ’ bbk3 . phi ’ , ’ alpha ’ , ’ beta ’ )
f o r (RUN in 1 :NSIM){
# Simulate a dense Gaussian random f i e l d
l a t <  seq ( from=0, to=20, l ength=100)
lon <  seq ( from=0, to=20, l ength=100)
coord <  expand . g r i d ( la t , lon )
nobs <  N
colnames ( coord ) <  c ( ’ l a t ’ , ’ lon ’ )
model <  RMspheric ( var=SILL , s c a l e=RANGE) +
RMnugget ( var=NUGGET)
sim . normal <  RFsimulate (model=model , x=lat , y=lon ,
g r i d=TRUE)
sim . normal <  cbind ( coord , sim . normal$var iab le1 )
colnames ( sim . normal ) <  c ( ’ l a t ’ , ’ lon ’ , ’A’ )
at <  seq ( from= 4, to=4, l ength=100)
c o l <  colorRampPalette ( brewer . pa l (9 , ’Reds ’ ) ) ( 1 0 0 )
coo rd ina t e s ( sim . normal ) <  ~ l a t+lon
mean <  mean( sim . normal$A )
sd <  sd ( sim . normal$A )
sim . cd f <  pnorm( sim . normal$A , mean=mean , sd=sd )
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sim . beta <  qbeta ( sim . cdf , shape1=BETA$alpha ,
shape2=BETA$beta)
sim . beta <  cbind ( coord , sim . beta )
colnames ( sim . beta ) <  c ( ’ l a t ’ , ’ lon ’ , ’B’ )
sim . beta <  as . data . frame ( sim . beta )
at <  seq ( from=0, to=1, l ength=100)
coo rd ina t e s ( sim . beta ) <  ~ l a t+lon
gr idded ( sim . beta ) <  TRUE
spp lo t ( sim . beta , z c o l =’B’ ,
main=paste ( ’ Simulated beta d i s t r i bu t i o n ,
alpha= ’ , BETA[ 1 ] , ’ beta= ’ , BETA[ 2 ] ) , at=at ,
c o l . r e g i on s=col , co l o rkey=TRUE)
sample . po in t s <  sample ( x=1:nrow ( coord ) , s i z e=N)
beta . po in t s <  sim . beta [ sample . po ints , ]
coord . po in t s <  coord [ sample . po ints , ]
sim . binomial <  matrix ( nrow=N, nco l=2)
f o r ( I in 1 :N){
s i z e <  sample (SAMPLESIZE, 1)
sim . binomial [ I , 1 ] <  rbinom (n=1, s i z e=s i z e ,
prob=beta . points$B [ I ] )
sim . binomial [ I , 2 ] <  s i z e
}
sim . binomial <  as . data . frame ( cbind ( coord . po ints ,
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sim . binomial ) )
colnames ( sim . binomial ) <  c ( ’ la t2 ’ , ’ lon2 ’ , ’Z ’ , ’N’ )
sim . binomial$P <  sim . binomial$Z/sim . binomial$N
f i t . ab <  vglm ( cbind (Z , N Z)~1 , fami ly=betab inomia l . ab ,
data=sim . binomial )
e s t . param [RUN, 1 3 ] <  Coef ( f i t . ab ) [ 1 ]
e s t . param [RUN, 1 4 ] <  Coef ( f i t . ab ) [ 2 ]
alpha <  Coef ( f i t . ab ) [ 1 ]
beta <  Coef ( f i t . ab ) [ 2 ]
b i a s <  alpha ⇤beta /( ( alpha+beta )⇤ ( alpha+beta+1))
# Estimate beta binomial k r i g i n g variogram
varS <  matrix ( nrow=N⇤N, nco l=3)
colnames ( varS ) <  c ( ’ d i s t ’ , ’ value ’ , ’mult ’ )
index <  1
f o r ( i in 1 :N){
f o r ( j in 1 :N){
mult <  ( sim . binomial$N [ i ]⇤ sim . binomial$N [ j ] ) /
( sim . binomial$N [ i ]+sim . binomial$N [ j ] )
varS [ index , 1 ] <  d i s t ( sim . binomial [ c ( i , j ) , 1 : 2 ] )
varS [ index , 2 ] <  mult ⇤( d i s t ( sim . binomial$P [ c ( i , j ) ] ) ^ 2 )
  b ia s
varS [ index , 3 ] <  mult
index <  index + 1
}
140
}varS <  as . data . frame ( varS )
bin . varP <  var iog ( data=sim . binomial$P , coords=coord . po ints ,
breaks =1:20)
beta . var <  var iog ( data=sim . beta$B , coords=coord ,
breaks =1:20)
# Use lag d i s t an c e s as de f i ned in ’ var iog ’
h <  1 :20
bin . varS <  matrix ( nrow=length (h ) , nco l=4)
colnames ( bin . varS ) <  c ( ’ nobs ’ , ’ var ’ , ’h ’ , ’ ave . weights ’ )
f o r (H in h){
x <  varS [ varS$di s t<H & varS$dis t >=(H 1) , ]
bin . varS [H, 1 ] <  nrow (x )
bin . varS [H, 2 ] <  max( colSums (x ) [ 2 ] / ( 2 ⇤ colSums (x ) [ 3 ] ) , 0 )
bin . varS [H, 3 ] <  H
bin . varS [H, 4 ] <  mean(1/mult )
}
va r i o . beta <  beta . var
va r i o . prop <  bin . varP
var i o . bbk <  bin . varP
var i o . bbk$v <  bin . varS [ , 2 ]
va r i o . bbk2 <  bin . varP
var i o . bbk2$v <  bin . varS [ , 2 ]
va r i o . bbk2$n <  bin . varS [ , 4 ] ⇤ bin . varS [ , 1 ]
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beta . parm <  v a r i o f i t ( va r i o=var i o . beta ,
i n i . cov . pars=c ( 0 . 1 , RANGE) ,
cov . model=’sph ’ , f i x . nugget=FALSE)
bbk . parm1 <  v a r i o f i t ( va r i o=var i o . bbk ,
i n i . cov . pars=c ( 0 . 1 , RANGE) ,
cov . model=’sph ’ , f i x . nugget=FALSE,
weights=’ npairs ’ )
bbk . parm2 <  v a r i o f i t ( va r i o=var i o . bbk2 ,
i n i . cov . pars=c ( 0 . 1 , RANGE) ,
cov . model=’sph ’ , f i x . nugget=FALSE,
weights=’ npairs ’ )
bbk . parm3 <  v a r i o f i t ( va r i o=var i o . bbk ,
i n i . cov . pars=c ( 0 . 1 , RANGE) ,
cov . model=’sph ’ , f i x . nugget=FALSE,
weights=’ c r e s s i e ’ )
e s t . param [RUN, 1 ] <  beta . parm$nugget
e s t . param [RUN, 2 ] <  beta . parm$cov . pars [ 1 ]
e s t . param [RUN, 3 ] <  beta . parm$cov . pars [ 2 ]
e s t . param [RUN, 4 ] <  bbk . parm1$nugget
e s t . param [RUN, 5 ] <  bbk . parm1$cov . pars [ 1 ]
e s t . param [RUN, 6 ] <  bbk . parm1$cov . pars [ 2 ]
e s t . param [RUN, 7 ] <  bbk . parm2$nugget
e s t . param [RUN, 8 ] <  bbk . parm2$cov . pars [ 1 ]
e s t . param [RUN, 9 ] <  bbk . parm2$cov . pars [ 2 ]
e s t . param [RUN, 10 ] <  bbk . parm3$nugget
e s t . param [RUN, 11 ] <  bbk . parm3$cov . pars [ 1 ]
e s t . param [RUN, 12 ] <  bbk . parm3$cov . pars [ 2 ]
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wr i t e . csv ( e s t . param , paste ( ’ param ’ , s , ’ . csv ’ ) )
}
}
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Appendix D: Beta-binomial kriging and variogram estimation
The program implements beta-binomial variogram estimation and kriging. R packages used
include RandomFields [59], sp and geoR [52, 48, 13], and VGAM [66].
l i b r a r y ( RandomFields )
l i b r a r y ( geoR)
l i b r a r y ( sp )
l i b r a r y (VGAM)
# sim . binomial i s the s imulated binomial sample data
f i t . ab <  vglm ( cbind (Z , N Z)~1 , fami ly=betabinomia l . ab ,
data=sim . binomial )
alpha <  Coef ( f i t . ab ) [ 1 ]
beta <  Coef ( f i t . ab ) [ 2 ]
b i a s <  alpha ⇤beta /( ( alpha+beta )⇤ ( alpha+beta+1))
# Estimate beta binomial variogram
varS <  matrix ( nrow=N⇤N, nco l=3)
colnames ( varS ) <  c ( ’ d i s t ’ , ’ value ’ , ’mult ’ )
index <  1
f o r ( i in 1 :N){
f o r ( j in 1 :N){
mult <  ( sim . binomial$N [ i ]⇤ sim . binomial$N [ j ] ) /
( sim . binomial$N [ i ]+sim . binomial$N [ j ] )
varS [ index , 1 ] <  d i s t ( sim . binomial [ c ( i , j ) , 1 : 2 ] )
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varS [ index , 2 ] <  mult ⇤( d i s t ( sim . binomial$P [ c ( i , j ) ] ) ^ 2 )
  b ia s
varS [ index , 3 ] <  mult
index <  index + 1
}
}
varS <  as . data . frame ( varS )
bin . varP <  var iog ( data=sim . binomial$P , coords=coord . po ints ,
breaks =1:20)
beta . var <  var iog ( data=sim . beta$B , coords=coord , breaks =1:20)
# Use lag d i s t an c e s as de f i ned in ’ var iog ’
h <  1 :20
bin . varS <  matrix ( nrow=length (h ) , nco l=4)
colnames ( bin . varS ) <  c ( ’ nobs ’ , ’ var ’ , ’h ’ , ’ ave . weights ’ )
f o r (H in h){
x <  varS [ varS$di s t<H & varS$di s t >=(H 1) , ]
bin . varS [H, 1 ] <  nrow (x )
bin . varS [H, 2 ] <  max( colSums (x ) [ 2 ] / ( 2 ⇤ colSums (x ) [ 3 ] ) , 0 )
bin . varS [H, 3 ] <  H
bin . varS [H, 4 ] <  mean(1/mult )
}
va r i o . beta <  beta . var
va r i o . prop <  bin . varP
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var i o . bbk2 <  bin . varP
var i o . bbk2$v <  bin . varS [ , 2 ]
va r i o . bbk2$n <  bin . varS [ , 4 ] ⇤ bin . varS [ , 1 ]
beta . parm <  v a r i o f i t ( va r i o=var i o . beta ,
i n i . cov . pars=c ( 0 . 0 8 , RANGE) ,
cov . model=’sph ’ , f i x . nugget=FALSE)
bbk . parm <  v a r i o f i t ( va r i o=var i o . bbk2 ,
i n i . cov . pars=c ( 0 . 0 8 , RANGE) ,
cov . model=’sph ’ , f i x . nugget=FALSE,
weights=’ npairs ’ )
i f ( bbk . parm$nugget<0) bbk . parm$nugget=0
## Make p r e d i c t i o n s
A <  diag ( c ( b i a s /sim . binomial$N , 0 ) )
B <  matrix ( rep (1 , (N+1)^2) , nrow=(N+1) , nco l=(N+1))
f o r ( i in 1 :N){
f o r ( j in 1 :N){
d i s t <  d i s t ( sim . binomial [ c ( i , j ) , 1 : 2 ] )
B[ i , j ] <  bbk . parm$cov . pars [ 1 ] ⇤
(1 (3⇤ d i s t /(2⇤bbk . parm$cov . pars [ 2 ] )
  d i s t ^3/(2⇤bbk . parm$cov . pars [ 2 ] ^ 3 ) ) )
i f ( d i s t>bbk . parm$cov . pars [ 2 ] ) B[ i , j ] <  0
}
}
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B[N+1, N+1] <  0
C <  A+B
Cinv <  s o l v e (C)
# Set up C0 matrix f o r each po int at l o c a t i o n o ,
# so l v e f o r the weights , and p r ed i c t
pred <  matrix ( nrow=nrow ( coord ) , nco l=4)
colnames ( pred ) <  c ( ’ l a t ’ , ’ lon ’ , ’ pred ’ , ’ var ’ )
f o r ( o in 1 : nrow ( coord ) ){
C0 <  matrix ( rep (1 , N+1) , nco l=1)
f o r ( i in 1 :N){
d i s t <  d i s t ( rbind ( sim . binomial [ i , 1 : 2 ] , coord [ o , 1 : 2 ] ) )
C0 [ i , 1 ] <  bbk . parm$cov . pars [ 1 ] ⇤
(1 (3⇤ d i s t /(2⇤bbk . parm$cov . pars [ 2 ] )
  d i s t ^3/(2⇤bbk . parm$cov . pars [ 2 ] ^ 3 ) ) )
i f ( d i s t>bbk . parm$cov . pars [ 2 ] ) C0 [ i ] <  0
}
lambda <  Cinv%⇤%C0
pred [ o , 3 ] <  max(min (sum( lambda [ 1 :N]⇤ sim . binomial$P )
, 1 ) , 0)
pred [ o , 1 ] <  coord [ o , 1 ]
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pred [ o , 2 ] <  coord [ o , 2 ]
pred [ o , 4 ] <  bbk . parm$cov . pars [1] sum( lambda⇤C0)
}
pred <  as . data . frame ( pred )
pred$beta <  sim . beta$B
pred$e r ro r <  pred$pred   sim . beta$B
}
}
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