Fractional calculus and the fractional differential equations have appeared in many physical and engineering processes. Therefore, an efficient and suitable method to solve them is very important. In this paper, novel numerical methods are introduced based on the fractional order of the Chebyshev orthogonal functions (FCF) with Tau and collocation methods to solve differential equations of the arbitrary (integer or fractional) order. The FCFs are obtained from the classical Chebyshev polynomials of the first kind. Also, the operational matrices of the fractional derivative and the product for the FCFs have been constructed. To show the efficiency and capability of these methods we have solved some well-known problems: the momentum, the Bagley-Torvik, and the Lane-Emden differential equations, then have compared our results with the famous methods in other papers.
Introduction
In this section, summary of fractional calculus history and some basic definitions and theorems which are useful for our method have been introduced.
Summary of fractional calculus history
The fractional calculus is one of the oldest titles of classical calculus which we know today. The original ideas of fractional calculus can be traced back to the end of the 17th century, when the classical differential and integral calculus theories were created and developed by Newton and Leibniz in 1695 [1] , but for many reasons were not used in sciences for many years, for example, the various definitions of the fractional derivative [2] and have no exact geometrical interpretation [3] . A review of some definitions and applications of fractional derivatives is given in [4] and [5] . In recent years, many physicists and mathematicians have undertaken studies on this subject. It was found that various applications can be modeled with the help of the fractional derivatives [6, 7] . For example, the nonlinear oscillation of earthquake [8] , the fractional optimal control problems for dynamic systems [9, 10, 11, 12] , and the fluid-dynamic models with fractional derivatives can eliminate the deficiency arising from the assumption of continuous traffic flow [13, 14, 15] . During the last decades, several methods have been used to solve fractional differential equations, fractional partial differential equations, fractional integro-differential equations, the initial and boundary value problems, and dynamic systems containing fractional derivatives, such as Adomian's decomposition method [16, 17] , fractional-order Legendre functions [18] , fractional-order Chebyshev functions of the second kind [19] , Homotopy analysis method [20] , Bessel functions and spectral methods [21] , Legendre and Bernstein polynomials [22] , finite element methods [23] , Legendre collocation [24] , modified spline collocation [25] , multiquadratic radial basis functions [26] , and other methods [27, 28, 29, 30, 31, 32, 33 ].
Basical definitions
In this section, some basic definitions and theorems which are useful for our method have been introduced. Definition 1. For any real function f (t), t > 0, if there exists a real number p > µ, such that f (t) = t p f 1 (t), where f 1 (t) ∈ C(0, ∞), is said to be in space C µ , µ ∈ , and it is in the space C n µ if and only if f n ∈ C µ , n ∈ N . Definition 2. The fractional derivative of f (t) in the Caputo sense by the Riemann-Liouville fractional integral operator of order α > 0 is defined as [34] Definition 3. Suppose that f (t), g(t) ∈ C(0, 1] and w(t) is a weight function then we define
with 0 < ξ ≤ t, ∀t ∈ [0, 1]. And thus 5) where M α ≥ |D (m+1)α f (ξ)|. Proof: See Ref. [35] .
In case of α = 1, the generalized Taylor's formula (1.4) reduces to the classical Taylor's formula.
Theorem 2. Suppose that {P i (t)} be a sequence of orthogonal polynomials, w(t) is weight function for {P i (t)}, and q(t) is a polynomial of degree at most n − 1, then for p n (t) ∈ {P i (t)} we have: p n (t), q(t) w = 0. Proof: See the section 2.3 in Ref. [36] .
The Chebyshev functions
The Chebyshev polynomials have frequently been used in numerical analysis including polynomial approximation, Gauss-quadrature integration, integral and differential equations and spectral methods. Chebyshev polynomials have many properties, for example orthogonal, recursive, simple real roots, complete in the space of polynomials. For these reasons, many researchers have employed these polynomials in their research [37, 38, 39, 40, 41] . Using some transformations, some researchers extended Chebyshev polynomials to semi-infinite or infinite domain, for example by using x = t−L t+L , L > 0 the rational Chebyshev functions on semi-infinite domain [42, 43, 44, 45, 46, 47, 48] , by using
, L > 0 the rational Chebyshev functions on infinite domain [49] are introduced.
In proposed work, by transformation x = 1 − 2t α , α > 0 on the Chebyshev polynomials, the fractional order of the Chebyshev orthogonal functions in interval [0, 1] have been introduced, that can use to solve differential equations of arbitrary order.
The aim of the paper is to present new numerical methods (Spectral methods using the FCFs) for approximating the solution of the differential equations of arbitrary (integer or fractional) order as follows: 6) with these supplementary conditions:
where 0 ≤ t < 1, γ j > 0 and h r , f ∈ L 2 ([0, 1)) are known functions, y(t) is the unknown function, D γj are the Caputo fractional differentiation operator, λ j are real numbers and N 1 , N 2 , q r are positive integers.
The organization of the paper is expressed as follows: in section 2, the FCFs and their properties are obtained. Section 3 is devoted to applying the FCFs operational matrices of the fractional derivative and the product to solve differential equations of arbitrary order. In Section 4, the work methods are explained. Applications of the proposed methods are shown in section 5. Finally, a conclusion is provided.
The fractional order of the Chebyshev functions
In this section, first, the fractional order of the Chebyshev functions (FCFs) have been defined, and then some properties and convergence of them for our methods have been introduced.
The FCFs definition
The efficient methods have been used by many researchers to solve the differential equations (DE) is based on series expansion of the form n i=0 c i t i , such as Adomian's decomposition method [50] and Homotopy perturbation method [51] . But solution of many DEs and FDEs can't be estimated by polynomial basis, therefore we have decided to define a new basis for Spectral methods to solve them as follows:
Now by transformation z = 1 − 2t α , α > 0 on classical Chebyshev polynomials of the first kind, the FCFs are defined in interval [0, 1] , that be denoted by F T α n (t) = T n (1 − 2t α ). By this definition the singular Sturm-Liouville differential equation of classical Chebyshev polynomials becomes:
where t ∈ [0, 1] and the FCFs are the eigenfunctions of the Eq. (2.1). The F T α n (t) can be obtained using the recursive relation as follows: 
where
The weight function for the FCFs is w(t) = 
3) where δ mn is Kronecker delta, c 0 = 2, and c n = 1 for n ≥ 1. The Eq. (2.3) is provable using the property of orthogonality in the Chebyshev polynomials. 
Approximation of functions
Any function y(t), t ∈ [0, 1], can be expanded as follows:
where the coefficients a n obtain by inner product:
and using the property of orthogonality in the FCFs:
In the numerical methods, we have to use first (m + 1)-terms FCFs and approximate y(t):
Convergence of method
The following theorem shows that by increasing m, the approximation solution f m (t) is convergent to f (t) exponentially.
T Φ is the best approximation to f from E α m , then the error bound is presented as follows
Proof. By theorem 1, we have y = m i=0
Since the best approximation to
The fractional order of the Chebyshev functions F T α n (t), has precisely n real zeros on interval (0, 1) in the form
n (t) has precisely n − 1 real zeros on interval (0, 1) in the following points:
Proof. The Chebyshev polynomial T n (x) has n real zeros [52] :
Therefore T n (x) can be written as
Using transformation x = 1 − 2t α yields to
so, the real zeros of F T α n (t) are t k = (
α . Also, we know that, the real zeros of d dt T n (t) occurs in the following points [52] :
Same as in the previous, the real zeros of
Operational matrices of the FCFs
In this section, the operational matrices the fractional derivative and the product for the FCFs are constructed, these matrices can be used to solve the linear and nonlinear differential equations of arbitrary order.
The fractional derivative operational matrix of the FCFs
In the next theorem, the operational matrix of the Caputo fractional derivative of order α > 0 for FCFs is generalized, which can be expressed by: 
Proof. Using Eq. (3.1)
By orthogonality property of the FCFs, and the Eqs. (1.2) and (2.2), for i, j = 0, 1, ..., m − 1:
i,j = 0 for any i ≤ j. Now for i > j we have:
Now, by integration of the above equation, the theorem can be proved. *
Remark 1:
The fractional derivative operational matrix of the FCFs for α = 1 is same as the derivative operational matrix of the shifted Chebyshev polynomials [57] .
The product operational matrix of the FCFs
The following property of the product of two FCFs vectors will also be applied.
where A is an (m + 1) × (m + 1) product operational matrix for the vector A = {a i } m i=0 .
Theorem 6. Let Φ(t) be FCFs vector in Eq. (2.6) and A be a vector, then the elements of A are obtained as 
By the orthogonality property Eq. (2.3) the elements { A ij } m i,j=0 can be calculated from
where g ijk is given by
We use the following property: (3.6) and by substituting of the Eq. (3.6) in g ijk :
(j = 0 and k = i) or (i = 0 and k = j) 0 otherwise now by using of Eq. (3.5), the theorem can be proved. *
Remark 2:
The product operational matrix of the FCFs is the same as the product operational matrix of the shifted Chebyshev polynomials [57] . In whole, it can be said that the components of A are independent of values of α.
Application of the Methods
In this section, the FCFs Tau and collocation methods to solve the differential equations of arbitrary order are applied.
Tau method
In this section, the FCFs Tau method to solve the differential equations of arbitrary order in the Eq. (1.6) with supplementary conditions in the Eq. (1.7) is applied. First, unknown functions y(t), D α y(t) and known functions f (t) are expanded as follows
And it is easy to show by induction that:
where h r (t) ≈ B T r Φ(t) and A, B r are the product operational matrices of vectors A and B r , respectively.
For any γ j , j = 1, ..., N 1 , we can choose the value of α such that, γ j , j = 1, ..., N 1 be multiples of α, and by using the properties of the operator D α , we can calculate the values D (γj ) :
Now, by substituting the approximations above into Eq. (1.6) we obtain:
And, by multiplying two sides of Eq. (4.6) in Φ T (t) and then integration in the interval [0, 1], according to the orthogonality of the FCFs we get (Tau method):
which is a linear or nonlinear system of algebraic equations. By solving this system and using the initial conditions in the Eq. (1.7), we can obtain the approximate solution of Eq. (1.6) according to Eq. (4.1).
The residual error function has been defined as follows:
Collocation method
In this section, the FCFs collocation method to solve the differential equations of arbitrary order in the Eq. (1.6) with supplementary conditions (1.7) is applied.
To apply the collocation method, we construct the residual function by substituting y m (t) in Eq. (2.4) for y(t) in the Eq. (1.6): 
Illustrative examples
In this section, by using the present methods, some well-known linear and non-linear examples of arbitrary order differential equations are solved. To show the efficiency and capability of the Spectral methods based on the FCFs, the obtained results with the corresponding analytical or numerical solutions are compared.
Example 1. The first example is an inhomogeneous linear equation
The exact solution of this problem is y(t) = t Tau method: By applying the technique described in the last section, m + 1 of algebraic equations can be generated as
Collocation method: By applying the technique described in the last section, m + 1 of algebraic equations can be generated as 
where E = 0 and B, C ∈ R. Tau method: By applying the technique described in the last section, the equations are obtained as
Now, we must choose the value of α such that, γ and β be multiples of α. Using the definition 3, we can calculate the values D (γ) and D (β) . Collocation method: By applying the technique described in the last section, m + 1 of algebraic equations can be generated as
for i = 0, 1, ..., m − 2.
For γ = 2, β = [18, 54, 55] . This equation arises in the modeling of a rigid plate immersed in a Newtonian fluid.
The exact solution of this problem is y(t) = 1 + t η .
By solving the above equation using both methods, we obtained the same results. For instance: Case 1: if η = 1 Now, we must choose the value of α such that 2, Now, we must choose the value of α such that 2, Example 3. Consider the following linear initial value problem [18, 56] 
The exact solution of this problem is y(t) = ∞ k=1 t αk Γ(αk+1) . Tau method: We can generate a set of linear algebraic equations as follows:
where Tables 1 and 2 show the absolute and residual errors for various values of α and m = 30, by using the Tau and collocation methods, respectively.
We can see that in this example, the Tau method is accurate. with initial condition:
Tau method: The problem can be converted to
where A is obtained from Eq. (3.4) and
Collocation method: We have for i = 0, 1, ..., m − 1: A class of Abel FDEs has been solved by Xu and He [58] , and Parand and Nikarya [21] . Table 3 shows the approximate solutions and residual errors with m = 20 for various values of α and t. Table 4 shows the comparison between the approximate solutions using Parand and Nikarya [21] , and the present collocation method. Table 3 . Obtained values of y(t) and the residual errors by the present method for example 4, using the collocation method (with m = 20 and various values of α) A solution known as the Bessel function of the first kind of order zero denoted by J 0 (t) is
where t ≈ B T Φ(t) and B is obtained from Eq. (3.4) for vector B. Collocation method: For satisfying the initial conditions, we satisfy conditions (5.6) by multiplying the operator the Eq, (2.4) by t 2 and adding it to 1, therefore, we have y m (t) = 1+t 2 y m (t) and for i = 0, 1, ..., m:
(5.7) Fig. 6 shows the absolute errors of approximate solution with the exact solution and residual errors for α = 1 and m = 15, using the Tau and collocation methods, respectively
To show the convergence of the Tau method to solve this example with α = 1, in the Fig. 7 , we showed that, the absolute error decreases with increasing m.
In Table 5 , a comparison is made between the approximate values using Razzaghi [59] , Yousefi [60] , and the Tau method together with the solution of J 0 (t).
It is noted that the maximum error for this problem, obtained in Razzaghi [59] is 10 −6 and Yousefi [60] is 10 −14 ; but in the Tau method, for m = 15 the maximum error is 10 −23 .
Example 6. The Lane-Emden differential equations are very important in astrophysics, for this reason, writing articles to review them [61, 62, 63, 64, 65] . Now, we consider the linear Lane-Emden equation of fractional order as follows with the initial conditions
where Tau method: The problem can be converted to
2 ≈ E T Φ(t) and t.f (t) ≈ F T Φ(t) and C, E are obtained from the Eq. (3.4). Collocation method: We have The residual errors with m = 6 are displayed in Fig. 8 . Table 6 shows the comparison of the absolute error obtained by the present Tau method, the reproducing kernel method (RKM) [61] and the collocation method in Ref. [63] .
Example 7. Now, we consider the fourth-order, nonlinear, momentum differential equation as follows [66, 67, 68] y (t) − S (ty (t) + 3y (t) − 2y(t)y (t)) − M 2 y (t) = 0, (5.10)
with the initial conditions
(a) Graph of the residual error by using the Tau methods (b) Graph of the residual error by using the collocation methods Figure 8 . Graphs of the residual errors for example 6 with m = 10 and α = 0.50, by using the Tau and collocation methods where S is the squeeze number, M is the Hartman number, a is a constant. a > 0 corresponds to suction and a < 0 corresponds to injection at the lower stationary disk in momentum problem [67] . Tau method: The problem can be converted to Tables 7 and 8 show the comparison of the obtained values by the present Tau method, the present collocation method, and the variational iteration method (VIM) [66] with S = 0.1, M = 0.2, and a = 0.1. Fig. 9 shows the effect of the Hartman number M on y (t) when there is suction or injection into squeeze film while S = 0.01. Table 7 . Obtained values of y (t) by Khan [66] , Tau Table 8 . 
Conclusion
In this paper, the fractional order of the Chebyshev functions (FCFs) of the first kind have been introduced. Then the operational matrices of the fractional derivative and the product of these Figure 9 . Influence of the Hartman number M on y (t) with suction and injection when S = 0.01 for example 7.
orthogonal functions have been obtained. Since the solution of many differential equations and fractional differential equations can't be estimated by polynomial basis, therefore we have decided to use new basis namely the FCF and their operational matrices for Spectral methods. As shown, the methods are convergent, and the accuracy and stability them are good, and the error decreases with increasing m. Illustrative examples show that these methods have good results, and these could be due to the choice of fractional basis.
