We propose the first unified framework that yields an improved sparsification algorithm for computing in nearly linear time a spectral sparsifier D − M N for any matrix-polynomial of the form
Introduction
In their seminal work Spielman and Teng [17] introduced the notion of spectral sparsifiers and proposed the first nearly linear time algorithm for spectral sparsification. In consecutive work, Spielman and Srivastava [16] proved that spectral sparsifiers with O(ε −2 n log n) edges exist and can be computed in O(m log c n · log(w max /w min )) time for any undirected graph G = (V, E, w). The computational bottleneck of their algorithm is to approximate the solutions of logarithmically many SDD 2 systems. Recently, Koutis, Miller and Peng [9] developed an improved solver for SDD systems that works in O(m log n · log(1/ε)) time. A further improvement made by Koutis, Levin, and Peng [10] showed that in O(m log 2 n) time all effective resistances can be approximated up to a constant factor, yielding a spectral sparsifier with O(ε −2 n log n) edges. Although there are faster by a poly log-factor sparsification algorithms [10] , they output spectral sparsifiers with poly log-factor more edges.
Recently, Spielman and Peng [13] introduced the notion of sparse approximate inverse chain of SDDM 3 matrices. They proposed the first parallel algorithm that finds such chains and runs in O(m log 3 n · log 2 κ) work and O(log c n · log κ) depth, where κ is the condition number of the SDDM matrix with m non-zero entries and dimension n. Their main technical contributions shows that in O(ε −2 m log 3 n) time a spectral sparsifier D − A ≈ ε D − AD −1 A can be computed with nnz( A) O(ε −2 n log n). In a follow up work, Cheng et al. [2] designed an algorithm that computes a normalized sparse approximate chain C such that C C T ≈ ε M p for any SDDM matrix M and |p| 1. The construction of C involves an additional normalization step that outputs a sparsifier D − M i+1 ≈ ε D − M i D −1 M i that is expressed in terms of the original diagonal matrix D.
Most recently, Cheng et al. [3] initiated the study of random walk Laplacian matrix polynomials of the form D − D N i=1 ξ i (D −1 A) i , where ξ is a probability distribution over [1 : N ] , D − A is a Laplacian matrix and D −1 A is a random walk transition matrix. They proposed an efficient sparsification algorithm for Laplacian matrices of the form D − D(D −1 A) N in the case when N ∈ N is even. Although, their sparsification algorithm for Laplacian matrix polynomials works for any probability distribution ξ, the run time of their algorithm scales quadratically with the degree N , i.e. it takes O(ε −2 · mN 2 · log c 1 n · log c 2 N ) time for some small constants c 1 and c 2 .
Our Contribution
Our main contribution is to propose a unified spectral sparsification algorithm for both Laplacian and SDDM matrix polynomials that runs in O(ε −2 m B log 3 n · log 2 N + ε −4 · nN · log 4 n · log 5 N ) time and approximates large class of probability distributions. Before we formally state our results we need some notations.
Since our analysis applies both for Laplacian and SDDM matrices and in addition all matrix operations that we perform preserve the matrix type, we adopt the following notation. Whenever we write B is T -matrix we mean that it has a fixed type, i.e. it is either Laplacian or SDDM matrix. Moreover, to highlight that an operation preserves matrix type, we write that the input matrix B is T -matrix and the output matrix B ′ is T -matrix.
We denote by B N,T (α, p) {(B(p i , N ), α i )} T i=1 a mixture of discrete Binomial distributions (MDBD) that satisfies the following two conditions:
1. (distinctness) p i ∈ (0, 1) and p i = p j ∀i = j ∈ [1 : T ]; and 2. (convex combination) T i=1 α i = 1 and α i ∈ (0, 1) ∀i ∈ [1 : T ]. 2 SDD is the class of symmetric and diagonally dominant matrices. 3 SDDM is the class of positive definite SDD matrices with non-positive off-diagonal entries.
Cheng et al. [3] studied Laplacian matrix polynomials of the form D − D N i=1 ξ i (D −1 A) i for general probability distributions ξ. In contrast, we conduct a study that analyzes probability distributions that are induced by MDBD. Since the k-th coefficient of a Binomial distribution B(p, N ) is given by β N,k (p) = N k p N −k (1 − p) k , it follows that the j-th coefficient of a MDBD B N,T (α, p) can be expressed as γ j = T i=1 α i · β N,j (p i ). Straightforward checking shows that the sequence {γ i } N i=0 is a probability distribution over the numbers [0 : N ]. The Bernstein basis B N,k (p) = N k p k (1 − p) N −k is a well studied primitive in the literature for polynomial interpolation [4, 5] . We express the k-th coefficient of a MDBD B N,T (α, p) in terms of the Bernstein basis by
We describe next the class of functions that are approximated by vectors γ (induced by MDBD).
Main Theoretical Result
Our main theoretical contribution is to show, in Section 10, that the MDBD approximate large class of continuous probability distributions. Our approach is inspired by the following three influential studies. Hald [8] analyzed mixed Binomial distributions in the continuous case. Cruz-Uribe and Neugebauer [4, 5] established sharp guarantees for approximating integrals using the Trapezoid method. Doha et al. [6] gave a simple closed formula for higher order derivatives of Bernstein basis.
Theorem 2.1. Let N ∈ N be a number, ε ∈ (0, 1) parameter, I = [0, 1] interval and w(x) probability density function that is four times differentiable. Suppose the real numbers δ, µ, η ∈ (0, 1) satisfy:
. Then for any T Ω(N 1+η δ/ε) and all k ∈ [3 : N − 3] it holds that
where the function F k (x) w(x) · B N,k (x) and B N,k (x) is the Bernstein basis.
Theorem 2.1 shows that any density function w(x) that satisfies the above five conditions can be approximated point-wise over almost all of its discretized domain by MDBD. That is, given a target function w(x) there is a MDBD B N,T (α, p) with α i = T −1 ·w(i/(T +1)) and p i = 1−i/(T +1) for all i ∈ [1 : T ] such that the kth entry of the vector γ (c.f. Equation 2) approximates the desired probability distribution evaluated at w(k/N ) for all k ∈ [3 : N − 3].
Moreover, we show in Subsection 10.1 that Theorem 2.1 can be asymptotically improved when the function w(x) behaves nicely. In particular, we demonstrate that for T Ω(N ε −1/2 ) the Uniform distribution and Exponential families can be approximated within multiplicative and additive factor respectively.
Main Algorithmic Results
Our main algorithmic contribution is to propose, in Section 8, a unified and efficient spectral sparsification algorithm for T -matrix polynomials that are induced by MDBD. Theorem 2.2. Algorithm SS MDBD takes as input T -matrix B = D − M , numbers N = 2 k T for k ∈ N, MDBD B N,T (α, p) and parameter ε ∈ (0, 1). Then it outputs a spectral sparsifier
In Section 7 we develop Algorithm LazySS that efficiently sparsifies Binomial T -matrix polynomials of the form D − D N i=0 β N,i (1 − p) · (D −1 M ) i for every p ∈ (0, 1) and N = 2 k where k ∈ N. Theorem 2.2 builds upon Algorithm LazySS and essentially speeds up the sparsification of T distinct Binomial T -matrix polynomials and then sparsifies their convex combination w.r.t. a vector α.
Theorem 2.1 describes how to choose the vectors α and p such that a MDBD B N,T (α, p) produces a vector γ that approximates a target probability distribution w(x). Interestingly, in the case when the number of Binomial distributions is T = N + 1, we propose in Section 9 a nearly linear time algorithm that recovers exactly the vector α, given as input the vector p and the discrete probability distribution γ that is induced by a MDBD B N,T (α, p).
There is an algorithm that takes as input the vectors p and γ, then it outputs in O(N log 2 N ) time the vector α ∈ (0, 1) N +1 .
Application to Markov Chains
Using Theorem 2.2 we establish the following result on dense Laplacian matrices. 
where γ is a probability distribution induced by MDBD. In comparison, the algorithm proposed by Cheng et al [3] runs in O(ε −2 n 4 poly(log n)) time which makes it prohibitively expensive in practice. Thus, our result provides the first efficient and practical tool for analysing Markov chains of long length whose transition matrices are induced by MDBD.
Faster SDDM Solver
We show in Section 11 that the Spielman and Peng's [13] algorithm for finding a sparse approximate inverse chain of an SDDM matrix B can be speeded up by a simple preprocessing step. We improve the algorithm's run time from O(ε −2 m B log 3 n · log 2 κ B ) to O(m B log 2 n + ε −4 n log 4 n · log 5 κ B ), which essentially shows that the algorithm's run time is upper bounded by the initial sparsification. 
Road Map
Section 4 Lays out standard algebraic notations and presents two fundamental algorithms for spectral sparsification on which we build upon our sparsification framework. 
Section 8 Presents our main algorithmic contribution Algorithm
Section 9 Gives a nearly linear time algorithm that recovers exactly the coefficients α, given as input vectors p and γ such that the vector γ is induced by MDBD B N,N +1 (α, p).
Section 10
Demonstrates that the MDBD approximates large class of probability distributions, and discusses two canonical examples -the Uniform distribution and Exponential families.
Section 11 Gives a simple preprocessing step that speeds up Spielman and Peng's [13] parallel algorithm for finding sparse approximate inverse chain of SDDM matrices.
Background and Notations
We say that matrix X is spectral sparsifier of matrix
We use in our analysis the following five basic facts (c.f. [1, 17] ).
We denote by nnz(A) or m A the number of non-zero entries of matrix A. When we write B = D − M is T -matrix we assume that D is positive diagonal matrix and B ∈ R n×n . We note that all algorithms presented in this paper output a spectral sparsifier with high probability and their run time is measured in expectation.
Spectral Sparsification Algorithms
Our analysis builds upon the next two sparsification algorithms proposed by Peng et al. [10, 13] . [10] Algorithm ImpSS takes as input parameter ε ∈ (0, 1), matrices D and A such that D is positive diagonal and A is symmetric non-negative with A ii = 0 for all i such that L = D − A is Laplacian matrix. Then in O(m L log 2 n) time outputs a positive diagonal matrix D and symmetric non-negative matrix A such that nnz( A) O(ε −2 n log n), A ii = 0 for all i, and
Spectral Sparsification of T -Matrices
We begin by showing that the output sparsifier of Algorithm ImpSS can be amended such that it is expressed in terms of the original diagonal matrix D. Then we show that both Algorithms ImpSS and PS14 can sparsify T -matrices and the returned sparsifiers can be expressed in terms of the diagonal matrix D. Our analysis builds upon several results proposed by Peng et al. [2, 3, 13, 14] .
There is an Algorithm mImpSS that takes as input a positive diagonal matrix D,
The next result implicitly appears in [2, 3, 14] . For completeness we prove it in Appendex A.
We present now the proof of Lemma 5.1.
T -Matrices
Then we present two algorithms that sparsify matrices of the form D − D(D −1 M ) N for N ∈ {1, 2} such that the resulting sparsifiers are expressed in terms of the diagonal matrix D.
We present next a sparsification algorithm for T -matrices of the form D − M . [13] 
Based on Lemma 5.3 and Remark 5.4 we establish the following result.
We proceed by stating an interesting structural result that implicitly appears in [13] (c.f. Section "Efficient Parallel Construction"). For completeness we prove it in Appendix A.1.
Laplacian matrix corresponding to a clique with positively weighted edges that is induced by the neighbour set N i .
Spielman and Peng [13] proposed Algorithm PS14 (c.f. 
Core Iterative Algorithm
Cheng et al. [3] proposed an efficient sparsification algorithm for Laplacian matrices of the form D − D(D −1 A) N , where D − A is Laplacian matrix and N ∈ N is even. We establish in this section a generalized sparsification algorithm that handles T -matrices. Moreover, we show that in the case when M is SPSD matrix our algorithm has faster runtime by (ε −2 log n)-factor. Interestingly, in this case we remove the ε −2 dependence on the non-zero entries m B that appears in [3] . Theorem 6.1. There is an Algorithm PwrSS that takes as input T -matrix B = D − M and parameter ε ∈ (0, 1), then it outputs a spectral sparsifier
The rest of this section is devoted to proving Theorem 6.1. Our proof follows the approach proposed in [3] . We begin by extending a result that appears in [3] (c.f. Lemma 4.3 and 4.4). For completeness, we prove it in Appendix D and in addition we generalize Fact 4.2 in [3] .
Based on Lemma 6.2 we propose a faster sparsification algorithm for T -matrices of the form D − M D −1 M , in the case when M is SPSD matrix. Our improvement is due to the fact that it suffices to sparsify matrix
Proof. (Theorem 6.3) We apply Lemma 5.3 to obtain a sparsifier To prove Theorem 6.1 we need to bound the approximation error incurred after O(log N ) consecutive square sparsification operations. We follow the approach proposed by Cheng et al. (Lemma 4.1 in [3] ), but in addition we exhibit an interesting algebraic structure that all matrices of the form D(D −1 M ) 2 k have in common. The speed up in our algorithm is based on this observation.
We argue in a similar manner as in Lemma 4.1 in [3] to analyze the incurred approximation error after O(log N ) square sparsifications. For completeness we provide a proof in Appendix B.
There is an Algorithm SqrSS that takes as input the T -matrix D − M 2 k and parameter ε ∈ (0, 1), then it outputs in O(ε −2 nnz( M 2 k ) log 3 n) time a symmetric non-negative matrix
Lemma 6.5 gives a simple iterative method (Algorithm PwrSS) for sparsifying T -matrices of the form D − D(D −1 M ) N . We are now ready to prove Theorem 6.1.
Proof. (Theorem 6.1) Let ε ′ = ε/2 log N . We apply Theorem 6.3 if M is SPSD matrix otherwise we use Lemma 5.7 to find a sparsifier D − M 2 ≈ ε ′ D −M D −1 M with nnz( M 2 ) O(ε −2 n log n·log 2 N ). Then we call O(log N ) times Lemma 6.5. Each call finds a sparsifier D− M 2 k ≈ ⊕ k ε ′ D−D(D −1 M ) 2 k with nnz( M 2 k ) O(ε −2 n log n · log 2 N ) in time O(ε −4 n log 4 n · log 4 N ). The approximation error follows by Fact 4.1.c and the definition of ε ′ . Then we perform a final refinement sparsification.
Spectral Sparsification of Binomial T -Matrix Polynomials
We consider the matrices W p = pI + (1 − p)D −1 M and the polynomials f p (x) = p + (1 − p)x for any p ∈ (0, 1). The coefficients of the polynomial [f p (x)] N follow Binomial distribution B(N, p). Moreover, for every p ∈ (0, 1) we have that the N th power of matrix W p satisfies
are Binomial coefficients. We note that in the case when D − M is Laplacian matrix, the matrix W N p corresponds to the transition matrix of a p-lazy random walk process of length N (c.f. [15] ). Our main contribution in this section is to propose an efficient sparsification algorithm for Tmatrix polynomials of the form D − D N i=0 β N,i (p) · (D −1 M ) i . We propose a simple preprocessing step that allows Algorithm PwrSS to efficiently sparsify matrices D − DW N p for any p ∈ (0, 1). Our approach yields a significant improvement over the algorithm proposed by Cheng et al. [3] .
Theorem 7.1. There is an Algorithm LazySS that takes as input T -matrix B = D − M , number N = 2 k for k ∈ N, and parameters ε, p ∈ (0, 1). Then it outputs a spectral sparsifier
that is T -matrix with at most O(ε −2 n log n). The Algorithm LazySS runs in time
We analyze next the algebraic structure of matrices of the form DW 2 k p and D−DW N p . Moreover, we obtain for them similar results as in Lemma 6.4 and Remark 5.4.
Suppose D − M is Laplacian matrix, then D − DW p is Laplacian matrix and by Remark 5.4 D − DW N p is Laplacian matrix for every N ∈ N + . Suppose now that D − M is SDDM matrix, then D − DW p is SDDM matrix and by Lemma A.2 D − DW N p is SDDM matrix for every N ∈ N + . By definition DW p = pD +(1−p)M and since D −M is diagonally dominant, it holds that DW p is SPSD matrix for every p ∈ [1/2, 1). Furthermore, since DW p is symmetric matrix by Lemma 6.4 it holds that D(D −1 · DW p ) 2 k = DW 2 k p is SPSD matrix for every k ∈ N + .
We are now ready to prove Theorem 7.1.
Proof. (Theorem 7.1) The statement follows by Lemma 7.2 and Theorem 6.1.
Spectral Sparsification of T -Matrix Polynomials Induced by MDBD
This section is devoted to proving Theorem 2.2. We denote by P B T i=1 α i (D−DW N p i ) a T -matrix that is induced by MDBD B N,T (α, p). We show that there is an efficient Algorithm SS MDBD that spectrally sparsifies P B matrices. Our result builds upon the following key algorithmic idea.
The design of our Algorithm SS MDBD (c.f. Theorem 2.2) is inspired by Lemma 8.1 and Algorithm PwrSS (c.f. Theorem 6.1). We present next its pseudo code. 
Analysis of Algorithm SS MDBD
We present in this subsection the proof of Theorem 2.2.
Proof. (Theorem 2.2) Let ε ′ = ε/2 log N . We perform first a preprocessing step. We apply Lemma 5.3 to obtain a sparsifier D − M ≈ ε ′ D − M . Then depending on whether M is SPSD matrix we use either Lemma 5.7 or Theorem 6.3 to obtain a sparsifier D − M 2 ≈ ε ′ D − M D −1 M . The run time is upper bounded by O(ε −2 m B log 3 n · log 2 N ) or O(m B log 2 n + ε −4 n log 4 n) respectively. Moreover, the sparsifiers satisfy nnz( M 1 ), nnz( M 2 ) O(ε −2 n log n · log 2 N ).
We combine Lemma 8.1 and Theorem 6.1 to find each sparsifier
The run time of this phase is O(ε −4 nT log 4 n · log 5 N ) and each sparsifier satisfies that nnz( M p i ,N ) O(ε −2 n log n · log 2 N ). However, matrix M tmp might be dense. We apply Lemma 5.3 to obtain a sparsifier D− M ≈ ε P B in O(min{n 2 log 2 n, ε −2 nT log 3 n · log 2 N }) time such that nnz( M ) O(ε −2 n log n).
Solving Transpose Bernstein-Vandermonde Linear Systems
Problem 1. Suppose a vector γ ∈ (0, 1) N +1 is generated by a convex combination of exactly N + 1 discrete Binomial distributions B(p i , N ) such that 0 < p i = p j < 1 for all i = j. Find the vector α ∈ (0, 1) N +1 that satisfies
The Bernstein basis is a well studied primitive in the literature for polynomial interpolations [4, 5] 
Proof. By Definition
γ j = T i=1 α i · β N,j (p i ) for every j ∈ [0 : N ]. Furthermore, the probability distribution γ is given by γ = α T C N (p) = α T B N (1 − p). Hence, [B N (1 − p)] T α = γ.
Fast Algorithm for Solving Transpose Bernstein-Vandermonde Systems
We present a nearly linear time algorithm that solves Problem 1. For completeness, we show in Appendix C that the Bernstein basis matrix B N (1 − p) has a full rank. Our approach consist of reducing the transpose Bernstein-Vandermonde system to a transpose Vandermonde system, which can be solved efficiently using an algorithm proposed by Gohberg and Olshevsky [7] . We show now that the Bernstein basis matrix B N (p) allows the following decomposition.
Proof. By definition [B N (p)] j,i = (1 − p j ) N ( p j 1−p j ) i N i and hence the statement follows.
We are ready now to prove Theorem 2.3.
Proof. 
Representation Power of MDBD
In this section we prove Theorem 2.1 and demonstrate that the MDBD approximate large class of probability distributions. We also discuss in Subsection 10.1 two canonical probability distributions (the Uniform distribution and Exponential families) that exhibit an asymptotic improvement over Theorem 2.1 due to nicer analytical structure in comparison to the general case. Our approach of proving Theorem 2.1 uses the following result proposed by Hald [8] on mixed Binomial distributions. 
where the functions are defined by b
We distinguish two types of approximation errors. The error term (1 + η i ) (c.f. Equation 3 in Theorem 2.1) is caused by the error introduced in Equation 4. The second error type is due to the integral discretization with finite summation. The later approximation error in analyzed by Cruz-Uribe and Neugebauer [4, 5] . We summarize next their result on the Trapezoid method. 
Then the approximation error is given by the expression
The rest of this section is devoted to proving Theorem 2.1. We use the following two results established by Cruz-Uribe and Neugebauer, and Doha et al. 
We propose an upper bound on the integral of pth order derivative of Bernstein basis. 
Proof. We combine Lemma 10.3 and Lemma 10.4 to obtain
We are now ready to prove Theorem 2.1.
Proof. (Proof of Theorem 2.1) By definition F (x) = w(x)B N,i (x). By Theorem 10.2 we have
, it suffices to consider the following three cases. Case 1: We combine max x∈[0,1] |w ′′ (x)| 8 3 δ · N 2+η and Lemma 10.3 to obtain 
The desired result follows from the preceding three cases and Theorem 10.1.
Approximating Canonical Probability Distributions by MDBD
We show in this subsection that Theorem 2.1 can be asymptotically improved when the function w exhibits certain analytical properties. In particular, we prove that the MDBD yields a multiplicative approximation for the Uniform distribution. Then we argue that the Exponential family admits an additive approximation. We note that in both cases T Ω(N δ −1/2 ) suffices.
Uniform Distirbution
Lemma 10.6. For every N ∈ N + and δ ∈ (0, 1), if T Ω(N δ −1/2 ) then for every i ∈ [3 :
Proof. By Theorem 10.2 we have that
By Corollary 10.5 for every i ∈ [3 : N − 3] it holds
We note that N 
Proof. The pth derivative of function w(x) satisfies w (p) (x) = (−N ) p/2 · w(x). Straightforward checking shows that
Let I = [0, 1] be an interval. By the definition of function b 1 (x) (c.f. Theorem 10.1) we have
and we can show that max x∈I b 1 (x) 1 + N/8. Furthermore, the function b 2 (x) satisfies
and we can show that max x∈I b 2 (x) ≪ N 2 /8. By Theorem 2.1 it suffices to upper bound the following four cases. 
Case 4: We use again Equation 5 and Lemma 10.5 to obtain
Hence, the statement follows.
We give a simple preprocessing step that speeds up the run time of Spielman and Peng's [13] SDDM Solver from O(ε −2 m B log 3 n · log 2 κ B ) to O(m B log 2 n + ε −4 n log 4 n · log 5 κ B ). We show that it suffices to find a sparse approximate inverse chain of the sparsifier D − M ≈ Proof. (Theorem 2.5) We argue similarly as in [13] , except that we use a preprocessing step. We apply Lemma 5.
We construct now a sparse approximate inverse chain of matrix B = D − M . We note that its condition number satisfies κ B 1+ε/8
We denote by ε ′ = ε/(16 log t B ). Spielman and Peng [13] showed that O(log t B ) iterations suffice for the following iterative procedure to output such chain with ε/4-factor approximation.
By Lemma 5.7 we find in O(ε −4 n log 4 n · log 2 κ B ) time a sparsifier D − 
The final step of the recurrence is analyzed by combining Corollary 5.5 in [13] and Lemma 6.5 to
Hence, the statement follows by Fact 4.1.
A Spectral Sparsification of T -Matrices
Our proof of Lemma A.2 is based on the Perron-Frobenius Theorem [12] for non-negative matrices.
Theorem A.1. (Perron-Frobenius [12] ) Suppose A is symmetric nonnegative matrix. Then it has a nonnegative eigenvalue λ which is greater than or equal to the modulus of all other eigenvalues.
X. Hence, the largest eigenvalue λ(X) < 1. By Theorem A.1 the spectral radius ρ(X) < 1, i.e. |λ i (X)| < 1 for all i. Since X is symmetric it has the form X = i λ i u i u T i . Moreover, we have X k = i λ k i u i u T i for every k ∈ N + . Thus the spectral radius of X k satisfies ρ(X k ) = ρ(X) k < 1. Notice that B k = D − D(D −1 M ) k is symmetric non-negative matrix for every k ∈ N + . By definition D − M is diagonally dominant and thus D −1 M 1 1 component-wise. This implies that B k is diagonally dominant matrix. Notice that B k = D 1/2 [I − X k ]D 1/2 and since ρ(X k ) < 1 it follows that B k is positive definite and hence SDDM matrix.
To prove Lemma 5.2 we use the following result that appears in Peng's thesis [14] . .
Observe that the number of type 2 entries is at most m. Now for a fixed k we note that the corresponding entries that appear in type 1 and type 3 form a weighted clique (with self-loops) whose adjacency matrix is defined by 1 d k η k η T k . Straightforward checking shows that M D −1 M = B + i 
B The Core Iterative Algorithm
We prove now Lemma 6.5 using similar arguments as in Lemma 4.1 [3] .
Proof. (Lemma 6.5) By Lemma 6.4, D(D −1 M ) 2 k is SPSD matrix for any k ∈ N + . By 
C Fast Algorithm for Solving Transpose Bernstein-Vandermonde
We provide a simple proof of the fact that the Bernstein basis matrix in Problem 1 has full rank.
Lemma C.1. Suppose a vector p ∈ (0, 1) N +1 satisfies 0 < p i = p j < 1 for all i = j. Then the Bernstein basis matrix B N (p) has a full rank.
