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Given a quasi-convex functionfwith linear growth, we find the integral represen- 
tation in BV(B; R”) of the functional F arising from the relaxation of F(u) = 
jnf(Vu) dx, UE C’(R; R”), in the Li,,(Q; R”) topology. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
The study of the lower semicontinuity properties of the functional 
Qu, Q) = j- f(Wx)) dx, 
R 
when U: 52 + R” is a vector valued function and L? is an open subset 
of R”, leads naturally to the notion of quasi-convexity in the sense of 
C. B. Morrey (see [27]). If M”“” denotes the space of all m x n matrices, 
a function f: M” x ” + [0, + 00 [ is said to be quasi-convex if f is Bore1 
measurable and 
I nf(5+V’P(~))dx~f(5)meas(a) 
for any bounded open subset Q of R”, for any matrix 5 E Mm x n, and for 
any function cp E CA(Q; R”). C. B. Morrey proved that F( ., 52) is (sequen- 
tially) lower semicontinuous in W lSm(L2; R”) for the weak* topology if 
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and only if S is quasi-convex (see [27, 283). He proved also that, if f is 
quasi-convex and 
oat9<w1+ 151”) V(EMrnX” 
for some constants M 2 0 and p B 1, then 
F(u, a) <lipninF(#,. !a) (1.1) 
whenever (uh) converges to u weakly in W’2p(Q ; R”) and the sequence 
([Vu,1 p) is equi-integrable in Q (see [28, Theorem 4.4.51). E. Acerbi and 
N. Fusco proved that this additional equi-integrability condition can be 
dropped. In fact, they proved in [ 1 ] that, under the same hypotheses on 
A the functional F( ., a) is (sequentially) lower semicontinuous in the weak 
topology of W1,p(12; R”). A proof of this property can be found also in 
[23, Theorem 2.11, and in [ll, Theorem 2.31. 
These results have immediate application to the existence of minimum 
points for the functional F( ., 0) subject to suitable boundary conditions, 
except when p = 1. In fact, in this case it is very hard to prove that a mini- 
mixing sequence of F( ., Sz) is relatively compact in the weak topology of 
W1T1(52; R”). Therefore, in the case p = 1 it is useful to prove (1.1) without 
assuming that (Vu,,) converges to Vu weakly in L’(sZ; R”). 
A first result in this direction was obtained by I. Fonseca, who proved 
in [ 171 that, if f is quasi-convex and 
oGf(oGM(l+ 151) V(5EMmxn (1.2) 
for some constant M> 0, then (1.1) holds for every bounded sequence 
(uh) in W’-‘($2; R”) which converges in L1(SZ;Rm) to a function 
UE W1sl(O; R”). Recently I. Fonseca and S. Miiller were able to remove 
the hypothesis of boundedeness in W ‘,‘(Q ; R”), proving in [ 181 the lower 
semicontinuity of F( ., 0) on W1sl(Q; R”) with respect to the strong 
topology of L’(sZ; R”). 
This result is still not satisfactory for many applications, since almost all 
existence theorems for functionals with linear growth involve the space 
Bv(‘(B; R”) of functions u~L’(0; R”) whose distributional gradient Du is 
an M”“” -valued Radon measure with finite total variation in G?. 
In this paper, assuming that f is quasi-convex and satisfies (1.2) 
we construct an integral functional F( ., 0) which extends F( ., 8) to 
BI’(/(n; R”) and which is still lower semicontinuous with respect to the 
strong topology of L’(s2; R”). The functional F is defined by relaxation as 
F(u, L?) = inf lim inf f(Vu,) dx, 
q-u h-t+m s Q 
78 AMBROSIO AND DAL MASO 
where the intimum is taken over all sequences (u,J in C’(sZ; R”) 
converging to u in L:,,(Q; R”). It is easy to see that for every open set 52 
the functional F( . , Q) is lower semicontinuous in L:,,,(sZ; R”). As I;( ., 52) 
is lower semi continuous on W’(Q; R”) with respect to the topology of 
I&(&J; R”), we have that F(‘(u, 52) = F(u, Q) for every u E W’~‘(Q; R”). 
Our main result is the integral representation of F(u, Q) on BV(Q; R”). 
Letf,:M”“” --) [0, + co [ be the recession function off defined by 
f,(t) = lim supffl. 
I+ +cc t 
We prove that for every open set Q c R” and for every u E SV(Q; R”) we 
have 
(1.3) 
where Vu is the density of the absolutely continuous part of the measure 
Du with respect to Lebesgue measure, D”u is the singular part of the 
measure Du, and D”u/~D”u~ is the Radon-Nikodym derivative of the 
measure D”u with respect to its variation (Dbl. 
If f is convex, the integral representation (1.3) of the relaxed functional 
F was proved by C. Goffman and J. Serrin in [21], using a technique that 
can not be extended to the quasi-convex case. On the other hand, some 
recent examples by V. Sverak [34], K.-W. Zhang [35], and S. Miiller [30] 
show that there exist quasi-convex functions with linear growth which are 
not convex. 
The proof of our result is based on three main ideas. First, we prove that 
for every open subset Q of R” and for every u E BV(SZ; R”) the set function 
F((u, .), defined on the family of all open subsets of 0, can be extended to 
a o-additive measure defined on the a-field of all Bore1 subsets of a. This 
result is obtained by adapting a technique introduced by E. De Giorgi for 
the study of r-limits of integral functionals (see [13]). 
Then, we use the blow-up technique of I. Fonseca and S. Miiller 
(see [ 181) to compare, locally, the absolutely continuous and the singular 
part of the measure F(;;(u, .) with the corresponding integrals 
I f(Vu) dx and 1 f, (fi) IW. 
Finally, after the blow-up argument, we use a recent result by G. Alberti 
about the rank-one property of the singular measure D”u (see [2]) in order 
to reduce the estimate of the singular part of the measure F(;(u, .) to the 
simpler case where u depends only on one variable. 
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We hope that the ideas of the present paper, together with the methods 
of [S, 19,4], will be useful to solve the relaxation problem for the most 
general functional with linear growth 
m Q) = s, f( x, u(x), Vu(x)) dx, 
with f(x, q, 5) quasi-convex in 5 and continuous in (x, q). 
2. NOTATION AND PRELIMINARY RESULTS 
Let n, m 2 1 be integers, and let us denote by Mm xn the space of m x n 
matrices (m rows, n columns), endowed with the Euclidean norm, i.e., 
If the matrix 5 has rank one, there are two vectors q E R” and v E R” such 
that iii = qivj; in this case we use the notation 5 = q @ v. 
Let D be an open subset of R”. If p is a non-negative Radon measure in 
52, the integral of a p-integrable function h: 52 + R will be denoted by 
Jn h dp or, when convenient, by jn hp; we keep the classical notation 
In h dx for integrals with respect o Lebesgue measure. The support of ~1 in 
52 is defined by 
supp(p)= {xEQ:/@nB,(x))>O Vp>O}, 
where B,(x) denotes the open ball centered at x E R” with radius p. If v is 
an M” x “-valued Radon measure in 52, its total variation IvJ is defined for 
every Bore1 set B c 52 by 
IVI(B) = sup 1 Iv(Bi)l, 
icl 
where the supremum is taken over all (finite or countable) families (Bi)i,, 
of pairwise disjoint Bore1 subsets of B which are relatively compact in Q. 
It is well known that [VI is a non-negative a-additive measure in Sz. If 
Ivl(Q) -C +co, we say that v has finite total variation in Sz. The density of 
the absolutely continuous part va of v with respect o p will be denoted by 
dv/dp or, when convenient, by v/p: it is defined as the only function in 
L’(Q: Mmxn) such that v”(B) = jB (dv/dp) dp for every Bore1 subset B of 52. 
The space BV(S2 ;R”) is the vector space of all functions u = (u’, . . . . urn) 
58O/lW-6 
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of L’(Q; R”) such that there is an M” x”- valued measure with finite total 
variation in 52, denoted by Du = (Dp’), which satisfies the condition 
J 
a(p uidx= - - 
D axj J 
cp Djui, 
0 
for every cp E CA(Q), i = 1, . . . . m, and j= 1, . . . . n. For the general properties 
of SV(Q; R”) we refer to [16, Theorem 4.59; 24, Sect. 3.5; 20, Chaps. 1 
and 2; 25, Chap. 6; 36, Chap. 51. For every u E BV(Q; R”) we consider the 
Lebesgue decomposition 
Du = D”u + D”u. 
where D”u (resp. D”u) is the absolutely continuous (resp. singular) part of 
the measure Du with respect to Lebesgue measure. Finally, the density of 
D”u with respect to Lebesgue measure will be denoted by Vu. 
In order to estimate the relaxed functional from above, we will need the 
following continuity theorem for sequences of vector valued measures 
which are weakly convergent ogether with their total variations (see [22, 
Appendix; 33, Theorem 33). 
PROPOSITION 2.1. Let (Us) be a sequence in BV(Q; R”) which conoerges 
in L’(s2; R”) to a function u E BV(SZ; R”). Assume that 
Then 
lim jDz+l(Q)= IDul(s2). 
h+ +a2 
for any continuous function g : M” x n + R. 
In the following proposition we state and prove a very strong version of 
the Besicovitch Differentiation Theorem. The main tool is a refinement of 
the classical Besicovitch Covering Theorem proved by A. P. Morse 
(see [29]). 
PROPOSITION 2.2. Let 1, p be Radon measures in 0, with p 3 0. Then, 
there exists a Bore1 set E c l2, with p(E) = 0, such that for any 
x E supp(p)\E we have 
lim ~x+PC) d2 =-(x) 
p-+0+ p(x+pC) dp 
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for any bounded, convex open set C containing the origin (the exceptional set 
E being independent of the choice of C). 
Proof. Given R > 1, we define WR to be the class of all convex open 
subsets C of R” such that 
B,,,(O) = c = BIT(O), 
It is enough to show that there exists a Bore1 subset E of 52, depending 
only on R, such that p(E) = 0 and 
lim I(x+pC) d2 
p-o+ (x+pC) =gx) 
for any C E %ZR and any x E supp(p)\E. 
Let f', f “: supp(p) -+ [-co, + co] be the functions defined by 
f'(x) = lim inf inf 4x + PC) f”(x) = lim sup sup w+m 
p-o+ cew~p(x+pC)’ p-*0+ CEWR PL(X + PC)’ 
It is not difficult to see that f” and f’ are Bore1 functions, and that f” 2 f ‘. 
The proposition is proved if we show that f”(x) = (dA/dp)(x) = f ‘(x) for 
p-almost every x E supp(p). 
Splitting, if necessary, 1 into its positive and its negative part, we can 
assume with no loss of generality that L is non-negative. Given t > 0, let us 
consider the set 
H,= {x~supp(p): (dA/dp)(x)< t< f”(x)}. 
In order to prove that p(H,) = 0, let us fix a compact subset K of H,. For 
any XE K we can find an arbitrarily small r > 0 such that tp(x + rC) < 
A(x + rC) for some C E %‘R, hence 
tp(x + PC) < A(x + PC) 
for some p close to r. Given E > 0, let Fc be the family of all closed convex 
sets F of the form F=x+pc, with XEK, O<p<.s, C~GT?~, such that 
tp(F) c I(F). The previous remark shows that Se is a fine covering of K, so 
that applying Theorem 5.13 of [29], we can find a finite or countable 
family (Fi)ic, of pairwise disjoint sets of the family e which covers 
p-almost all of K. Therefore 
fP(K) G 1 fP(Fi) < C A(Fi) < I(Kc), 
icl LEI 
where K, = {xEQ: dist(x, KL)< RE}. As E L 0, we obtain tp(K)<A(K). 
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Since djl/dp < t in K, this is possible only if ,u(K) = 0. Since Kc H, and t are 
arbitrary, we infer that f”(x) < (dA/d,u)(x) for p-almost every x E supp(p). 
A similar argument shows. that f’(x) > (dl/dp)(x) for CL-a.e. x E supp@). i 
When blowing up a function UE BV(B; R”) near a point ~~~52, we will 
need the following equalities. Let C be a bounded convex open set, and let 
u, be the function defined by 
U,(Y) = P- wxo + PY) (2.1) 
for y E C and p sufficiently small. Then, setting 
CAxo)= {sY+xo: Y-q, c, = C,(O) vs > 0, 
for any O<a<l we have 
Du,(C,) = P-” Da&oh lDu,l(CJ = P-“lD4(G,bo)). (2.2) 
The following result concerning the behaviour of blow-up sequences is 
essential in our proof. It relies on some properties of D’u which have been 
proved recently by G. Alberti (see [2, Corollary 3.91). 
THEOREM 2.3. Let UE BV(sZ; R”), and let 5: Q +M”“” be the density 
of Du with respect to IDul. Then, for ID%/-a.e. X,EQ we have j<(xO)l = 1, 
rank(r(x,)) = 1, and 
lim D”(cP(xo)) = 5(x,), 
P-O+ lD4(C,(xo)) 
lim ID4W,(xo)) = +co 
p-o+ P” 
for any bounded, convex, open set C containing the origin. Let 
x0 E supp( IDul) with these properties, let [(x0) = q Q v, with q E R”, v E R”, 
lql = (v( = 1, and let 
n 
%(y) = ,Du,(;p(xo)) (‘,(y) - m,)’ 
where up is defined in (2.1) and mP is the mean value of up on C (with respect 
to Lebesgue measure). Then, for p sufficiently small and for every 0 -c o 6 1 
we have 
vPdy=O, ,Dv ((C )=‘Du’(co~(xo))< 1. P SJ DA(C,(xo)) 
(2.4) 
Moreover for every 0 < 0 < 1 there exists a sequence (p,,) converging to 0 
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such that (up*) converges in L’(C; R”) to a function u E BV(C; R”) which 
satisfies 1 Dul (c,) 2 on and can be represented as 
u(y)= N(Y, v>h (2.5) 
for a suitable non-decreasing function II/: ]a, b[ + R, where 
a=inf{(y,u):yEc}, b=sup{(y,u):yEc} 
and ( ., . > denotes the scalar product in R”. 
Proof: The rank-one property of [(x0) has been proved in [2]; the 
other properties. except those of u, follows from the Besicovitch Differentia- 
tion Theorem (Proposition 2.2) and from (2.2). 
Let x,EQ, FERN, v E R”, 0 < G < 1 be as in the statement of the theorem. 
We claim that 
lim sup ID4G,(xo)) > gn 
p+o+ lDul(C,(xo)) ’ 
(2.6) 
In fact, denoting IDul(C,) by w(p), if (2.6) were false, it would be 
possible to find p. > 0 such that w(op) ,< #o(p) for any 0 < p < po. This 
implies 0 -nho(ahpo) < w(po) for any h E N. Since ~-“~p;“(a~p,) converges 
to + cc as h + +co, we get a contradiction. 
Therefore, by (2.4) and (2.6) there exists a sequence (ph) converging to 
0 such that 
lim I DuJ( C,(q)) > a”. (2.7) /I- +m 
By Rellich’s compactness theorem, a subsequence of (u,,), which will be 
denoted by (u,), converges in L’( C; R”) to a function u E BV( C; R”). 
By (2.2) we infer that 
(2.8) 
as h + +co for any s E 10, 1 [. Passing, if necessary, to a further sub- 
sequence, we can assume that the measures (Do,1 converge weakly to a 
Radon measure p in C. By the lower semicontinuity of the total variation, 
we have I Dul < p. Since Du, converges weakly to Du, for any s E 10, 1 [ such 
that p(X,) = 0 we have 
Du/,(Cs) + WC,), lmIl(C,) + AC,). 
By (2.7) this implies that p(C,) 2 an if s > e, hence p(C,) > a”. By (2.8) we 
infer that 
Du(C,) = (~0 v) P(C.~) 
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for every s E ]a, l[ with p(X,) = 0. By approximation, the same conclu- 
sion holds for every s E ]a, 11. In particular, 
lDul(C) <p(C) = lDu(C)l G PI(C), 
so that (Dv((C)=fi(C)= /Do(C)/. As JDvl <,u, this shows that p= IDvl, 
and, in particular, lDul(C,) > an. Denoting by y the density of Du with 
respect to JDuJ, we get 
I’ - Dl(C) 
= ‘,Dv, = ,Du,(C)-‘;;~~;;=O, 
hence 
NC) ?w=IDvI(c)=mv for (Du(-a.e. x E C. 
It is not hard to see, using for instance the approximation by convolution, 
that any function u E BV(C; R”) satisfying (2.9) can be represented as in 
(2.5) by means of a real valued non-decreasing function +. m 
Remark 2.4. Let 2” be the n-dimensional Lebesgue measure and let 
X”- ’ be the (n - 1 )-dimensional Hausdorff measure. Classical results (see 
[16, Theorem 4.5.91) show that for .Y”-almost every x0 E Q with Vu(x,) # 0 
the function u(y) of Theorem 2.3 is the linear map u(v) = <y, where 
5 = W-d/lWx,)l. M oreover, for J%?“-‘-almost every x,, in the set of (the 
essential) jumps of U, the function u takes only two values, the approximate 
limits of u on both sides of the jump, and v coincides with the approximate 
normal to the jump set (see [36, Theorem 59.61). Hence, G. Alberti’s 
theorem can be regarded as an extension of these classical results to the 
singular part of derivative of u which is not concentrated in the set of 
jumps of u (the so-called “Cantor part” of Du). 
The following lemma will be used in order to join minimizing sequences 
of C’ functions on different open sets. This will lead to the proof that 
52 + F(‘(u, 52) is the trace of a Radon measure for any u E BV(R” ; R”). The 
idea of this lemma is taken from [9]. Similar lemmas are frequent in 
r-convergence theory (see [ 121 and the references therein) and, in general, 
they rely on suitable convexity or coerciveness assumptions. We remark 
that, m the case of linear growth, no assumption of this kind is needed. 
LEMMA 2.5. Let f: M”“” + [0, + co [ be a function such that 
OGf(oGWl+ 151) V<EM”‘~” 
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for some M>O, and let A,, A,, C,, C, be open sets with C,ccA,, 
C, c A,. Given 6 < dist(C,, aA,), define 
Assume that S cc A, n A,. Then, for any E > 0 and for any pair of functions 
w, EC’(A~;R”‘), w,EC’(A~; R”) it is possible to find a function 
cp E C’(R”), with cp = 1 in a neighborhood of C,, cp = 0 in a neighborhood of 
R”\A,, and O<cp < 1 in R”, such that the function w = (pw, + (1 --(P)M’* 
satisfies the estimate 
I Cl u c2 f(Vw)dx<j f(Vw,)dx+l:f(Vw,)dx+4~~~lwi-w~ldx+&. Al 
Proof: Let us fix E > 0 and two functions w I E C ‘(Al ; R”), 
w2 E C’(A,; R”). We choose a natural number k so large that 




d < d&(x, C,) d 3k 6 
1 
for i= 1 , . . . . k. It is possible to construct C’ functions cpi: R” + [0, l] such 
that IIVv 4 , Lm(R”j <4k/6, pi(x) = 1 if dist(x, C,) < ((k + i - 1)/3k)6, and 
vi(x)=0 if dist(x, C,)>((k+i)/3k)& Let ui=‘piw, +(l -‘pi)w,. Since 
I Cl u c2 fCVui)dx~[ f(vwt)dx+[A2fVw,)dx Al 
+4 s n s, (1+/Vw,l+lVw,l)dx+~~~~~ Iw,-w,ldx, 
by using (2.10) we get 
i,i, ~c,vc~f(Vvi)dx$~A~f(Vw,)dx+fA~f(Vw*)dx 
+yqs I w,-w2( dx+E, 
so that we can find an index i= 1, . . . . k for which the corresponding 
function vi satisfies the required estimate. m 
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3. MAIN PROPERTIES OF THE RELAXED FUNCTIONAL 
Letf: M”“” + [0, + co [ be a Bore1 function such’that 
oGf(r)GM(l+ ltl) V’4:EMmxn. (3.1) 
The corresponding relaxed functional F is defined for every open subset Sz 
of R” and for every u E L:,,(Q; R”) by 
F(u, Q) = inf lim inf f(Vu,) dx, (3.2) 
where the intimum is taken over all sequences (&,) in C’(Q; R”) 
converging to u in L:,,,(Q; R”). By using a diagonal argument, it is easy to 
prove that the minimum in (3.2) is achieved by a sequence (u,J for which 
the lim inf is actually a limit. For the general properties of the relaxed 
functional we refer to [8, 111. 
For every ZE R” the translation operator z, is defined by (r,u)(x) = 
U(X-z) and z,sZ= {xER”: x-ZEQ)=Z+R For every p>O the 
homothety operator 8, is defined by (~,u)(x)= (l/p) u(px) and 9,Q= 
{xER”: px&} = (l/p)Q. 
THEOREM 3.1. For every open subset B of R” and for every 
UE L:,,(IR; R”) the functional P defined in (3.2) satisfies the following 
properties : 
(i) F(r,u, r,Q) = F(u, 9) for eoery z E R”; 
(ii) F(u + q, 52) = p((u, Q) for every q E R”; 
(iii) F(‘(~,u, 8,52) = penF(u, 9) for every p > 0. 
Zf, in addition, UE BV(S2; R”) andf satisfies (3.1), then 
F(‘(u, A) <M(meas(A) + (DuJ(A)) (3.3) 
for every open subset A of Q, and the set function F(u, .), defined on the 
family of all open subsets of Q, can be extended to a a-additive measure 
defined on the a-field of all Bore1 subsets of 0. 
Proof: Properties (i), (ii), (iii) are a direct consequence of the definition 
of F. Inequality (3.3) follows from (3.1) and the following fact (see, for 
instance, [20, Theorem 1.171 and the appendix of [3]): for any open set 
52 and any UE BV(Q; R”) it is possible to find a sequence (u,,) in 
C’(sZ; R”) such that 
lim I lVuhl dx = [Du( (0). h-+m n 
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Finally, let us fix u E BV(Q; R”) and let us consider the set function 
p(A) = F(i(u, A), defined for all open subsets A of sl. Then, p can be 
extended to a a-additive measure, defined on the a-field of all Bore1 subsets 
of Q, if and only if (see, for instance, [ 151) for all bounded open sets 
Aci2. A’cQ we have 
AcA’==-/i(A)</i(A’); (3.4) 
A~A’=@+/L(AuA’)>/L(A)+/~(A’); (3.5) 
/i(A) <sup{/~(A’): A’cc A ); (3.6) 
/L(AuA’)<P(A)+P(A’). (3.7) 
It is easy to see that p fulfils (3.4) and (3.5). In order to verify (3.6), we first 
choose three open sets B, , Bz, B,, with B, ccB2cc B3ccA, and two 
sequences (uJ in C’(B,;R”) and (u,J in C’(A\B,;R”), converging to u 
in L&(8,; R”) and L,!,,(A\B, ; R”), respectively, such that 
lim s f(Vu,) dx = /4&L lim lt-++m & h- +a2 s ./lb,) dx = &@,). A\& 
Then, by applying Lemma 2.5 with C, = B,, A, = B3, C, = A, = A\B,, 
~=l/h, w,=u,,, w2=vh, we get a sequence (wh) in C’(A; R”) converging 
to u in L:,,(A; R”), such that 
lim sup 1 f(Vw,) dx < P(&) + ,u(A\B,). 
h-+m A 
In particular, 
ji(A)<sup@(A’): A’tc A} +/i(A\B,). 
By letting B, /* A and using (3.3), (3.6) follows. 
In order to prove (3.7), we fix two open sets B and B’ with Bee A and 
B’cc A’. By applying Lemma 2.5 with C, = B, A, = A, C, = B’, A, = A’, it 
is easy to prove that 
/i(BuB’),<ji(A)+/i(A’). 
By letting B 7 A and B’ /* A’, (3.7) follows from (3.6) and from the 
previous inequality. 1 
Remark 3.2. By slicing 52 in a countable number of pieces, and by 
applying Lemma 2.5 simultaneously to minimizing sequences in all pieces 
(see [3, Theorem 5.2]), it can be shown that 0 + F(u, 52) is the trace 
of a a-additive measure (possibly not even o-finite) in R”, for any 
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u E L:,,(R”; R”). This result can be useful in some applications, because 
P(‘(u, 0) may be finite on functions which are not of bounded variation (see 
[14, 31, 321). 
4. STATEMENT AND PROOF OF THE MAIN RESULT 
Let f: M”“” + [0, + co[. We say that f is quasi-convex if f is Bore1 
measureable and 
s ,f(t+Vdx)) dx>f(5)meas(Q) (4.1) 
for any bounded open subset 52 of R”, any matrix r E M” x “, and any func- 
tion cp E CA(Q; R”). For the general properties of quasi-convex functions 
we refer to the papers [27,26,6, 71, and to the books [28, 10, 111. 
Any quasi-convex function is rank-one convex, i.e., for every pair of 
matrices 5, < E M” x ‘, with rank(c - 5) = 1, the function tt+f(< + t(i - 5)) 
is convex. 
In the following, we assume that f is a quasi-convex function satisfying 
the condition 
oGf(oGMl+ 18) V’rEMrnX”. (4.2) 
Since f is rank-one convex, it is a convex function of the rows and the 
columns of 5. From (4.2) it follows that there is a constant C, depending 
on M, n, and m, such that 
lf(4) -f(Ol G Cl5 -Cl Vt, [EM”““. (4.3) 
Finally, we define the recession function f, off as 
f(e) f,(t) = lim sup - t * I-r +m (4.4) 
The rank-one convexity off implies that the lim sup in (4.4) is actually a 
limit if rank(t) < 1. 
We can now state the main result of this paper. 
THEOREM 4.1. Let f: M”“” -+ [0, + co [ be a quasi-convex function 
satisfying (4.2). Then, we have 
(4.5) 
for every open set 52 c R” and for every u E BV(Q; R’“). 
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Our strategy is the following. Let us fix an open set Sz and a function 
u E BV(Q; R”). We know from Theorem 3.1 that F(‘(u, .) is the trace of a 
Radon measure in 52. We extend F((u, .) to the Bore1 a-field of 52 by setting 
F((u, B)=inf{F((u, A):A open, BcA) 
for every Bore1 subset of Q. After this extension, the set function p((u, . ) is 
a Radon measure defined in the Bore1 o-field of 52. We consider now the 
Lebesgue decomposition 
F(u, .)=P(u, .)+F”(u, .): 
where F’(u, .) and FS(u, .) denote the absolutely continuous and the 
singular part of the measure F(u, .) with respect to Lebesgue measure. 
In Proposition 4.2 we prove the inequality < in (4.5) by using just the 
approximation by convolutions and the continuity properties of the 
integrals (Proposition 2.1). Then, in Proposition 4.4, we estimate Fa(u, B) 
from below by using the blow up argument of [18] and the resealing 
properties of F listed in Theorem 3.1. 
Finally, in Proposition 4.5, we estimate FS(u, B) from below by 
normalizing u at a rate depending on the behavior of the function. 
PROPOSITION 4.2. If f is quasi-convex and satisfies (4.2), then 
for any open set Q and any UE BV(Q; R”). 
Proof: Let Q be an open subset of R” and let u E BV(S1; R”). For every 
5,MrnXH we define 
g(<)=supf(t~)-f(0) 
t>o t . 
We remark that g is Lipschitz continuous and positively l-homogeneous. 
Moreover, the rank-one convexity of f implies that g(5) = f,(t) if 
rank(l) 6 1. Let A c 52 be a bounded open set, and let 
Let uh = (P,, * u be a sequence of smooth functions approximating u by 
convolution with kernels (P,,, and let t > 0 such that IDu) (aA,) = 0. It is well 
known (see, for instance, [20, Proposition 1.151) that 
lim JDu,l(A,) = (Dul(A,). 
he +m 
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Then Proposition 2.1 and the inequality f( 5) <f(O) + g( 5) give 
As t L 0, we get 
By approximation, the same inequality holds for any Bore1 subset A of Sz. 
Using the rank-one property of the singular part of Du (Theorem 2.3), we 
obtain 
for any Bore1 set B c Q. 
Now we estimate from above the absolutely continuous part of E Let A 
be an open subset of Q. Since 
by the Lipschitz continuity off and the Jensen inequality we get 
j f(Vd dx G [A,fb, *Vu) dx+ CJD”ul(A’+supp(cp,)) 
A’ 
for any open set A’ CC A. By letting h + +co we obtain 
&A’)Gj” f(Vu)dx+CID”u((A). 
A’ 
Since A’ CC A is arbitrary, we infer 
F((u, A) <I f(Vu) dx + C(D”u((A) 
A 
for every open set A c 52. By approximation, the same inequality holds if 
A is a Bore1 subset of 0. In particular, 
Fa(u, B) ,< j- f(Vu) dx 
B 
(4.7) 
for any Bore1 set B c 52. The thesis follows now from (4.6) and (4.7). 1 
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The blow-up argument allows a reduction to two simple cases: either u 
is an afftne function, or u is close to a function depending only on one 
variable. Hence, we estimate from below F(u, 0) in these special cases. 
LEMMA 4.3. Let f be a quasi-convex function satisfying (4.2), let 52 be a 
bounded open set, and let u E BV(SZ; R”). 
(i) If u is linear in Sz, i.e., u’(x) = cj li,xj for some t: EM”““, then 
F(u, Q) >, Jo f(b) dx = f(t) meas( 
(ii) Let Sz = Q c R” be a unit n-cube whose sides are either orthogonal 
or parallel to a unit vector v E R”, and let v E BV(Q; R”) be a function 
representable as in (2.5) by means of a unit vector n E R” and of a 
non-decreasing function e : ]a, b[ + R. Zf supp(v - u) CC Q, then 
Proof: (i) Let Sz,, Sz,, R, be open sets with !Z, cc a2 cc Q, cc IR, let 
(uh) be a sequence in C’(sZ; R”), converging to u in L:,,(52; R”), such that 
lim s f(Vu,) dx = F(u, 52). h-tfee R 
If we apply Lemma2.5 with Ci=52,, A,=O,, CZ=A2=SZ\fi1, &=1/h, 
w1 = uh, w2=u, we obtain a sequence (oh) in C’(Q;R”) converging to u 
in Li,,(a; R”) such that supp(v, - u) cc Sz and 
with 6 depending only on a2 and G?,. Passing to the limit as h + +cc and 
using the ‘quasi-convexity off we infer 
{Qf(Vu)dx<&,Q)+j- f(Vu)dx. 
R'\Ql 
By letting 52, /* Q, the statement follows. 
(ii) For simplicity we assume that v = e, and Q = 10, l[“. Let 
II/: 10, l[ --f R be a non-decreasing function such that v(y) = Ic/( y,)~, and 
let us denote by u the increment of + in 10, l[, i.e., 
~=~liy~ Il/Wtl)n+ q(t)= lWl(lO, lC)= PA(Q)< +a. 
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Let us define WEBV,,,(]O, +co[“;R”) by 
where, for every t E R, [t] denotes the integer part of t, and for every y = 
(Y 1, *.., y,) E R”, [y] is defined as ([y,], . . . . [y,]). It is not hard to see that 
the sequence uh(y) = h-‘w(hy) is bounded in SV(Q; R”) and converges to 
the afine function uO(y) = ay,~ in L’(Q; R”). In fact, for any YE Q we 
have 
u,Jy)=h-‘w(hy)= h 4hy- Cbl)+a Lb,1 TV’ 
[hy,]/h converges to y, as h-+ +co, and 
Let Qi, . . . . Qh” be the standard decomposition of Q into h” congruent 
cubes. Since, by construction, Dw does not charge any hyperplane of the 
form yi = c with c integer and j = 1, . . . . n, it follows that IDu*l(Q n 8Q,) = 0. 
By (3.3) we infer F(‘(uh, Q n aQ,) =0 for i= 1, . . . . h”. By (i), (ii), (iii) of 
Theorem 3.1 we get 
F(uh, IO, l/h[“) = h-n@, Q), Ftuh, 10, l/hC”)=~t~,, Qi> 
for i= 1, . . . . h”. Therefore, F(‘(uh, Q) = F((u, Q), so that (i) and the lower 
semicontinuity of F( ., Q) yield 
Since Du( Q) = Dv( Q) = a11 8 e, , the proof is complete. m 
PROPOSITION 4.4. Zf f is quasi-convex and satisfies (4.2), then 
for any open set Sz and any u E BV(SZ ; R”). 
Proof It is well known (see, for instance, [16, Theorem 4.5.9 (26)]) 
that all functions of bounded variation are approximately differentiable 
almost everywhere, that is, 
lim p-.s Idx)-4x0)-- cWx,), x-%>I dx=o 
lx--01 
(4.8) p+o+ Bp(Rd 
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for a.e. x0 E Q. Let us fix x0 E Sz satisfying (4.8), let u,,(y) = Vu(x,) y, and let 
U,(Y) = 4x0 + PY) - u(xo) P ’ 
y E B, = B,(O), 0 < p < dist(x,, %2). 
Since 
I,, I~,(~) _ uo(y)l dy = p-” JB (xo) 
P 
‘+)- u(xo)- ;vuO’ x - xo)’ dx, 
by (4.8) we get that (u,) converges to u. in L’(B,, R”) as p + 0. By the 
lower semicontinuity of F and by (i), (ii), (iii) of Theorem 3.1 we get 
lim inf&, Bpbo)) 
p-o+ P” 
= l;rnEf F(u,, B,) 3 F(u,, B,). 
Finally, since u. is an atline function, we conclude by Lemma 4.3(i) that 
lim inf %, &Ax,)) 
p-40+ P” 
>meas(B,)f(Vu(x,)). 
The conclusion follows now from the Lebesgue Differentiation 
Theorem. 1 
PROPOSITION 4.5. Let f be a quasi-convex function satisfying (4.2). Then 
for any open set 52 and any UE BV(Q; R”). 
ProojI We use a blow-up argument as in the proof of Proposition 4.4. 
By Proposition 2.2 and Theorem 2.3, it is enough to prove the inequality 
lim “” QP(xo)) > f (5(x )) 
P-O+ IWQp(~o)) m ’ 
(4.9) 
at any point xoeR” with the following properties: 
(i) x0 E supp(lDul), 15(x0)1 = 1, and r(xo) = ~OV, with q E R”, 
v E R”, 1~1 = Iv1 = 1, 
(ii) Q,(xo) = {x0 + py : y E Q}, where Q is a unit n-cube centered at 
the origin, whose faces are either orthogonal or parallel to v, 
(iii) the limit in the left hand side of (4.9) exists, 
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(iv) lim, _ 0+ (~~(Q,(xo))ll~~l(Q,(xo))) = 5(x0), 
(v) lim, +o+ P -“IW(Q,(xo)) = +co. 
Let us fix 0 E 10, l[. By Theorem 2.3 and (2.7), we can find a sequence 
(P,,) converging to 0 such that the sequence u,, = vPh E BV(Q; R”) defined in 
(2.3) converges in L’(Q; R”) to a function UE SV(Q; R”) of the form 
$Y)=+((Y, v)h and 
1> lW(Q) 2 VW@,) 2 an, lim IDv,l(Q) 2 on, 
h+ +m 
(4.10) 
where Q, = (oy: y E Q>, Let (th) be the sequence, convergiog to + co, 
defined by th=pJDul(Qph(x,,)). By (2.1) and (2.3) we have thuh= 
24 -rnPh, 
mYplies 
where mph is the mean value of u,,, on Q, so that Theorem 3.1 
Ft’(u, Q&o)) = p:&,,n, Q, = dlwh, Q,. (4.11) 
Having chosen a cut-off function cp E CA(Q) such that 0 < cp < 1 in Q and 
cp = 1 in a neighborhood of Q,, let us define wh = ‘pu, + (1 - cp)u. We shall 
prove that 
lim SUP ID(w, - ohN(Q) 6 2q,, 
h- +m 
(4.12) 
lim sup lDwhj(S,) < 2wb, 
h-+ +a, 
(4.13) 
where S, = Q\Q, and o, = 1 - 8. 
Let us show first that (4.9) follows from (4.12) and (4.13). As wh = ah in 
a neighborhood of Q,, by (3.3) and (4.11) we have 
Ft% Q&o)) = i;i(fA, Q, ~&r Whr Q,, 
I~4(Qp,(xo)) I, th 
b 





so that (4.11) and (iii) imply 
lim 8’(u, Q&o)) FtthWh, Q> _ 2Mo 
p-+0+ IDu~(Q,(x,))~~;:~~ t, u* 
(4.14) 
By Lemma 4.3(ii) we have also 
Ftthwh, Q) aftth D”‘,(Q)) auf(th Dvh(Q)) - CthID(wh - uh)l(Q), (4.15) 
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where C is the Lipschitz constant ofj From (4.12), 
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(4.14), (4.15) we obtain 
lim Ftu, Q&o)) > lim ,up~W~~(Q)) _ 
P-O+ IW(Qp(xo))’ h- +cc lh 
-2(C+ M)w,, (4.16) 
On the other hand, by (2.2) and (2.3) we have 
MQ,,,(xo)) 
Dub(Q)= IDul(Qp,(xo))' 
so that, by (iv), the sequence (Du,JQ)) converges to <(x0). Since (th) 
converges to + cc and f is Lipschitz continuous, we infer that 
f,(c(xo)) = lim sup f(zhr(Xo)) = lim sup I”(” Duh(Q)), 
h- +m th h* +5 th 
so that, by (4.16), 
lim Ftu, Q,(xoN 
P-O+ P4(Qp(xo)) 
~fA5bo)) - 2(C+ Mb,. 
As cr 7 1 we obtain (4.9). 
It remains.to prove (4.12) and (4.13). As wh- II,,= (1 - cp)(u -a,), we 
have 
ID(W, - u/d@) d Mu, - u,l(Q\&) + jQ Ivd bh - ‘Jl & 
G Ihzl(Q\Q,, + Dl(Q\&, + J6 ivd bh - UI & 
Since (uh) converges to u in L’(Q; R”), (4.12) follows from (4.10) as 
h + +co. The proof of (4.13) is similar. 1 
ACKNOWLEDGMENTS 
The main results of this paper have been obtained during the workshop on “Calculus of 
Variations and Nonlinear Elasticity,” Cortona, Italy, May 27-31, 1991, organized by 
B. Dacorogna, P. Marcellini, and C. Sbordone. On that occasion we had the opportunity to 
attend a seminar by Irene Fonseca, who explained the blow-up method she had developed 
with Stefan Miiller to study lower semicontinuity problems in Sobolev Spaces. We realized 
that their method, combined with the rank one properties proved by G. Alberti, could be used 
as well in the core of functions with bounded variations. We wish to thank these authors and 
the organizers of the meeting. 
580/109/l-7 
AMBROSIO AND DAL MASO 
REFERENCES 
1. E. ACERBI AND N. FUSCO, Semicontinuity problems in calculus of variations, Arch. 
Rational Mech. Anal. 86 (1984), 125-145. 
2. G. ALBERTI, Rank one properties for derivatives of functions with bounded variation, 
preprint, Scuola Normale Superiore, Proc. Roy. Sot. Edinburgh Se&. A, in press. 
3. L. AMBROSIO, S. MORTC~LA, AND V. M. TORTORELLI, Functionals with linear growth 
defined on vector-valued EV functions, J. Math. Pures Appl. 70 (1991) 269-323. 
4. L. AMBROSIO AND D. PALLARA, Integral representation of relaxed functionals on 
BV(R”, R’) and polyhedral approximation, preprint, Scuola Normale Superiore, Indiana 
Unio. Math. J., in press. 
5. P. AVILE~ AND Y. GIGA, Variational integrals on mappings of bounded variation and their 
lower semicontinuity, Arch. Rational Mech. Anal. 115 (1991), 201-255. 
6. J. M. BALL, Convexity conditions and existence theorems in nonlinear elasticity, Arch. 
Rational Mech. Anal. 63 (1977), 337403. 
7. J. M. BALL AND F. MURAT, W’vp quasiconvexity and variational problems for multiple 
integrals, J. Funct. Anal. 58 (1984), 225-253. 
8. G. BUTTAZZO, “Semicontinuity, Relaxation and Integral Representation Problems in the 
Calculus of Variations,” Pitman Res. Notes in Math., Longman, Harlow, 1989. 
9. M. CARRJERO AND E. PASCALI, f-convergenza di integrali non negativi maggiorati da 
funzionali de1 tipo dell’area, Ann. Univ. Ferrara Sez. VII (N.S.) 24 (1978), 51-64. 
10. B. DACOROGNA, Weak continuity and weak lower semicontinuity of nonlinear functionals, 
in “Lecture Notes in Math.,” Vol. 922, Springer-Verlag, Berlin, 1982. 
11. B. DACOROGNA, “Direct Methods in the Calculus of Variations,” Springer-Verlag, Berlin, 
1989. 
12. G. DAL MAXI AND L. MODICA, A general theory of variational functionals, in “Topics in 
Functional Analysis 1980-81,” Scuola Normale Superiore, Piss, 1981. 
13. E. DE GIORGI, Sulla convergenza di alcune successioni di integrali de1 tipo dell’area, Rend. 
Mat. Appl. (6) 8 (1975) 277-294. 
14. E. DE GIORGI AND L. AMBR~SIO, Un nuovo tipo di funzionale de1 Calcolo delle 
Variazione, Rend. Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. 82 (1988), 199-210. 
15. E. DE GIORGI AND G. LETTA, Une notion gdnerale de convergence faible pour des fonc- 
tions croissantes d’ensemble, Ann. Scuola Norm. Sup. Piss Cl. Sci. (4) 4 (1977), 61-99. 
16. H. FEDERER, “Geometric Measure Theory,” Springer-Verlag, Berlin, 1969. 
17. I. FONSECA, Lower semicontinuity of surface energies, preprint, Carnegie Mellon 
University, Pittsburgh, 1990. 
18. I. FONSECA AND S. MUELLER, Quasi-convex integrands and lower semicontinuity in L’, 
Preprint Carnegie Mellon University, No. 91-135, 1991. 
19. I. FONSECA AND P. RYBKA, Relaxation of multiple integrals in the space EV(0; RP), 
Research Report, Carnegie Mellon University, Pittsburgh, 1991. 
20. E. GIUSTI, “Minimal Surfaces and Functions of Bounded Variations,” Birkhiiuser, Boston, 
1984. 
21. C. GOFFMAN AND J. SERRIN, Sublinear functions of measures and variational integrals, 
Duke Math. J. 31 (1964), 159-178. 
22. S. LUCKHAUS AND L. MODICA, The Gibbs-Thompson relation within the gradient theory 
of phase transitions, Arch. Rational Mech. Anal. 107 (1989), 71-83. 
23. P. MARCELLINI, Approximation of quasiconvex functions, and lower semicontinuity of 
multiple integrals, Manuscripta Math. 51 (1985), l-28. 
24. U. MASSARI AND M. MIRANDA, Minimal surfaces of codimension one, in “Notas de 
Matematica,” North-Holland, Amsterdam, 1984. 
25. V. G. MAZ’YA, “Sobolev Spaces,” Springer-Verlag, Berlin, 1985. 
QUASI-CONVEX INTEGRALS 97 
26. N. G. MEYERS, Quasiconvexity and lower semicontinuity of multiple variational integrals 
of any order, Trans. Amer. Math. Sot. 119 (1965), 125-149. 
27. C. B. MORREY, JR., Quasi-convexity and the semicontinuity of multiple integrals, PaciJic 
J. Math. 2 (1952), 25-53. 
28. C. B. MORREY, JR., “Multiple Integrals in the Calculus of Variations,” Springer-Verlag, 
Berlin, 1966. 
29. A. P. MORSE, Perfect blankets, Trans. Amer. Math. Sot. 61 (1947), 41842. 
30. S. MCILLER, Personal communication, 1991. 
31. D. PALLARA, Nuovi teoremi sulle funzioni a variazione limitata, Afri Accad. Naz. Lincei 
Rend. Cl. Sci. Fis. Mat. Natur. (9) 1 (1990) 309316. 
32. D. PALLARA, Some new results on functions of bounded variation, Rend. Accad. Naz. Sci 
XL Mem. Mat (5) 14 (1990), 295-321. 
33. Y. G. RESHETNYAK, Weak convergence of completely additive functions on a set, Siberian 
Math. .I. 9 (1968) 1039-1045. 
34. V. SVERLK, Quasiconvex functions with subquadratic growth, manuscript, 1990. 
35. K.-W. ZHANG, A construction of quasiconvex functions with linear growth at infinity, 
Proc. Roy. Sot. Edinburgh Sect. A, in press. 
36. W. P. ZIEMER, “Weakly Differentiable Function,” Springer-Verlag, Berlin, 1989. 
