In this paper, we introduce an information theoretic method for estimating the usefulness of the hyperlink structure induced from the set of retrieved documents. We evaluate the effectiveness of this method in the context of an optimal Bayesian decision mechanism, which selects the most appropriate retrieval approaches on a perquery basis for two TREC tasks. The estimation of the hyperlink structure's usefulness is stable when we use different weighting schemes, or when we employ sampling of documents to reduce the computational overhead. Next, we evaluate the effectiveness of the hyperlink structure's usefulness in a realistic setting, by setting the thresholds of a decision mechanism automatically. Our results show that improvements over the baselines are obtained.
INTRODUCTION
Web Information Retrieval (IR) can exploit a number of different retrieval approaches, taking into account various sources of information, in addition to the textual content of documents. For example, we can use evidence from the document structure, or hyperlink structure, to enhance retrieval effectiveness. However, not all queries benefit equally from using the same sources of evidence, or from applying the same retrieval approach. Indeed, hyperlink analysis tends to be more effective for broader queries than it is for specific ones. In other words, the linkage information may not be adequate to improve effectiveness for specific queries, due to the weaker nature of evidence obtained from hyperlinks [10] .
We believe that the optimal retrieval effectiveness could be obtained by applying the most appropriate retrieval approaches on a per-query basis. A necessary step towards this direction is quantifying how much information is obtained by considering evidence other than the content of documents. In this paper, we focus on evidence from the hyperlink structure of the content-based retrieved set of documents and how it can be employed to select the most appropriate retrieval approaches on a per-query basis.
We propose to estimate the usefulness of the retrieved documents' hyperlink structure for each query, by employing Information Theory and measuring the divergence between two score distributions. The first one is the content analysis score distribution, which serves as a baseline. The second distribution depends on both the content analysis scores and the hyperlinks within the set of retrieved documents. The divergence indicates the usefulness of the hyperlink structure by estimating whether there are any patterns in the distribution of hyperlinks for a given query. If the divergence is low, then there is no apparent pattern in the distribution of hyperlinks. On the other hand, if it is high, we expect to find some non-random patterns of hyperlinks, resulting in clusters of related documents. We choose to restrict our approach to the set of retrieved documents, in order to avoid the topic drift effect [5] . Next, we introduce a decision mechanism, which takes as input the estimate of the hyperlink structure's usefulness, and selects the most appropriate retrieval approaches from a set of candidate ones.
The proposed methodology can be seen as a two-step process. First, the usefulness of the hyperlink structure is estimated, without indicating anything about the final document ranking. In other words, the score distributions, whose divergence we measure, are not necessarily used for ranking the retrieved documents. In the second step, the most appropriate retrieval approaches are selected for document ranking. We introduce the second step in order to decouple the estimation of the hyperlink structure usefulness from document ranking. This enables us to use any retrieval approach in the second step, thus making our methodology more general.
We experiment with the data of the topic distillation tasks from TREC11 [7] and TREC12 [9] , and our results show that improvements over the baselines are obtained from a selective application of the most appropriate retrieval approaches on a per-query basis. To evaluate the estimation of the hyperlink structure usefulness in the first step, we assume the existence of relevance information, and use Bayesian decision theory [12] to assign a retrieval approach to each query optimally. We evaluate the usefulness measures by using different content analysis weighting schemes for defining the score distributions in the first step. Moreover, in order to reduce the computational overhead of the first step, we experiment with using various subsets of top-ranked documents. In both cases, we find that the effectiveness of the usefulness measures remains stable. Next, we evaluate the proposed methodology without relevance information. We assume that if we find useful patterns in the distribution of hyperlinks, then employing evidence from the hyperlink structure, or the URLs, to detect useful entry points, will be more beneficial to the ranking. In order to set the thresholds for the decision mechanism without relevance information, we employ an approach similar to that used by Cronen-Townsend et al. [11] .
The remainder of the paper is organised as follows. In Section 2, we present the measures of the hyperlink structure's usefulness. In Section 3, we describe the experimental setting and evaluate the introduced measures in the context of a Bayesian decision mechanism with relevance information. Sections 4 and 5 contain the experiments, where different weighting schemes and sampling of documents are used for estimating the usefulness of the hyperlink structure. In Section 6, we set the thresholds of the decision mechanism automatically, without relevance information. Section 7 contains a brief presentation of the related work, and in Section 8 we present some concluding remarks from this work.
USEFULNESS OF HYPERLINK STRUCTURE
We define the usefulness of the hyperlink structure of the set of retrieved documents as the information theoretic divergence between two probability distributions. The first one is the distribution ¡ of the content analysis scores ¢ ¤ £ for the documents ¥ ¦ £ § . The second distribution is constructed so as to favour the relevant documents that link to other relevant documents. This is a desired property of the second distribution, in the sense that it is more useful for a user, who is browsing a top ranked document, to navigate to other relevant but not necessarily highly ranked documents. The new score © £ for document ¥ £ § depends on its content-based score ¢ £ , as well as on the content-based scores ¢ of all retrieved documents ¥ , which are pointed by ¥ £ :
where ¥ ¦ £ 2 1 3 ¥ means that there is a hyperlink from ¥ 4 £ to ¥ . We normalise both distributions to probabilities as follows:
Having defined the distributions
1 , as a measure of the usefulness of the hyperlink structure:
Before continuing, we should note two issues. First, 
. This is addressed by employing the Jensen-Shannon symmetric divergence q , also called the total divergence to the average [20] :
x The notation for the divergence measures is taken from [19, 20] .
One of the properties of the Jensen-Shannon divergence is that it is upper bounded: 
e. the score of document 1 is 0.5, the score of document 2 is 0.4, etc. We will compute R T S ¡ D & P D V for four different arrangements of hyperlinks among the documents.
In Figure 1 (a), the first arrangement corresponds to a case, where there is no apparent pattern in the distribution of hyperlinks. After computing the distributions
In Figure 1 (b), the second arrangement corresponds to a case, where the top ranked documents are strongly connected and we find that
For the third arrangement, shown in Figure 1(c) , there is a group of documents that are strongly connected, without all of them being highly ranked. In this case we find that
For the last case, suppose that the graph of the example is complete, that is it contains one hyperlink between any ordered pair of documents. The divergence
and the corresponding structure of the hyperlinks for each of the four cases described above, we can see that
has the lowest value when there is no pattern in the way hyperlinks are distributed, and increases when there is a connected group of documents. The increase is higher if the documents from the connected group are ranked lower in the list of documents, In this case, we assume that the information from the hyperlink structure is more useful. The measures
give similar results. We aim to use these measures to detect queries for which there are some patterns in the distribution of hyperlinks. Consequently, we would be able to apply an appropriate retrieval approach for each query.
So far, we have defined the three measures of usefulness of the hyperlink structure, without imposing any constraint on the retrieval approaches that could be used in document ranking. In the next section, we evaluate the effectiveness of each measure in the context of a decision mechanism for selecting optimally the most appropriate retrieval approaches for each query. 
EVALUATING THE USEFULNESS MEASURES
For the second step of our methodology, we introduce a decision mechanism, based on the usefulness measures, for selecting the most appropriate retrieval approach on a per-query basis. For each task, we form a set of candidate approaches, corresponding to the most effective retrieval approaches (Section 3.1). Then, we use Bayesian decision theory to select the most appropriate candidate approach for each query (Section 3.2). The evaluation of the usefulness measures is based on the overall effectiveness of the decision mechanism, assuming that relevance information is available.
Selection of candidate approaches
There are many different retrieval approaches, in addition to content analysis of documents, which can be applied for a query. For example, we can employ hyperlink structure analysis [17, 6] , the anchor text of incoming links [8] , or use information from the URL of documents [18] .
We consider the following retrieval approaches: content-only retrieval (C), content and anchor text retrieval (CA), content with anchor text retrieval and URL length (CAU). For all three approaches, we employ the weighting scheme d q 2 from Amati and Van Rijsbergen's probabilistic framework of Divergence from Randomness (DFR) [2] , where the only parameter of the system is automatically set to e a [15] . For CA, we extend documents with the anchor text of their incoming links and perform content analysis. For CAU, we re-rank the top 1000 documents retrieved by CA, by taking into account the length of their URL as shown below:
where
is the score of the content and anchor text analysis, and
is the length in characters of ¥ £ 's URL path. We did not use query expansion in any of the above retrieval approaches.
We experiment with the data from the topic distillation tasks of TREC11 [7] and TREC12 [9] on the .GOV collection (for indexing the collection, we removed standard stop words and applied stemming). Both tasks involve finding key resources, or entry points for the topics. However, a difference between the two tasks is that the relevant documents for the TREC12 task are restricted to be homepages of relevant sites. This definition resulted in a lower number of relevant documents for the TREC12 task, affecting the stability of precision at 10 documents, which was the evaluation measure for b The formula of d q is shown in the appendix of the paper.
the TREC11 task. For TREC12, the Web track organisers chose RPrecision (precision after R documents have been retrieved, where R is the number of relevant documents for a query). For our analysis, we use precision at 10 documents for both TREC tasks and also R-Precision for the TREC12 task. Table 1 : Evaluation results of C, CA and CAU for TREC11 and TREC12 topic distillation tasks, respectively.
In this paper, for simplicity and in order to overcome the issue of sparsity of data, we choose the two most effective retrieval approaches as candidates for each task we test, based on relevance information (Table 1) 3 . For TREC11, we choose the approaches C and CA, which are the most effective. For TREC12, we select the approaches CA and CAU, respectively, which are the most effective according to both precision at 10 and R-Precision measures. We have also used the distributions P D and P D , defined in Section 2, for document ranking, but precision was significantly lower than that of C, CA, or CAU.
If we combine manually C and CA for TREC11 into MAX(C, CA), so that the most effective approach for each individual query is used, we get i ¦ a q d average precision at 10. For TREC12, the ideal combination MAX(CA, CAU) of CA and CAU results in i 4 Y 6 r a a i precision at 10, or i ¦ e 6 a ¦ average R-Precision. From both ideal combinations, we can see that there is room for improvement between the uniform application of a retrieval approach on all queries and the ideal combination, where the most effective approach is used on a per-query basis.
Bayesian decision mechanism
After forming the set of candidate retrieval approaches, we proceed to the evaluation of the usefulness measures in the context of a simple decision mechanism. We make a binary decision and select one of the two candidate approaches, using thresholds for the usefulness of the retrieved documents' hyperlink structure, similarly to the approach taken by Cronen-Townsend et al. [11] . For computing ¡ G F ¢ £ H , needed for the divergence measures of the first step, we employ the weighting model d q from the DFR framework. More specifically, we first group the queries according to which of the candidate approaches is more effective, with respect to precision at 10. We consider only the queries, for which there is a difference in precision at 10 between the candidate approaches, since we are more interested in the top ranked documents, as usually the case in Web IR. For TREC11, there are 9 queries for which C outperforms CA and 8 queries for which CA outperforms C. For TREC12, there are 19 queries for which CAU outperforms CA, and 11 queries where CA results in higher precision at 10 than CAU.
s The best submitted run to TREC11 topic distillation task achieved 0.2510 precision at 10 [7] . The highest R-Precision achieved by the submitted runs to TREC12 topic distillation task was 0.1636, while the highest precision at 10 was 0.1280 (these figures correspond to two different runs) [9] . Then, we compute the prior probabilities of a given retrieval approach being more appropriate for a query (Table 2 ).
TREC11
TREC12 P(C) 0.5294 P(CA) 0.3667 P(CA) 0.4706 P(CAU) 0.6333 Table 2 : The prior probabilities of a retrieval approach being more appropriate for a query (with respect to precision at 10), for both TREC11 and TREC12 topic distillation tasks.
After grouping queries into two classes for each task (the classes are C and CA for TREC11, while for TREC12 they are CA and CAU), we proceed with estimating the conditional probability densities of the divergence measures, given the most appropriate retrieval approach on a per-query basis. We employ kernel density estimation with Gaussian kernels and automatic setting of the bandwidth, using Silverman's rule of thumb [23] . The products of the conditional probability densities for
, with the prior probabilities from Table 2 , are shown in Figures 2 and 3 for TREC11 and TREC12, respectively. For example, we can see that when
is used for TREC11, C is more appropriate for queries associated with a low value of
, while CA is more appropriate for queries with a higher value of
The results are similar for TREC12 queries, where we select either CA or CAU (see Figure 3) .
Next, we set the thresholds for the decision mechanism, equal to the values corresponding to the intersection points of the product of the conditional probability densities and the prior probabilities. In this way, for each query, we apply the retrieval approach with the highest probability of being the most effective. This is optimal in the sense that it minimises the error rate, given that the cost of any wrong decision is the same.
We can extend the above decision mechanism in order to select the most appropriate retrieval approach from any number of candidates. For example, we could compute the prior and conditional probabilities for C, CA and CAU, and then select the most appropriate one. Alternatively, we could compute the divergence between the score distributions of any two retrieval approaches and use this in the decision mechanism. Even though similar improvements are obtained in this way, a restriction is that we can only select between two retrieval approaches for each query.
Pr. at 10 Thresholds C 0.2694 -MAX(C, CA) 0.2898 - Table 3 : Optimal selective application of C and CA for TREC11 topic distillation, using the three measures of the hyperlink structure usefulness and the thresholds, which correspond to the intersection points of the probability densities in Figure 2 . C is the best performing baseline.
The evaluation results and the thresholds of the decision mechanism described above are shown in Tables 3 and 4 for TREC11 and TREC12, respectively. We can see that precision increases over the best performing baseline, using any of the divergence measures from Section 2. More specifically, for TREC11, using Table 4 : Optimal selective application of CA and CAU for TREC12 topic distillation, using the three measures of the hyperlink structure usefulness and the thresholds, which correspond to the intersection points of the probability densities in Figure 3 . CAU is the best performing baseline.
preferable due to the lower number of thresholds. For TREC12, employing
to select either CA or CAU, performs equally well, using two thresholds. Note that the improvements in retrieval effectiveness for TREC12 are reflected in the increased value of both precision at 10 and R-Precision.
Summing up, all three usefulness measures, when employed in the context of an optimal decision mechanism, result in improvements in precision, compared to the results from Table 1 . Moreover, the small differences in their performance do not allow us to state that one is more effective than the others.
ALTERNATIVE WEIGHTING SCHEMES
For the first step of the proposed methodology, the measures of the hyperlink structure's usefulness depend on both a content analysis score distribution ¡ v F ¢ £ H and the hyperlink structure of the retrieved documents. In this section, we examine how the choice of a weighting scheme for computing the distribution ¡ influences the effectiveness of the usefulness measures, in the context of the second step's decision mechanism.
For computing the usefulness measures in the experiments of Section 3, the distribution ¡ (and consequently the normalised distribution ¡ D ) was based on the weighting scheme d q . In the following experiments we replace d q , first with the well-known t v u d formula [22] , and then with w S g 5 c x V ) y 4 , a variant of the weighting scheme w S g 5 E x V t from the DFR framework [2] , which z The formula of w S g 5 x V ) y is shown in the appendix of the paper. has been used in TREC successfully [1] . The employed weighting schemes are based on different statistical models. Additionally, since the combination of content and anchor text is an effective retrieval approach in the Web context [9] , we employ it to estimate the usefulness of the hyperlink structure. We compute the distribution ¡ p F ¢ @ £ { H by using d q with content and anchor text, and examine how this affects the retrieval effectiveness of the decision mechanism. The evaluation of the three different weighting schemes, and the combination of content with anchor text for both TREC11 and TREC12 is shown in The evaluation of the usefulness measures in the context of a decision mechanism is carried out in the same way as in Section 3.2, using the Bayesian decision mechanism. We only use the different weighting schemes and the anchor text to compute the divergence values, independently of the document ranking. In all cases, the candidate retrieval approaches are based on the weighting scheme d q . We adopt this approach in order to focus our evaluation on the effectiveness of the usefulness measures. The results are shown in Tables 6 and 7 for TREC11 and TREC12, respectively. Overall, we can see that using different weighting schemes does not affect the overall performance of the decision mechanism significantly. Both average effectiveness measures and thresholds remain stable, with some exceptions. For example, it is more effective for TREC11 to use
The results show that improvements over the baseline C (Table 1) are obtained, irrespectively of the weighting scheme used for computing the divergences. This lack of strong dependence between the choice of a weighting scheme for computing the divergence and the effectiveness of the decision mechanism is a desirable property for the hyperlink structure information value measures, since they should depend primarily on the hyperlinks between the retrieved documents.
TREC11
Pr. at 10 Thresholds 
SAMPLING DOCUMENTS
Any approach that aims to optimise the retrieval effectiveness of a system should not affect its responsiveness significantly. From this perspective, the topic distillation queries retrieve on average several tens of thousands of documents from the .GOV collection, and computing the divergence measures may result in processing a significant number of hyperlinks for the propagation of scores. In order to reduce the computational overhead of the first step, we examine the effect of sampling a subset of top ranked documents, instead of the whole set of retrieved documents.
We select the subset of the top ranked documents from the set , with respect to the score distribution F ¢ £ H and compute the distributions of scores from these documents, following hyperlinks to documents in the whole set of retrieved documents . We employ this approach, because if we considered only hyperlinks between documents in , we would restrict the number of processed hyperlinks significantly. This results in the subsequent modification of the distributions
For the experiments, we set equal to 100, 1000 and 10000 documents for computing
, respectively. Using the decision mechanism described in Section 3.2, we compute the thresholds for each divergence and we employ them to select the most appropriate retrieval approach on a perquery basis. The baseline for these experiments is the case where all retrieved documents are used to compute the divergence measures. Results for TREC11 topic distillation are shown in Table 8 , where we can see that sampling of documents does not really affect precision for
, we even see that there is a slight increase in precision at 10 when only 1000 or 10000 documents are sampled.
Pr Table 8 : Optimal selective application of C and CA for TREC11 topic distillation, with sampling of documents for computing the divergences. The last row, 'All', corresponds to the baseline, where we use all retrieved documents to compute the divergences.
The experiments for TREC12, shown in Table 9 , result in similar effectiveness as in the case of using the whole set of retrieved documents . If we consider precision at 10, we can see that the measures
documents. With respect to R-Precision, using document sampling with
, but when increases, R-Precision is lower. Another interesting observation is that for
, there is a difference between the most appropriate value for precision at 10 and for R-Precision. The highest R-Precision results from using 6 i a i documents for sampling, while we obtain the highest precision at 10 when @ i d i a i d i . Therefore, depending on the used evaluation measure, we could set to a lower or a higher value. Overall, reducing the number of documents used for computing the divergence measures, does not really affect the precision of the decision mechanism. Also, this result may indicate that the information obtained from the outgoing hyperlinks of the top-ranked documents is more useful than that obtained from the outgoing hyperlinks of lower-ranked documents. In terms of timing, there is a 92%, 90% and 79% average decrease in processing time when 100, 1000 and 10000 documents are sampled, respectively. The improved timings and the quite stable precision suggest that document sampling can be used in an operational environment to reduce the computational overhead of computing the divergence measures. We will use this conclusion in the next section.
Pr. 10 R-Pr. Pr. 10 R-Pr. Pr. 10 R-Pr. 
DECISION MECHANISM WITHOUT RELEVANCE INFORMATION
The experiments of all previous sections are based on assuming that relevance information exists. Indeed, we can choose the best two retrieval approaches as candidates for each task, and select one of them optimally, using Bayesian decision theory. However, in an operational environment, it is not likely that we will have relevance information readily available. Therefore, it is important to have a method for selecting the candidate approaches and setting the threshold values of the decision mechanism automatically.
For selecting the candidate approaches, it is reasonable to assume that we can choose the two most effective retrieval approaches, based on a training process. The potential for improvement is higher if each of the two retrieval approaches outperforms the other on a large subset of the queries. In this section's experiments, we will employ the candidates C and CA for TREC11, and CA and CAU for TREC12, similarly to the previous experiments.
For setting the thresholds, we employ a similar method to that of Cronen-Townsend et al. [11] . We compute the divergence measures by considering a sample of terms from the lexicon as oneterm queries. We ignore the terms that appear in less than 1000 documents in the collection, since those terms would retrieve few documents with a small number of hyperlinks, biasing the computed divergence measures. Considering the results from the previous section, and in order to minimise the training time, we use the top 100 retrieved documents to compute the divergence measures. The estimated probability densities are shown in Figure 4 . We can see that the probability densities of
is more symmetric. We select three threshold values, for which 30%, 50%, or 70% of the computed divergence values are below the threshold.
We introduce a decision mechanism that uses evidence from the hyperlink structure, or the URLs, when we detect useful patterns in the distribution of hyperlinks. Hence, if the divergence measure is lower than a threshold, we apply C for the associated TREC11 query (CA for a TREC12 query), otherwise we apply CA (CAU for a TREC12 query). As a consequence, for both tasks, when the divergence measure is higher than the threshold, we employ more evidence from the hyperlink structure, or the URLs, to detect the useful entry points of the retrieved documents.
The results are shown in Table 10 . For TREC11, we obtain a slight improvement over the best performing baseline C (Table 1) when we use q y S ¡ D & % P D V with the 30% and 50% thresholds. For
we can see that the performance for the 30% and 50% thresholds is equal to that of CA, and increases when we use the 70% threshold. We believe that we only obtained improvements for the 70% threshold, because the sampling of terms, to set the threshold values for Table 10 with the first rows of  Tables 8 and 9 , where we sample the top 100 documents, we can see that the decision mechanism with the automatically set thresholds, performs nearly as well as the Bayesian decision mechanism, especially when we use
RELATED WORK
The combination of different sources of evidence has been studied in IR, in order to increase retrieval effectiveness. In the context of Web IR, recent research has focused on detecting when to employ evidence from the hyperlink structure. Approaches proposed towards this end were based on the density of the links in a collection [14, 13] , or on the characteristics of the set of retrieved documents for each query [4, 3, 21] . In all these approaches, the application of hyperlink analysis depends on the assessment of the hyperlink structure, in contrast to our approach, where the hyperlink structure's usefulness is independent of the document ranking. Moreover, Kang and Kim [16] tried to identify the type of each query from a mixture of topic relevance and home page finding queries, and then applied a retrieval approach for each query type.
Our approach is related to the work of Cronen-Townsed et al. [11] , in the sense that we employ a similar way to compute the thresholds of the decision mechanism, with or without relevance information. On the other hand, the information theoretic measures differ from query clarity in that we use the hyperlink structure of the retrieved documents. Additionally, computing the usefulness of the hyperlink structure is not directly related to document ranking.
CONCLUSIONS
In this paper, we present a set of three information theoretic measures that estimate whether there are useful patterns in the distribution of hyperlinks of the retrieved documents. More specifically, we measure the divergence between the content analysis score distribution and a distribution of scores, modified by a single-step propagation of scores through the hyperlinks. All three measures estimate the degree to which the hyperlink structure is random or not, independently of the document ranking. The higher values of the measures signify that the distribution of hyperlinks among the retrieved documents contains some patterns, which may correspond to clusters of related documents.
We evaluate the information theoretic measures in the context of a methodology with two independent steps. First, we compute the divergence measures, independently of the document ranking. Then, we use the computed measures in a decision mechanism based on Bayesian decision theory, where the most appropriate approach, from a set of candidate ones, is used for retrieval on a perquery basis. Having two steps enables us to employ any retrieval approach for the second step, thus making our methodology more general. We assume that there exists relevance information and we find the optimal setting for the decision mechanism. In this case, we obtain improvements over the best baseline for both TREC11 and TREC12 topic distillation tasks. Moreover, similar improvements are obtained when we compute the divergences using alternative weighting schemes, or when we use sampling of documents to reduce the computational overhead.
We employ sampling of documents, in order to experiment and evaluate a decision mechanism, where the thresholds are set automatically, without relevance information. The experiments show that the automatic setting can lead to improvements over the most effective baseline (C for TREC11 and CAU for TREC12), especially when we use the divergence measure q y S ¡ D & P D V . There are several interesting directions in which we can refine this work. The first is forming the set of the candidate approaches, and the evaluation of selecting an approach from more than two candidates, in the context of the Bayesian decision theory. A second direction is looking into refined ways to compute the thresholds without relevance information. In addition, we plan to test our approach on other appropriate Web test collections, as they become available.
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APPENDIX
The formulae of the weighting schemes d q and w S g 5 c x V ) y (a variant of w S g 5 x V t ), which we employed from Amati and Van Rijsbergen's DFR framework [2] , are shown below:
where: is the mean and variance of a Poisson distribution,
, is the size of the collection,
Freq(k @ C ollection) is the within-collection term-frequency, term freq is the within-document term-frequency and doc freq is the document-frequency of the term.
