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Excitatory postsynaptic potentials (EPSPs) occur when the neurotransmitter
glutamate binds to postsynaptic receptors located on specialized/pleomorphic structures
called dendritic spines, which are attached to dendrites through spine necks. These
potentials constitute the input signals that neurons must process in order to maintain
proper brain function, but due to the small size of spines, direct measurement of these
potentials at their site of origin has remained elusive. In this study, we combine voltagesensitive dye recording with glutamate-uncaging to directly measure the amplitude and
duration of unitary EPSPs in single spines in cortical layer 5 pyramidal neurons from
mouse brain slices. Our findings indicate that EPSPs in the spines that resemble
miniature EPSPs at the soma are always less than 20 mV, and last on average 15 ms.
In the same spines, we also determined the diffusional coupling of the spine with the
parent dendrite to estimate the spine neck resistance (Rneck). We show that large Rneck
enhances the EPSP amplitude within the spine through passive mechanisms, but at the
same time, increases the amount of attenuation of the synaptic input at the soma.
These findings are recapitulated with a morphologically realistic computational model of
a L5 pyramidal neuron from which we can also predict the unitary synaptic
conductances associated with these EPSPs.

Erika Hoyos-Ramirez – University of Connecticut, 2014

Moreover, since the propagation of the EPSP from the spine to the soma is also
determined by the dendritic morphology, we performed detailed simulations to assess
how the spine neck and the dendritic resistance combined can facilitate or prevent the
generation of sodium dendritic spikes from the synchronous activation of synaptic input.
We find from these simulations that distal spines with small Rneck are more likely to
generate sodium spikes if the synaptic conductance is large enough, and the
distribution of voltage-gated sodium channels (VGSCs) is homogeneous throughout the
dendrite. These sodium spikes backpropagate into the spines, and are largely
dependent on the density of VGSCs within the parent dendrite, but not within the spine
head. The implications of these observations for dendritic input integration and future
experiments to test these predictions are discussed.
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Chapter 1
Introduction

Dendritic spines constitute the postsynaptic sites of excitatory synaptic input in
many mammalian brain regions that play fundamental roles in learning and
behavior. Spines are highly plastic, and can act as chemical and possibly
electrical compartments capable of modulating synaptic efficacy (1), input
integration and neuronal plasticity. Structural abnormalities in dendritic spines
have been found in patients and animal models of neurodegenerative and
developmental disorders, such as Alzheimer’s disease, autism and mental
retardation (2). Understanding how spines influence brain function by means of
their biophysical properties and dynamics will help elucidate how neurons
process information, and store memory, as well as help identify potential
therapeutic targets for diseases caused by abnormal spine physiology.

1.1 Dendritic Spines
Dendritic spines are small pleomorphic membrane protrusions that emanate from
the dendrites of mature neurons in many brain regions, including pyramidal
neurons of the neocortex and the hippocampus, medium spiny neurons of the
striatum and Purkinje cells of the cerebellum. The morphology of spines consists
of a spine head, whose volume can range between 0.005-1 µm3, and a spine
neck that is variable in diameter and length (3). Spines are usually classified into
1

three types based on their morphology: thin, mushroom, and stubby. This
morphological diversity plays an important role in brain function, since the spine
shape allows the compartmentalization of biochemical signals, and possibly also
of electrical signals, which provide synapses with specific biochemical properties
associated with their synaptic input, and long-term plasticity (4). The transfer of
synaptic potentials from the spine to the dendritic shaft, and to the soma, is likely
to be effected by the spine shape. Given that very narrow necks could potentially
act as electrical resistors, they could have dualistic effects on synaptic potentials.
On one hand, narrow spine necks could increase the amount of voltage
attenuation traveling from the spine to the dendrite, but on the other hand, they
could also facilitate the activation of voltage-gated channels within individual
spine heads. This will make spines behave as electrical amplifiers (5). In the
research presented here, we investigate these questions by means of voltage
sensitive dye imaging (VSDI) in singles dendritic spines, coupled with 2-photon
glutamate uncaging (glu-uncaging). We combine these techniques with
compartmental modeling, in order to study the role of the spine neck resistance
in shaping synaptic voltages traveling from the spine to the dendrite, and to the
soma.

Spines appear early during development, and their formation is part of the
establishment of neural circuits (6). There is strong evidence suggesting that
spines form from thin membrane protrusions called filopodia that can form
transiently on dendrites. Time-lapse imaging in neuronal cultures and brain slices
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has shown that the highly dynamic filopodia initiate contacts with presynaptic
axons, and could occasionally transform into spines if they receive synaptic input
(7-10). Nevertheless, observations that dendritic spines can form directly from
dendritic shafts without the initial filopodia have also been made (9).

The dynamics of spine formation and elimination vary with the age. In vivo
imaging studies have demonstrated that at early postnatal ages spines are highly
dynamic and start to accumulate rapidly (11). As animals mature into adulthood,
the spine turnover rate decreases, and a process called spine pruning takes
place, where the overall number of synapses is reduced to leave only the more
efficient synaptic configurations (12-14). Although at a slower rate, the process of
spine formation and elimination persists during adulthood (15), and it is thought
that this process is balanced so that the global number of spines is stabilized
(16).

A positive correlation between spine stability and spine size has been found,
although this correlation is not absolute. Imaging of dendritic spines in the mouse
neocortex (postnatal day 14-511) over days to months showed that thin spines
could appear and disappear within days, whereas most thick spines persisted for
months (17). This observation, together with evidence that the percentage of
stable spines increases with age (18) have led Kasai et al (19) to propose that
persistent spines are the result of an activity-dependent enlargement.

3

The molecular composition of spines is rich in synaptic receptors, ion channels,
actin cytoskeleton, and signaling molecules, such as small GTPases, kinases
and phosphatases (Figures 1.1 and 1.2). In L5 pyramidal neurons, upon release
from the presynaptic terminal, glutamate binds to α-amino-3-hydroxy-5-methyl-4isoxazolepropionic acid receptor (AMPARs) and N-methyl-D-aspartate receptor
(NMDARs). AMPARs mediate the fast component of the synaptic transmission
by allowing the influx of Na+ and Ca2+, and efflux of K+, that leads to the
membrane depolarization called excitatory postsynaptic potential (EPSP).
NMDARs are also nonselective cation channels, but are blocked by extracellular
Mg2+ at resting membrane potentials. This block is relieved when the membrane
depolarizes either by a backpropagating action potential (bAP), or by the opening
of AMPARs. Opening of NMDARs is responsible for the slower component of the
EPSP that triggers intracellular signaling pathways by allowing the influx of Ca2+
(20). Spines also have voltage-gated Ca2+ channels (VGCCs), and possibly,
voltage-gated Na+ channels (VGSCs) as well (21-23) (Figure 1.1).

The synaptic activity of VGCCs and VGSCs has been most extensively studied in
the apical dendrites of CA1 hippocampal neurons. Due to their larger size
compared to basal and oblique dendrites, apical dendrites are more accessible to
dendritic patching. The voltage-dependent properties of Na+ and T-type Ca2+
channels predict that EPSPs of 10 to 20 mV would activate these channels (24).
Dendritic patching of the apical dendrite in CA1 neurons at distances greater
than 100 µm from soma has shown the presence of at least two distinct types of
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Ca2+ channel activity (25). The low-voltage activated (LVA), small conductance
(~9 pS) channel, and the high voltage-activated (HVA), moderate conductance
(~15 pS) channel, which showed a pharmacological profile similar to the R-type
Ca2+ channels. The HVA L-type Ca2+ channel activity was also found at distances
within 100 µm from soma.

A systematic pharmacological study of VGCCs from apical dendrites of CA1
pyramidal neurons from juvenile mice (postnatal day 15-18) (21) has shown that
Cav3 T-type, Cav1.2 or Cav1.3 L-type, and Cav2.2 N-type VGCCs contribute to
the action potential-evoked Ca2+ transients in dendrites and spines; however, the
Cav2.3 R-type VGCC seemed to be selectively localized or activated in the spine,
but not in the apical dendrite. Glutamate uncaging-evoked Ca2+ signals in the
spine mediated by the opening of the Cav2.3 R-type VGCC were also observed
in this study, for somatic EPSP amplitudes that were in the upper range of
miniature EPSPs (~1 mV).

Opening of VGSCs in the apical dendrites of CA1 neurons has been observed
upon synaptic activation of the Schaffer collaterals, which produced dendritic
EPSPs of 15 to 20 mV in amplitude (25). In the basal dendrites of L5 pyramidal
neurons it has been shown that increasing the stimulation strength of clustered
synaptic input can eventually lead to dendritic nonlinear amplification by the
generation of Na+ and NMDA spikes (26, 27). Although these results show that
EPSPs from spatiotemporally clustered inputs can open voltage-gated channels
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in the dendrites of pyramidal neurons, it remains to be demonstrated whether
activation of a single synapse under physiological conditions leads to the
activation of these active conductances within individual dendritic spines.

Several K+ channels have been found in spines. The voltage-gated K+ channel
Kv4.2, a channel that carries a transient IA current, has been found evenly
distributed on dendrites and spines of CA1 hippocampal neurons (28). The
voltage-independent/Ca2+-dependent K+ channel (SK2) has also been found in
spines of hippocampal pyramidal neurons. Ca2+ influx through NMDARs or Rtype VGCCs activates SK channels, which rapidly restore the resting membrane
potential in the spine (21). By repolarizing the membrane, SK channels
downregulate NMDARs and VGCCs. Blocking SK channels or genetically
deleting them increases the dendritic excitability, and enhances the ability of
spines to undergo long-term potentiation due to the increased activity of the
NMDAR signaling pathway (29).

Dendritic spines rely on the dynamics of the actin cytoskeleton to generate the
force at the plasma membrane required to maintain their shape, and to
dynamically regulate it with synaptic activity (30, 31) (Figure 1.2). Parallel actin
filaments are found in the spine neck, while a network of short cross-linked
branched filaments are present in the spine head (32-35). AMPAR and NMDAR
signaling

can

control

actin

polymerization

in

the

spine

through

the

activation/inhibition of small GTPases such as Ras homolog gene family,
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member A (RhoA), Ras-related C3 botulinum toxin substrate 1 (Rac1), cell
division control protein 42 homolog (Cdc42) and rat sarcoma protein (Ras) (3639) (Figure 1.2). By switching between the guanosine-5’-triphosphate (GTP) and
guanosine-5’-diphosphate (GDP)-bound states, these GTPases can change the
activity of specific actin binding proteins that control actin polymerization. In
general, while RhoA inhibits, Rac and Cdc42 promote the growth of spines.
However, there is extensive crosstalk between these pathways. RhoA can
activate the Rho-associated protein kinase (ROCK), which leads to the
phosphorylation of ADF/cofilin, thereby inactivating actin-depolymerization and
stabilizing actin filaments. On the other hand, Cdc42 and Rac1 can lead to the
activation of the WAVE (Wasikott-Aldrich syndrome protein family Verprolin
homologous proteins) families of proteins, such as N-WASP and WAVE1, which
play a key role in maintaining actin polymerization, and underlie the activitydependent enlargement of spine heads through the recruitment of the Arp2/3
complex (actin-related protein 2/3 complex), an actin nucleation factor with ability
to form branches in the actin cytoskeleton (40).

Several other proteins have been found to cause the elongation of spines
downstream of the NMDAR signaling pathway. When overexpressed in cultured
cortical neurons, Debrin A was shown to positively modify the length of spines
(41), which is likely mediated mainly through its interaction with F-actin, but also
with other proteins, such as profilin, myosin, gelsolin, and Ras (42, 43). Cortactin
is another protein downstream of NMDAR signaling that is concentrated in
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dendritic spines of cultured hippocampal neurons, and its overexpression can
cause elongation of spines likely through its interaction with F-actin and the
Arp2/3 complex (44).

Given that many neurological disorders associated with memory loss and
behavioral disorders are often caused by abnormalities in synaptic connectivity, it
is not surprising to find morphological alterations in dendritic spines in brain
tissue from patients affected by Alzheimer’s disease (AD), schizophrenia, mental
retardation, and autism. Patients with AD show synapse and dendritic spine loss
in the hippocampus and throughout the cortex (45). Animal models of AD
carrying mutations in genes involved in the beta amyloid metabolism show
deficits in working memory, and spine loss in hippocampal and cortical pyramidal
neurons (46). Moreover, postmortem brain tissue from patients with mental
retardation shows a reduced number of spines but normal spine morphology,
whereas an increase in immature elongated spine density has been observed in
tissue from patients with autism and fragile X syndrome (47, 48).

Interestingly though, while spine abnormalities are found in neurodegenerative
disorders, increased spine formation has been observed in neuronal tissue
recovering from injury. For example, 2-photon chronic imaging used to study
synaptic function in pathological conditions has shown an increase in spine
formation in peri-infarct dendrites (49), and retinal lesions have been shown to
induce spine remodeling in the visual cortex (50). Thus, it is possible that by
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targeting the right pathways involved in synaptic transmission within spines, new
therapies could be developed to overcome the loss of synapses during brain
tissue damage.

1.2 Role in Synaptic Plasticity and Input Integration
Synaptic Plasticity
Plasticity, the capacity to change in response to stimulus and experience,
constitutes one of the most fundamental properties of the brain. It is plasticity that
allows the brain to act as a memory storage and information-processing device,
recognize sensory patterns, refine body movements, predict the external world,
and recover from injury (51). At the cellular level, plasticity is embedded in
physiological and structural interactions, and dendritic spines lie at the heart of
them.

It became evident that spines played an important role in plasticity when changes
in synaptic strength were accompanied by stable morphological changes in
spines (52), and the later observation that motor learning and sensory stimulation
could induce the formation of new spines (53, 54). This, together with the
observation that large spines can persist for long periods of time, whereas thin
and small spines are more transient (17, 55), support the proposition that large
spines could be the structural form of memories, and that smaller spines could
allow the acquisition of new memories by the formation of new synapses (56).

9

Different forms of synaptic plasticity have been discovered experimentally
depending on the frequency and duration of the synaptic stimulation, which leads
to the activation of particular signaling pathways. For example, high frequency
synaptic stimulation, or glutamate uncaging, in the hippocampus and the
neocortex, triggers an NMDAR-dependent form of plasticity called long-term
potentiation (LTP), characterized by a long-lasting increase in the somatic EPSP
amplitude. This form of plasticity is mediated by several kinases including
Ca2+/calmodulin-dependent protein kinase II (CaMKII), protein kinase A (PKA),
and protein kinase C (PKC), that become activated by the rise in intracellular
Ca2+ through the NMDARs (2). These kinases induce the phosphorylation of
AMPARs and the transmembrane AMPAR regulatory proteins (TARPs), which
increase both the trafficking of AMPARs at the synapse and the AMPAR single
channel conductance (57-59). This addition of AMPARs at the synapse is
accompanied by an immediate (<1 min) increase in the spine head volume, and
an enhanced postsynaptic response to further stimulation (52, 59, 60). While the
initial expansion of the spine head is NMDAR-dependent, the long-lasting
expansion depends on the activation of CaMKII (61).

In contrast to LTP, another form of synaptic plasticity has also been found called
long-term depression (LTD), which can be induced by low-frequency (1-5 Hz)
stimulation of the synapse, and is characterized by a decrease in the amplitude
of the somatic EPSPs. Induction of LTD also depends on the activation of
NMDARs, however, the resulting magnitude and duration of the Ca2+ influx
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triggers phosphatases, such as calcineurin and protein phosphatase 1 (PP1),
instead of kinases. These phosphatases dephosphorylate AMPARs leading to
their downregulation and removal from the synapse (62). Shrinkage of the spine
after LTD induction has been observed, and is mediated by the actin-severing
protein cofilin (63).

Input Integration
The function of spines during input integration is just now beginning to be
elucidated experimentally, and will strongly depend on their biophysical
properties, such as channel composition and spine neck resistance. These
parameters are difficult to measure experimentally due to the small size of spines
that makes them inaccessible to classical electrophysiology. Much more is
known about the role of dendrites in input integration, which has been shown to
also depend on the dendritic morphology, distribution of channels, and spatiotemporal pattern of the synaptic input.

The dendritic morphology of pyramidal neurons is complex, and allows for the
spatial segregation of inputs into specific dendritic subcompartments, such as
basal, apical and tuft dendrites (Figure 1.3). Cable theory, a mathematical
formulation that allows the quantification of electric current along passive
dendritic cables, predicts that in the absence of active (voltage-gated)
conductances, a temporal sequence of excitatory inputs will produce a response
at the soma that will depend on the dendritic input location (64).
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Different modes of dendritic integration, linear, sublinear and supralinear have
been observed experimentally. In hippocampal and neocortical brain slices,
activation of hundreds of unitary inputs by synaptic stimulation have been shown
to sum linearly at the soma, requiring the activation of voltage-gated mechanisms
that could counteract the local shunting predicted by cable theory (65, 66). The
authors in favor of this linear mode of summation suggest that even though
dendrites are capable of non-linear behavior, due to the presence of voltagegated channels and their ability to fire dendritic spikes, they are tuned to sum
input linearly, and maintain the importance of individual inputs at the soma (67).

This view contrasts with other studies, which have shown that input summation
can be highly nonlinear under certain conditions (26, 68-71). Nettleton et al (68)
showed in L5 pyramidal neurons that two synaptically evoked AMPA-mediated
EPSPs, one coming from layer I and the other coming from layer III-V, could be
summed supralinearly at the soma if both inputs were activated simultaneously
or if the soma was hyperpolarized. This summation could become linear if the
Na+ and Ca2+ postsynaptic conductances were blocked, or the time between
stimuli increased from 0 to 30 ms. Furthermore, Schiller et al (69) showed that
coactivation of clustered inputs on basal dendrites of L5 pyramidal neurons
initiated local dendritic NMDA spikes that resulted in somatic depolarizations of
up to ~6 mV in amplitude and ~64 ms in duration, resulting in more than 200%
somatic voltage amplification. Similar NMDA spikes have also been found in the
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distal tuft dendrites of the same neurons (72). In addition, a recent study showed
that glutamate excess in the extracellular space, achieved through repetitive
synaptic stimulation or glutamate iontophoresis, could generate NMDA spikes
that were restricted to the stimulation site, but that further stimulation could
produce characteristic plateau potentials that spread throughout the entire
dendritic branch (70). These highly non-linear plateau potentials showed
sublinear summation at the soma, suggesting that the activation of extrasynaptic
NMDARs allows for signal compression in cortical circuits.

These conflicting results of linear versus non-linear dendritic integration have
been somewhat captured in a theoretical model known as the “two-layer model of
synaptic integration”, which suggests that inputs are first processed within
separate dendritic compartments, each governed by their own sigmoidal
thresholding nonlinearity, and whose outputs are linearly combined at the soma
to determine the cell response (73, 74). The closest experimental validation of
this model is one in which focal extracellular synaptic stimulation was applied at
two different dendritic locations, and the responses were measured at the soma
(75); this study showed that nearby inputs on the same branch summed
sigmoidally, where the stimulus intensity determined whether summation was
sublinear or supralinear, and that inputs on different branches summed linearly.

The effect of the spatiotemporal pattern of synaptic input in determining the mode
of dendritic integration has been demonstrated in several studies. For example,
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Losonczy et al (76) showed that asynchronous input delivered to radial oblique
dendrites of CA1 pyramidal neurons produced somatic depolarizations that
summed linearly, while highly synchronized inputs exhibited supralinear
summation of somatic voltage responses. Similarly, by doing whole-cell dendritic
recordings, Gasparini et al (77) showed that when synaptic input arrives
asynchronously (within 10-100 ms all in the same dendrite) or highly distributed
in space (7-10 uncaging events over 150 µm of dendrite), the dendritic arbor
performs a linear integration; in contrast, if synaptic input is synchronous (within
1-3 ms all in the same dendrite) and spatially clustered (7-10 uncaging events
over 20 µm of dendrite), the dendritic compartment receiving the input performs a
highly nonlinear integration.

Another important aspect of dendritic integration is the role of the inhibitory input.
Dendritic inhibition caused by GABAergic interneurons could exert nonlinear
shunting effects on the excitatory potential. A study that looked at this (78), used
iontophoretic application of glutamate and GABA in hippocampal slices, and
compartmental modeling, to show that the somatic responses to a pair of
coactivated excitatory and inhibitory inputs could be predicted by a simple rule:
the sum of the EPSP, the inhibitory postsynaptic potential (IPSP), and a
nonlinear component that is proportional to their product (k*EPSP*IPSP). Here, k
reflects the strength of the shunting effect. This simple rule provides a
quantitative basis for analyzing inhibition domains on pyramidal cells produced
by specific innervations of inhibitory interneurons.
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To what extent dendritic spines influence input integration is still an opened
question. Spines could affect the dendritic summation in several ways: (1) by
increasing the total membrane capacitance of the dendrite which could slow
down the time course of synaptic inputs and increase the time window for input
integration (67, 79); (2) by changing the spine neck resistance which could
modulate the amount of attenuation, and the amount of depolarization
experienced by neighboring spines; (3) by allowing the activation of voltagegated channels which could amplify synaptic input, and the resulting
depolarization at the dendrite. Indirect evidence of this latter mechanism has
been shown in a recent study in CA1 hippocampal neurons, where the large neck
resistance (Rneck = ~500 MΩ) measured through a combination of glutamate
uncaging, Ca2+ imaging, dendritic patching, and compartmental modeling,
suggested that spines could encourage nonlinear input integration by allowing
the activation of voltage-gated conductances (80).

1.3 Biochemical Compartmentalization in Spines
There is extensive experimental evidence demonstrating that spines can
compartmentalize intracellular Ca2+ signals, and thus provide a synapse specific
biochemistry associated with synaptic activity, and long-term plasticity (4). Ca2+
influx into spines occurs through the activation of ionotropic glutamate receptors
and VGCCs. NMDARs are particularly permeable to Ca2+. Typically, the spine is
first depolarized by the activation of AMPARs upon binding to glutamate, which
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releases the Mg2+ block of NMDARs. Opening of NMDARs leads to Ca2+ influx,
and further depolarization. If the depolarization is high enough, it can lead to the
activation of VGCCs. It has been shown in hippocampal slices that subthreshold
synaptic stimulation leads to a NMDAR-dependent rise in intracellular Ca2+ levels
[Ca2+]i that is restricted to the spine; however, if the stimulus intensity was high
enough, the [Ca2+]i rise could spread throughout the dendritic tree in a NMDARindependent fashion (81, 82). Furthermore, protocols that pair action potentials
with synaptic stimulation, an alternative method used for LTP induction, have
shown an NMDAR-dependent supralinear rise in [Ca2+]i can also be restricted to
the stimulated spine (83, 84). Although the spine morphology plays a key role in
the compartmentalization of [Ca2+]i, as has been demonstrated by the positive
correlation between the spine neck length and the decay time constant of [Ca2+]i
signals within the spine head (85), other mechanisms can contribute as well.
Particularly, extrusion mechanisms such as Ca2+ pumps can quickly remove the
[Ca2+]i from the spine cytosol before it has time to diffuse into the dendrite.

The role of the spine neck in regulating the diffusional coupling between the
spine and the parent dendrite has been explored in several studies, which show
that the amount of coupling can be regulated by pre- and postsynaptic activity.
Studies in hippocampal slices have shown that pairing glu-uncaging evoked
EPSPs with postsynaptic action potentials can increase the diffusional isolation
of the spine (86). Moreover, long depolarizations, or bursts of action potentials
(APs), have also been shown to increase the diffusional isolation of the spines,
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through a process that is mediated by Ca2+ influx (87).

In contrast to the well compartmentalized synaptic [Ca2+]i signals in individual
spines, small GTPases exhibit a more variable behavior. Using cultured
hippocampal slices and glu-uncaging it has been shown that Ras can spread out
of the target spine into the dendrite, and neighboring spines, up to 10 µm away
(88). Moreover, by using 2-photon glu-uncaging to induce a long-term increase in
the spine head volume associated with LTP, Murakoshi et al (89) showed that
while both RhoA and Cdc42 are activated, Cdc42 remains in the stimulated
spine, and RhoA diffuses and spreads up to 5 µm away. Thus, it seems that Ras
and RhoA can carry synaptic signals from spine to spine, whereas Cdc42 does
not.

The morphology of spines also plays a key role in confining the glutamate
receptors at the synapse, preventing their lateral diffusion throughout the plasma
membrane (90). This could play a critical role in the synaptic response, since
modeling studies have shown that clustering of AMPARs at the postsynaptic
density (PSD) can determine their opening probability (91); given that the area of
the AMPAR activation upon glutamate release has similar dimensions to the
millimolar glutamate concentration surrounding a vesicle release site, receptors
that are not well aligned with the presynaptic release site are unlikely to open.
Experiments have shown that TARPs link the AMPARs with PSD-95
(postsynaptic density protein 95), one of the most abundant PSD scaffold
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proteins (58, 92), and that this association with TARPs can double their single
channel conductance (93). The spatial compartmentalization of NMDARs also
plays a key role in the direction of plasticity. For example, whereas activation of
extrasynaptic NMDARs leads to dephosphorylation of the CREB and LTD,
activation of synaptic NMDARs promotes phosphorylation of CREB and LTP (94,
95). CREB stands for cAMP response element-binding protein, and is a cellular
transcription factor that regulates the expression of genes such as c-fos, BDNF
(brain-derived neurotrophic factor), and other neuropeptides important in the
maintenance of the late phase of LTP.

1.4 Electrical Compartmentalization in Spines
Extensive theoretical studies have predicted that the electrical behavior of spines
depends strongly on the intracellular resistance of the spine neck (Rneck). In
principle, a large Rneck would produce a large input impedance at the spine head,
and as a consequence, synaptic input would be expected to produce a large
local EPSP in the spine. However, this would also mean more attenuation at the
parent dendrite and the soma. More detailed discussions of the physiological
significance of this amplification/attenuation effect of larger Rnecks will be provided
in Chapter 2, as well as some of the experimental evidence that suggests that
spines behave as electrical compartments. In this section, we will discuss the
theoretical approaches that have been used to model spines as a resistorcapacitor circuit.
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Theoretical Approaches
The biophysical properties governing the behavior of passive spines have been
studied extensively using theoretical models that approximate the spine to an
equivalent circuit. A simplified electrical model of such a spine is shown in Figure
1.4 (1, 96). Any current injected into the spine must flow either across the spine
head membrane resistance (Rh) or through the axial resistance of the spine neck
(Rneck) and along the dendritic input resistance (Rd). However, given that the
membrane area of the spine is so small (< 1 µm2), Rh can be assumed to be
infinite, and therefore, the input resistance of the spine Rspine can be well
approximated to the sum of Rneck and Rd. An important consequence of this high
Rh and low capacitance of the spine caused by their small size, is that dendritic
voltage pulses will be able to invade the spine without significant voltage
attenuation, whereas EPSPs will attenuate as they travel from the spine towards
the dendrite.

The current flowing across the synapse at the spine head (Isyn) can be expressed
as:

   





Where gsyn is the synaptic conductance, Esyn is the reversal potential of the
synapse, and Vs is the voltage in the spine. By applying Ohm’s law, it is possible
to solve for Vs and the voltage in the dendrite (Vd), so that:
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From these two equations it follows that in the limit where gsyn is small relative
Rspine, the synapse acts as a current source of amplitude gsynEsyn, and the
dendritic voltage is independent of Rneck. In this limit, the EPSP attenuation factor
will depend solely on the difference in the input resistances between the spine
and the dendrite, so that Vd / Vs = Rd / Rspine. However, if gsyn is large relative
Rspine, Vs approaches Esyn, and Vd converges to RdEsyn/Rspine. In this limit, the
synapse acts as a voltage source Esyn, and changes in Rneck can affect the
amount of current entering the spine and reaching the dendrite (1).

This theoretical analysis of passive spines was the foundation for understanding
their structural and electrical properties, in the absence of voltage-gated
channels. However, with the discovery of active conductances present in
dendrites (97-99) it became clear that spines could act as electrical amplifiers by
allowing the compartmentalization of voltage, and an Rneck dependent increase in
the EPSP amplitude that could facilitate the activation of fast voltage-gated Na+
and Ca2+ channels (5, 100-102). Computational models of spines that
incorporated the formulation of the action potential kinetics (100) showed that in
active spines, the increase in the spine EPSP amplitude was non-linear with
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respect to gradual increments in gsyn. Moreover, while in passive spines
successive increments in Rneck led to linear increments in the spine EPSP, and
gradual decrements in the dendritic EPSP, this was not the case for active
spines. When Rneck reached 400 MΩ in those simulations, the spine fired an
action potential that resulted in a larger dendritic EPSP compared to that
produced by the passive spine.

Experimental evidence for electrical compartmentalization in spines is just now
beginning to emerge with the main difficulty being the inaccessibility of spines to
classical electrophysiology. Growing amounts of experimental data based on
Ca2+ and voltage imaging in spines is starting to suggest that spines can indeed
behave as electrical compartments (see Chapter 2). Nevertheless, none of these
studies have been able to directly measure the EPSP in individual spines in
relation to the spine neck resistance. This is one of the aims of this study, where
we will combine glu-uncaging and VSDI in spines to measure the amplitude and
dynamics of unitary EPSPs in single spines, as well as their attenuation at the
soma. This technique will be complemented with fluorescence recovery after
photobleaching (FRAP) to estimate the Rneck from the same spines from which
the EPSP is measured. Our experiments demonstrate that proximal spines in the
basal dendrites of L5 pyramidal neurons act as electrical compartments, with
EPSP amplitudes always less than 20 mV for EPSPs that resemble miniature
EPSPs at the soma. We show that Rneck enhances the EPSP amplitude within
the spine mainly through passive mechanisms, and that large Rnecks do increase
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the amount of somatic attenuation of synaptic input. By simulating the
experimental results using a morphological realistic model of a L5 pyramidal
neuron, we were able to recapitulate the experimentally observed spine to soma
amplitude ratio, as well as estimate the amplitude and duration of these EPSPs
in the parent dendrite. From these simulations, it was also possible to estimate
the unitary synaptic conductances associated with these spine EPSPs. In the last
chapter, this model will be used to explore the interplay between Rneck and the
dendritic resistance in the generation of dendritic spikes.
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Figures

Figure 1.1. Channel composition of dendritic spines in L5 pyramidal neurons.
Glutamate molecules (purple circles) bind to AMPARs and NMDARs. At resting
potentials, NMDARs are blocked by Mg2+. AMPARs and NMDARs are permeable
to Na+, Ca2+ and K+. This current flow depolarizes the spine membrane causing
the EPSP,, which travels through the neck to reach the dendrite and the soma
(dotted orange arrows). Other channels present in the spine and the dendrite are
VGSC:

voltage-gated
gated

sodium

channels,

VGCCs:

voltage
voltage-gated
gated

calcium

channels, SK: Ca2+-depended
depended K+ channels, Kv4.2: voltage-gated K+ channels.
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by
y AMPARs and
Figure 1.2. Interplay between signaling pathways activated b
NMDARs in dendritic spines of pyramidal neurons. Green arrows indicate
activation, and red blunted arrows indicate inhibition. The mechanism or protein
mediating the interaction is shown next to the arrow.
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Figure 1.3. Dendritic morphology of L5 pyramidal neurons in the mouse
neocortex. Confocal image of a collapsed zz-stack
stack taken from the neocortex of the
Thy1 transgenic mouse. In this transgenic, GFP expression is driven by the Thy1
promoter,
romoter, and occurs mainly in L5 pyramidal neurons.
rons. This is a sagittal fixed
brain slice 100 µm
m thick. The different dendritic compartments: basal, apical and
tuft are shown by the arrows.
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Figure 1.4. Electrical model of a passive spine. Blue denotes the spine head
compartment, orange the spine neck, and green the dendrite. Ch, Rh and Eh are
the membrane capacitance, membrane resistance, and reversal potential in the
spine head, respectively. gsyn: synaptic input conductance at the spine head, Esyn:
synaptic reversal potential. Rneck: spine neck resistance. Cd, Rd and Ed are the
membrane capacitance, membrane resistance, and reversal potential at the
dendrite, respectively. Figure based on (1).
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Chapter 2
Excitatory Post-Synaptic Potentials Measured in
Dendritic Spines of L5 Pyramidal Neurons

Authors: Erika Hoyos, Corey D. Acker, Leslie M. Loew

2.1 Introduction
Dendritic spines are the sites of excitatory post-synaptic input in many
mammalian brain regions, including the neocortex. They are pleomorphic
membrane protrusions connected to the dendrite through a spine neck that is
variable in diameter and length. It has been previously shown that spines can
compartmentalize Ca2+ signals, and thus provide synapse specific biochemical
properties associated with long-term plasticity (4, 90, 103, 104); spines are also
likely to play a key role in the transfer of synaptic potentials to the dendritic shaft
and the soma, and the extent of this electrical compartmentalization is just now
beginning to be elucidated experimentally (105). This represents a fundamental
question in neuroscience since the postsynaptic responses to synaptic input, as
well as the likelihood that a synapse will undergo long-term plasticity, will largely
depend on the interplay between biochemical and electrical signals within
individual dendritic spines.
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Theory predicts that the electrical behavior of spines depends strongly on Rneck
(4, 5, 105). In principle, a large Rneck would produce a large input impedance at
the spine head, and as a consequence, synaptic input would be expected to
produce a large local EPSP in the spine. However, this would also mean more
attenuation at the parent dendrite. Several not mutually exclusive hypotheses for
the physiological significance of this seemingly dualistic effect of Rneck have been
previously suggested: 1. Rneck could provide a partial electrical isolation of the
synaptic input from other synapses, which could lead to a more linear summation
of different inputs in the dendrite; 2. Rneck could be a variable used for controlling
the effectiveness of synaptic inputs; 3. Rneck could facilitate the activation of
voltage-gated channels within the spine, causing non-linear local amplification of
synaptic responses; 4. the voltage attenuation at the dendrite caused by Rneck
could make neurons responsive only to combinations of synchronous stimulus or
to stimulus of certain amplitudes (4, 5, 105).

A growing body of experimental data suggests that spines can indeed behave as
electrical compartments. For example, synaptic stimulation through glutamate
uncaging can lead to differential activation of VGCCs in the spine and the parent
dendrite, suggesting that the spine head is not isopotential with the dendrite
when it receives synaptic input (106). More recently, it was shown through
glutamate uncaging, calcium imaging and dendritic patching, and assuming that
the calcium influx is proportional to the local voltage, that the amplitude ratio of
the uncaging-evoked excitatory post-synaptic potentials (uEPSPs) between the
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spine and the parent dendrite could be as high as 45 for apical trunk spines of
CA1 pyramidal neurons (80); in that study, the amplitude ratio was also used to
estimate Rneck. A more direct measurement of voltage in spines through VSDI
has shown that synaptic responses to large-scale (more than one synapse)
synaptic stimulation are larger in the spine head than in the parent dendrite
(107). Taken together, this evidence strongly suggests that Rneck can filter
electrical signals that travel from the spine to the dendrite; however, this is not
the case for signals traveling from the dendrite into the spine. Using VSDI, it was
recently shown that slow and fast electrical signals propagate from the parent
dendrite into the spine without significant voltage attenuation, even for spines
with widely different neck lengths (108).

Although direct measurements of Rneck remain elusive, previous studies have
estimated the value of Rneck through the measurement of the diffusional coupling
between the spine and the dendrite (86, 87, 109). Since the electromobility of
ions in the cytosol is proportional to their diffusivity, the diffusion time constant of
a cytosolic dye through the spine neck and the cytoplasmic resistivity can be
used to estimate Rneck (109). The advantage of using this method is that it is
independent of the EPSP amplitude and the detection threshold of voltage
signals. Studies in hippocampal slices that have looked at the diffusional coupling
between the spine and the dendrite have shown that it can change dynamically
with synaptic activity, and that pairing uEPSPs with postsynaptic APs can
increase the diffusional isolation of spines (86). Moreover, long depolarizations,
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or bursts of APs, have also been shown to increase the diffusional isolation of
spines, a process that is mediated by Ca2+ influx (87). Using a protocol that
allowed the estimation of a fractional Ca2+ transient that is proportional to the size
of synaptic EPSPs, Grunditz et al (87) found a positive correlation between the
spine head depolarization, estimated from the voltage dependent activity of
NMDA receptors, and diffusional resistance. But none of these studies have
been able to directly measure the EPSP in individual spines in relation to the
spine neck resistance.

Our laboratory has previously developed single-voxel 2-photon VSDI to measure
voltage changes directly from single spines in acute brain slices (110, 111). In
the present study, we combine this method with 2-photon MNI-glutamate
uncaging and FRAP, in order to measure the voltage responses in individual
spines to unitary synaptic stimuli, and to study the effect of Rneck on the uEPSP
amplitudes. Our results show a linear relation between the amplitude of the
uEPSP measured at the spine and Rneck. These data provide experimental
evidence for previous theoretical predictions that large Rneck can enhance the
EPSPs locally (112-114). However, our directly measured spine voltage
responses are generally of lower amplitude than previous estimates inferred from
restricted diffusion through the neck or spine calcium influx (80, 86, 87, 106). Our
experimental results were recapitulated in a compartmental model of a L5
pyramidal neuron, which could also reproduce the spine to soma uEPSP
amplitude ratio observed experimentally. These results suggest that Rneck is the
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primary determinant of the amplitude of the EPSP measured in the spine and
also determines the attenuation of the EPSP measured at the soma.

2.2 Methods
2-Photon Microscopy
Voltage sensitive dye imaging, glutamate uncaging, and FRAP experiments were
performed on a custom two-photon microscope based on a previously described
setup (110). One Chameleon Ultra II (Coherent, Inc) was used for long
wavelength excitation at 1060nm, while a Chameleon XR (Coherent, Inc) was
used for uncaging at 750nm. Laser power was modulated with two EOMs (35080LA-BK with 302RM Driver, Conoptics, Inc). A 900nm LP (long pass) dichroic
(Thorlabs, Inc) and a 710nm LP excitation filter (Chroma Technology Corp) were
used in the long and short wavelength, respectively, excitation light paths. Light
paths were combined using a 900nm LP dichroic (Thorlabs, Inc) and passed
through a 710nm LP dichroic (Chroma Technology Corp) for excitation/emission
separation inside a modified Zeiss Axioskop 2 FS mot upright microscope (Carl
Zeiss AG) equipped with a 40X 1.0 NA water-immersion objective lens. In an
added, non-descanned epifluorescence pathway, one "green" excitation channel
used a 540/25nm bandpass combined with a 655nm SP (short pass, both from
Semrock, Inc) filter, while a "red" excitation channel used a 680nm SP filter
(Semrock, Inc). Epifluorescence excitation channels were separated by a 575nm
LP dichroic (Chroma Technology Corp). Red fluorescence was also collected in
trans-fluorescence pathway as previously described (110). Two x,y galvanometer
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(galvo; 3mm on 6515H, with 671HP servos, Cambridge Technology Inc.)
systems were used to separately control the positioning of the uncaging and
recording lasers in a custom scan head. Laser scanning was controlled by
ScanImage ver. 3.8 (Vijay Iyer; Pologruto et al., Biomedical Engineering Online,
2003) with customizations necessary for control of two sets of galvos and "singlevoxel" recordings (110).

Electrophysiology and Dye Loading
CD1 mice (postnatal day 17-30) were anesthetized by inhalation of isoflurane,
and decapitated according to an animal protocol approved by the Center for
Comparative Medicine, University of Connecticut Health Center. Coronal brain
slices (300 µm thick) were cut from the frontal lobes using a vibrating tissue slicer
perfused with ice-cold oxygenated (95% O2/5% CO2) artificial cerebrospinal fluid
(ACSF). ACSF contained (in mM): 127 NaCl, 25 NaHCO3, 25 D-glucose, 3.5 KCl,
1.25 NaH2PO4, 1 MgCl2, 2 mM CaCl2, pH 7.4, osmolarity 306. Slices were
incubated in a submerged holding chamber in ACSF at 35°C for 25 min and
subsequently maintained at room temperature (~22°C). Somatic whole-cell
recordings were made at room temperature in a recording chamber perfused with
oxygenated ACSF prepared the day of the experiment. L5 pyramidal neurons
were visually identified using infrared differential interference contrast (DIC)
optics. Cells that were ~35 µm deep from the surface of the slice were selected
for patching to minimize scattering of emitted photons, and to optimize
penetration of the MNI-glutamate. Whole-cell recording pipettes (9-12 MΩ) were

32

tip filled with intracellular solution containing (in mM): 135 K-gluconate, 7 NaCl,
10 HEPES, 2 MgCl2, 2 Na2-ATP, 0.3 Na2-GTP, pH 7.2 adjusted with KOH (1M),
osmolarity 275. Pipettes were back-filled with intracellular solution containing 3
mM of voltage-sensitive dye di-2-AN(F)EPPTEA (115). Passive transfer of the
VSD into the neuron was monitored at the soma by exciting the dye at 1060 nm
(0.7 mW). As soon as the soma fluorescence was bright (usually after ~10 min),
the loading pipette was pulled out. The dye-filled neuron was left undisturbed for
about 1 hour to allow diffusion of the VSD throughout the dendritic arbor. After
this, the neuron was repatched with a pipette containing 150 µM of Alexa Fluor
488 dye (Life Technologies) dissolved in intracellular solution for the FRAP
experiment. All recordings were made using a patch-clamp amplifier (Axopatch
200B, Axon Instruments) in current clamp mode with voltage low-pass filtered at
2 kHz.

Glutamate Uncaging
MNI (4-methoxy-7-nitroindolinyl)-glutamate (MNI-glu) (Tocris) was applied
through a broken extracellular pipette located 40 µm from the surface of the slice,
close to the target dendrite. The pipette contained MNI-glu (15 mM) and Alexa
Fluor 488 (10 µM) dissolved in fresh ACSF. For experiments in the presence of
the NMDAR antagonist, 500 µM of D-AP5 (Tocris) was added to this solution.
The fluorescence from the extracellular Alexa Fluor 488 allowed estimation of the
size of the uncaging pulse, and the relative concentration of the MNI-glu in the
vicinity of the target spine. L5 pyramidal neurons filled with the VSD where
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visualized with 2-photon excitation at 1060 nm, and bright proximal spines on
basal dendrites that were well isolated from neighboring spines and the dendrite
were targeted for uncaging. EPSPs at the soma were evoked by 0.5 ms
uncaging pulses at 0.1 Hz. An interleaved protocol consisting of uncaging and
control (no-uncaging) trials was used for noise analysis and determination of
detection thresholds. MNI-glu photolysis was done at 750 nm to minimize the
bleedthrough of the uncaging laser into the VSD channel, using average powers
of 30-35 mW measured after the objective. The experiment was terminated if any
signs of photodamage were observed, such as drastic changes in the spine
morphology often associated with persistent depolarization at the soma.

Data Analysis
All the data analysis was done using custom code written in MATLAB. Singlevoxel optical recordings of the VSD fluorescence (5 MHz sampling rate) in the
spine were low-pass filtered with a frequency cut off of 0.5 kHz for uncaging and
interleaved control trials, and 2 kHz for action potentials. The MATLAB built-infunction filtfilt was used, which yields a zero-phase distortion of the original
signal. This procedure was done after the 0.5 ms uncaging artifact was removed
from the optical recordings. Usually between 7-30 uncaging trials and
corresponding interleaved control trials were averaged. The photobleaching of
the VSD was subtracted from the averaged sweep by fitting it to a linear function
using the MATLAB curve fitting toolbox. After this, a moving average of 5 ms bins
(2.5 ms bin shift) was run over the uncaging and control sweeps, and from this, a
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detection threshold for a “significant” optical uEPSP was determined, which was
equal to the mean VSD fluorescence plus 2x the standard deviation (Fm + 2σ5ms)
from the control trials. If the average fluorescence for each 5 ms interval following
uncaging was more than this threshold, then the optical signal had a 95% chance
of being significant.

Optical uEPSPs above the detection threshold were fitted by an arbitrary function
that described the transition of channels from the closed to the opened state:
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Where NT is the total number of channels, which is the sum of the channels that
are in the Closed1 (N1), Opened (No) and Closed2 (N2) states, and k1 and k2 are
the rate constants. The ∆F/F over time of the VSD fluorescence in the spine for
the uncaging trials will be equal to the number of channels that are in the Opened
state, which is described by :

' (/()  $% )  * $&  +",

 + , / *

*#

Using the MATLAB curve fitting toolbox parameters were found that best fitted
the bleach-subtracted ∆F/F optical EPSP, and from these fits the amplitude and
duration (FWHM) of the EPSP in the spine were measured.
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To determine the amplitude of the backpropagating action potential in the spine,
4 to 10 optical recordings were averaged; to eliminate the trial-to-trial temporal
jitter in the peak of the AP, spike-triggered averaging was used as in (116). The
amplitude of the spike-triggered averaged optical AP in the spine was determined
as the amplitude of the peak over background fluorescence.

Estimating the spine neck resistance
Rneck was estimated based on the previously described (109) relationship
between cytoplasmic resistivity and diffusion time constants in the spine:
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Where Ra is the cytoplasmic resistivity, taken to be 150 Ω cm (80, 117, 118); τeq
is the equilibration time constant of Alexa Fluor 488 in the spine head measured
through the FRAP experiment; DAlexa488 is the diffusion coefficient of Alexa Fluor
488 in the cytoplasm, 380 µm2/s (119); Volhead is the volume of the spine head,
which we measured from the z-stacks of the Alexa 488 fluorescence taken at 770
nm.

Image Analysis and Spine Head Volume
All distances and spine volumes were determined from the z-stacks of the Alexa
488 fluorescence using ImageJ software. Two methods were used to measure
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the spine head volume: 3D convolution and total integrated fluorescence. 3D
Convolution Method: This method consisted of convolving the point spread
function (PSF) of the microscope with the spine shape to find the spine head
volume. The PSF of focal volume for 2-photon excitation at 770 nm was
measured using the z-stacks of 200 nm subresolution fluorescent beads. The
MetroloJ plugin of the Fiji application in ImageJ was used to find the full-widths at
half-maximum (FWHM) of the fluorescence profiles in the x, y and z. The PSF
half widths were 0.422 µm in x, 0.526 µm in y, and 1.16 µm in z. The pixel size
was 34.32 pixels/µm, and 0.3 µm/frame. Using the Gaussian PSF 3D ImageJ
plugin

(http://www.optinav.com/Convolve_3D.htm),

a

gaussian

PSF

was

generated that had the same xyz dimensions as the experimental PSF:
horizontal, vertical and depth peak widths in pixels of (34.32*0.422)/2,
(34.32*0.526)/2 and (1.16/0.3)/2, respectively. To find the spine shape, the zstack of the spine head was segmented using the 3D segmentation tool available
in Virtual Cell (www.nrcam.uchc.edu); this segmented stack was scaled to the
ratios of the PSF half widths: x-scale = 1, y-scale = 0.8, z-scale: 0.36. Eroding
and dilating the segmented-scaled z-stack yielded different spine shapes, each
of which was convolved with the 3D gaussian PSF using the Convolve 3D plugin
in ImageJ. Typically a 1-3 erosions was enough to find the correct shape, which
corresponds to the one that when convolved, resulted in a peak correlation
coefficient equal to the dilution ratio between the spine and the parent dendrite.
This dilution ratio (maximum fluorescence in the brightest ROI in the spine /
maximum fluorescent in the brightest ROI in the parent dendrite) was measured
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from the maximum fluorescence collapsed z-stack, after the outliers were
removed and the image was smoothed (a filter that replaces each pixel with the
average of its 3 x 3 neighborhood) using ImageJ. The volume of this shape was
measured in Virtual Cell using the pixel size. Total Integrated Fluorescence
Method: The maximum fluorescence collapsed z-stack of the spine and the
parent dendrite was scaled using the xyz pixel size, and after removing the
outliers and smoothing the image as mentioned before, the integrated density
(area x mean gray value) in the spine head was measured. To calculate the
spine head volume, the integrated density in the spine was divided by the
maximum fluorescent in the brightest ROI of the parent dendrite.

Simulations
Simulations were performed using the NEURON 7.3 simulation environment
(120), based on a morphologically realistic model of a L5 pyramidal neuron
described previously (118). The passive electrical properties of the model
consisted of membrane capacitance, axial resistivity and membrane resistivity of
1 µF cm-2, 150 Ω cm, and 30,000 Ω cm2, respectively. A leak conductance with
density of 0.33 pS µm-2 was distributed throughout the soma and the dendrites.
The resulting input resistance at the soma was 30 MΩ. The resting membrane
potential was -70 mV. The active properties of the model were as described in
(118), and consisted of voltage-gated sodium, potassium and calcium channels,
and calcium-gated potassium channels. An active spine, with the same
membrane properties as the dendrite, was attached to a basal dendrite through a
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spine neck. In all simulations, the spine head and the spine neck were each
treated as single compartments. The basal dendrite where the spine was
attached was divided into segments of 10 µm in length each. The dendritic
diameter of the segment at the base of the neck was set to the average dendritic
diameter for 10 µm measured from the Alexa 488 z-stacks of the spine and
parent dendrite. The spine head diameter, distance from soma, and spine neck
resistance that was measured in the experiment were also input to the model
(Experiment section in Table 1). An exponential synapse, with a reversal
potential of 0 mV, was connected to the spine head through the NetCon function
in NEURON. This produced a change in conductance with two parameters: a
maximum conductance (gsyn) and a decay time constant (tau). This synaptic
conductance represents the AMPAR conductance, and all other possible
conductances associated with the spine uEPSP. Simulations lasted for 200 ms,
with a 0.05 ms time step. The exponential synapse was activated at 80 ms. For
each spine, simulations were run for hundreds of combinations of gsyn and tau,
and the time series of membrane voltage in the spine, parent dendrite and soma
were recorded for each simulation. The resulting amplitude and duration (halfwidth) of the spine EPSP for each combination of gsyn and tau were calculated in
MATLAB based on these time series. The combination of parameters (gsyn and
tau) that reproduced best the spine uEPSP amplitude and duration measured
experimentally was considered as the best fit (Model section Table 1, and Figure
2.8). The resulting EPSP amplitude and duration at the soma and the dendrite
was then calculated for this set of parameter values from the time series.
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2.3 Characteristics of uncaging-evoked EPSPs in single
spines
In order to study the amplitude and dynamics of uEPSPs in single spines, we
constructed a 2-photon imaging system (see Methods) that allowed us to
simultaneously perform 2-photon MNI-glutamate uncaging and record voltage
responses from single spines, while measuring somatic responses through the
patch pipette (Figure 2.1A). The VSD that we used in this study, di-2AN(F)EPPTEA (aka PY3243) (115), is a fluorinated hemicyanine intracellular dye
optimized for 2-photon excitation. Previous work in our laboratory has shown that
exciting this dye at 1060 nm with single-voxel excitation (stationary laser spot)
results in single sweep signal to noise ratio of 6 for optical recording of
backpropagating action potential (bAP) in spines from acute brain slices (110).
The current experiment consisted of first measuring the bAP in the target spine
and at the soma for calibration purposes, and then interleaving uncaging with
non-uncaging (control) trials (Figures 2.1B and 2.1C). These control trials are
used for noise estimates and threshold detection for optical uEPSPs. Since we
wanted to study synaptic responses under basal conditions, uncaging was done
at 0.1 Hz to avoid potentiation or depression of the post-synaptic response. The
uncaging power was increased until a reliable uEPSP in a typical physiological
range of ~0.5 mV was observed from the electrical recording at the soma. We
also positioned the uncaging spot at various locations around the spine to search
for an optimal uncaging position, presumably corresponding to a site close to a
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synapse. The spatial precision of uncaging was demonstrated by uncaging away
from the optimum targeting position (where clear uEPSPs were evoked at the
soma), and observing no response or a small slow rise in the somatic uEPSPs
(Figure 2.2A).

In order to calibrate the optical uEPSP signals in the spine we used the
amplitude of the spine’s bAP (Figures 2.2B-2.2E). Action potentials were elicited
through the somatic patching pipette by current injection, while the VSD signal at
the spine was recorded (Figure 2.1B, and Figure 2.2B). To minimize the effect of
dendritic filtering, we focused on proximal spines (< 170 µm from soma) on basal
dendrites. The data for n=52 spines from 34 different cells is summarized in
Figure 2.2C. Across the 52 different measurements, the mean amplitude of the
AP at the soma was 92 ± 10 mV, the mean amplitude of the optical AP in the
spine was 20.6 ± 4.7 % ∆F/F, and the mean distance of the spines to the soma
was 58.96 ± 27.6 µm. The attenuation of the bAP’s amplitude with distance in the
basal dendrites of L5 pyramidal neurons has been previously studied; using VSD
imaging from dendrites within a similar developmental time window as the one in
this study (postnatal day 17 to 30), Acker at al (116) reported a length constant of
bAP attenuation of 400 µm. A shorter length constant of 138 µm has also been
reported using dendritic patching for dendrites later in development (postnatal
day 36 to 53) (27). Here, we calculate the VSD sensitivity for each spine (% ∆F/F
per mV) based on both of these previously reported length constants (Figure
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2.2E); the corrections associated with these calibrations are small for the most
proximal spines.

The main challenge of measuring uEPSPs in single spines is to overcome the
signal-to-noise ratio of optical recordings. This ratio will not only depend on the
size of the uEPSP in the spine, but also on the amount of VSD that is in the
spine’s plasma membrane as opposed to its internal membranes. Spines with
high internal membrane content will have higher background VSD fluorescence,
which will make the delta ∆F/F of the VSD dye smaller. We performed a noise
analysis that allowed us to establish a reliable detection threshold for a
“significant” optical uEPSP. For this analysis, we used the control trials, where no
uncaging pulse was applied (see Methods, and Figures 2.4A and 2.4B); the
photobleaching rate and noise between uncaging and control trials did not differ
significantly. We established a detection threshold from the control trials that was
equal to the mean VSD fluorescence plus 2x the standard deviation over a 5ms
running average (Fm + 2σ5ms). Thus in the uncaging trials, only transients that
crossed this threshold and that occurred immediately following the uncaging
event were counted as measurable optical uEPSPs. The optical uEPSPs that
crossed this detection threshold were fit to an alpha-like function (see Methods)
from which we determined the uEPSP’s amplitude (Figure 2.3A, left panel) and
duration (half-width) (Figure 2.3C) in the spine. Thus, the amplitude of 22 spine
uEPSPs ranged from 4 to 18 mV with a mean of 10 mV. The duration of these
spine uEPSPs ranged between 5 – 22 ms, with a mean duration of 11 ± 6 ms.
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This analysis also allowed us to establish a minimum voltage that could have
been reliably measured for those optical signals that were below our threshold
criterion. For those recordings where the optical signal did not cross the Fm +
2σ5ms detection threshold, we used 2σ5ms/Fm as the minimum ∆F/F reliably
detectable for a 5 ms interval (Figure 2.4B). We converted this threshold to
voltage using the spine’s bAP calibration, and this constitutes a minimum uEPSP
amplitude that could have been reliably recorded in the spine; in other words, the
spine uEPSP amplitude for the below-threshold recordings had to be less than
this voltage (Figure 2.3A, right panel). On average, the minimum ∆F/F that we
could reliably detect in the spine was 1.8 % (Figure 2.4B).

All of the data for the 52 spines we analyzed can be displayed as a cumulative
uEPSP amplitude histogram (Figure 2.3B); these amplitudes could be as low as
~5 mV, and did not exceed ~20 mV. We did not observed a strong correlation
with spine distance from the soma (up to 165 µm) in the amplitude of the spine
uEPSP, nor in the spine to soma amplitude ratio, which was on average 22
(Figure 2.3D).

Because both the spine EPSP and soma EPSP amplitudes depend on the AMPA
receptor currents evoked by uncaged glutamate, one should anticipate a direct
relationship between these measured parameters. However, when we compared
the spine and soma uEPSP amplitudes across all the multiple cells (Figure 2.3A)
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we do not see an obvious correlation. A number of factors can combine to
obscure a correlation, such as coincident spontaneous excitatory or inhibitory
activity at other spines in the dendritic tree, variable dendritic filtering and
variability in Rneck. As previously mentioned, we focused on proximal spines with
80% of the spines located < 75 µm from soma; therefore, we do not expect
variability in dendritic filtering to be significant over such short distances (cf. Fig.
2.3D). We do, however, anticipate a strong connection between Rneck and the
attenuation of the EPSP between the spine and the soma.

2.4 The spine neck resistance correlates with uEPSP
amplitude in the spine
In order to study the effect of Rneck on the amplitude of the spine uEPSPs, we
combined 2-photon VSDI, MNI-glu uncaging and FRAP of cytosolic Alexa Fluor
488. The FRAP experiment allows the measurement of the Alexa 488
equilibration time constant (τeq), which is determined by the diffusion barrier of
the neck. Upon photobleaching, the Alexa 488 dye has to diffuse from the
dendrite through the neck to replenish the fluorescence in the spine; a neck that
is too narrow, or too long, or occluded with internal membranes will delay this
process, and effectively increase the spine neck resistance. For these
experiments, we filled the L5 pyramidal neurons with both VSD di-2AN(F)EPPTEA and Alexa 488. After completing a complete set of measurements
on a given spine to determine the spine and soma uEPSP, as described in the
previous section, we applied a 0.5 ms pulse at 770nm on the target spine to
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bleach the Alexa 488 (Figure 2.5A). The recovery of the Alexa488 fluorescence
was monitored in the green channel for 600-1000 ms, and was fit to a single
exponential from which the τeq was calculated. The histogram of τeq for n=33
spines (from multiple cells) from which we could evoke uEPSPs at the soma is
shown in Figure 2.6A.

Rneck can be estimated from the relationship between τeq, the Alexa 488 diffusion
coefficient, cytoplasmic resistivity and the spine head volume (109) (see Methods
for details). Because the spine head is close to the resolution limit of the
microscope, we developed an image-processing algorithm, which does not
assume a given spine shape, to measure the spine volume from the Alexa488 zstacks taken at 770 nm. This method is described in Figures 2.6C and 2.6D, and
Methods. Briefly, it involves convolving the point spread function (PSF) of the
microscope with a set of 3D binary images derived from the original spine image
to find the best fit to the original spine intensity distribution (121); the volume
could then be determined from this optimal 3D binary image. We contrasted this
method with an alternative one that uses the total integrated fluorescence in the
spine head to measure its volume, and observed that in most cases both
methods agree quantitatively (Figure 2.6E).

Using the spine head volume, the Alexa 488 τeq, and a cytoplasmic resistivity of
150 Ω·cm (80, 117, 118) (see Methods), we estimated the Rneck for 33 spines
from which we could evoke somatic uEPSPs (Figure 2.5B). Although the largest

45

value was over 1000 GΩ, the vast majority of the 33 spines had necks with
resistance under 500 MΩ (mean=324; SD=217; median=250 MΩ). No correlation
was found between somatic uEPSP and Rneck (Figure 2.5C) or between distance
and Rneck for up to 170 µm from soma (Figure 2.6F). However, a strong positive
correlation was found between spine uEPSP amplitude and Rneck (Figure 2.5D,
Spearman’s correlation ρ = 0.83, p-value = 4x10-4, n=14 spines). Furthermore,
there was a weaker but still significant linear correlation between the uEPSP
attenuation from spine to soma and Rneck (Figure 2.5E); the origins of the
attenuation will be further discussed in the context of modeling results in the next
section.

The positive correlation between spine uEPSP amplitude and Rneck (Figure 2.5D)
may be due to a combination of passive and active (voltage-gated) mechanisms.
To explore the possible contribution of the voltage-gated NMDAR to this
enhancement, we performed four experiments in the presence of the competitive
NMDA antagonist D-AP5 (500 µM applied through the extracellular pipette)
(magenta points in Figures 2.5C, 2.5D and 2.6B). The presence of the drug did
not show a strong effect in the amplitude of the uEPSPs in the spine or the soma,
nor in the relation between spine uEPSP and Rneck. This suggests that if there
are active conductances mediating the enhancement of the spine uEPSP by high
Rnecks, activation of NMDARs is not a major contributor. The possible involvement
of other voltage-gated channels, such as voltage-gated sodium channels cannot
be ruled out and should be further investigated. However, the absence of any

46

obvious positive curvature in the correlation of Figure 2.5D argues against the
involvement of voltage dependent amplification of the spine EPSP. That Rneck is
sufficient to produce the correlation shown in Fig 3D is corroborated by modeling
results described in the following section.

2.5 Simulations of spine uEPSPs: synaptic conductance and
uEPSP attenuation
We used NEURON (120) simulations of a morphologically realistic model of a L5
pyramidal neuron (118). We adapted the model of Hu et al. (118) to explore three
questions: 1) what are the synaptic conductances associated with the spine
uEPSPs that we have measured; 2) how strongly does variable Rneck contribute
to the variation of uEPSP amplitude measured in the spine? and 3) what is the
role of Rneck in the uEPSP attenuation at the soma and the dendrite. The model
consisted of the target spine attached to a basal dendrite through a spine neck,
and an exponential conductance transient at the spine head membrane to
simulate synaptic activation. We used the model to predict the somatic potentials
produced by the uEPSPs measured in each of the spines studied in the previous
section (Figure 2.5). The dendritic diameter at the base of the neck, spine
distance from soma, spine head diameter and spine neck resistance were all
input to the model using the experimental data for each individual spine
(Experiment section of Table 1).
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When activated, the exponential synapse produces a change in conductance in
the spine head that is governed by two parameters: maximum conductance
(gsyn), and decay time constant (tau). A parameter search was done to find the
best combination of gsyn and tau that could reproduce the amplitude and the
duration of the experimental uEPSP in each spine (Figure 2.7A, and Figure 2.8).
From these simulations, the range of values that could reproduce the
experimental results were between 0.4 – 1.2 nS (mean 0.8 ± 0.2, n=14 spines)
for the synaptic conductance, and 5 – 23 ms (mean 10 ± 6 ms, n=14 spines) for
the decay time constant tau (Model section in Table 1). Although gsyn was the
result of a fit to the uEPSP measured at the spine, the values are comparable to
the values reported in the literature from voltage clamp recordings of miniature
excitatory post synaptic currents (122-124), thus supporting the validity of the
model.

Figure 2.7B shows an example of the voltage spread along the dendritic cable 2
ms after the activation of the exponential synapse on the target spine #11 in
Table 1. The simulated uEPSP at the soma was a direct prediction of the model
for each spine and is compared to the experiment in Figure 2.7C. How the spine
to soma amplitude ratio depends on Rneck is plotted in Figure 2.7D; the same
positive correlation was observed as in the experiments (Figure 2.5E) and the
model, showing that large Rneck does increase the amount of uEPSP attenuation
at the soma. Figure 2.7E compares the spine to soma uEPSP amplitude ratio in
the experiments versus the model; a remarkably similar mean ratio of 23 was

48

obtained in both cases (23.4 in the experiments and 22.7 in the model), however,
a broader range was observed in the experiments (SD in the experiments = 13,
SD in the model = 8.5), which could be due to cell-to-cell variability present in the
experiments, and not in the model. Overall, the strong correspondence of the
predicted spine to soma attenuation with the experimentally measured values
further suggests that the model captures the key biophysical mechanisms of the
system. We can conclude from this that the lack of correlation between the spine
and soma uEPSP (Figure 2.3A) is due to the variability in how the input current at
the spine is processed as the resultant voltage signal propagates to the soma.
This variability is largely accounted for by the variable experimentally-derived
features - dendritic diameter at the base of the neck, spine distance from soma,
spine head diameter and spine neck resistance – that are explicitly included in
the model calculations for each of the model simulations.

We then used the simulations to estimate the amplitude and duration of uEPSPs
in the parent dendrite in comparison to the measured uEPSP in the
corresponding spine. The dendritic amplitude at the base of the neck ranged
between 1.5 – 8.7 mV (mean 3.8 ± 2.1 mV, n=14 spines), with durations between
7- 31 ms (mean 15 ± 7, n=14 spines) (Table 1). In these simulations, the average
voltage drop (∆V) between the spine and the dendrite was 8.6 ± 3.8 mV,
whereas the average ∆V from dendrite to soma was 3.2 ± 2.1 mV. This shows
that most of the voltage drop occurs through the spine neck, demonstrating that
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the spine is an electrical compartment and emphasizing the important role of the
spine neck resistance.

2.6 Discussion
In this study, we used 2-photon glutamate uncaging with voltage-sensitive dye
recording to directly measure the characteristics of uncaging-evoked EPSPs in
proximal (< 170 µm from soma) spines on basal dendrites of cortical L5
pyramidal neurons. We investigated their amplitude and duration in the spine, as
well as their attenuation at the soma. By combining this technique with FRAP of a
cytosolic dye in the same spine, we were able to estimate the spine neck
resistance and study the role of the spine neck in the amplitude and attenuation
of these uEPSPs. We believe this is the most direct study of these 2 key
variables

Glutamate uncaging has been widely used to evoke unitary (single synapse)
post-synaptic responses that resemble miniature EPSPs at the soma (125).
mEPSPs are the postsynaptic responses to probabilistic quantal release, and are
usually < 1 mV in amplitude at the soma for these cells (126); we were careful, by
adjusting the intensity of the uncaging laser, to make sure that the somatic
uEPSPs that we evoked were in the range of physiologically observed mEPSPs
(Figure 2.3).
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We succeeded in measuring (Figure 2.3) uEPSP amplitudes that ranged
between 4 to 18 mV (mean = 10 mV) in 22 single spines of different sizes and
morphologies. In addition, there were 30 experiments that showed uEPSPs in the
soma, but had signals in the spine that were below our detection limit; therefore,
the actual average spine uEPSP is likely to be significantly lower than 10mV (Fig.
2.3A, right panel and Figure 2.3B). The half width of uEPSPs in the spines
ranged between 5 to 22 ms (Fig. 2.3C), significantly faster than somatic EPSPs
and also contrasting with glu-evoked spine Ca2+ signals that typically last for ~50
ms or longer (21, 104).

The diffusional relaxation time in spines has been previously measured using
FRAP or photoactivation experiments, but has led to different conclusions as to
whether Rneck could be large enough to make the spine an electrical as well as a
biochemical compartment (86, 109). To use such measurements to determine
the diffusional (and therefore the electrical) resistance of the neck also requires
an estimate of the volume of the spine head, which is challenging because the
spine head is typically near the resolution limit of the 2-photon microscope. To
solve this problem, we devised an analysis and calibration of the 3D 2-photon
images of the spines (Figure 2.6). Using FRAP measurements of cytosolic Alexa
488 combined with these measurements of the spine head volume, and
assuming a cytoplasmic resistivity of 150 Ω·cm, we estimate Rneck values (Fig.
2.5B) with an average of 324 MΩ for 33 spines. These large Rneck values support
previous theoretical hypotheses that spines can act as high-impedance input
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compartments (5, 96), although the large variability from our estimates suggest
that not all spines behave in the same way.

Therefore, to directly assess the influence of Rneck on the spine uEPSP, we
measured the Rneck in a subset of 14 spines from which we could also determine
uEPSP. We observed a significant positive correlation between the spine uEPSP
and the spine Rneck (Figure 2.5D), which corroborates previous theoretical
predictions that large neck resistances can enhance the EPSP within the spine
head (127). Due to the lack of any obvious positive curvature in the correlation
indicative of activation of positive feedback through voltage-dependent channel
opening, we believe that this dependence of the EPSP amplitude by Rneck is
mainly mediated by passive mechanisms, at least for Rnecks up to ~440 MΩ.
Moreover, in a few experiments performed in the presence of the NMDAR
blocker D-AP5, we did not observe an apparent effect of the drug on the spine
uEPSP amplitudes, nor on its relation to the spine Rneck. This suggests that
NMDARs did not contribute substantially to the enhancement of the spine EPSP
by large Rneck, at least within the ranges of amplitudes measured here.

Based on the experimentally measured amplitude and duration of the spine
uEPSPs, the estimated Rneck for each spine, and the dendritic diameter at the
base of the neck, we were able to recapitulate the uEPSP dynamics in the spine
and its attenuation at the soma using a morphologically realistic model of a L5
pyramidal neuron (Figure 2.7 and Table 1). From these simulations, we found
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that the average synaptic conductance associated with these uEPSPs is 0.8 ±
0.2 nS for the 14 spines for which we were also able to measure Rneck. Somatic
voltage-clamp recordings in hippocampal slices of unitary mEPSCs have been
used to estimate a gSyn ranging from 0.2 to 2 nS (124). Thus, we feel that the gsyn
values estimated from the experimentally derived spine uEPSPs are realistic.

The attenuation ratio of the spine to soma uEPSP is a model prediction that can
be directly compared to the experimental data. We found that the average
attenuation ratio was nearly identical for the model and the experimental data: 22
vs. 23, respectively. We also found a correlation between the attenuation ratio
and Rneck in both the experiments (Fig. 3E) and model (Fig. 4D); the linear fits
had remarkably similar slopes, 0.05 and 0.06 (ratio/MΩ), respectively, although
the experimental correlation showed significantly more scatter, presumably due
to cell to cell variability. Overall, the model predictions and the experimental
results produce a self-consistent picture, further supporting our conclusion that
active processes are not required to explain the uEPSPs measured in single
spines.

From the model it was also possible to assess the uEPSP amplitudes at the
parent dendrite adjacent to the target spine. The mean dendrite to soma
amplitude ratio that we found was 7.2 ± 4.5 for positions that are on average 70
µm from soma. This average ratio agrees with previous measurements of unitary
synaptic events made through dendritic patching at similar locations on the basal
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dendrites of L5 pyramidal neurons (27). By comparing the voltage drop between
the spine and the parent dendrite, and between the dendrite and the soma, we
found that most of the attenuation of the EPSP occurs when it travels through the
spine neck. Taken together, our results show that spines can act as electrical
compartments capable of electrically isolating the synaptic input from other
synapses, as well as controlling the effectiveness of charge transfer from the
synapse into the dendrite and the soma.

To summarize, our results for spine EPSPs and neck resistances are in the low
end of the range of values estimated by more indirect approaches (80, 86, 87,
106). It is clear that the spine can serve as an electrical compartment, but the
amplitudes that we measure for the EPSP in the spine that produce miniature
somatic EPSPs are insufficient to produce active amplification of the voltage
signal. On the other hand, inputs to several neighboring spines may be
integrated in the adjacent dendrite to produce local spikes that can feed back to
activate voltage dependent channels in the spines. The approaches described in
this paper can be extended to explore these intriguing possibilities.
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Figure 2.1. Simultaneous 2-photon voltage-sensitive dye imaging (VSDI) and
MNI-Glutamate uncaging in a single spine. (A) Z-stack of a basal dendrite from a
L5 pyramidal neuron filled with the VSD di-2-AN(F)EPPTEA (aka PY3243) and
whole-cell patched at the soma. Inset: Single spine showing the targeting
positions for the uncaging laser (green dot, 0.5 ms uncaging pulse at 750 nm),
and for the VSD excitation laser (red dot, set at 1060 nm). Scale bar: 0.5 µm. (B)
Action potential evoked by somatic current injection (400 pA for 35 ms) recorded
optically (left) in the spine, and electrically at the soma (right). Traces are
average of n=6 action potentials. (C) Left: VSD fluorescence over time in the
same spine as in (B) for uncaging (black line) and interleaved control trials (blue
line), where no uncaging pulse was applied. Green arrow represents the
uncaging time. The 0.5 ms long uncaging artifact was removed from the
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recordings offline (see Methods). Red dotted line corresponds to the fit of the
optical uncaging EPSP (uEPSP, see Methods). Right: Corresponding electrical
signal at the soma for the uncaging (black), and control trials (blue). The optical
and electrical recordings are average of n=30.
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Figure 2.2. Uncaging targeting and calibration of optical uEPSPs in single
spines. (A) Representative spine showing the response to glutamate uncaging
from two different targeting positions, 1 and 2. Scale bar in the image is 1 µm.
Top and bottom panels correspond respectively to uncaging ffrom
rom 1 (n=26) and 2
(n=10). From left to right the traces correspond to: average electrically recorded
somatic responses to the uncaging pulses (uncaging time denoted with green
dotted line). The average response to control pulses, where the uncaging beam
was
as off, is also shown on the top panel. The next traces show the intensity of the
uncaging pulse measured as the fluorescence of the extracellular Alexa488
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(green channel) that was applied along with the MNI-Glutamate via an
extracellular pipette (see Methods). The right most traces show the VSD
fluorescence (red channel) in the spine head during uncaging and control trials
(top), and during uncaging only (bottom). The uncaging time is denoted by the
green arrow. Red dotted line is the fit of the optical uEPSP. (B) Left: VSD
fluorescence over time for a representative spine showing the amplitude of the
optical action potential (AP), which was measured as the difference between
base line and peak value. Right: corresponding electrical AP recorded at the
soma. Both traces are average of n=6 APs. (C) Summary of the data for n=52
spines from 34 different cells, showing the amplitude of the optical AP in each
spine (∆F/F) as a function of the AP amplitude at the soma. Error bars
correspond to the mean std of the binned time course (0.5 ms bins, 120 ms
recording time); each time course was an average of 5 to 10 APs. All
experiments were done at room temperature. (D) Attenuation of the backpropagating AP as a function of distance from soma in basal dendrites of L5
pyramidal neurons. Two different length constants of bAP attenuation have been
previously reported: Acker et al (116) reported a length constant of 400 µm
(blue), and Nevian et al (27) reported a steeper attenuation constant of 138 µm
(red). (E) AP amplitude in each spine in mV (x-axis) calculated based on the
distance of the spine from the soma, the amplitude of the somatic AP, and the
two different reported attenuation length constants shown in (D). From this
amplitude and the amplitude of the optical AP (y-axis), we determine the VSD
sensitivity (∆F/F per mV) in each spine.
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Figure 2.3. Uncaging EPSPs (uEPSPs) in single spines. (A) Left: Scatter plot
showing the amplitude of uEPSPs in the spine versus the soma for the optical
uEPSPs above the Fm + 2σ5ms detection threshold. Error bars correspond to
mean standard deviation from time-series data. Right: Stem plot showing the
2σ5ms/Fm amplitude in mVs for optical uEPSPs that failed to exceed the detection
threshold (see text and Figures 2.4A and 2.4B). Both panels combined
correspond to n=52 spines across 34 different cells. Optical uEPSPs in this figure
were calibrated using an attenuation length constant for the bAP of 400 µm.
uEPSPs calibrated based on an attenuation length constant of 138 µm are
shown in Figure 2.4. (B) Cumulative histogram of the spine uEPSP amplitudes
for recordings above the Fm + 2σ5ms detection threshold (green, n=22 spines) and
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below (blue, n=30 spines) the Fm + 2σ5ms detection threshold. (C) Cumulative
histogram of the spine uEPSP half-widths for recordings above detection
threshold. (D) Spine uEPSP amplitude (Top) and spine to soma amplitude ratio
(Bottom) as a function of spine distance from soma, for the n=22 spines where
the optical uEPSP crossed the detection threshold. Dotted lines indicate mean
values.
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Figure 2.4. Noise analysis and uncaging EPSPs (uEPSPs) in single spines
calibrated using a bAP attenuation length constant of 138 µm. (A) VSD
fluorescence over time for a representative spine. Top trace corresponds to
control trials (where no uncaging pulse was applied), and bottom trace to the
interleaved uncaging trials (where a 0.5 ms uncaging pulse at 750 nm was
applied). For this particular case, each time course (control and pre-post
uncaging) is an average of 5 sweeps. Traces are binned with a moving average
of 5 ms. Dash line shows the detection threshold for an optical uEPSP, defined
by the mean fluorescence plus 2x the standard deviation (Fm + 2σ5ms) from
control trials. (B) 2σ5ms/Fm (y-axis) from control trials for the n=52 spines from
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which an uEPSP at the soma could be evoked (x-axis). 2σ5ms/Fm represents the
minimum ∆F/F reliably measured in each spine. Filled and unfilled dots
correspond, respectively, to optical uEPSPs that crossed and did not cross the
Fm + 2σ5ms detection threshold. Red dotted lines correspond to mean values. (C)
Scatter and stem plots (as in Figure 2.3) of the spine uEPSP amplitude calibrated
based on a bAP attenuation length constant of 138 µm (27). (D) Cumulative
histogram spine uEPSP amplitudes calibrated using a length constant of bAP
attenuation of 138 µm. Blue and green bars correspond, respectively, to
measurements below (n=30 spines) and above (n=22 spines) the detection
threshold.
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Figure 2.5. Effect of Rneck on the Spine uEPSP Amplitude. (A) Left: Collapsed zstack (taken at 770 nm) of a dendritic segment from a cell filled with both PY3243
and cytosolic Alexa488. The arrow points at the target spine for simultaneous
glutamate uncaging and VSDI (red channel), and for subsequent FRAP of
Alexa488 at 770 nm (green channel). Scale bar= 1 µm. Right Top: Optical VSD
signal in the spine for uncaging and control trials, and corresponding somatic
uEPSP (n=10). Right Bottom: FRAP experiment in the same spine, showing the
recovery of the Alexa488 fluorescence after a 0.5 ms photobleaching pulse
(green trace, n=1). Black trace corresponds to control, where no photobleaching
pulse was applied, and blue trace to the exponential fit of the fluorescence
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recovery. (B) Top: Histogram of estimated Rnecks for n=33 spines from which
somatic uEPSPs could be evoked. Bottom: z-stacks of two representative spines
showing the difference in morphology and the estimated Rnecks. (C) Soma uEPSP
versus Rneck for the n=33 spines in (B). Filled and unfilled dots correspond,
respectively, to measurements above and below the detection threshold for an
optical uEPSP. Black dots correspond to experiments in the absence of drugs,
and magenta dots to experiments in the presence of 500 µM of D-AP5 in the
extracellular pipette. (D) uEPSP amplitude in the spine versus Rneck for those
spines where the optical uEPSP crossed the detection threshold (n=14). Error
bars correspond to the mean standard deviation. Blue dotted line is the weighted
linear regression y = 0.034*x + 4.5 (Adjusted R2 = 0.62). (E) Spine to soma
uEPSP amplitude ratio for the spines in (D). Black dotted line corresponds to the
linear fit y= 0.05*x + 13 (Adjusted R2 = 0.1).
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Figure 2.6. FRAP equilibration time constants and spine head volume
measurement. (A) Histogram of Alexa488 equilibration time constants (τeq) for
mushroom-like spines (blue bars, n=27/33) and stubby spines (green bars,
n=6/33). (B) Spine uEPSP amplitude versus τeq for the n=14 spines where the
optical uEPSP crossed the detection threshold. Magenta dots correspond to
experiments in the presence of D-AP5. Error bars correspond to 95% confidence
interval in the exponential fit of the FRAP signal (x-axis), and mean std of the
VSD signal (y-axis). (C) Top left: z-stack of a 200 nm subresolution fluorescent
bead, from which the PSF of the microscope at 770 nm was measured. The PSF
half widths were 0.422 µm in x, 0.526 µm in y, and 1.16 µm in z. Top right: 3D
Gaussian PSF generated with the same xyz dimensions as the experimental
PSF (see Methods). Scale bar = 0.5 µm. Green line shows the ROIs from which
the fluorescence profiles shown under each image were measured. The blue
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dotted line in these profiles corresponds to the half-width. (D) Description of the
3D convolution method used to measure the spine head volume (see Methods).
All images are collapsed z-stacks. Top left: z-stack of a 200 nm subresolution
fluorescent bead, from which the PSF of the microscope at 770 nm was
measured. The PSF half widths were 0.422 µm in x, 0.526 µm in y, and 1.16 µm
in z. Top right: 3D Gaussian PSF generated with the same xyz dimensions as the
experimental PSF. Bottom left: z-stack of the segmented spine head, and scaled
to the ratios of the PSF half widths: x-scale = 1, y-scale = 0.8, z-scale: 0.36.
Bottom right: z-stack of the convolved spine head resulting from doing 3D
convolution between the segmented-scaled z-stack of the spine and the 3D
Gaussian PSF. Scale bar 0.5 µm. (E) Comparison of the spine head volume
measured with two different methods (see Methods) for n=35 spines: total
integrated fluorescence (red) and 3D convolution (blue). (F) Relationship
between Rneck and distance from soma for the 33 spines from which somatic
uEPSPs could be evoked.
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Table 1. The Experiment section of the table shows the experimental parameters
that were input to the model for the simulation of the uEPSP in each of the 14
spines in Figure 2.5. The parent dendrite in the model was divided into 10 µm
long segments; the dendritic diameter of the segment at the base of the neck
was set to the average dendritic diameter for 10 µm measured from the Alexa
488 z-stacks of the spine and parent dendrite. The Model section shows the
output of the model from the simulation of each spine, using the best combination
of gsyn and tau that could reproduce the spine uEPSP amplitude and duration.
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Figure 2.7. Model simulations. A morphologically realistic multi-compartmental
model of a L5 pyramidal neuron was used (see Methods, model based on Hu et
al (118)). The passive electrical properties of the model were Rm: 30,000 Ω cm2,
Cm: 1 µF cm-2, and Ri: 150 Ω cm. The resulting somatic input resistance was 30
MΩ. (A) Three different examples showing the time course of membrane voltage
in 3 different compartments (spine, parent dendrite and soma) before and after
activation of an exponential synapse on spines #8, #11 and #14 in Table 1. The
red dotted trace corresponds to the fit of the optical uEPSP in the spine. The
dendritic voltage is recorded at the base of the neck. (B) Representative example
of a simulation showing the target spine connected to a basal dendrite through
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the spine neck. The heat map corresponds to the membrane voltage 2 ms after
the activation of the exponential synapse on spine #11 in Table 1. (C) Somatic
uEPSP in the experiments versus that predicted by the simulations for the n=14
spines in Figure 2.5. (D) Spine to soma uEPSP amplitude ratio predicted by the
model versus the spine Rneck for the same spines as in panel (C). Black dotted
line corresponds to the linear fit y=0.06*x+9.3 (Adjusted R2 = 0.6). (E) Spine to
soma uEPSP amplitude ratio in the experiments versus the model for the same
spines as in panels (C) and (D).
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Figure 2.8. Spine uEPSP in the experiment versus the model. Plots showing the
fit of the spine uEPSP amplitude ((left) and duration (right)) by the model, after a
parameter search for the best combination of gsyn and tau that could reproduce
the uEPSP in each of the 14 spines in Table 1.
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Chapter 3
Modeling EPSPs in Single Spines: Interplay between
Spine Neck and Dendritic Resistance

3.1 Introduction
In the previous chapter we saw that it was possible to simulate the uEPSP in the
spine by using a compartmental model of a realistic morphology of a L5
pyramidal neuron. In those simulations, it was important to take into
consideration the dendritic diameter in order to correctly simulate the EPSP
amplitude ratio between the spine and the soma. In this chapter, we expand on
this interaction between the spine neck resistance (Rneck) and the dendritic
resistance (Rdend) in order to study how they both affect the EPSP amplitude and
attenuation locally, and at the soma. We start with simulations of a single spine,
and then we look at multiple clustered spines receiving synchronous synaptic
input.

3.2 Compartmental Modeling of Spine EPSPs in L5 Pyramidal
Neurons using NEURON
The NEURON simulation environment (120) allows the construction of
morphologically realistic quantitative models of neurons, in order to study the
spatial spread of membrane currents. It numerically solves the cable equation
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developed by Rall, which is the mathematical description of the relationship
between current (I) and voltage (V) in thin dendrites in one dimension (128):
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The spatial discretization employed by NEURON reduces this partial differential
equation to a set of connected compartments, producing a family of ordinary
differential equations of the form:
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In this set of equations, the net transmembrane current leaving compartment j is
equal to the sum of the axial currents entering the compartment. The right hand
side of the equation is the sum of the capacitive and ionic components, where cj
is the capacitance of the compartment, and iionj includes all currents through
membrane ion channels. The left hand side of the equation is the sum of the
axial currents that enter the compartment from all its neighbors, where vk is the
voltage in the neighboring compartment, and Rjk is the longitudinal resistance
connecting both compartments.

It is possible to specify 3D geometries in NEURON based on anatomical
reconstructions of real neurons. NEURON divides this morphology into sections
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connected to each other, each with its own anatomical and biophysical
properties. Several morphologically realistic models based on Neurolucida
reconstructions of L5 pyramidal neurons have been published. All of these
models incorporate passive and active conductances found in these cells, such
as leak conductance, VGSCs, VGCCs, voltage-gated K+ channels (VGKC), and
calcium-gated potassium channels. The general approach is to generate a
biophysical model of each type of channel, and incorporate it into the neuron
model with a given density, so that it reproduces the experimentally observed
behavior. For example, Nevian et al (27) found that the sodium dendritic spikes
evoked by direct current injection on basal dendrites, as well as the bAP profile
could be best fit by a model that incorporated nonhomogeneous distributions of
VGSCs, such as a linear (proximal-distal) decaying gradient or a hot spot,
combined with a homogeneous distribution of voltage-gated potassium channels.
A similar distribution of VGSCs on basal dendrites was found in the best-fit model
of the bAP decay by Acker et al (116), however in this model a nonuniform
(increasing) distribution of the A-type potassium conductance was also predicted.
The discrepancy between these two models could be attributed to the difference
in the amount of attenuation of the bAP with distance that they reported.

An alternative model of a L5 pyramidal neuron that takes into consideration two
distinct types of VGSCs found in these cells has also been previously published
(118). Here, the low-threshold Nav 1.6 channel is dominant in the axon, and distal
axon initial segment (AIS), whereas the high-threshold Nav 1.2 channel is present
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in the soma, dendrites and proximal AIS. This is based on the observation that
Nav 1.6 channels determine the lowest threshold for the AP initiation at the distal
AIS, whereas activation of Nav 1.2 channels promotes the AP backpropagation.
In this model, the density of the Nav 1.2 conductance in the somatodendritic
compartment is set to 80 pS µm-2, and the density of the Nav 1.6 in the axon and
nodes of Ranvier is set to 300 pS µm-2 and 1600 pS µm-2, respectively. This
model also includes the fast voltage-gated K+ current IKv (20 pS µm-2 in the soma,
10 pS µm-2 in dendrites, and 1500 pS µm-2 in the axon), the slow non-inactivating
K+ current Ikm (0.3 pS µm-2 in soma and dendrites), the high-voltage activated
Ca2+ current ICa (0.3 pS µm-2 in soma and dendrites), and the Ca2+-dependent K+
current IKCa (3 pS µm-2 in soma and dendrites). The density of the background
leak conductance is 0.33 pS µm-2, and the reversal potential of this leak current
is -70 mV. Other passive electrical properties are: membrane capacitance, axial
resistivity and specific membrane resistivity of 1 µF cm-2, 150 Ω cm, and 30,000
Ω cm2, respectively. Since this model specifically implements the biophysical
properties of the VGSCs found in L5 pyramidal neurons, such as voltagedependence and kinetics, it will be used in this chapter as in Chapter 2 to study
the interplay between the spine neck and the dendritic axial resistances on the
propagation of the EPSP from the spine to the parent dendrite and the soma. To
gain insight on the contribution of these resistances alone, in the first set of
simulations the density of the Nav 1.2 channel conductance will be constant
throughout the basal dendrite (80 pS µm-2). In the last section of this chapter, the
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effect of a gradient in the Nav 1.2 channel density along the basal dendrite will be
studied for clustered spines receiving synaptic input synchronously.

To simulate a spine, a compartment corresponding to the spine head with a
specified diameter is attached to a basal dendrite through a compartment called
the spine neck (Figure 3.1). Unless otherwise stated, the densities of the passive
and active conductances in the spine head and the neck are identical to those of
the parent dendrite. In all simulations, the spine head and the neck are each
treated as single compartments, but the basal dendrite to which they are
connected is divided into segments of 10 µm in length each. In this way, it is
possible to calculate the longitudinal resistance of the parent dendrite along the
10 µm long segment at the base of the neck (see below). An exponential
synapse with a reversal potential of 0 mV is connected to each spine head
through the NetCon function in NEURON, which allows a connection between a
source (the stimulus) and a target (the spine). This synapse generates a change
in conductance in the spine head governed by two parameters: a maximum
synaptic conductance (gsyn) and a decay time constant (tau). Based on typical
durations of the spine uEPSPs experimentally measured in the previous chapter,
the decay time constant for the simulated synapse here will be set to 15 ms. The
effect of increasing values of gsyn, between 0.2 to 10 nS, will be tested for spines
with different neck resistances, and located at different locations on the dendrite.
Simulations will run for 200 ms with 0.05 ms time steps, and the exponential
synapse will be activated at 80 ms. All simulations will be run in NEURON, and
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for each simulation, the time series of membrane voltage in each compartment
spine, parent dendrite and soma, will be saved for analysis using custom code
written in MATLAB.

3.3 Interplay between the Spine Neck and the Dendritic
Resistance
Unlike axons, dendrites become progressively narrower with distance from the
soma. This tapering of the dendrite makes distant regions have larger dendritic
longitudinal resistances than more proximal ones. Consider the dendrite as a
cylindrical conductor of length l and radius r (Figure 3.2A). The current flow (IL)
from point 2 to point 1 will be determined by Ohm’s law, such that:
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Where V2 and V1 is the voltage at each location, and RL is the longitudinal
resistance. In dendrites, RL is proportional to the cytoplasmic resistivity (Ra) and
the dendritic length (l), and is inversely proportional to the cross sectional area in
the following relationship:

RL  Ra l / π r2

Thus, when dendrites taper with distance, r becomes smaller, and RL increases.
As a consequence, the impedance mismatch between the spine and dendrite will
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be smaller at distal locations, and therefore, these spines will be more
isopotential with the parent dendrite.

The schematic in Figure 3.2B is meant to illustrate the cases that will be studied
here with the simulations. A single spine will be connected to a basal dendrite
through a spine neck. Based on the experimental results in Chapter 2, Rneck will
vary between 80-1000 MΩ. The spine will be connected either proximally (50 µm)
or more distally (130 µm) from the soma. Given that the parent dendrite has been
divided into segments of 10 µm in length each, and that the spine is placed at the
center of the segment, the longitudinal dendritic resistance (Rdend) at the base of
the neck for each location can be calculated:

 IJ KL

 XJ KL
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Here, 1.3 µm and 0.48 µm correspond to the dendritic radius of the parent
segment at 50 µm and 130 µm from soma, respectively. Note that a decrease in
radius of ~1/3 produces an increase in Rdend of about an order of magnitude.
However, Rdend alone relative to Rneck is not enough to calculate the dendritic
voltage from the spine voltage. Due to the presence of voltage-gated
conductances in the dendrite, as well as the spine, it is necessary to run a full
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simulation of the entire circuit in order to properly calculate the dendritic voltage,
which could have a strong component from active conductances (see below).

The postsynaptic response in the spine, parent dendrite, and soma, to the
activation of the exponential synapse on a spine located either at 50 or 130 µm
from soma is shown in Figure 3.3. Increasing values of gsyn and Rneck were
simulated. At both spine locations, for synaptic conductances smaller than ~4 nS
the spine EPSP amplitude positively correlated with Rneck, and larger Rnecks
always produced more attenuation in the dendrite and the soma. These results
recapitulate the observations made in Chapter 2. However, when the synaptic
stimulus exceeded 4 nS, nonlinearities in the postsynaptic response started to
become evident for spines with small Rnecks (80 and 200 MΩ) located 130 µm
from soma. In these simulations, a dendritic spike of ~70 mV in amplitude
occurred when the membrane voltage in the dendrite approached -30 mV, which
is the half-activation voltage for the Nav 1.2 voltage-gated Na+ channels in L5
pyramidal neurons (118). This spike backpropagated into the spine but
attenuated strongly at the soma. The nature and origin of this dendritic spike was
further studied in simulations where the VGSC was deleted either from the spine
or the parent dendrite (Figure 3.4). Deleting the VGSCs in the spine had no effect
on the postsynaptic response to increasing stimulus intensities; however,
deleting the VGSC in the dendrite completely abolished the dendritic spike, and
the postsynaptic response to a distal synapse became very similar to that of a
proximal synapse, where increasing stimulus intensities had a gradual increase

80

in the postsynaptic response in all compartments. It is important to note from
these simulations that while the response was somewhat linear for small Rnecks, it
tended to asymptotically approach a plateau for increasing Rneck values (last two
rows in Figure 3.4).

A question that arises from these simulations is why a spike does not seem to
originate at spines when the EPSP amplitude in the spine reaches the activation
threshold for VGSCs. A possible answer to this question is that even though the
density of VGSCs in the spine and the parent dendrite are the same in Figures
3.3 and 3.4, 80 pS µm-2, the current in the spine is negligible compared to that of
the parent dendrite. Figure 3.5 shows that the simulated spine of 0.8 µm in
diameter and Rneck of 1000 MΩ needs to have a VGSC density of about 2000 pS
µm-2 in order to generate a sodium spike of ~80 mV in amplitude when the
synaptic conductance reaches at least 1.8 nS.

In conclusion, local dendritic sodium spikes can occur at distal dendritic regions
when the synaptic input on a single spine is large enough (~4 nS), and the spine
Rneck is small enough, so that the depolarization in the parent dendrite reaches
the activation threshold for VGSCs. This phenomenon does not occur for spines
with Rneck greater than 400 MΩ, at least for spines up to 130 µm from soma,
because the attenuation of the electrical signal through the spine neck is so
large that the dendritic depolarization is not enough to reach the activation
threshold for the VGSCs. Figure 3.6 shows the EPSP amplitude ratio between
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the spine and the dendrite for increasing gsyn values; this plot shows that distal
spines with Rneck of 200 and 80 MΩ are ~3x more isopotential with the dendrite
when they receive synaptic input than proximal spines. Previous studies have
suggested that local dendritic spikes serve as a mechanism whereby distal
synapses overcome the increased attenuation at the soma (129). The bottom
panel in Figure 3.6 shows the spine to soma EPSP amplitude ratio for proximal
and distal synapses. Interestingly, instead of being smaller, this ratio increases
when the dendritic spike occurs in distal spines, showing that the amount of
attenuation at the soma is larger; this can be attributed to dendritic filtering of the
spike as it fails to propagate the soma.

3.4 Clustered Synchronous Spines
In the previous simulations a single spine was activated by the exponential
synapse, and this model was used to study how Rneck and Rdend combined can
create nonlinearities in the postsynaptic response when the stimulus intensity is
large, >4 nS. However, we saw in Chapter 2 that unitary EPSPs evoked by
glutamate uncaging that resemble miniature EPSPs at the soma never exceeded
~1.5 nS. Thus it is unlikely that activation of a single synapse will cause a
dendritic spike. At the same time, it is more realistic to consider a cell receiving
input simultaneously from multiple synapses. In the simulations presented in this
section, several synapses (up to four), clustered either at 50 µm or 130 µm from
soma, will be activated simultaneously on spines with the same characteristics:
spine head diameter, spine neck resistance, and density of active and passive
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conductances (Figure 3.7). The distance between the spines will be 10 µm for
the first set of simulations (Figure 3.7-3.10), and the last simulations will show the
effect of decreasing this distance to 3 µm (Figure 3.11).

The postsynaptic response to the synchronous activation of the four spines is
shown in Figure 3.8. This figure shows that when proximal spines receive
coincident synaptic input with a synaptic conductance in each spine of at least
~3.3 nS, the summation of the individual EPSPs in the dendritic segment could
lead to activation of a dendritic spike, unless the spine Rneck was very large, 1000
MΩ. This contrasts with Figure 3.3 where the EPSP from a single proximal spine
never produced a dendritic spike. The minimum individual synaptic conductance
required to generate the dendritic spike from coincident input on clustered distal
spines was significantly smaller, 1.8 nS, which is much closer to the unitary
synaptic conductance observed from EPSPs evoked by glu-uncaging. Moreover,
the dendritic spike was triggered from these distal spines even when the Rneck
was as large as 1000 MΩ.

Comparison of the EPSP amplitudes in the spine, parent dendrite and soma for
simulations when 1, 2 and 4 spines were activated by the exponential synapse is
shown in Figure 3.9. This figure shows that coincident synaptic input facilitates
the generation of a dendritic spike by decreasing the amplitude of the unitary
synaptic conductance needed to generate the spike. However, for distal spines,
this also means saturation of the postsynaptic response; when four distal spines

83

are stimulated simultaneously, the EPSP amplitude in the spine and the parent
dendrite

saturate

with

very

small

synaptic

conductances,

thus,

these

compartments would not be able to distinguish between a small input intensity
and a large one. Previous studies have suggested a decaying gradient of VGSCs
along basal dendrites of L5 pyramidal neurons (27, 116). It is possible that this
kind of gradient will prevent the saturation of the postsynaptic response to
coincident input in distal dendritic regions. To test this, a decaying gradient of
VGSCs was generated using the same values as those by Nevian et al (27),
where the density of the VGSCs at the soma was 200 pS µm-2, instead of 80 pS
µm-2, and decreased linearly with distance, reaching 0 pS µm-2 at the tip of the
dendrite, 200 µm from soma. The results of these simulations are shown in
Figure 3.10. For proximal clustered spines, a decreasing gradient of VGSCs had
the effect of reducing the amplitude of the sodium spike, and increasing the
amplitude of the unitary synaptic conductance required to generate the spike.
This would also mean that more spines would have to be activated
synchronously in order to generate the local sodium spike. Similar results were
observed for clustered distal spines, where the decreasing VGSC gradient
almost completely abolished the sodium spike that was generated when four
spines received synaptic input synchronously. This gradient also meant less
saturation of the spine and dendritic responses for coincident distal synapses, at
least up to 2 nS of unitary synaptic conductance. Interestingly, spines with Rneck
of 440 MΩ had a larger range of gsyn values that could generate responses of
increasing amplitudes before reaching saturation.
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It would be reasonable to expect that synchronous spines will be more likely to
generate a sodium spike if the distance between the spines is small, or in other
words, if the spines are more clustered together on a particular dendritic
segment. This facilitation should be reflected as a decrease in the unitary
synaptic conductance required to generate the dendritic sodium spike. Figure
3.11 shows the effect of spine clustering on the generation of sodium spikes.
Surprisingly, decreasing the distance between the spines from 10 µm to 3 µm did
not reduce the minimum unitary conductance required for a spike, but rather
increased it, at least for synapses up to 160 µm from soma. The reason for this
can be best seen in the snapshots of the simulations shown in the figure. The
fact that more distant spines are more likely to generate a sodium spike, due to
the smaller impedance mismatch between the spine and the dendrite, means
that a set of synchronous spines is more likely to generate a spike if the set
contains more distant spines. This is because the spikes generated in more
distant regions will backpropagate into the proximal spines within the dendritic
segment. When the spines are too clustered in space, this advantage is reduced
because all spines will have a similar impedance mismatch between the spine
and the dendrite. The panels comparing this effect for spines clustered either at
50 µm or 130 µm from soma show that this effect is more pronounced for
proximal dendritic regions.
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3.5 Discussion
Excitatory postsynaptic potentials in the spine head have to travel through the
spine neck to reach the soma. The amount of attenuation of these EPSPs at the
soma will not only depend on the spine neck resistance, but also on the dendritic
resistance of the parent dendrite. We have used computer simulations to
understand the mechanisms by which both, Rneck and Rdend influence the
amplitude and attenuation of the EPSPs produced by a single spine, or by
clustered synchronous spines. Simulations of a single spine showed that spines
with small Rneck (80 to 200 MΩ) located in distal dendritic regions (~130 µm from
soma), where Rdend is larger, could generate sodium dendritic spikes when the
unitary synaptic conductance reached ~4 nS. These local dendritic spikes
backpropagated into the spines, but were strongly attenuated at the soma. This
phenomenon did not occur for spines with large Rneck because the amount of
attenuation at the dendrite was so large that it prevented the dendrite from
reaching the activation threshold of VGSCs. It did not occur either for proximal
spines (~50 µm from soma) where Rdend was so small that the dendritic EPSP
rapidly dissipated to adjacent dendritic compartments. However, simulations of
clustered spines showed that proximal spines could generate local dendritic
spikes if the synaptic input was synchronous. As expected, larger number of
synchronous spines meant smaller unitary synaptic conductances required to
generate the dendritic sodium spike.
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Experimental evidence for the sodium spikes observed in these simulations
exists. The first description of these spikes at 100-150 µm from soma in basal
dendrites of L5 pyramidal neurons was by Milojkovic et al (26), where by using
suprathreshold glutamatergic excitation, either by synaptic stimulation at 50 Hz or
localized glutamate iontophoresis, they could observe a dendritic “spikelet” of
~80 mV in amplitude at the dendrite, and ~10 mV in amplitude at the soma.
Larger glutamatergic excitation produced a sustained somatic depolarization
superimposed with a burst of action potentials, which we did not observe in the
simulations. Thus, this burst of action potentials probably resulted from the
activation of a large number of synapses. Nevian et al (27) also reported local
dendritic sodium spikes at 42-89 µm from soma that were evoked by dendritic
current injection, and had a ~40 mV amplitude in the dendrite, but attenuated to
~5 mV at the soma. Fast glu-uncaging onto neighboring spines on oblique
dendrites of hippocampal CA1 pyramidal neurons has also been shown to
produce local dendritic spikes of ~60 mV in amplitude (77). Thus the sodium
spikes that were studied here with the simulations do actually occur in real
neurons under physiological conditions, and are likely to represent a fundamental
mechanism for dendritic input integration.

Due to the difficulty of assessing Rneck experimentally, studies that discuss
dendritic spikes have largely ignored the role of Rneck in their generation. Our
simulations based on experimental estimates of Rneck from Chapter 2 provide
insight on how Rneck combined with Rdend can facilitate/prevent the generation of
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dendritic spikes within a plausible range of unitary synaptic conductances. While
it is unlikely that a single spine will generate a sodium spike, synchronous
synaptic input onto multiple spines with Rneck less than 1000 MΩ has a good
chance of generating dendritic non-linearities that backpropagate into the spines.
The minimum unitary synaptic conductance required to generate a sodium spike
decreased with spine distance from soma, number of activated spines, and
density of VGSCs, but it did not decrease when the distance between the
activated spines decreased from 10 to 3 µm. Thus, even though spines do
function as electrical compartments, each spine perceives the resulting
summation of synaptic input at the parent dendritic. How this changes the
individual spine physiology should be studied in more detail experimentally.
Moreover, our simulations showed how these non-linearities depend strongly on
the distribution and densities of voltage-gated channels, particularly sodium,
along the dendritic cable. If these distributions change during development, then
the mode of dendritic integration should be expected to be subject to
developmental changes as well.
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Figure 3.1. Modeling EPSPs in Single Spines. Example of a simulation showing
the target spine (0.8 µm in diameter) connected through the spine neck to a
basal dendrite in a morphologically realistic model of a L5 pyramidal neuron. The
heat map corresponds to the membrane voltage in all compartments 2 ms after
the activation of an exponential synapse of the spine head.
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Figure 3.2. Spine Neck Resistance versus Dendritic Longitudinal Resistance. (A)
Schematic diagram of a passive cylinder showing how the current flow from 2 to
1 will depend on the voltage difference (V2 - V1) and the longitudinal resistance
resist
of
the cylinder, which is proportional to its length ((l),
), and inversely proportional to its
radius (r). (B) Schematic diagram of a basal dendrite showing the increased
tapering of the dendrite with distance from soma. This cartoon represents the
conditions
tions that will be explored with the simulations. A spine with a given Rneck
will be connected to the basal dendrite either 50 µm or 130 µm
m from soma. The
dendritic longitudinal resistance at the base of the neck for each condition can be
calculated based on the radius (r1 or r2) of the l = 10 µm
m long segment at the
base of the neck.
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Figure 3.3. Effect of Rdend and Rneck on the postsynaptic response to a single
synapse. Each panel shows the time series of membrane voltage in the spine,
parent dendrite (at the base of the neck), and the soma, before and after
activation of the exponential synapse on the spine head at 80 ms. Top and
bottom panels correspond, respectively, to simulations where the spine was
located at 50 and 130 µm from soma. The color of each trace corresponds to
different values of gsyn as shown in the legend. Each row corresponds to
simulations where the spine Rneck had the specified value shown on the right.
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Figure 3.4. Role of VGSCs in the generation of dendritic spikes with large
synaptic conductances. Each panel shows the EPSP amplitude in the spine,
parent dendrite and soma for increasing values of gsyn and Rneck. The first three
rows correspond to a spine located 130 µm
m from soma, and the last row to a
spine 50 µm
m from soma for comparison. Panels labeled active indicate that the

93

given compartment had all active conductances mentioned in the text, such as
VGSCs, VGKCs, VGCCs, and Ca2+-dependent K+ channels. Panels labeled
VGSC knockout indicate that the VGSC conductance was deleted from that
compartment.
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Spine.
pine. Time series showing the membrane
Figure 3.5. Sodium Spike in a Single S
voltage in the spine
e before and after activation of the exponential synapse at 80
ms. Different traces correspond to different gsyn values shown in the legend. The
spine is located 130 µm
m from soma, and has a spine head diameter of 0.8 µm,
and Rneck of 1000 MΩ.. The density o
off VGSC in the spine is 2000 pS µm-2.
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Figure 3.6. Distal spines with small Rneck are more isopotential with the parent
dendrite. Plots showing the EPSP amplitude ratio between the spine and the
dendrite (top),, and between the spine and the soma (bottom), for increasing gsyn
values. Simulations for a spine 50 and 130 µm
m from soma are shown in the left
and right panels, respectively.
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Figure 3.7. NEURON simulation of clustered synchronous spines. Example of
o a
simulation showing four spines clustered on a dendritic segment 50 µm from
soma (distance between spines: 10 µm).
m). All the spines have the same
characteristics: head diameter (0.8 um), Rneck (440 MΩ for this example), and
density of passive and active cconductances.
onductances. Heat map corresponds to the
membrane voltage 2 ms after activation of a 1.5 nS synaptic conductance (tau =
15 ms) on all the spines at the same time.
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Figure 3.8. Postsynaptic response to synchronous synaptic input. Panels
correspond to membrane voltage before and after the synchronous activation of
the exponential synapse in four spines, clustered either at 50 µm (top panels) or
130 µm (bottom panels) from soma. The recording locations for spine 2, spine 3,
and dendrite are indicated in the diagram on top of the figure. Each row
corresponds to simulations where all the four spines had the Rneck value indicated
on the right.
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Figure 3.9. Cooperative synaptic input and small Rneck facilitate the generation of
local sodium dendritic spikes. Panels show the amplitude of the EPSP in the
spine, parent dendrite and soma, for increasing values of gsyn. The recording
locations for the spine and the dendrite are indicated in the upper most figure.
The first three rows correspond to spines 50 µm from soma, and the last three
rows to spines 130 µm from soma. The number of stimulated spines for each row
is shown on the right.
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Figure 3.10. Decaying gradient of VGSCs prevents the saturation of distal input
summation. Panels show the EPSP amplitude in the spine 2, parent dendrite,
and soma, for increasing values of gsyn, in simulations where four spines were
activated by the exponential synapse simultaneously. The recording locations are
shown in the upper most figure. The upper two rows correspond to spines
clustered 50 µm from soma, and the bottom two rows to spines clustered 130 µm
from soma. The panels enclosed by the purple rectangle correspond to
simulations where the density of VGSCs was homogenous throughout the
dendritic length (200 pS µm-2), whereas panels enclosed by the orange rectangle
correspond to simulations where the density of VGSCs decayed with a linear
proximal-distal gradient (200 pS µm-2 and 0 pS µm-2 at the tip of the basal
dendrite).
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Figure 3.11. Effect of spine clustering in the generation of dendritic sodium
spikes. Upper most figures show snapshots of two representative simulations 2
ms after the synchronous activation of the exponential synapse (gsyn=1 nS,
tau=1ms) on the four different spines (Rneck=200 MΩ), located at ~130 µm from
soma. The distance between spines is 10 µm (left) and 3 µm (right). Panels show
the EPSP amplitude in the spine 2, parent dendrite, and soma for increasing
values of gsyn in simulations where the four spines are synchronously activated.
The upper two rows correspond to spines clustered 50 µm from soma, and the
bottom two rows to spines clustered 130 µm from soma. The distance between
the spines (either 10 µm or 3 µm) for each simulation is shown on the right.
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Chapter 4
Conclusions and Suggestions for Future Research

The main conclusion from this study is that spines behave as electrical
compartments capable of confining electrical synaptic signals. This has profound
implications for neurotransmission. On one hand, the fact that the spine neck
resistance is so variable, and at the same time large enough to act as an
electrical resistor, means that synaptic signals from different spines can have
different levels of attenuation at the soma, and at the dendrite. Therefore, when
comparing multiple spines with different neck resistances, it should not be
expected that larger EPSPs in the spine would necessarily produce larger
somatic or dendritic EPSPs. Why would a synapse produce a large EPSP in the
spine that does not necessarily translate into a large EPSP at the soma or the
dendrite? It could be that this is an indirect consequence of exploiting the spine
neck resistance to facilitate the activation of active conductances within the spine
if the synaptic input is strong enough (see below), or it could be that a large local
EPSP is translated into a long lasting biochemical signal that slowly propagates
throughout the dendrite. Further studies that combine the techniques in this study
with Ca2+ imaging, or imaging of other biosensors for molecular pathways, such
as CAMKII, or Rho GTPases should elucidate these possibilities.
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In addition, even though large spine neck resistances increase the amount of
dendritic and somatic attenuation of the EPSP, they also enhance by passive
mechanisms the EPSP amplitude within the spine. This would facilitate the
activation of voltage-gated channels in the spine if the synaptic input were strong
enough. Our measurements of the amplitude of glutamate-uncaging evoked
EPSPs in the spine that resemble miniature EPSPs at the soma suggest that
these unitary conductances are mainly mediated by the opening of AMPARs,
without significant contributions from other voltage-gated channels. However,
stimulation protocols that lead to synaptic plasticity, such as high frequency
synaptic stimulation, do rely on the opening of NMDARs. Thus, the fact that the
spine neck confines and enhances the EPSPs within the spine means that it
facilitates the opening of these receptors, and therefore, facilitates the induction
of synaptic plasticity. The techniques developed in this study: VSDI from single
spines, FRAP and 3D volume reconstructions of the spine head, could be
combined with high frequency synaptic stimulation to induce long-term
potentiation (LTP) in the spine. This kind of experiment should not only measure
the amplitude change in the spine EPSP before and after LTP, but should also
demonstrate that spines with large neck resistances are more prone to undergo
LTP. By estimating the spine neck resistance before and after LTP induction, this
experiment should also demonstrate if the spine neck resistance is modulated by
synaptic plasticity.
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Finally, the simulations shown in the last chapter of this study show that the spine
neck and the dendritic resistance combined, along with the dendritic distribution
of voltage-gated sodium channels, could facilitate or prevent non-linearities in the
dendritic integration of synaptic input, such as the generation of dendritic sodium
spikes, which backpropagate into the spines without attenuation, but attenuate
strongly at the soma. We showed that distal spines with small neck resistances
are more prone to lead to sodium spikes if the synaptic conductance is large
enough, or if enough number of spines are stimulated simultaneously. How the
backpropagation of sodium spikes affects spine physiology is something that has
not been studied experimentally. These spikes could facilitate the activation of
NMDARs within the spine by releasing the Mg2+ block, and therefore, make
spines more likely to undergo synaptic plasticity. Using fast glu-uncaging onto
multiple spines clustered on a dendritic segment, either proximal or distal, and
measuring the spine response through VSD and Ca2+ imaging should help
elucidate whether these spikes open NMDARs in the spine, and whether this
leads to an enchantment in the spine and somatic responses to further glutamate
uncaging.

Even though in the simulations we only explored dendritic sodium spikes
mediated by VGSCs in the basal dendrites of L5 pyramidal neurons, slow spikes
mediated by NMDARs have also been observed in these dendrites (69). Using
fast multisite glu-uncaging and VSDI from spines in the presence of VGSCs and
NMDARs blockers should help elucidate the different effects of these spikes on
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the spine electrophysiology. By performing this kind of experiment on animals at
different developmental stages, one could also test whether the modes and the
characteristics of dendritic integration vary with age. Since the generation of
dendritic spikes will largely depend on the distribution of voltage-gated channels,
this experiment should be combined with immunostaining for the channels
involved.

In conclusion, in this study we developed experimental techniques to study
directly the electrical behavior of spines undergoing excitatory synaptic input, and
show how these behavior is governed by the spine morphology. Our experiments
provide experimental evidence that spines behave as electrical compartments
capable of isolating synaptic signals. By narrowing the spine neck spines can, by
purely passive mechanisms, enhance the excitatory synaptic potentials within the
spine, as well as increase the amount of attenuation at the soma. These results
shed light on the physiological role of spines for proper neuronal function, and
could be used as a reference point to investigate the malfunctioning of spines in
different neurological disorders.
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