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RESUMEN: Consideramos la radiación producida por dos car-
gas puntuales relativistas que imeractúan. Estudiamos las con-
diciones para que el sistema como un todo no radie, incluyen-
do los efectos de inrerferencia. 
SUMMAR Y: We consider the radiation produced by two inter-
acting relativistic poilu charges. We scudy the condition for 
which the system as a whole (interference effects i11cluded) 
does not radiare. 
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INTRODUCCION 
En este trabajo, se estudia la interferencia en la radiación de dos cargas relativistas que 
interactúan. 
En particular, se considera la posibilidad de q ue esta radiación de interferencia sea tal, 
que el sistema no radie. 
Puede verse q ue no es posible decidir con r-especto a esta posibilidad, sin conocer explí-
citamente las líneas de universo de cada partí cula. Aun en este último caso, puede resultar 
imposible (o al menos complicado), elaborar una respuesta basada en expresiones exactas. 
Se introduce entonces una aproximación que impone ciertas restricciones b ien precisas 
sobre el movimiento de las cargas, y que permite calcular, el momentum radiado por interfe-
rencia, por unidad de t iempo. 
El resultado obtenido, se aplica a un sistema especial , y se establece que en esa aproxi-
mación, es posible q ue el sistema no radie. 
En este ejemplo, se encuentra numéricru11ente los valores que deben tener los paráme-
tros que describen la situación, para que el sjstema no radie y para que la apro ximación sea 
adecuada. 
También se deduce exigiendo estabilidad, en este caso, la fuerza q ue mant iene ligado al 
sistema. 
El procedimiento que se siguió para la consecució n de estos resultados se esquematiza a 
continuación. 
A partir del tensor de campo electromagnético que produce el sistema, se construye el 
tensor de Momenturn Energía correspondiente. 
Se deftne después, el cuadrimomentum radiado por el sistema, pero no es posible hacer 
en forma exacta las integrales que su definición involucra, de modo que se introduce una 
aproximación. 
Así , se obtiene una expresion para el cuadrin10ment um to tal de radiació n, que en prin-
cipio puede anularse y cuyo valor preciso depende de las líneas d e universo. 
CAPITULO 1 
Geometría: Coordenadas retardadas de Newmann-Penrose 
Dotaremos a l espacio de Minkowski de un sistema de coorde nadas curvil íneas r, K , O, 1/> 
adaptadas a una línea de universo (que resu ltan adecuadas para d escribir el problema que nos 
hemos propuesto resolver), de acuerdo a las siguiemes prescripciones. 
Sea zl-l (r) una línea de universo t ipo tiempo, parametrizada por su tiempo propio r. 
Sea x!J un punto cualquiera del espacio de Minkowski. 
r, es e l tiempo propio retardado de x!J, es decir: 
[ x!J - zl-l ( r ) ] [ x !J - z !J ( r) ] = O ( 1.1) 
K, queda definido por la relació n 
( 1 .2) 
donde 
v .. (r ) = z = dz /dr 
,.. !J !J 
Geométricamente, K es la d istancia "espacial" entre x.!J y zl-l (r), medida en un sistema 
con eje temporal v!J (r ) , donde r es el tiempo propio re tardado de x!J . 
14 
8 y</> son los ángulos polares del trivector [x¡.¡- z¡.¡ (r)h referidos a un sistema inercial 
arbitrario cuyo eje temporal constante tiene la dirección de un vector unitario que denotare-
mos t¡.¡ ([x¡.¡ - z¡.¡ (r )]1 es la parte ortogonal a t¡.¡ de [x¡.¡ - z¡.¡(r)], es decir: [x¡.¡ - z¡.¡(r))1 = 
(r¡¡.¡V- t¡.¡ tV) [~- ZV (r)j). 
De esta forma entonces, a todo punto x¡.¡ del espacio de Minkowski, le hemos ~sociado 
un4-tuplo(r, K,8,</>). 
También resulta útil trabajar con el vector nulo K¡.¡ que no depende de K, es decir K¡.¡ 
= K¡.¡ ( r, 8, </>),definido por: 
K¡.¡ = K-1 [x¡.¡- z¡.¡ (r)J 
Escribamos las fórmulas de transformación de coordenadas en términos de K¡.¡ 
De (1.2) y (1.3): 
x¡.¡ = z¡.¡ = z¡.¡ + K K¡.¡ , 
de modo que: 
dxJJ [v¡.¡- x (v ·K) K¡.¡] d r + K¡.¡dK + KK¡.¡ d8 + KK¡.¡d</> 
o o 
donde: 
KJJ 
o 
a K¡.¡ 
a e 
aKJ.l 
K¡.¡---
!/> a<t> 
y a · b a b¡.¡. ¡.¡ 
( 1.3) 
( 1.4) 
(1.5) 
Además se hizo uso del hecho que KJ.l = -(K • v). (En efecto , como la dirección de KJ.l es fija 
para 8 y</> constantes: K¡.¡ = r¡KJ.l, y como v • K = 1, se tiene que r¡ = -(K • v )). 
Los vectores v¡.¡, K¡.¡, K~ , K~ satisfacen relaciones de ortogonalidad. 
Como K· K = O y v • K = 1, se deduce trivialmente que: 
K ·K=K ·K = K ·v = K ·v = O !/> o !/> o . 
También podemos suponer que K0 • K<l> = O. 
Para hacer ver la legitimidad de esta relación, procedamos así: 
a! (K0 • K1>) = -2 (v • K) (K0 • Kif>) y entonces si (K0 • Kif>) se anula para algún r 
r 0 , se anula para todo r, lo que confirma que hacer (K0 • K!/>) = O es perfectamente lícito. 
Calculemos ahora el elemento de volumen de un tuboL tipo espacio cuya ecuación es: 
K = L = constante (1.6) 
Sea d LJJ el elemento de volumen de L , es decir: 
dL = E d xvd xXd xP (1.7) ¡.¡ ¡J.VAp T 0 (/> 
donde llega E IJ.VAP es el símbolo de permutaciones de Levi-Civita y dr x" ,_ d0 xA, di/> x<l> son 
tres desplazamientos independientes sobre el tubo L. 
De (1.5) y (1.6) tenemos: 
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d0 x?.. = (KK~ + K?.. ¿0) d8 
d~ xP = (KK~ + K: L~ )d<f> 
donde 
¿ = a¿ 
r a;- etc. 
Pero ¿ = constante, por lo tanto: 
L = L = ¿=O 
T 0 ~ 
Reemplazando (1.8) y ( 1 .9) en (l. 7) obtenemos: 
dL =K 2 d r d8d<f> €, (yl'(l+K(v·K))-K(v·K)K11 )K0?..K~ 1J IJVr.. P 1 "+' 
con 
(1.8) 
(1 .9) 
( 1.1 O) 
El primer término en (1.10) es onogonal a vJJ , K~ y K~, y es entonces paralelo a Kl-l. 
El término siguiente es paralelo a vi-l. Los factores de proporcionalidad se encuentran contra-
yendo con Kl-l y vi-l respectivamente. 
Finalmente se obtiene: 
donde 
es el elemento de ángulo sólido en el sistema inercial con eje temporal 0. 
En efecto, en ese sistema v = (1, O, O, 0). 
Por la definición de Kl-l y de los ángulos e y</>, y como K • V= 1' se obtiene: 
K = (1, senO cos<f>, senO sen</>, cos8) , 
y en ese caso: 
K0 = (O cosO cos<f>, cosO sen</>, - senO) 
K<l> = (0, - sen8 sen</> , sen8 cos<f>, O) 
Así , los únicos términos no nulos en (1.12) son: 
€ Yo K¡ K3 K2 = 0132 o ~ 
o K 3 K2 1 
€o 321 Y 0 K~ 
o K2 K 3 4 
€o23 1y o K~ 
o K3 K¡ 2 
€ o31 2 Y 0 K~ 
sen38 cos2 <f> 
cos2 8 sen2 <f> senO 
sen38 sen2 <f> 
cos2 8 cos2 <f> senO 
(l. ll ) 
(1.12) 
(1.13) 
Cuando reemplazamos (1 .13) en (1.12) obtenemos: dü0 = sen8 d8 d<f>, que es el resul-
tado que habíamos adelantado. 
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CAPITULO 11 
Sistema de dos partículas 
a) Genmilidades 
Nos interesa estudiar la radiación de un sistema de dos partículas cargadas, clásicas, re-
lativistas, que interactúan. 
Sea q 1 y q 2 respectivamente las cargas de esas partículas. 
El tensor de campo electromagnético F 1 ¡.¡v creado por q 1 , construido a partir de los 
potenciales retardados de Liénard-Wiechert es1 : 
q [ K [¡.¡V¡ v ] K [¡.¡v v) J 
F 1 ¡.¡v=....,!_ 
1 
+(1-K 1 (v1 ·K¡)) 
1 
2
1 (2.1) 
41T K¡ K¡ 
donde 
La deftnición y expresión de F 2 ¡.¡v (campo asociado a q2 ) es en~eramente análoga a 
(2.1). 
El campo electromagnético tqtal F¡.¡v producido por el sistema, suponiendo la validez 
del Principio de Superposición, es simplemente: 
F¡J.J) = F¡ ¡J.V + F2¡J.J) (2.2) 
El tensor energía-momentwn T¡.¡v asociado a un campo F¡.¡v es: 
(2 .3) 
que para el campo dado por (2.2), se puede escribir en la forma: 
(2.4) 
donde 
1 
T¡.¡v = F ¡.¡a F v + F ¡.¡a F v +- r¡¡.¡v F 1 cxil F2cx ~> 
Mix 1 2 a 2 la 2 " 
(2.5) 
1 
T ¡.¡v = F ¡.¡a F v + - ·1¡.¡" F ex¡¡ F 1 1 1 a 4 ' 1 1 ex¡¡ (2.6) 
1 
T ¡.¡v= F ¡.¡a F v + - r¡¡.¡v F cx¡J F 2 2 2 a 4 2 2cx¡J 
Se hace necesario ahora, dar una deftnición del momentum P~ radiado por el sistema. 
Consideremos un observador inercial O y una superficie tridimensional E, que para O es 
una esfera y cuyo radio eventualmente tenderá a infinito. 
La triesfera E es capaz de distinguir la frecuencia v y de contar el número nv de foto-
nes con frecuencia v que llegan hasta ella desde cualquier sistema en su interior. 
Por definición, la energía radiada hasta t 0 por un sistema dentro de E, será proporcio-
nal a ~nvv, donde la suma es sobre todos los fotones detectados por E, hasta t 0 , medido por 
o. 
La definición dada presenta una ambigüedad. 
En efecto, tracemos el cono futuro de luz con vértice en t 0 como se indica en la figu-
ra l. 
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Este cono, como se ve en esa figura , intersecta a LUl y LU2 en z1 (71) y z1 (72) res-
pectivamente. 
La radiación detectada por E hasta t0 , depende de todos los puntos z1 (r ¡)y z2 (r 2 ) 
tales que r 1 < 71 y r2 < 72 • 
Consideremos ahora otro observador O' , también inercial. 
En general , no existe t0 ' , tal que: (7 1 ' = T¡ ~· = ~)donde z1 (7;) y z2 ([-:¡•) son los pun-
tos donde el cono futuro de luz con vértice en t0 , intersecta a LU 1 y LU2 respectivamente. 
Si por ejemplo , para un t0 ' dado ,. r; = 71 , en general se tendrá 7'2 i= ~(digamos:r;<¡;) 
y la radiación detectada por E' no va a coincidir con la detectada por E, porque O' no consi-
dera los valores de z2 ( r 2 ) entre ~· y r.; . Pero, si exigimos que el sistema satisfaga ciertas 
condiciones asintóticas, la definición dada deja de ser ambigua para cierto t0 > t0 . (Ver figu-
ras 1 y 2). 
Imponemos como condición asintótica, que las partículas sólo radien (tengan acelera-
ciones no nulas) en una región finita del espacio tiempo (ver figura 2) y haremos t0 -+ 00• 
De ese modo , como T¡.¡v d~v representa flujo de momentum energía a través de~ . de-
fi.timos el momentum total radiado por el sistema como: 
p¡.¡ = -f TJ.IV d2: 
R ¡; V (2 .7) 
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1 
Figura 2. 
donde 1.: es una superficie tipo tiempo que eventualmente tenderá al infinito, y que hemos 
definido como una triesfera para el observador O. 
Aplicando el teorema de Gauss a Tll11 11 = O, es fácil demostrar que 1.: puede ser defor-
mada arbitrariamente. ' 
De acuer.do a (2.7) y a la expresión (2.4) de Tll11 , P~ puede escribirse como: 
(2.8) 
donde: 
(2.9) 
(2.10) 
Las expresiones de P~ y P~ ya han sido calculad:ts2 : 
1 2 
pll 2 2 - 2 
R, 3 
q¡ I __ v2 .;; d 71 
(2.11) 
pll 2 2 ( ·2 d = - 3 q2 v2 v2 72 R, 
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Por otro lado : 
flim (T~~x d~v) 
Kl -+oo 
K2 -+oo 
Nos proponemos calcular ahora lim (T~ix d ~v). 
De (2.5) 
T¡..¡v d ~ = (F ¡JaF v + F ¡Ja F v + ~ r¡llv F 01{3 F ) d~ Mix v 1 2a 2 la 2 1 201{3 v 
Enseguida obtendremos una forma de (2.13) que resulta más fácil de manejar. 
1 -F ¡Ja F Vd~ + - r¡IJV F Ol{3 F d~ ' = 1 2 a V 2 1 2 01{3 V 
- ~ F ¡Ja F v d~ + ~ F ¡Ja F v d~ + ~ F av F d~IJ 
2 1 2 a v 2 1 2 a v 2 1 2 av 
(2.12) 
(2.13) 
Haciendo uso de la antisimetría de F 1 IJV y F2 IJV, y cambiando adecuadamente los índi-
ces mudos en el segundo término de la expresión anterior, se obtiene: 
OIV 1 
TJ.l v d~ = F d~ F2 ¡..¡ + - F (F1 ( ¡..¡01 d~v)) MIX V 1 V 01 2 201V (2.14) 
donde 
Ahora elegiremos un-tubo ~ tipo tiempo y escribiremos la forma explícita del elemen-
to de volumen d~v para este tubo . 
La configuración detallada del tubo ~ carece de importancia como puede deduciise de 
TJ.lv.v = O. 
donde 
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Escogemos entonces un tubo que facilite los cálculos. 
El tubo de Bhabha3 definido por la ecuación K 1 = constante satisface esta condición. 
Su elemento de volumen viene dado por (ver Capítulo 1). 
(2.15) 
Después de un cálculo la!·go pero sencillo, encontramos que: 
lim (TMix d~) = - q¡ q2 [p3 {2(v2 ·a¡) (a2 ·K¡)-
K¡ -+oo ~ 41T 
K2 -+oo 
(2.16) 
K 1 IJ P = - ,a¡ 
K2 
v 1 ll, a2 ll = v2 ll 
Para desarrollar este cálculo 'se introdujo un vector (jll definido así: 
(2 .1 7) 
donde las cantidades asociadas a q 1 están evaluadas en 7 1 , tiempo propio retardado sobre la 
línea de universo de q1 (LU I) del punto de observación xll; las cantidades asociadas a q2 es-
tán evaluadas en 7'2 cuya definición es análoga a la de T¡ (ver figura 3). 
Figura 3. 
A, es el punto del espacio de Minkowski donde q2 emite un rayo de luz, 
y B, es el punto de ese espacio donde q2 lo recibe después de ser refle-jado por q1 • 
De acuerdo a su definición (jll tierie su origen en z1 (~)y su extremo en z2 ( 7; ). 
Para T 1 = 7 1 fijo, 7 2 varía entre A y B cuando x ll se mueve sobre el cono con origen 
en z1 (r~ ), es decir, 'el extremo de (jll recorre z2 (r 2 ) entre A y B (ver figura 3). En efecto, de 
(2.17). 
(2.18) 
Como el producto escalar de dos vectores tipo luz que apuntan hacia el futuro (que es 
el caso de K1 ll y K2 !J) es positivo (o nulo) 
o 2 ;;;;. O =? (j!J es tipo espacio (o luz). 
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Las propiedades geométricas de ljli junto con el hecho que v1 , a1 y K1 no dependen de 
K 1 nos permitieron obtener en forma sencilla el comportamiento asintótico de ciertas expre-
siones que aparecieron en el cálculo. 
A continuación exhibimos estos cálculos. 
De la definición (2.17) 
Es claro que el límite ljli cuando K 1 tiende a infinito existe. 
Entonces 
ljli 
= O cuando K¡ ~ oo 
Por lo tanto 
K ¡ K 1 1J = K 2 1i cuando K 1 ~ oo 
K2 
(2.19) 
Esta relación nos proporciona el comportamiento asintótico de p, necesario para eva-
luar(2.16). 
En efecto, como v2 no depende de K 1 
de modo que. 
p cuando K 1 ~ oo (2.20) 
es decir, p = K 1 / K 2 permanece finito cuando K 1 ~00, K 2 ~ 00• Además, como K2 es ortogonal 
a [a2 - (a2 • K2) v2] y como K 2 = pK 1 cuando K 1 ~ 00, se tiene que: 
K1 • [a2 - (a2 • K2 ) v2] = O cuando K 1 -+ oo 
De (2.18) y como 82 permanece siempre finito , 
1 (K1 • K2 ) ~O como -- cuando K 1 ~ oo 
K ¡ K2 
(2.21) 
(2.22) 
Así, la expresión (2.14) de p v Mix d Lv junto con la forma explícita (2. 15) de d Lv y 
los comportamientos asintóticos (2.19), (2 .20), (2.21) y (2 .22), conducen a la relación 
(2.16). 
De la expresión (2 .1 2) de PIJRM ix y del resultado (2 .16) para lim (T~~ix d L,) se ob-
tiene: 
donde 
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k = p3 {2(v2 • a¡)(a2 · K¡)- (v1 · v2)(a2 • K¡)(a1 ·K¡)} + 
+ .P2 { 2 (v¡ · a2 ) (a 1 ·K¡)- (v1 • v2 ) (a2 • K¡) (a1 • K¡)} -
- 2p2 (a1 • a2 ) 
(2.23) 
(2.24) 
Las integrales (angular y temporal) en (2.23) sólo pueden hacerse si conocemos explíci-
tamente fas ecuaciones de las líneas de universo de cada una de las partículas. 
b) Una aproximación 
Como no podemos calcular analíticamente las integrales en el caso general, introduci-
remos una aproximación (que nos proporciona la dependencia angular explícita de todas las 
variables que aparecen en la integral), que es legítimo incorporar cuando las condiciones son 
tales, que el tiempo t 2 que demora en viajar una señal luminosa de ida y vuelta entre q2 y q 1 , 
es pequeño comparado con algún tiempo característico Te del problema. 
La condición t2 ~Te· es satisfecha cuando las partículas están muy cercas una de la 
otra, y su velocidad relativa r (definida en (2.29)) es pequeña. 
Dada esta situación, v2 J.! y a2 J.! varían poco en el intervalo t 2 (AB en la figura 3); en 
otras palabras varían poco con e 1 y 1/>1 en el intervalo AB, de modo que resulta adecuado 
adoptar como aproximación que v2 J..L y a2 J..L no dependen de e 1 ni 1/>1 en el intervalo AB, para 
los efectos de calcular la integral angular. 
En la aproximación descrita , podemos escribir: 
(2.25) 
donde: 
(2 .26) 
donde la notación es: 
(2.27) 
En la expresión (2 .26) de WJ..I , v2 y a2 deben ser evaluadas en el retardado del punto de 
observación (un punto bien determinado de z2 p. (r 2 ) entre A y B), pero nuestra aproxima-
ción nos permite hacerlo en cualquier punto entre A y B. 
Así, las integrales J 1 0< • •• • pueden calcularse fácilmente - dentro de la aproximación-
(ver Apéndice 1), y encontramos que: 
(2.28) 
donde f 1 , f2 , g1 , g2 , h1 y h2 son funciones conocidas (ver Apéndice 2) de la velocidad rela-
tiva r exclusivamente, definida como es usual, por la siguiente relación 
(2.29) 
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Exhibimos la más compacta de estas funciones: 
g (r) == - -
2
-[1 -!._::_:2 Qn !._2] con r == (v¡ • Vz) 
rr2 2r 1- r 
En principio PR .u M ix es comparable (dentro de la aproximación) con ~R, , y sería po-
>ible construir teóricamente configuraciones de dos cargas (de signos opuestos) que no radien. 
CAPITULO III 
Aplicación: El Positrorúwn 
En seguida obtendremos la expresión integrada, del momentum radiado por un· sistema 
particular , durante un intervalo finito de tiempo. 
En el sistema que consideramos (Positronium), q1 == -q2 == e, y las partículas rotan una 
en tomo a la otra. 
Asumiremos que describen una órbita que se mantiene circular durante un período de 
rotación T. 
El radio de esta circunferencia es R y la frecuencia de rotación con que es descrita es w. 
De esta forma: 
z1 == (ct , Rcoswt , R senwt , O) (3.1) 
v1 = o: (e, -Rwsenwt, Rwcoswt , O) (3.2) 
(3.3) 
donde 
dt 1 
o: = - == [ 1 - (Rw/c)2 ] 1 2 
d1i 
(3.4) 
Además 
z2 = (ct, -R coswt, -Rsenwt, O) (3.5) 
y como 
v2 == o: (e, Rwsenwt, -Rwcoswt , O) (3 .6) 
(3.7) 
De las expresiones (3.1) a la (3.7) y recordando que nuestra aproximación nos permite 
evaluar las cantidades asociadai a (+e) en el mismo t en que evaluamos las asociadas a(- e), 
ded ucirnos trivialmente que: 
(3.8) 
24 
r = c2 1 + (Rw/c)2 
1- (Rw/c? 
Como res constante, r también lo es. 
(3.9) 
(3 .1 O) 
Haciendo uso de estas igualdades, el momentwn .ó.P~ Mix radiado por. interferencia 
entre O y T es: 
(3.11) 
Pero 
T T J V¡ JJ dT1 = J v2 JJ dT2 = (2rr/w, O, O, O) o o 
Por lo tanto 
2 ~ R2 , ,4 .ó.P~Mix = M(r) - " e2 '""" QJJ 
w [1 -:(Rw/c?J2 (3.12) 
donde 
QJJ = (1, O, O, O) 
y 
[ 
2r +.S { 1 - r2 n 1 + r } M(r) = (g1 + g2 ) = - -2 - -- .~:.n -- -1 + 2rr 2r 1-r 
{ 1- _
1 Qn ~} J 
2r 1 - r 
(3.13) 
Además, de (2.16): 
(3.14) 
Entonces, de (3.12) y (3.14), el momentwn total M~ radiado por el sistema entre O y 
Tes: 
(3.15) 
con M(r) dado por (3.13). 
Observando la expresión (3 .15), notamos que el sistema no radia cuando r = r0 , donde 
r0 es solución de la ecuación: 
4 
- + M(r) = O 
3 
Resolviendo esta ecuación uno encuentra que r0 = 0,653 aproximadamente. 
Finalmente, veremos como la condición de estabilidad impuesta sobre el sistema, nos 
permite deducir la ley de fuerzas que rige el movimiento. 
De (2.29) y (3.10) y como (Rw/c) < 1, es inmediato que: 
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. 1-----:r' 
(Rw/c)= 1-vl-r 
r 
(3.16) 
Si el sistema es estable , entonces r = r0 = 0 ,653 aproximadamente, de modo que cuan-
do el sistema no radia, (Rw/C) debe ser constante (ver (3.16)): 
(Rw/C) = 0,370 aproximadamente. 
~ 
La ecuación de movimiento de (•e) es dp 11/dr 1 = f1 11 , donde f=(f1 , f¡) es la cuadri-
fuerza externa, que es la ejercida por (-e). ' 
De acuerdo a (3.3), esta ecuación de movimiento implica: 
f¡ =o 
y 
~ ~ -1 
Como Rw es constante y f 1 es central, obtenemos que f 1 es proporcional a R . 
La carga(+ e) "ve" a (-e) como una distribución lineal infinita de carga. 
CONCLUSIONES 
La aproximación que se introdujo en el capítulo Il , no es otra cosa que considerar sólo 
los térnúnos de orden cero en un desarrollo en serie de Taylor en las variables e 1 y r/) 1 de las 
funciones v2 11 y a2 11 • Se obtendrá entonces, resultados más precisos, a medida que se consi-
dere los términos sucesivos de orden superior en el desarrollo en serie. 
El resultado de mayor relevancia que se obtuvo en esa aproximación, es la posibilidad 
de tener un Positronium estable, es decir , el caso en que la radiación de interferencia anula la 
radiación enútida por las partículas en forma independiente. 
Basándose en este resultado particular, se puede especular que sería posible encontrar 
-teóricamente y dentro de la aproximación introducida - otros sistemas estables (es decir 
que no radien, aun cuando las partículas que lo conforman tengan cuadriaceleraciones no 
nulas) , ajustando adecuadamente los parámetros que describen las líneas de universo de cada 
una de las partículas. 
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APENDICE 1 
Nos proponemos calcular las integrales J n" • "• ··" s definidas así: 
dQO J "•"•""s-J 1 pnK"•K"• K"sn - 012 n -¡;- 1 1 ..... ¡ , ,, .. 
S = 1, 2 ... 
(A l.l) 
con 
K¡ ~ oo 
y donde 
K¡ 
cuando K 1 ~ oo (A1.2) p=- = - - -
K¡ · v2 
Para facilitar los cálculos, introducimos el cuadrivector K¡ r· que es la proyección de 
K1 1J. sobre el espacio ortogonal vf, es decir 
y 
Este vector satisface las siguientes relaciones: 
Kll • V¡ = o 
K 1 1 • K1 = - 1 
De (Al.6) se deduce que K1 es tipo espacio. 
Introducimos además, la notación: 
o 
f dn¡ n --p 47T 
(A1.3) 
(A 1.4) 
(Al.5) 
(Al .6) 
(A1.7) 
(Al.8) 
Haciendo uso de (Al.l), (Al.3), (A1.7) y (A1.8) , fluyen trivialmente las siguientes 
identidades: 
(A1.9) 
(Al.lO) 
J ¡J.V = 1 ¡J. V + V V 1 ¡J. + V IJ.v VI 
n n 1 n 1 1 n (Al.ll) 
(A1.12) 
etc. 
Para los propósitos de este trabajo, sólo es necesario calcular las integrales Jn "• ""s 
cuando s toma los valores 1, 2 y 3. 
Enseguida, vamos a obtener algunas r~laciones que nos enseñarán que .sólo es necesario 
calcular las integrales del tipo In, para obtener las del tipo In "• "" 5 • 
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'ara ello, analicemos algunas características de. las integrales (A1.7) y (A1 .8). 
Consideremos primero 
Es claro que In¡.¡ es un vector ortogonal a v 1 ¡.¡ , es decir 
1 llv = o n 1 ¡.¡ (Al.l4) 
Entonces In¡.¡, puede expresarse como una combinación lineal de cuadrivectores qll en 
que cada uno de ellos es ortogonal a v 1 ¡.¡: 
(A1.15) 
En la expresión (Al.l, 5) hay suma sobre el rótulo r. 
Demostraremos que la descomposición de In¡.¡ debe ser la dada por (A l.15). 
Supongamos que en la descomposición de In¡.¡ existe un vector pJ.I que no es ortogonal 
av 1 ¡.¡ ,es decir: 
(A1.16) 
Proyectemos (A 1.1 6) sobre el subespacio ortogonal a v 1 ¡.¡: 
h ¡.¡v l = h ¡.¡vE + h ¡.¡vE 
1 n¡.¡ 1 n(r)q ¡.¡ (r) 1 P¡.¡ (A1.17) 
donde 
(Al.l8) 
es el proyector sobre el subespacio ortogonal a v1 ¡.¡ . 
Pero 
h ll" I = I 1 n¡.¡ nv 
y 
de modo que: 
y como 
(v · p) * O, 
se tiene que E = O, lo que demuestra (Al. I S). 
111 ¡.¡ sólo puede depender de v2 y en virtud de esta dependencill. y de (A l.lS), podemos 
escribir 
o 
I ¡.¡ = f drl¡ K ¡.¡ - A ¡.¡ n -- 1 - v2 4rr n 1 (Al.l9) 
donde por definición v/i_ = h 1 il"v2 ", es decir: 
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(Al.20) 
con 
Razonando en forma análoga , se puede deducir que: 
(Al.21) 
dn° 1 Ol{3"f = J--1 pnK 01 K (J K "t = D V 01 v (J "t +E- h (Oi f3 v "t) 
n 4 7T ll. l l. 11. n 2 l. 2 l. V 2 1. 11 1 2 1. 
(Al.22) 
Las integrales del tipo 1 01 ' ••· 01 s pueden relacionarse con las del tipo I . 
n n 
Si multiplicamos (Al. l9) por v2 ~ y recordando que nuestra apro ximación nos permite 
colocarlo en el integrando , se obtiene 
relación que se obtuvo haciendo uso de las siguientes identidades: 
Vz l. • Vz l. = 'Y2 r2 
De este modo, podemos calcularAn de (A1.23), conociendo In e ln_1 . 
Multiplicando escalarmente (Al.21) por v2~ v2~ se obtiene 
Contrayendo o: y~ en (Al.21) 
Reescribiendo (A1.26) haciendo uso de (A1.23) 
-v2 I - 2-v I + I -2 = -v2 r2 (--v2 r2 B -C ) 1 n 1 n-1 n 1 1 n n 
(Al.23) 
(Al.24) 
(A l.25) 
(Al.26) 
(Al.27) 
(Al .28) 
Las ecuaciones (A1.27) y (Al.28) conforman un sistema para 8 11 y C,l' que pueden ser 
calculados entonces, en términos de In , In-¡ e In_2 . 
Para calcular Dn y En en (Al .22) se procede en forma análoga. 
En efecto, multiplicando (A1.22) por v2 iv2 fw2I y haciendo uso de (A l.23) se obtie-
ne: 
(Al .29) 
Contrayendo ¡3 y y en (A1.22) y multiplicando enseguida por v2~ , se obtiene: 
El sistema de ecuaciones (A1.29), (A1.30) nos permite calcular Dn y En en términos 
de In , In-¡, In-z e In_3 . 
Calculemos In. 
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· donde 
Su valor debe ser independiente del sistema que escojamos para calcularlo. 
Consideremos un sistema que se mueve con q 1 , es decir, aquel en que v1 = (1 , O, O, 0). 
Elijamos v2 , de modo que su componente espacial esté dirigida a lo largo del eje z. 
Como v2 • v2 = 1 y v1 • v2 = r (por definición de r), resulta que v2 = (r, O, O~). 
Se tiene también que 
K¡ = (1 ' sene 1 COS</J¡ ' sene 1 ' sen</)¡ ' cose 1) 
Así, en el límite K 1 ~ oo : 
1 
p = - - --
r(I - rx¡) 
x1 = cos8 1 
Como (ver Capítulo I) 
se tiene que una vez hecha la integral en <P 1 : 
1 1 1 
In = - J dx - --- , 
2 -I rn (1 - rx)n 
de manera que: 
1 + r Qn 
1- r 
----[(1 +r)1 -n- (1- r)1 ·nJ , n =1= 1 
2rnr(l-n) 
(A 1.31 ) 
(A1.32) 
Exhibimos a continuación una lista de los valores de In que desempeñan un rol impor-
tante en nuestros cálculos: 
1_2 
1 2 
- [ 4r - 11 3 
L¡ = 'Y 
lo = 
1 1 + r l¡ - Qn 
2rr 1- r 
12 
13 = 'Y 
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Haciendo uso de estos resultados y resolviendo las ecuaciones para An , Bn , Cn, Dn y En, 
se obtiene: 
A o = o 
A¡ _ 1 - r
2 ~ 1 Q 1 + r _ 
- -:r--n--
r 2r 1 - r 1] 
A2 
- rr2 [1 - 1- r2 Qn ~ ] 2r 1- r 
A3 = 1 
B¡ = 1-r[3-r2 Qn 1+r _ 3] 
2rr4 2r 1 - r 
Bz = 1 - rz [3 ( 1 - r2) ( 1 - J.. Qn ~) + 1 J 
r2 r2 2r 1 - r 
B3 = _1_ [ 3 (1 - r
2) 
rr2 2 r2 
Ct = - Az/2 
c 2 - At 
c3 - A2/2 
1 - r2 ( -
2r 
Qn .!2...:._ - 1) + 1 J 
1- r 
Todas estas funciones de r presentan un comportamiento normal cuando r -+ O. 
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APENDICE2 
Hacemos ne>tar que los coeficientes A, B, C, D, E, I que aparecen en las relaciones si-
guientes, son funciones de r , y su forma explícita en términos de esta variable se encuentra 
en el Apéndice l. · 
f1(r) = 2A2 - rA2 - SrA3- 2rB2 + 2r2 B2 + 4r2 B3 -
- 2C3 - r 3 D2 - r 3 D3 + rE2 + rE3 + 2I3 
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