The natural world presents us with a rich and ever-changing sensory landscape containing diverse stimuli that constantly compete for representation in the brain. When the brain selects a stimulus as the highest priority for attention, it differentially enhances the representation of the selected, ''target'' stimulus and suppresses the processing of other, distracting stimuli. A stimulus may be selected for attention while it is still present in the visual scene (predictive selection) or after it has vanished (post hoc selection). We present a biologically inspired computational model that accounts for the prioritized processing of information about targets that are selected for attention either predictively or post hoc. Central to the model is the neurobiological mechanism of ''selective disinhibition'' -the selective suppression of inhibition of the representation of the target stimulus. We demonstrate that this mechanism explains major neurophysiological hallmarks of selective attention, including multiplicative neural gain, increased inter-trial reliability (decreased variability), and reduced noise correlations. The same mechanism also reproduces key behavioral hallmarks associated with target-distracter interactions. Selective disinhibition exhibits several distinguishing and advantageous features over alternative mechanisms for implementing target selection, and is capable of explaining the effects of selective attention over a broad range of real-world conditions, involving both predictive and post hoc biasing of sensory competition and decisions.
Introduction
The world abounds with stimuli that are constantly competing for representation in the brain. Some of these stimuli are critical for guiding thought and behavior, whereas many others are irrelevant. Attention is the cognitive capacity that selects the most relevant information, at each moment in time, for prioritized processing and decision-making.
A variety of theories and computational models have been developed that describe the differential effects of selective attention on the prioritized processing of ''target'' versus other, irrelevant ''distracter'' stimuli. These models typically account for the effects of attention by invoking a bias in the competition among the competing stimulus representations to favor the neural representation of the target (Ardid, Wang, & Compte, 2007; Ardid, Wang, & Compte, 2007; Deco & Rolls, 2005; Desimone, 1998; Desimone & Duncan, 1995) . These models of biased competition entail a particular sequence of processes: the selection signal, which biases competition, comes into play either before or while the target and distracter stimuli are present in the visual scene. This conventional scenario represents the prospective assignment of target priority or ''predictive selection''. However, what if a stimulus is identified as the target stimulus only post hoc, that is, after it has vanished from the visual scene? Conventional models cannot deal with this latter scenario.
Post hoc identification of targets for attention happens frequently in real-world situations. For example, transient, peripheral stimuli could be relevant for behavior, but these have often disappeared by the time attention is drawn to their location. Another common example is when a person is moving through the world and recognizes the importance of a stimulus only after she/he has moved away from it. Consider a researcher moving through a crowded room at a scientific meeting. Many faces appear briefly and disappear in her/his visual scene, and it may be a brief moment before a particular face is recognized as that of a former colleague. The researcher must retrospectively identify the location and heading http://dx.doi.org/10.1016/j.visres.2014.12.010 0042-6989/Ó 2015 Elsevier Ltd. All rights reserved.
of the colleague, while ignoring the movements of the other individuals in the room, in order to be able to track the colleague down. In both examples, information about the selected stimulus must be differentially processed post hoc (Carrasco, 2011; Liu, Pestilli, & Carrasco, 2005) .
The effects of post hoc selection on information processing can be studied in the laboratory using psychophysical tasks that incorporate a post hoc response cue (Herrmann et al., 2010; Liu, Pestilli, & Carrasco, 2005; Pestilli et al., 2011) . Such tasks are commonly referred to as ''filtering'' tasks (Palmer & Moore, 2009 ). In such tasks, competing stimuli are presented and have disappeared, before the identity of the relevant stimulus for decision-making is revealed to the subject by a cue (Fig. 1A-B) . The subject is rewarded for making a correct decision about some feature of the post hoc-cued stimulus, such as its location, orientation, or direction of motion. By incorporating a predictive cue into this paradigm (e.g., Fig. 1A , red circle, or Fig. 1B , red arrow), the effects of both predictive cueing and post hoc cueing on stimulus discrimination can be studied (Pestilli et al., 2011) .
Here, we develop a biologically inspired, dynamical model that, at its core, implements a recently reported neural mechanism: selective disinhibition (Fig. 1D ). This mechanism controls local, feedforward inhibition of inhibition of sensory representations in the mammalian forebrain (Zhang et al., 2014) . We show that this mechanism accurately accounts for attention's hallmark neurophysiological and behavioral effects, including target-distracter interactions, in both predictive and post hoc selection tasks (Palmer & Moore, 2009; Sridharan et al., 2014a; Zenon & Krauzlis, 2012) . Our model presents a unified mechanism for attentional biasing of sensory representations and decision-making that can operate effectively in a wide range of real-world conditions.
Materials and methods

Task description
We developed the model to account for attention's effects in a filtering task, such as that shown in Fig. 1A . Following fixation, the subject is presented with a briefly flashed stimulus array consisting of two positive contrast dots, one on either side of the fixation point (stimulus encoding epoch). The elevation of each stimulus is independently sampled from values above or below the horizon. After a brief blank period (delay epoch), two response boxes appear to one side of the fixation point, one above and the other below the horizon. The subject must localize and indicate the elevation of the stimulus on the side of the response boxes by selecting the appropriate box, above or below the horizon (response epoch).
Two aspects of this target localization task must be emphasized. First, the response boxes constitute a post hoc cue, indicating which of the two stimuli was the target and which the distracter. Second, because the stimuli are no longer present when the identity of the target is revealed, the subject must retain the location of both stimuli to be able to successfully localize either one, post hoc. With this paradigm, the effects of predictive cueing on behavioral performance can also be measured, on interleaved trials, by introducing a predictive cue (Fig. 1A , red circle) that predicts the side of the target stimulus (the side of the response boxes) with high ($90-100%) validity.
The model is equally applicable to other types of filtering tasks, such as the one shown in Fig. 1B (Herrmann et al., 2010) . In this task the stimuli are oriented Gabor gratings, and the subject must identify and report the orientation of the target grating as being clockwise or counter-clockwise of vertical in the presence of another distracter grating. In this task, the post hoc cue, indicating the side of the target, is a spatial cue (box), whereas the predictive cue is a symbolic cue (Fig. 1B , red arrow).
Model equations
The filtering tasks shown in Fig. 1A -B consist of either 3 or 4 epochs: the (interleaved) predictive cueing epoch, the stimulus encoding epoch, the delay epoch, and the response epoch. We develop a single model that simulates each task epoch by switching flexibly between distinct dynamical modes. Fig. 1C shows a schematic representation of the model. The model comprises of two neural populations (1 and 2) that mutually inhibit each other. One population (population 1) encodes the target stimulus; the other (population 2) encodes the distracter stimulus. Within each population, distinct sub-populations (A and B) encode the distinct values of each stimulus. In our ''filtering'' task ( Fig. 1A) , sub-population '1-A' is activated when the target stimulus is 'above' the horizon, and '1-B' is activated when the target stimulus is 'below' the horizon. Similarly, sub-populations '2-A' and '2-B' are activated when the distracter stimulus is located 'above' or 'below', respectively. Moreover, because each stimulus (target, distracter) appears above or below the horizon, but never at both locations, only one of the sub-populations within each population is activated on any given trial.
We model the evolution of target and distracter population activities on a given trial, with two mean-field equations, each representing the dynamics of one activated sub-population within each of the target and distracter populations, respectively:
where y 1 and y 2 are ''state'' variables that represent the net current flow into each neural population; the parameter k is a ''leak'' conductance that governs the rate of decay of each population's state (current); w 1 1 and w 2 2 represent the strength of inhibition (connection strength or synaptic weight) that each population receives from itself (recurrent inhibition); w 1 2 represents the strength of inhibition that the distracter population exerts on the target population (competitive inhibition), and vice versa for w 2 1 ; I 1 and I 2 represent the external input currents received by each population that represent, respectively, the strength of the target and distracter stimuli; I 1 bkg and I 2 bkg represent additive (possibly noisy) background current inputs to each population; f(y) represents the ''activation'' function that describes the functional relationship between the input (current) and output (firing rate) of the population. f(y) is modeled with a bounded, three-parameter sigmoidal hyperbolic-ratio (Naka-Rushton) function (Appendix A). Additional details regarding these variables and parameters of the model are provided in Appendix A.
These equations can be considered as ''mean-field'' approximations of the net currents into the two populations of neurons that mutually inhibit each other with current-based synapses (synapses that alter the currents into their postsynaptic neurons) (Bogacz et al., 2006; Bogacz et al., 2007) . Modeling y 1 and y 2 as net population currents, rather than as neural firing rates as in previous models (Machens, Romo, & Brody, 2005; Wang, 2008) , permits these state variables to assume both positive and negative values. The activation function, f(y), that represents mean population firing rates, rectifies 'y', and assumes only non-negative values. We call f(y) the ''activity'' of the respective target or distracter population.
The model simulates the various task epochs (predictive cueing, stimulus encoding, delay, and response) by systematic changes (local or global) to the leak conductance (k) and inhibitory connection strengths (w i j ).
Network dynamic modes
First, we describe the three dynamic modes of the network that model post hoc cueing in the absence of predictive cueing. Then, we describe the network mode that models predictive cueing.
Stimulus encoding epoch
During stimulus presentation, the network is in an encoding mode ( Fig. 1C) : inputs I 1 and I 2 assume non-zero values that represent, respectively, the strengths of the target and distracter stimuli. We assume that all inhibitory connection strengths are equal (w 1 1 = w 2 2 = w 1 2 = w 2 1 = w), corresponding to symmetric, inhibitory interactions within and between the populations. Table 1 provides a summary of the parameters for this and all other epochs. Regardless of input current level and parameter values, the model yields a unique, stable equilibrium for target and distracter states, as demonstrated in Appendix B.
Delay epoch
During the delay epoch, the stimuli themselves are no longer present, but the representations of the stimuli are transiently maintained. We posit that input currents I 1 and I 2 gradually decline over the delay epoch. This brief persistence mimics iconic memory. For simplicity, we model this decline as a linear decay, from the full value of the inputs I 1 and I 2 at the beginning of the delay epoch, to zero at the end of the delay epoch. Other temporal profiles of this decline, such as exponential decay, produced results similar to those reported here. During this epoch, the network might also recruit additional mechanisms to actively maintain the represented information, such as recurrent, slow excitation within each population. This and similar schemes (e.g., line attractor models) are equivalent to increasing the time constant of the network (Wang, 2002) . Here, we model the gradual decline in network activity as arising from the gradual decline in input currents.
Response epoch
During the response epoch, input currents are zero (I 1 = I 2 = 0; stimuli have vanished), and a post hoc cue reveals the side of the target stimulus. In this epoch, regardless of the relative strengths of the two stimuli, information about the target must be selectively enhanced for guiding a correct behavioral response. The selective enhancement of target information is achieved through ''disinhibition'' of the population representing the side of the target stimulus (Fig. 1D) .
Transition to the ''response'' mode, which is triggered by the post hoc cue, commences with two changes in the model: (i) the leak term k is reduced to a vanishingly small value for both the target and distracter populations (global effect), and (ii) the inhibitory connection strengths onto the target population are reduced (local effect; w 1 1 = w 1 2 = b R w, b R < 1) without any change to the inhibitory connection strengths onto the distracter population (w 2 1 = w 2 2 = w) (Fig. 1E) . The global effect of reducing leak (k) could be mediated biologically by diffusely projecting cholinergic basal forebrain neurons (Madison, Lancaster, & Nicoll, 1987; McCormick, 1993) . The local effect of selective disinhibition can be instantiated biologically by neural motifs, such as that shown in Fig. 1D , as well as pharmacological mechanisms; these are elaborated in Section 4.4. In our model, we simultaneously disinhibit (reduce the inhibitory strength of) both recurrent (w 1 1 ) and competitive (w 1 2 )
inhibition onto the target population with a single parameter (b R ). Disinhibiting competitive inhibition alone suffices to account for several key effects of the selective disinhibition mechanism (see Section 3.2.3). Disinhibiting, in addition, recurrent inhibition by an equivalent amount guarantees stable network dynamics (Appendix B). In biological systems, such disinhibition of both recurrent and competitive inhibition can be achieved simultaneously if both types of inhibition are mediated by a single neuron type (e.g., Class II interneuron in Fig. 1D ). Following selective disinhibition, target and distracter population activities steadily diverge. The dynamics of this divergence are described in Appendix C. The cumulative ratio of activity between the target and distracter populations is used to compute a response variable (w, Table 1 ). The decision to respond is made (read-out) when the response variable reaches a bound (Table 1) , and the time of this event signifies the response time for that trial.
In addition to modeling response times, the model also produces estimates of perceptual accuracy (percent correct) for discriminating between the two target values. The estimate is based on the sensory evidence regarding the target's location (target population activity, f(y 1 )) at the beginning of the response epoch (end of the delay epoch). The signal detection framework that produces this estimate is described in detail in Appendix D.
Predictive cueing epoch
A predictive cue is presented on interleaved trials (Fig. 1A , red circle); the cue predicts the side (but not the elevation) of the upcoming target with high validity. The effect of the predictive cue is modeled, again, by selectively disinhibiting the target population (Fig. 1E ), albeit to a lesser extent than during the post hoc cue response epoch (
parameters remain fixed at their default values (same as in the stimulus encoding epoch, Table 1 ).
Simulations
All simulations were performed in Matlab (Natick, MA). Model equations were numerically integrated using the Euler method with a time step Dt = 0.001 (1 ms). The time axis of the simulations can be arbitrarily scaled (up or down) by uniformly scaling k, w, I and I bkg in each of the two model equations. Thus, values on the (Table 1 , r bkg = 0). For studying the effects of selective disinhibition on neural response variability, we incorporated noise into the background inputs; these Results are described in Section 3.2.2. These noisy inputs were independent for the target and distracter populations, and were specified as follows (Bogacz et al., 2007) bkg is a scale factor that controls the amplitude of the noise fluctuations for each population, and indices i = 1, 2 denote the target or distracter populations, respectively. In these simulations, we wanted to test specifically the effects of selective disinhibition in shielding the target population from correlated fluctuations in the distracter population's activity. Hence, the scale factor for the distracter's background noise (r 2 bkg ) was always set higher than that of the target's background noise (r 1 bkg ; values in Table 1 ). Neural variability was quantified either as the variance of target activity var(f(y 1 )) over trials (Fig. 3F, upper) or in terms of the Fano factor (the ratio of the variance to the mean of the target activity over trials; Fig. 3F , lower). In the simulations with noise correlations, to simulate activity of two non-interacting neurons in the target population receiving shared inhibition from the distracter, we repeated each simulated run twice with independent background noise for the target, but holding identical the background noise for the distracter. For each trial, the mean activity of each target neuron was computed from 50 ms to 100 ms following stimulus onset, and was converted to a z-score (mean activity subtracted, and divided by the standard deviation of the activity over trials; Fig. 3G ) before computing correlation coefficients. For ease of illustration, neural variability simulation results are presented across n = 10 simulated runs (traces in Fig. 3E and F) and noise correlations, across n = 35 simulated runs (points in Fig. 3G ). In each case, similar results were obtained with up to n = 200 simulated runs.
Comparison with neural and behavioral responses
The model's activity and performance mimicked biological data, both neurophysiological and behavioral. We compared cueing effects on population activity in the model against published observations of attention's effects on neural responses in primate visual cortex (Cohen & Maunsell, 2009; Mitchell, Sundberg, & Reynolds, 2009; Moore & Armstrong, 2003) . We also compared target-distracter interactions in the model against well-known neural signatures of target-distracter interactions in the avian midbrain spatial attention network (Knudsen, 2011; Sridharan, Schwarz, & Knudsen, 2014b) .
In addition, we compared the model's output to behavioral data (percent correct and response times) from chickens performing the visuospatial attention task described in Fig. 1A . Details regarding the stimulus and behavioral protocols for these experiments are reported in a previous study (Sridharan et al., 2014a) . We note three key points regarding the analysis of data drawn from this previous study. First, we only included experimental data from trials in which the animals did not show an initial head position bias, in order to control for any contribution of initial head position to performance (Sridharan et al., 2014a; their Fig. 5) . Second, in the original study, response dynamics were reported both in terms of response times (time from the onset of the stimulus to the completion of response) and in terms of reaction times (time from the onset of the stimulus to the initiation of response): both quantities exhibited similar patterns of variation with target and distracter strengths. However, response times were less noisy and were measured more reliably. Therefore, experimentallymeasured response times are reported here for comparison with model response times. Finally, in the original study, behavior was measured at nine different target and distracter contrast values, equally spaced on a logarithmic scale. Behavioral metrics (both percent correct and response times) were plotted as 9 Â 9 matrices for each combination of target and distracter contrasts (Sridharan et al., 2014a; their Fig. 1 ). Here, for presentation purposes, we smoothed these matrices with a pyramidal (ramp) filter that replaced each data point with a weighted average of the data from two neighboring target and distracter contrasts on either side. Such smoothing revealed salient, global trends in the data while minimizing noisy local effects. In order to avoid edge effect artifacts, we present data from only the central seven values of target and distracter contrasts ranging from 0.01% (c min ) to 25% (c max ) (Figs. 2E and G, . In addition, as with simulated data, experimentally measured response times were normalized by their maximum range to facilitate comparisons (e.g., Fig. 2E and G).
Results
We simulated, with our model, the various task epochs of a post hoc cueing task (Fig. 1A) . We examined the trajectories of the state variables and dynamics of the population activities as the model switched among distinct dynamical network modes corresponding to the different task epochs. Simulation results are reported, first, for trials without predictive cueing and, next, with predictive cueing. We demonstrate that the dynamics induced by selective disinhibition can explain hallmark effects of selective attention on neurons and behavior.
In the results presented below, unless otherwise stated, simulations were conducted in the noise-free condition, i.e., I bkg remains at a fixed value (Table 1, r bkg = 0). Simulations that incorporate noisy background inputs are described in Section 3.2.2.
Target selection by post hoc cueing: dynamics of encoding and response in the presence of a competing distracter
To reveal the dynamics of encoding a target in the presence of a distracter, and in the absence of predictive cueing, we examined the trajectories of the two populations' states in a two-dimensional state space. During the stimulus encoding epoch, the identity of the target and distracter were unknown to the model, and the encoding reflected purely bottom-up competition among the populations (Fig. 1C) . We first examined the encoding dynamics during this epoch, assuming that the stimuli were presented for an extended duration (several hundred milliseconds).
Upon presentation of the stimulus array, the trajectories of the target and distracter states (y 1 and y 2 ) converged to a unique, stable equilibrium, the location of which (in state-space) depends on the relative strengths of the target and distracter stimuli (SI Fig. S1A -E). SI Fig. S1A -C shows the trajectories of the population states (y 1 and y 2 ) for three relative strengths of targets and distracters (indexed by input current levels, I 1 and I 2 ): target weaker than distracter (I 1 < I 2 ), target and distracter of same strength (I 1 = I 2 ), and target stronger than distracter (I 1 > I 2 ). The figure also plots the vector field underlying the activity dynamics (gray arrows): the magnitude and direction of the flow vector at each point represents the rate and direction of evolution of the two population activities. The demonstration of a single stable equilibrium during the encoding phase and the derivation of its location are presented in Appendix B. The location of this equilibrium point may also be identified geometrically from the intersection of the nullclines (curves along which dy 1 /dt or dy 2 /dt is zero; SI Fig. S1A-C, thin blue dashed and solid lines). The existence of such a stable equilibrium is evidence that our model network ( Fig. 1C ) is able to reliably encode target and distracter stimuli of all strengths without being susceptible to noise and initial conditions (elaborated in Section 3.3.3). Such stable dynamics are an essential property of stimulus selection networks that reliably encode the relative strengths of competing stimuli.
How does the model behave when the post hoc cue identifies one of the stimuli as the ''target'' and shifts the model into its response mode (Fig. 1E) ?
Population dynamics for the full task including the encoding, delay and response epochs are shown in Fig. 2 (A-C, blue, cyan, and green lines) for three representative pairs of relative target and distracter strengths (same as in SI Fig. S1A-C) . During the encoding epoch activity levels of the two populations converged toward a stable equilibrium determined by the relative strengths of the target and distracter ( Fig. 2A, blue lines ). Yet, because stimulus presentation is brief (100 ms; Table 1 ), population activities approached, but remained well away from the asymptotic values. During the delay epoch, activity levels of the two populations decayed gradually towards equilibria dictated by the background inputs I bkg ( Fig. 2A, cyan lines) . The trajectory of decay is determined by the gradual decline (to zero) of the input currents (Methods). Were the delay epoch to persist for an extended period, the activity levels of the two populations would dwindle to baseline levels. Again, because the delay epoch is brief (100 ms), population activities approached, but remained well above their baseline levels.
Following the appearance of the post hoc cue, the population corresponding to the target (location 1) was selectively disinhibited while the leak was reduced globally (Methods). As a consequence, the underlying ''flow'' vector field became directed almost vertically downward in state-space ( Fig. 2A ; gray arrows) thereby favoring the selective (maintenance or enhancement) of target activity and concomitant suppression of distracter activity. The gradual ramping up of the target population's activity during the response epoch (Fig. 2B , solid green line) arises from the strong disinhibition of the target population; this disinhibition results in a monotonic increase in the state variable associated with the target (y 1 ), at a rate given by dy 1 /dt = (I bkg À b R wa). This result, and the dynamics of the evolution of network state selectively favoring the target, are described in Appendix C. Thus, following the appearance of the post hoc cue, the activity of the target population, f(y 1 ), was maintained or enhanced, while the activity of the distracter population, f(y 2 ), decayed rapidly (Fig. 2B, dashed green line) .
The activity levels of the two populations diverged over time until the response variable (Methods) for one of the two populations reached a bound (Fig. 2C , dashed horizontal black line), at which time a response was deemed to occur. Because the activity encoding the distracter location decayed away rapidly, the response variable value never reaches the bound at the distracter location (Fig. 2C, dashed green line) . In contrast, because the activity of the target population is differentially enhanced, its response variable (alone) grew monotonically to bound (Fig. 2C, solid green line) . Hence, the model ensured that the target was always selected as the behaviorally relevant stimulus for response.
What are the consequences of these dynamics for simulated behavioral psychometric functions? The model simulated the effects of various values of target and distracter strengths on response times (RT). We plotted psychometric functions of normalized RT (Methods) based on target strength separately for each distracter strength (Fig. 2D, left) , and vice versa (Fig. 2D, right) . For all distracter strengths, simulated response times demonstrated a power law relationship with increasing target strength (Fig. 2D , left), referred to as Pieron's law (Luce, 1986 ). In our model, this compressive non-linearity at higher target strengths arises for the following reason: during the response epoch, the dynamics of the target population are governed only by target activity, f(y 1 ) and distracter activity f(y 2 ) (since k = 0, I 1 = 0 and I bkg is the same regardless of target strength; Methods, Eq. (1)). Since the distracter population activity f(y 2 ) is rapidly suppressed, and target population activity f(y 1 ) saturates at high target strengths, the dynamics are essentially the same for these high values of target strengths (any remaining differences are induced by differences in population state at the end of the encoding epoch). Thus, the entire set of psychometric functions across all target and distracter strengths were well fit with a family of three-parameter power law functions (Luce, 1986) with identical asymptotic RTs at high target strengths. Moreover, response times demonstrated a quasi-linear increase with increasing distracter strengths (Fig. 2D, right) , and there was an interaction effect such that RT was more sensitive to distracter strength for weaker targets (Fig. 2D right, curves of lighter shades have higher slopes), whereas RT was nearly invariant with distracter strength for the strongest targets ( Fig. 2D right, darkest curves; see Section 4).
In addition to response times, our model simulated perceptual accuracy (percent correct) for discriminating target elevation by incorporating a signal detection framework (described in Appendix D). Simulated percent correct data were well fit by a family of three-parameter hyperbolic-ratio functions that differed only in their contrast at half-max values (SI Fig. S2A, left) . The model yielded the largest changes in percent correct (steepest slope) at intermediate values of target strengths. In concordance with the effect of the distracter on the psychometric function of response times, percent correct was least sensitive to distracter strength for the strongest targets (SI Fig. S2A right, darkest curves).
Experimental data from chickens performing the filtering task (Fig. 1A) are shown in Fig. 2E (response times) and SI Fig. S2B (percent correct). The figures demonstrate the close correspondence between model simulations and experimentally measured behavioral responses; although the latter are somewhat noisier due to sampling constraints, all of the qualitative trends in the simulated psychometric functions (described above; Fig. 2D and SI Fig. S2A ) correspond closely with the trends observed in the experimental data ( Fig. 2E and SI Fig. S2B ).
These results indicate that our minimal two-equation model parsimoniously captured the dynamics of stimulus competition between targets and distracters, and accurately reproduced experimentally measured response times and perceptual accuracies in this post hoc selection, filtering task.
Target selection by predictive cueing: effects on neural responses and behavior
We tested whether the same mechanism, selective disinhibition, could also explain the effects of target selection by predictive cueing, the most common method for cueing attention in conventional visuospatial tasks (Carrasco, 2011 ). Specifically, we tested the ability of our model to reproduce key neural effects of predictive cueing reported in previous attention studies (Cohen & Maunsell, 2009; Mitchell, Sundberg, & Reynolds, 2009; Moore & Armstrong, 2003; Williford & Maunsell, 2006) , and also if it could reproduce the behavioral effects of predictive cueing reported for the filtering task shown in Fig. 1A (Sridharan et al., 2014a) .
In our simulations, we modeled the effect of the predictive cue (Fig. 1A-B , red circle or arrow) as selectively disinhibiting the target population during the stimulus encoding epoch. Because this mechanism weakens inhibitory input selectively to the target population, competition is biased in favor of the target's representation during encoding. The distracter is, therefore, no longer able to exert a potent suppressive effect on the target population. Thus, the network enters a ''biased competition'' mode during the encoding epoch. The model parameters and configuration of all other epochs (delay, response) remain the same as in the previous simulations (without the predictive cue).
Effects on competitive encoding of targets
We examined bottom-up competitive encoding of a target in the presence of a distracter in the unbiased condition (without predictive cueing), and compared this with target encoding under a top-down bias generated by selective disinhibition of the target population following predictive cueing. For trials without predictive cueing, how does the encoding of the target change with target strength and with the strength of the competing stimulus? For convenience of description, we shall designate stimulus 1 as the ''target'', and stimulus 2 as the ''distracter'', with the understanding that in trials without a predictive cue the identity of the target and distracter are unknown during the encoding epoch (these are revealed only during the response epoch). Fig. 3A plots the bivariate neural response function that describes the activity of the target population, f(y 1 ) (y-axis) with increasing strengths of the target stimulus (I 1 , x-axis) for various strengths of the distracter (I 2 , curves of different shades), a representation previously referred to as the ''target-response profile'' or TRP (Knudsen, 2011) . As is apparent from the figure, the activity of the target population increased monotonically and saturated for large values of its input (Fig. 3A, lightest curve) . Distracters diminished the target population's activity such that the TRP shifted towards higher values of target strength (Fig. 3A, progressively  darker curves) .
The effect of distracters on target encoding is more readily apparent in plots of the same bivariate neural response function (target activity as a function of I 1 and I 2 ), in which the activity of the target population, f(y 1 ) is plotted as a function of increasing strengths of the distracter (I 2 ; Fig. 3B , x-axis). We refer to this representation as the ''distracter-response profile'' or DRP. For weak distracter strengths, target activity remained at a constant value that depends on the absolute value of its input current (I 1 ). When the strength of the distracter (input, I 2 ) exceeded the strength of the target (input, I 1 ), target activity switched abruptly to a lower value. The abruptness of this transition (sharp or gradual) of the DRP could be parametrically controlled by changes to each of several parameter values (k, w i , n, a, n 50 , SI Table S1 ). In addition, for a given strength of the distracter (I 2 ), the extent of suppression of the target population activity (f(y 1 )) depended on the strength of the target itself (I 1 ), with weaker targets being more strongly suppressed than stronger targets (Fig. 3B, downward gray arrows) .
How does selective disinhibition of the target population, induced by predictive cueing, alter target encoding (TRP and DRP)? As shown in Fig. 3C , upon predictive cueing the encoding of the target was enhanced across the dynamic range of each TRP, and the entire family of TRP curves was transformed as if the target's input (I 1 ; x-axis) were scaled-up by a constant value ( Fig. 3C ; compare red vs. blue shaded curves). Thus, the effect of predictive cueing resembles a multiplicative input gain modulation of target strength (described in Section 3.3.1; Fig. 5A.2) . Moreover, the selective disinhibition mechanism enhanced target activity even when the target was presented alone (without a distracter I 2 = 0%; Fig. 3C ; lightest curve); this latter effect is a direct result of disinhibiting the recurrent (self) inhibition (w 1 1 ) in the model.
Selective disinhibition produced differential enhancement of weak versus strong targets, as evidenced by examining the DRPs. For weak targets (e.g., Fig. 3D , lightest curve; I 1 = 25% of I max ), predictive cueing enhanced the strength of the target representation across all target strengths. However, when the distracter's strength exceeded a threshold value, target activity was abruptly attenuated, and the enhancement with predictive cueing was relatively poor. On the other hand, for stronger targets (e.g., Fig. 3D , darkest curve; I 1 = 50% of I max ), selective disinhibition rendered the suppressive effect of distracters weak across all distracter strengths. As a result, with predictive cueing, neural responses to strong targets were essentially insensitive to distracter strength (Fig. 3D , darkest curve; Section 4).
These simulations replicate several hallmark experimental effects of bottom-up effects of stimulus competition and top-down effects of attention on neural responses. The correspondences with experimental observations are detailed in Section 4.
Effects on neural variability and noise correlations
In addition to its effects on neural firing rates, attention exerts systematic effects on neural response variability. Converging evidence indicates that spatial attention induces an increase in the reliability (decrease in the variability or Fano factor) of the neural response, across repeated trials, to targets presented at the attended location (Cohen & Maunsell, 2009; Mitchell, Sundberg, & Reynolds, 2007) . In addition, attention reduces the shared variability (noise correlations) among neighboring units, thereby potentially reducing the redundancy of the population code (Cohen & Maunsell, 2009; Mitchell, Sundberg, & Reynolds, 2009 ). These effects have been reported predominantly in attention tasks that incorporate predictive cues. We asked if simulating predictive cueing with our model would produce these same effects. We tested this question by adding simulated noisy background inputs to the model (Methods).
First, we tested if selective disinhibition would reduce inter-trial variability in target population activity, f(y 1 ), arising from intertrial variations in the strength of inhibitory input from the distracter (parameters in Table 1 ). For illustrating the concept, we enhanced the magnitude of the disinhibition (by setting b A to 0.1) compared to our previous simulations (in which b A was set to 0.7); all other parameters remained at their default values.
Selective disinhibition, induced by predictive cueing, yielded a clear improvement in inter-trial reliability or, conversely, a reduction in inter-trial variability. Fig. 3E plots the stimulus evoked target activity for an exemplar case (I 1 = I 2 = I max ) across repeated trials with different, independent realizations (random patterns) of noisy background input currents (I bkg , Methods; n = 10 simulated runs). The traces reveal the diminished inter-trial variability in evoked responses for trials with predictive cueing (Fig. 3E , red traces) compared to those without predictive cueing (Fig. 3E , blue traces). Quantifying this inter-trial variability with either the variance of the activity (Fig. 3F, upper) or the Fano factor (Fig. 3F , lower) revealed that both of these quantities were substantially lesser for trials with versus without predictive cueing. These differences in inter-trial variability became apparent $50 ms following stimulus onset (Fig. 3F , red vs. blue). This latency to differential variability arises from the gradual build up in the distracter population's activity until it can appreciably impact the target population's activity. The same effects were observed across all combinations of target and distracter strengths simulated.
Next, we asked whether selective disinhibition would reduce noise correlations between different neurons in the target population, particularly those arising from fluctuations in shared inhibitory input from the distracter population. We simulated two noninteracting neurons within the target population each of which received independent sources of noisy background input, but shared the same inhibitory input from the distracter population (Methods). As before, for illustrating the concept, we increased the magnitude of b A (b A = 0.1) to exaggerate the effects of selective disinhibition; other parameters remained at their default values.
For trials without predictive cueing (without disinhibition), mean activity levels in the two target neurons were highly correlated across trials, as a result of shared fluctuations in the inhibitory input from the distracter (Fig. 3G, blue ; q = 0.95, n = 35 simulated runs; same exemplar case as in Fig. 3E-F) . In contrast, with selective disinhibition triggered by the predictive cue, activity in the two target neurons became considerably less correlated ( Fig. 3G, red ; q = 0.39, n = 35 simulated runs). This effect is a direct consequence of disinhibition reducing correlations arising from shared inhibitory fluctuations in the distracter population activity. Again, the same effects were apparent across all combinations of target and distracter strengths simulated.
We confirmed that these effects of selective disinhibition on neural variability were not merely due to saturation (ceiling) effects on target activity. Because selective disinhibition effectively results in a multiplicative gain on target input (Fig. 3C) , it is possible that the reduced variability arises from the saturating nature of the sigmoidal activation function (f): input fluctuations at lowmoderate input levels, corresponding to the steep part of the activation function, are likely to cause larger changes in output activity than those at higher input levels, corresponding to the saturated part of the function. We confirmed that this was not the case by quantifying variability and noise correlations directly with the target's state variable, y 1 , i.e., before it was transformed into output activity, f(y 1 ). The same effects of selective disinhibition on target activity, f(y 1 ) (viz., reduced variance and diminished noise correlations), were also apparent when these were quantified with the target state y 1 .
These results indicate that selective disinhibition is a potent mechanism for reducing neural response variability as well as noise correlations, both hallmark effects of selective attention on neural responses (Section 4).
Effects on simulated behavioral responses
How does selective disinhibition of the target population with predictive cueing affect simulated behavioral responses? To analyze the distinct effects of target and distracter strengths on simulated responses, we plotted psychometric functions of percent correct and response times based on target strength by averaging across all distracter strengths (Fig. 4A-B ) and, separately, based on distracter strength by averaging across all target strengths (Fig. 4C-D) .
Simulated psychometric functions revealed that performance, both in terms of percent correct and response times, improved with predictive cueing -a direct consequence of the biasing of the underlying computations in favor of the target population (Fig. 4A-B , red, with predictive cue versus blue, no predictive cue). In addition, predictive cueing caused simulated behavior to be much less sensitive to increasing distracter strengths, across a range of target values, resulting in flatter psychometric functions of percent correct and response times (Fig. 4C-D, red versus blue) . These beneficial effects of predictive cueing were both qualitatively and quantitatively similar to those observed in the experimental data ( Fig. 4E-H) .
Next, we examined the simulated psychometric functions of percent correct and response times based on target strength, separately, by each distracter strength, and vice versa (SI Fig. S2C and Fig. 2F ). The largest effects of distracters on percent correct and response times occurred at the lowest values of target strengths, mimicking the patterns observed in the experimental data (SI Fig. S2D and Fig. 2G ). These patterns are consistent with the aforementioned effects of selective disinhibition on target neural response functions (TRPs and DRPs; Fig. 3C-D) : disinhibition triggered by predictive cueing powerfully diminished the suppressive effects of distracters, with the rescue by cueing being greater for stronger targets. In fact, predictive cueing rendered percent correct and response times for strong targets essentially insensitive to distracter strength in these simulations, reproducing the pattern observed in the experimental data (SI Figs Fig. 1A; Sridharan et al., 2014a) . Triangles: experimental data. Curves: Naka-Rushton fits (for psychometric functions of percent correct), or power-law fits (for response times). neural motif that implements such a matched reduction was presented in Fig. 1D . In addition, we have previously remarked on how reducing recurrent inhibition in our model is necessary for enhancing target population activity with predictive cueing in the absence of distracters (Section 3.2.1; Fig. 3C , lightest shaded curve).
We asked if similar behavioral results would hold for a selective disinhibition model in which only competitive (distracter) inhibition was reduced without modulating recurrent inhibition (SI Fig. S3, schematic) : the model was simulated by reducing (disinhibiting) only w 1 2 by the same factor as before, b A , while w 1 1 remained unaltered. The results are shown in SI Fig. S3 . The effects of post hoc cueing were generally weaker than the full model (e.g., slower response times), as were the effects of predictive cueing (e.g., smaller improvements in percent correct and response times; compare SI Figs. S3A-D with Fig. 4A-D) . These weaker effects could be attributed to the overall greater level of inhibition in the network, as only one component of inhibition (distracter inhibition) was reduced whereas the other (recurrent inhibition) remained intact. The greater level of inhibition in the network also qualitatively altered the psychometric function of response times (compare SI Fig. S3B with Fig. 5C .3 corresponding to Model DI-ii described in Section 3.3.4). The results indicate that the selective disinhibition model in which both recurrent and competitive inhibition are reduced provides a more accurate account of the experimental observations.
Comparison with other candidate mechanisms
We compared the selective disinhibition mechanism with four other candidate mechanisms for effecting target priority in our model. Each of these alternative mechanisms was simulated within the framework of the model with changes to specific parameter values or by incorporating a single additional parameter (the equations describing each model are presented in Appendix E.1). We examined the relative advantages and disadvantages of each mechanism for biasing competition during the stimulus encoding phase (with non-zero leak, k) and, where applicable, for influencing behavioral dynamics (with k set to zero).
Multiplicative input gain
Previous studies have proposed that increasing input gain to the target population can mimic the neural effects of enhanced encoding of an attended target (Reynolds & Heeger, 2009) . In this scheme, the gain of the input is scaled by a fixed factor (c; Fig. 5A.1 ) that could then yield an enhancement of the neural responses and/or psychometric functions of target contrast.
In our task, it was not possible to effect post hoc selection with multiplicative input gain enhancement because the inputs were no longer present (I 1 = I 2 = 0) during the post hoc cueing (response) epoch. However, this mechanism can bias stimulus competition in favor of the target following predictive cueing. Because the gain factor multiplicatively scales the afferent input to the target population, this mechanism is expected to improve target encoding in a manner entirely equivalent to scaling the input axis (x-axis) by a constant factor, an effect referred to in literature as a ''contrast gain''.
Increasing input gain in the model with a multiplicative factor (value of c, Table 1 , tuned to match Fig. 3C ) resulted in patterns of simulated neural TRPs and behavioral psychometric functions that were consistent with these predictions. The patterns were similar to those produced by the selective disinhibition mechanism: TRPs ( Fig. 5A .2) and DRPs (SI Fig. S5B ) became less sensitive to increasing distracter contrasts, especially for stronger targets. Simulated behavioral metrics (performance accuracy and RT) also followed patterns that were qualitatively similar across the two mechanisms ( Fig. 5A.3 ). Only minor quantitative differences were apparent between the simulations with the two mechanisms.
Additive (excitatory) bias
Another candidate mechanism for effecting target priority involves activating the target population selectively with an additive bias current (I bias , Fig. 5B.1) . Because the bias current adds afferent drive to the target population uniformly across all input current levels, this mechanism is expected to improve performance in a manner entirely equivalent to shifting the input axis (x-axis) by a constant factor (also a contrast gain effect) (Carrasco, 2011) . In order to obtain enhancements comparable to those obtained with the selective disinhibition model (Fig. 3C) , an I bias of 0.13I max was employed (Table 1) .
Implementing this model produced effects consistent with shifting the input axis by a constant factor. Simulations of predictively cued neural TRPs and behavioral psychometric functions of accuracy were shifted towards lower target contrasts relative to their uncued counterparts ( Fig. 5B.2) . The dynamics of responses were also similar across these models, except for a key distinction: response times were much less sensitive to changes in target strength, resulting in flatter psychometric functions of response times (Fig. 5B.3, right) . Moreover, response times were more heavily influenced by changes to distracter strength (data not shown). Thus, the additive bias mechanism appeared to be a viable candidate both for biasing competition during the encoding and response epochs, although the psychometric functions of response times were qualitatively different; the reasons are discussed in Appendix E.2.
As a result of the direct drive by the I bias current, baseline activity in the target population was increased substantially during the predictive cueing epoch (5x higher than uncued baseline; Fig. 5B .2, vertical blue arrow). In contrast, baseline activity was only modestly modulated with the selective disinhibition mechanism (1.5-2x higher, Fig. 3C, vertical blue arrow) . The more modest baseline modulations are more consistent with experimental observations of neural activity in a variety of brain areas during selective attention tasks (Carrasco, 2011) . Thus, although a viable candidate for biasing responses, an additive bias current may not be consistent with experimentally reported effects of predictive cueing (see also Section 4).
Increasing competitive inhibition of distracters: No recurrent inhibition (Model DI-i)
In addition to the mechanisms of multiplicative or additive modulations of excitation, described above, we also tested two mechanisms that involved increases in the competitive inhibition of distracter populations. The first of these mechanisms is shown in Fig. 5C.1 (upper) . In this model, each population inhibits the other, but does not inhibit itself; there is no recurrent inhibition in this model (the DI-i model; belonging to a class of non-linear leaky competing accumulator models) (Bogacz et al., 2007) .
We examined the effects of selectively increasing competitive inhibition from the target to the distracter population in this model. During the stimulus encoding phase, the activities of the target and distracter populations diverged rapidly from an unstable fixed point and were, thus, highly sensitive to initial conditions (parameter configuration, Table 1 ). SI Fig. S4A -B presents an exemplar case: when the target and distracter inputs were of equal strength (I 1 = I 2 = 25% I max ): even slight differences in initial state ($4% I max ) resulted in widely different final states of the target and distracter populations that depended, critically, on the initial conditions. Similar sensitivity to initial state was observed when targets were predictively cued. As shown in Appendix E.3, the dynamics of this model are highly sensitive to the relative strengths of the leak and the inhibition. Specifically, increasing the strength of inhibition substantially increases the likelihood of generating a saddle equilibrium: an unstable equilibrium that results in unreliable encoding due to the strong influence of noise and initial state (Appendix E.3). In contrast, with selective disinhibition, the activities of the target and distracter populations during the encoding phase converged reliably onto identical values, regardless of the initial conditions (SI Fig. S4C-D) .
Again, during the response epoch, due to the underlying saddle instability, the post hoc cue could not reliably select the target for response (Appendix E.3). SI Fig. S4 E presents an exemplar case in which, despite the target being biased by the DI-i mechanism (Fig. 5C.1 ), network state rapidly evolved towards the distracter stimulus, such that distracter population activity was differentially and powerfully amplified (SI Fig. S4E) . Consequently, the model's output selected the ''incorrect'' stimulus for response, thereby violating task rules. In contrast, in the same scenario, biasing with the selective disinhibition mechanism, always resulted in the selection of the target stimulus (SI Fig. S4F ).
Thus, this mechanism (DI-i) was not appropriate for modeling either predictive or post hoc cueing of targets, because of the tendency of cueing to destabilize network dynamics, thereby prohibiting reliable biasing of competition and the capacity to differentially enhance weakly encoded targets.
Increasing competitive inhibition of distracters: with recurrent inhibition (Model DI-ii)
The second mechanism we tested that increases competitive inhibition of distracters included recurrent inhibition (Fig. 5C.1,  lower) . In this model, each population inhibits the other, but it also inhibits itself. The recurrent inhibition ensures stability of the encoding equilibrium (Appendix E.3). As before, we examined the effects of increasing inhibition selectively from the target population to the distracter population. The value of this increase was chosen as the multiplicative inverse of the factor by which inhibition was decreased with selective disinhibition (Table 1 and 1/b); such a choice matches the ''switch-point'' -the strength of the distracter at which target population activity becomes abruptly suppressed -across the two models ( Fig. 3D versus SI  Fig. S5D) .
The model that contained recurrent feedback inhibition (DI-ii) exhibited stable encoding dynamics (Appendix E.3). However, it produced neural TRPs and DRPs that were qualitatively different from those produced by the selective disinhibition mechanism. First, in the absence of a distracter, the DI-ii model produced no increase in the strength of encoding of target information (Fig. 5C .2, I 2 = 0%), unlike the selective disinhibition model, which produced a multiplicative input gain-like increase in target population activity. Second, in the presence of a strong distracter, the DI-ii model produced a much weaker overall increase in target population activity following cueing, compared to the disinhibition model ( Fig. 5C.2, I 2 = 75%) . Moreover, the pattern of activity increases was both qualitatively and quantitatively different (compare Fig. 5C .2 with Fig. 3C ). Third, in the DI-ii model, target population activity was abruptly suppressed by specific ''threshold'' distracter strengths for both weak and strong targets (SI Fig. 5D ). On the other hand, in the selective disinhibition model, such abrupt suppression occurred only for weak targets (Fig. 3D) . Finally, psychometric functions of accuracy and response times were only marginally improved with predictive cueing (Fig. 5C.3) , a consequence of the comparatively weak enhancements of target population activity in this model.
Thus, relative to the DI-ii model, the selective disinhibition model demonstrated several distinctive and beneficial features to support the enhanced processing of target information, including cue-induced increases in target population activity even for low (or zero) contrast distracters, decreased sensitivity to the interfering effects of distracters and, consequently, overall greater improvements in percent correct and response times with predictive cueing.
Discussion
A single mechanism for predictive and post hoc selection
In the real-world, decisions are rarely based on the analysis of stimuli that happen to be the most physically salient at each moment in time, even though this is the scenario that is typically simulated by models of competitive selection and decision-making (Bogacz et al., 2007; Deco & Rolls, 2005; Desimone, 1998; Wang, 2002; Wang, 2008; Wong & Wang, 2006) . Instead, decisions often require the selection of relevant stimuli that are physically weak and the suppression irrelevant stimuli that are physically more salient. In addition, a relevant stimulus is occasionally identified as such only after it has disappeared, and the brain must, nevertheless, differentially enhance and process information about that stimulus.
In this study, we have proposed a simple yet powerful mechanism -selective disinhibition -that can mediate the differential processing of prioritized information by selective attention. The mechanism is able to effect target priority both prospectively, when the identity or location of the target is anticipated (e.g., predictive cueing), and retrospectively, after a target stimulus has disappeared (e.g., post hoc cueing).
We implemented the mechanism with a simple, analytically tractable, two-equation model. With computational simulations, we demonstrated that our model can accurately account for the competitive effects of distracters on target encoding as well as the effects of ''top-down'' selection, both predictive and post hoc, on target localization in a two-alternative selective attention (''filtering'') task. The model is able to simulate experimentally observed performance accuracy (percent correct) and dynamics of the decision to respond, as reflected in response times. Moreover, the model is readily extended to multi-alternative tasks by simply adding more equations, with additional variables, one for each additional stimulus representation (e.g., location or feature value).
Our model equations are similar in form to a class of decision models for multialternative choice: the non-linear leaky competing accumulator (LCA) (Bogacz et al., 2007) . However, our model differs in two key respects. First, in our model, the competition among alternatives is biased with a novel mechanism: the modulation of inhibitory gain on the target population. Second, in addition to the standard non-linear competitive-inhibition term, our model contains a recurrent-inhibition term. The disinhibition of this recurrent inhibition enables the attentional enhancement of target population activity in the absence of distracters (e.g., Fig. 3C ). Previous, neurobiologically-detailed simulations of attentional phenomena have incorporated disinhibitory mechanisms similar to the one we propose (Buia & Tiesinga, 2008; Tiesinga & Buia, 2009; Wang et al., 2004 ). Yet, our minimal, dynamical two-equation model, while being analytically tractable, is able to capture both neural and behavioral hallmarks of selective attention. Our simulations highlight the advantages of selective disinhibition as an important candidate mechanism for both predictive and post hoc selection of targets.
Neural effects reproduced by the model
Our model reproduced several hallmark, experimentally observed effects of bottom-up stimulus competition and top-down attentional selection on neural responses. First, our model reproduced neural correlates of bottom-up stimulus competition. Neural correlates of stimulus competition have been studied parametrically in the avian midbrain attention network, including the optic tectum (OT; homolog of the mammalian superior colliculus) and tegmental nucleus, Ipc. When presented with competing stimuli (a ''target stimulus'' inside the classical receptive field and a ''distracter stimulus'' outside the receptive field), neurons in the midbrain network encode the strength of the target relative to that of the distracter (Asadollahi, Mysore, & Knudsen, 2010; . A large proportion of OT and Ipc units exhibit sharp, ''switch-like'' encoding of relative target strength: switch-like decreases in responses to the target stimulus with a small increase in distracter strength (Fig. 3B) ; other OT and Ipc units exhibit a more gradual decrease in target activity with increasing strength of the distracter. Both of these types of response profiles (DRPs) could be reproduced by our model (SI Table S1 ). In addition, as observed in the experimental data, our model represented the absolute strength of the target in the overall level of activity in the target population across all distracter values (Fig. 3B) . Finally, a distracter suppresses neural responses to a weak target more powerfully than it suppresses responses to a strong target . Our model captured all of these interactions between distracter and target strengths (Fig. 3B, gray arrows) . Second, our model reproduced neural correlates of attentional biasing of stimulus competition. Predictive cueing is known to increase the stimulus-driven firing rates of neurons with receptive fields that contain the attended target. Such response enhancement occurs when the target is presented either alone (Lebedev et al., 2004; Reynolds & Heeger, 2009) or together with other distracting stimuli (Cohen & Maunsell, 2009; Williford & Maunsell, 2006) . Electrical microstimulation in the forebrain attention network can generate a top-down signal that also mimics these effects of attentional enhancements of firing rates (Moore & Armstrong, 2003; Winkowski & Knudsen, 2006; Winkowski & Knudsen, 2007) . Modeling this top-down signal with selective disinhibition in our model produced clear increases in target population activity, either when the target was presented alone or with distracters ( Figs. 3C-D ; I 2 = 0%).
Specifically, selective disinhibition produced an enhancement of target firing rates that resembled a multiplicative input gain, another commonly reported effect of attention on neural responses (Carrasco, 2011; Reynolds & Heeger, 2009) . Third, our model reproduced experimentally observed effects of attention on neural response variability. Many studies have reported, based on neural recordings in the visual cortex, that directing attention systematically reduces the variability of neural responses evoked by the attended target. Such reductions are quantified as decreases in the Fano factor (ratio of variance to mean of firing rates) (Cohen & Maunsell, 2009; Mitchell, Sundberg, & Reynolds, 2007) . In our model, selective disinhibition produced just such decreases in the variability of evoked target population activity (Fig. 3E-F) . Such reduced neural variability should lead to more reliable behavioral output, a prediction that can be tested with our framework for simulated behavior. Fourth, our model reproduced experimentally observed effects of attention on neural noise correlations. Converging evidence from visual cortical recordings indicates that attention reduces correlated fluctuations among neurons encoding an attended target (Cohen & Maunsell, 2009; Mitchell, Sundberg, & Reynolds, 2009) . Such reduced correlations would reduce redundancy in the population code and enhance the accuracy of the estimate of the visual stimulus obtained by averaging firing rates within the target population on each trial. However, the relative merits of reduced noise correlations for information processing and the task contexts in which these reductions are useful, remain actively researched (Moreno-Bote et al., 2014; Ruff & Cohen, 2014) . Nevertheless, in our simulations, cue-driven selective disinhibition powerfully reduced noise correlations in the responses of target population neurons.
In summary, without predictive cueing, target population activity in the model mimicked hallmark neural effects of bottom-up stimulus competition: graded responses based on relative stimulus strengths, differentially stronger suppression of a weaker target by a distracter, and flexible, switch-like encoding of both absolute and relative stimulus strengths. In addition, with predictive cueing, the model reproduced hallmark neural effects of top-down attention: target population activity was enhanced in a manner resembling a multiplicative input gain, inter-trial reliability of responses increased (lower Fano factor), and noise correlations were reduced.
Advantages of selective disinhibition
The model revealed a number of ways in which selective disinhibition can improve the analysis of target information even in the presence of strong distracters. The unique property of selective disinhibition is that it directly diminishes the disruptive influences of competing distracters on the processing of targetrelated information. This has several beneficial consequences. First, it allows target-related responses to be preserved or enhanced, while distracter-related responses continue to be diminished by inhibition from the target population and by mutual competitive inhibition among distracter populations. This preservation of target-related responses enables the retrospective, differential processing of target information by post hoc cueing. Second, neurons in the target population are isolated from noisy, correlated fluctuations arising from inhibitory input from the distracter population, thereby reducing redundancy in the population code.
The selective disinhibition model generated reliable responses to the target, with response times (dynamics) that were influenced powerfully by the strengths of both the target and the distracter (Fig. 2D and F and SI Fig. S2A and C) , a pattern that has been observed experimentally (Fig. 2E and G and SI Figs. S2B and D ).
An alternative mechanism for generating reliable responses to the target is one in which the command to respond is generated by a separate circuit that encodes the goal of movement independently of target or distracter strengths. For example, in the filtering task, the post hoc cue could have triggered a command for movement, as it provided information that dictated to which side, and when, the animal should respond. However, this alternative mechanism predicts response times that are independent of target and distracter strengths. The observation that previously encoded target and distracter strengths strongly influence subsequent response dynamics demonstrates that the decision to move toward a goal is controlled, in this task, by a mechanism that also encodes the relative strengths of targets and distracters. This property is captured robustly by our model with the selective disinhibition mechanism.
Neural implementations of selective disinhibition
Neural circuits that could instantiate selective, target disinhibition have been reported in the sensory cortex of mammals (Fu et al., 2014; Letzkus et al., 2011; Pfeffer et al., 2013) . The visual and auditory cortex of mice contains special classes of local, cholinergically driven inhibitory interneurons (Class I interneurons). These inhibitory interneurons inhibit, specifically, another class of inhibitory interneurons (Class II interneurons) that, in turn, controls the excitability of output (pyramidal) neurons. This circuit motiflocal, feedforward inhibition of inhibition -is schematized in Fig. 1D . Cholinergic drive to the Class I local inhibitory interneurons disinhibits the sensory responses of the output neurons (Fu et al., 2014; Letzkus et al., 2011) . A recent study has provided direct experimental evidence that such a disinhibitory motif mediates top-down modulation of sensory processing in visual area V1 in mice (Zhang et al., 2014) . Top-down selective disinhibition could, in turn, mediate improved perceptual discrimination in attention tasks.
A second possible biological instantiation of selective disinhibition could be pharmacological mechanisms that directly deactivate inhibitory interneurons. For instance, acetylcholine is known to hyperpolarize fast-spiking (FS) interneurons in the neocortex, acting through muscarinic receptors, thereby providing a direct mechanism for locally disinhibiting pyramidal neurons (Xiang, Huguenard, & Prince, 1998) . In addition, other neurotransmitters could directly control of the gain of inhibitory synapses that mediate competitive interactions among sensory representations. Such a mechanism would require rapid, reversible and selective modulation of inhibitory synaptic gains. Whether such pharmacological control actually exists in the brain remains to be demonstrated.
Finally, in addition to local synaptic or microcircuit implementations, the neural computation of selective disinhibition could be instantiated by macrocircuits that span several brain regions. For instance, the neocortical-basal ganglia circuit is thought to implement action selection by disinhibition of focal representations in the thalamus and superior colliculus (Gurney et al., 2004; Sridharan, Prashanth, & Chakravarthy, 2006) . Similar disinhibitory circuits involving the basal ganglia, thalamus and superior colliculus could also be involved in the control of selective attention.
Comparison with other candidate mechanisms
Various mechanisms have been proposed for biasing competition in favor of one among multiple competing stimuli, including boosting (multiplicative) input gain, adding a bias current, or enhancing competitive inhibition (Carrasco, 2011; Desimone, 1998; Reynolds & Heeger, 2009 ). Each of these mechanisms was readily modeled within the general framework of our equations (Appendix E.1). Compared to these mechanisms, cueing mediated by selective disinhibition produced equivalent or substantially greater enhancements of target-related activity, an effect that was most apparent at the strongest distracter strengths (SI Fig. S5 , dashed blue arrows). Using a combination of analytical and computational approaches, we found that selective disinhibition exhibits a number of distinguishing beneficial characteristics for biasing stimulus competition and decision-making.
We analyzed two mechanisms that enhance the processing of target-related information by increasing excitatory drive to the target population: multiplicative input gain and adding an excitatory bias current. Neural TRPs and behavioral psychometric functions simulated with the selective disinhibition model were similar to those produced by a change in input gain (Fig. 3C vs. Fig. 5A.2) . However, the input gain mechanism is incapable of enhancing the processing of target-related information after a target is no longer present, a critical capacity in real world scenarios and in laboratory attention tasks in which stimuli are identified as targets only post hoc. On the other hand, adding an excitatory bias current additively increases baseline activity during the predictive cueing epoch, before stimuli appear ( Fig. 5B.2, vertical blue arrow) . Although the precise nature of the effects of attentional cueing on baseline activity remain debated (Carrasco, 2011) , a key disadvantage of adding substantial baseline activity prior to stimulus presentation is the increased likelihood that the neural activity encoding the target stimulus saturates. Moreover, a significant increase of baseline activity in a sensory area could induce the percept of illusory stimuli, an undesirable property.
We also compared the performance of the model with the selective disinhibition mechanism with those of models containing mechanisms that increase competitive inhibition of distracter representations, either with or without recurrent inhibition. We found that selective disinhibition of the target population provides a number of advantages over these alternative mechanisms. First, selective disinhibition of the target population renders the processing of the target information more feed-forward (reduces the likelihood of a saddle in the state-space of the target and distracter representations). This causes target information to be more stable, less susceptible to initial conditions during the encoding phase, and less susceptible to noise during the response phase. Second, by shielding the target population from the suppressive influences of distracters, selective disinhibition causes the encoding of target information to be less sensitive to distracter strengths. The shielding effect was particularly pronounced for strong targets, an effect that has been observed experimentally (SI Fig. S2C and Fig. 2F) . Third, the functional decoupling of the target population from distracter populations reduces distracter-induced variability and noise correlations in the target population, an effect that reproduces key experimental results (Cohen & Maunsell, 2009; Mitchell, Sundberg, & Reynolds, 2009) .
Conclusion
A single, biologically plausible mechanism, selective disinhibition, is able to effect differential processing of information that is prioritized prospectively or retrospectively by selective attention. We propose this mechanism as a powerful circuit motif for biasing competitive interactions in sensory, decisional and motor representations in the brain.
