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ON THE MODULAR REPRESENTATION THEORY OF THE
PARTITION ALGEBRA
ARMIN SHALILE
Abstract. We determine the decomposition numbers of the partition algebra when
the characteristic of the ground field is zero or larger than the degree of the partition
algebra. This will allow us to determine for which exact values of the parameter the
partition algebras are semisimple over an arbitrary field. Furthermore, we show that
the blocks of the partition algebra over an arbitrary field categorify weight spaces of an
action of the quantum groups Uqpxslpq and Uqpsl8q on an analogue of the Fock space. In
particular, we recover the block structure which was recently determined by Bowman
et al. In order to do so, we use induction and restriction functors as well as analogues
of Jucys-Murphy elements. The description of decomposition numbers will be in terms
of combinatorics of partitions but can also be given a Lie theoretic interpretation in
terms of a Weyl group of type A: A simple module Lpµq is a composition factor of a
cell module ∆pλq if and only if λ and µ differ by the action of a transposition.
Introduction
The partition algebra was introduced by Paul Martin [Mar94] for the study of the
Potts model in statistical mechanics and independently by Jones [Jon94]. It possesses a
diagrammatically defined basis and multiplication and is therefore a diagram algebra, a
class of algebras which for example also encompasses the group algebra of the symmetric
group, the Brauer algebra and the Temperley-Lieb algebra to name but a few. A
typical property for these diagram algebras is that they are related to subgroups of the
general linear group via Schur-Weyl duality. This duality was first observed by Schur
[Sch27] and classically relates the representation theory of the general linear group
and the symmetric group. Both act on the r-fold tensor product Ebr of the natural
representation E of the general linear group: The general linear group by diagonal
extension of its action on E and the symmetric group (on r letters) by permuting the
tensor components. The resulting bimodule structure on Ebr can be used to define
functors between the respective module categories, the Schur functor and inverse Schur
functor. The partition algebra is also in Schur-Weyl duality to the symmetric group.
However, here we view the symmetric group as embedded in the general linear group
as permutation matrices, so the symmetric group replaces the general linear group and
the partition algebra replaces the symmetric group in the classical setting.
Many authors have studied partition algebras. Martin [Mar96] determined much of
its structure over C by determining criteria for semisimplicity and the structure of the
generically irreducible representation when these are non-semisimple. Xi [Xi99] showed
that they are cellular in the sense of [GL96] and it was shown in [HHKP10] that they
are even cellularly stratified. Recently, Bowman et al. [BDK14] determined a criterion
for when two simple modules are in the same block over an arbitrary field.
Partition algebras have a basis of diagrams with r columns where r is an integer
called the degree of the partition algebra and are denoted by Prpδq in this paper where
δ is some parameter. The partition algebra of degree r can be embedded in a partition
algebra of larger degree and the interdependency of this family may be analyzed by a
Date: August 30, 2018.
1
2 ARMIN SHALILE
structure called a tower of recollement [CMPX06] or alternatively in the formalism of
cellularly stratified algebras as introduced in [HHKP10]. For the study of Jucys-Murphy
elements and restriction rules it does, however, turn out that it is easier to study the
partition algebra by adding to this family certain subalgebras Pr´1{2pδq of the usual
partition algebra [Mar00]. These are again diagrammatically defined, form a tower of
recollement and are cellularly stratified.
The aim of this paper is to determine the multiplicities of the simple modules in
the cell modules, the so called decomposition numbers, over a field of characteristic p
which does not divide the degree of the partition algebra, that is, p “ 0 or p ą r. As a
corollary, we recover the explicit condition when two simple modules are contained in
the same block over a field of arbitrary characteristic from [BDK14]. Notice that over
the complex numbers, both of these results are known by the work of Martin [Mar96].
The description of decomposition numbers will be in terms of combinatorics of partitions
but we will also show how it can be interpreted in a Lie theoretic way by the action of an
(affine) Weyl group of type A. For blocks, a Lie theoretic description was known before
by the work of Bowman, De Visscher and King for partition algebra and Cox, Martin
and De Visscher for Brauer algebras over C, see [BDK14] [CDM06]. For decomposition
numbers of diagram algebras, however, this is a new phenomenon.
The approach of this paper treats the case of finite characteristic and characteristic
0 in a uniform manner and is motivated by the Okounkov-Vershik approach to the rep-
resentation theory of the symmetric group. In [OV96], Okounkov and Vershik propose
to study the complex representation theory of the symmetric group by using only re-
striction rules and the action of a family of distinguished elements, the Jucys-Murphy
elements. This has also proved an effective tool in the study of the blocks of the sym-
metric group and the construction of central idempotents [Mur83]. A similar approach
was used by the author to study the decomposition numbers of Brauer algebras in non-
dividing characteristic [Sha13]. Jucys-Murphy elements have been defined by Ram and
Halverson for the partition algebra in [HR05] where their action on the cell modules
was also studied. Enyang [Eny13] also defined seminormal forms for partition algebras.
The paper proceeds as follows. After recalling some well-known properties of parti-
tion algebras and Jucys-Murphy elements, we extend the restriction rules in the non-
semisimple case determined by Doran and Wales [DW00] to the restriction between full
and half integer partition algebras, see Theorem 1.10. In the semisimple case this is
already known by work of Martin [Mar00].
We then introduce the combinatorial framework needed in this paper. We introduce
an arrow diagram calculus which is inspired by, but in many ways different to, the
arrow diagram calculus introduced by Brundan and Stroppel in the study of Khovanov
diagram algebras [BS11] and used by Cox and De Visscher for the determination of the
decomposition numbers of Brauer algebras over C [CV11]. We will show that this arises
naturally out of the action of the Jucys-Murphy elements on the cell modules.
We proceed by proving that if a simple module Lpµq is a composition factor of a cell
module ∆pλq, then both must contain a simultaneous eigenvector for the action of the
Jucys-Murphy elements and the eigenvalue by which a Jucys-Murphy element acts on
these vectors is the same for both modules. We say that λ and µ have a common JM
weight in this case. We then prove that the converse is also true:
Theorem 4.1. Consider the partition algebra Pdpδq with d P tr, r ` 1{2u over a field
of characteristic p “ 0 or p ą r and let µ be a partition of r. Then λ and µ have a
common JM weight if and only if Lpµq is a composition factor of ∆pλq.
We will show that this actually does suffice to determine all decomposition numbers
since all decomposition numbers are either 0 or 1 (Corollary 2.12).
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In order to prove the theorem, we first show that if λ and µ have a common JM
weight, then they are only different in one row, see Proposition 2.10.
We then introduce refined induction and restriction functors in Section 3 as a prepa-
ration for an inductive proof of Theorem 4.1. These are analogues of the well-known
i-restriction and i-induction functors for symmetric groups. We explicitly determine the
i-restriction of simple modules except in one case where we can only describe the socle
explicitly.
In Section 4, we then add the ingredients from the previous sections together to prove
Theorem 4.1. Together with Proposition 2.10 this gives a diagrammatic condition to
read off decomposition numbers straight from the partitions in question. It turns out
that the diagrammatic condition can be described by the action of a Weyl group of
type A and the condition reduces to the partitions being connected by the action of
a transposition, see Theorem 4.3. Theorem 4.1 will also allow us to state a precise
condition for semisimplicity over arbitrary fields (Theorem 4.4).
Section 5 prepares the categorification result in Section 6. We study the blocks of the
partition algebra over a field of arbitrary characteristic which we completely determine
in Theorem 5.5. For this we use a result of Mathas [Mat08] which gives a necessary
condition for two simple module to belong to the same block of an arbitrary cellular
algebra with Jucys-Murphy elements. We show that this condition is also sufficient by
transferring the knowledge of the blocks in characteristic 0 to characteristic p by reduc-
tion modulo p. We also recover the Lie theoretic description of blocks from [BDK14] as
orbits of the action of an (affine if p ą 0) Weyl group of type A in a natural way, see
Theorem 5.6.
In Section 6, we define an analogue of the Fock space for partition algebras. The
definition is set-up in such a way that we obtain an action of the quantum group Uqpxslpq
or Uqpsl8q (depending on whether p ą 0 or p “ 0) by mimicking the action of the i-
induction and i-restriction functors, see Theorem 6.6. The theorem is an analogue of a
similar result originally due to Hayashi [Hay90] and Misra and Miwa [MM90] for Hecke
algebras of type A. There are two major differences to the Hecke algebra case though:
Firstly, in order to get the right action, we need to adjust the induction/restriction
functors slightly by composing with a functor due to Martin connecting half integer and
full integer partition algebras. This will require a shift in the parameter δ so that our
Fock space is a direct sum of the module categories of Pipδ` iq for i P N. Secondly, the
induction functor is not exact in our case, so that we cannot simply define the action
by using the map induced by passing to Grothendieck groups. Nevertheless, the weight
spaces correspond precisely to blocks, see Theorem 6.7.
We would like to point out that at the time of writing this paper, it was brought to
our attention that the determination of decomposition numbers in non-dividing char-
acteristic were also obtained independently and to our knowledge by different methods
by O. King [Kin13].
1. Preliminaries
1.1. Definition of partition algebras. Throughout this paper, let F be a field of
characteristic p ě 0, r a natural number and let d P tr, r ` 1{2u. We also fix a pa-
rameter δ P F . The partition algebra Prpδq of degree r with parameter δ has a basis
consisting of set partitions of the set t1, 11, 2, 21, . . . , r, r1u which are visualized diagram-
matically as partition diagrams. A partition diagram is a 2 ˆ r array of dots, which
are labelled 1, . . . , r in the top row and 11, . . . , r1 in the bottom row. We connect dots
by edges in such a way, that the connected components are precisely the blocks of
a partition and a minimal number of edges is used. Notice that this is not unique.
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Figure 1. An example of concatenation
‚ ‚ ‚ ‚ ‚ ‚
‚
a “
‚ ‚ ‚ ‚ ‚
ùñ a ˝ b “
‚
❄❄
❄❄
‚ ‚ ‚ ‚ ‚
‚
b “
‚ ‚ ‚ ‚ ‚
‚
❄❄
❄❄
‚ ‚ ‚ ‚ ‚
‚
δ
2
¨
‚ ‚ ‚ ‚ ‚
.
For example, the diagram
‚ ‚
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲ ‚ ‚
❄❄
❄❄
‚ ‚
‚ ‚
❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣ ‚ ‚ ‚ ‚
represents the set partition
tt1, 3, 4, 31 , 51u, t2, 61u, t41u, t5, 6, 11 , 21uu. The number of blocks of the partition which
contain both an element of t1, 2, . . . , ru as well as an element of t11, 21, . . . , r1u is called
the propagating number. The propagating number could also be defined as the mini-
mum number of edges which connect top and bottom row (”propagating lines”) in the
diagram of the partition. In the example above, the propagating number is 3.
We can define a multiplication on partitions diagrammatically by a process called
concatenation. To concatenate two partition diagrams a and b, we write a on top of b
and identify adjacent rows. The concatenation a ˝ b is the diagram obtained from this
construction by deleting all connected components which are not connected to the top
or bottom row and premultiplying the resulting diagram with as many powers of the
parameter as there are connected components deleted. An example of this process is
given in Figure 1.
The partition algebra Prpδq has a subalgebra Pr´1{2pδq which is spanned by all dia-
grams where r and r1 belong to the same block of the partition. The algebra Pr´1{2pδq
in turn contains the partition algebra Pr´1pδq as a subalgebra where we identify Pr´1pδq
with the subalgebra spanned by all partitions in which tr, r1u is a block. Thus we get a
chain of subalgebras
P1{2pδq Ă P1pδq Ă P3{2pδq Ă P2pδq Ă . . . Ă Prpδq.
The half integer degree partition algebras are in fact Morita equivalent to full integer
degree partition algebras:
Theorem 1.1 ([Mar00]). There is an equivalence T between between the module cate-
gories of Prpδq and Pr´1{2pδ ´ 1q.
We will write Pdpδq with d P tr, r ` 1{2u to cover both cases. We will also need the
following distinguished elements of the partition algebra:
si “ tt1, 1
1u, t2, 21u, . . . , ti, pi ` 1q1u, ti` 1, i1u, ti ` 2, pi ` 2q1u, . . . , tr, r1uu
Ai “ tt1, 1
1u, t2, 21u, . . . , tiu, ti1u, ti ` 1, pi ` 1q1u, . . . , tr, r1uu
Aij “ tt1, 1
1u, t2, 21u, . . . , ti, i ` 1, i1, pi` 1q1u, ti ` 2, pi` 2q1u, . . . , tr, r1uu
which may be visualized as follows:
si “
‚
¨¨¨
‚
i
‚
❄❄
❄❄
i`1
‚
⑧⑧
⑧⑧
‚
¨¨¨
‚
‚ ‚ ‚ ‚ ‚ ‚
, Ai “
‚
¨¨¨
‚
i
‚ ‚
¨¨¨
‚
‚ ‚ ‚ ‚ ‚
,
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Ai,i`1 “
‚
¨¨¨
‚
i
‚
i`1
‚ ‚
¨¨¨
‚
‚ ‚ ‚ ‚ ‚ ‚
.
The partition algebra is generated as an algebra by the elements si, Ai and Ai,i`1
for i “ 1, . . . , r ´ 1. The subalgebra generated by the elements si (i “ 1, . . . , r ´ 1) is
precisely the symmetric group algebra FSr.
1.2. Simple modules and cellularity. The generic irreducible representations of the
partition algebra have been studied by many authors and, accordingly, there are quite a
few realizations around. We will use different realizations in different contexts in order
to shorten proofs at the expense of elegance. Many structural properties of partition al-
gebras can be derived from the more general construction of cellularly stratified algebras
in the sense of [HHKP10]. We need the following definition:
Definition 1.2. (a) Let Jl,r be the ideal of the partition algebra Prpδq which is spanned
by all diagrams on r dots with at most l propagating lines. Similarly, let Jl`1{2,r`1{2
be the ideal spanned by all diagrams on r ` 1 dots with at most l ` 1 propagating
lines, for which r ` 1 and pr ` 1q1 belong to the same block of the diagram. We
usually omit r if it can be recovered from the context in this and the following
definitions.
(b) Define Il “ Jl{Jl´1 and Il`1{2 “ Jl`1{2{Jl´1{2 which are spanned by diagrams with
exactly l and l ` 1 propagating lines, respectively.
(c) For l “ 0, 1, . . . , r, define el P Pdpδq to be the diagram
el “
‚ ‚ ¨ ¨ ¨ ‚
r´l`1
‚
¨¨¨
‚
‚ ‚ ¨ ¨ ¨ ‚ ‚ ‚
, e0 “
1
δ
‚ ‚ ‚ ¨ ¨ ¨ ‚ ‚ ‚
‚ ‚ ‚ ¨ ¨ ¨ ‚ ‚ ‚
where e0 is only defined in the case d “ r and if δ ‰ 0.
To show that the partition algebra is cellularly stratified, we need to introduce certain
vector spaces Vl and Vl`1{2 which will be in the spirit of Section 2 of [DW00]. First
define a vector space V 1l by the linear span of diagrams of the following form: The first
r´ l dots in the bottom row are singletons, while each i P tpr´ l`1q1, pr´ l`2q1, . . . , r1u
is in a block bi with H ‰ bizti
1u Ď t1, . . . , ru, that is, each is connected to the top row
but no two of them to the same block. V 1
l`1{2 is spanned by the same diagrams as Vl`1
except that we require r ` 1 and pr ` 1q1 to be connected.
The symmetric group Sl acts on V
1
l and V
1
l`1{2 from the right by permuting the
positions r ´ l ` 1, r ´ l ` 2, . . . , r. Notice that both spaces are also naturally left
Prpδq- and Pr`1{2pδq-modules, respectively. We define the vector spaces Vl and Vl`1{2
to be spanned by a set of representatives of the orbits of the action of Sl by taking all
diagrams in V 1l and V
1
l`1{2, respectively, with the following property: If i ă j ď l are
natural numbers and bi and bj are the blocks connected to i
1 and j1, respectively, then
bi is further to the left than bj, that is, minpbizti
1uq ă minpbjztj
1uq. This ensures that
we can draw the propagating lines without crossings.
This definition of Vl is essentially the same as the one given by Xi in Section 4 of
[Xi99]. Thus, Prpδq is an iterated inflation of symmetric group algebras FSl along the
vector spaces Vl for l “ 0, 1, . . . , r and exactly in the same way one shows that Pr`1{2pδq
is an iterated inflation of FSl along the vector spaces Vl`1{2. In particular, we obtain:
Theorem 1.3 (See also Proposition 2.6 in [HHKP10]). (a) Given an arbitrary field F
and δ ‰ 0, the partition algebra Pdpδq is cellularly stratified with stratification
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data given by pFSr, Vd, FSr´1, Vd´1, . . . , FS0, V0{V1{2q and idempotents el for l “
0, . . . , r.
(b) If δ “ 0, then Pdp0q{J0 is cellularly stratified with stratification data given by
pFSr, Vd, FSr´1, Vd´1, . . . , FS1, V1{V3{2q and idempotents el for l “ 1, . . . , r.
Cellularly stratified algebras naturally come with functors which in our case relate
representations of the symmetric group algebras FSl with representations of Pdpδq:
Definition 1.4 ([HHKP10], Definition 3.3). For l “ 0, 1, . . . , r, we set Bl “
Pdpδqel belPdpδqel FSl and define the layer induction functor Gl,d, or just Gl if d is clear
from the context, as
Gl,d : FSl-modÑ Pdpδq-mod
M ÞÑ Bl belPdpδqel M.
One can also construct cell modules from the stratification data. We first need to
recall some definitions: A partition of a natural number n is a tuple λ “ pλ1, λ2, . . . , λkq
such that λi P N, λi ě λi`1 for i “ 1, . . . , k´1 and
řk
i“1 λi “ n. Each λi is called a part
of λ and the natural number k is called the number of parts of λ. We occasionally view
the partition λ as pλ1, λ2, . . . , λk, 0, 0, . . .q. We consider λ “ H the unique partition of
0. We denote by Λ`prq the set of partitions of non-negative integers l ď r. The set
Λ`pr`1{2q is equal to Λ`prq but will be treated formally different: they will correspond
to the labelling set of simple modules of Prpδq and Pr`1{2pδq. We use Λ
`pdq for either
Λ`pr ` 1{2q or Λ`prq. Given a prime p, the partition λ is called p-singular if there is
j ď k ´ p ` 1 such that λj “ λj`1 “ λj`p´1 and p-regular otherwise. For p “ 0 all
partitions are considered p-regular.
We will usually identify a partition with its Young diagram. Thus, we will speak of
addable and removable boxes of a partition: These are boxes of the Young diagram of
λ such that adding or removing this box will still yield a partition. If the box is ǫ, then
we denote the newly created partition by λ ` ǫ and λ ´ ǫ, respectively. We denote by
add λ and rem λ the set of addable and removable boxes of λ.
In the following theorem, denote by Spλq the Specht module corresponding to the
partition λ. The Specht modules Spλq for λ a partition of r form a complete set of
simple modules for a semisimple symmetric group algebra FSr. In finite characteristic
p the Specht modules corresponding to p-regular partitions have simple heads which
form a complete set of simple modules of FSr. For partition algebras, the analogues of
the Specht modules are given as follows:
Theorem 1.5 (Corollary 2.3 in [DW00]). Let λ be a partition of some natural number
l with l ď r and denote by Spλq the irreducible Specht module for the symmetric group
Sl. Set
∆rpλq “ Vl bSl Spλq and ∆r`1{2pλq “ Vl`1{2 bSl Spλq.
If Pdpδq is semisimple, then the set t∆dpλq | λ P Λ
`pdqu are precisely the cell modules
and are, in particular, a complete set of simple Pdpδq-modules. If δ “ 0, we exclude
λ “ H.
If Pdpδq is not semisimple, denote by Ldpλq the head of ∆dpλq. If λ is p-regular, then
Ldpλq is simple and the set tLdpλq | λ P Λ
`pdq, λ p-regularu is a complete set of simple
modules for Pdpδq. Again, if δ “ 0, we exclude λ “ H.
One aim of this paper is to understand the composition factors of the cell modules
∆pλq. We denote by dλµ “ r∆pλq : Lpµqs the composition multiplicity of the simple
module Lpµq in the cell module ∆pλq. The decomposition matrix Dd is the matrix with
rows labelled by Λ`pdq and columns labelled by the p-regular partitions in Λ`pdq and
entry pλ, µq equal to dλµ. The following theorem follows from [HHKP10]:
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Theorem 1.6 (Proposition 6.1 and Corollary 6.2 in [HHKP10]). There is an ordering
of cell and simple modules such that
DPdpδq “
ˆ
DFSr 0
˚ DPd´1pδq
˙
where DFSr denotes the decomposition matrix of the symmetric group and where we
leave out the row labelled by H if δ “ 0. In particular, DPdpδq is lower triangular with
all diagonal entries equal to 1 and contains the decomposition matrices of the symmetric
group algebras FSl for all l ď r.
Over C, the following theorem first appeared in [Mar96] and was also proved in
[DW00].
Theorem 1.7. Suppose the characteristic p of the field is arbitrary. Let µ be a partition
of r and λ a partition of r´ 1 such that λ “ µ´ ǫ for some removable box ǫ of µ. Then
r∆pλq : Lpµqs ‰ 0 over Pdpδq if and only if cpǫq ” δ ´ r ` 1 pmod pq.
Proof. In characteristic 0 this is well-known, see for example Theorems 5.1 and 7.1 in
[DW00] . The proof of Theorem 5.1 is also valid over an arbitrary field which shows
one direction. Conversely, if the content of ǫ is congruent to δ ´ r ` 1 modulo p, then
it is equal to δ ´ r ` 1` kp for some k P Z. Thus for the partition algebra Prpδ ` kpq,
we have r∆pλq : Lpµqs ‰ 0. Reducing modulo p, we hence also get r∆pλq : Lpµqs ‰ 0
for the partition algebra Prpδq over a field of characteristic p. 
Remark 1.8. It is possible to prove this result using Young’s orthogonal form as in-
troduced in [Eny13] only. One can start in the generic case and show that for this
special choice of λ and µ, only few of the coefficients in Young’s orthogonal form have
denominators divisible by x´δ and eliminate these by summing over basis vectors corre-
sponding to tableau of the same weight. It is then possible to reduce modulo x´δ which
yields the required result by considering the (explicitly given) action of the generators
of the partition algebra. However, this approach is quite technical and long, so we have
decided not to include it in this paper. But it is worth mentioning that, in principle, the
approach of studying blocks and decomposition numbers by analysing only the action
of JM elements is possible.
1.3. Induction, restriction and globalization. Since we can embed Pd´1{2 in Pdpδq
(for d P tr, r ` 1{2u), we can define the usual induction and restriction functors corre-
sponding to this inclusion which will be denoted by
indd : Pdpδq-modÑ Pd`1{2pδq-mod resd`1{2 : Pd`1{2pδq-modÑ Pdpδq-mod.
Notice that there are various ways to embed a smaller in a larger partition algebra,
which will however not affect the functors up to isomorphism.
There is also a second way to relate modules over different partition algebras. For
this we use the idempotent e “ e1 from Definition 1.2. Notice that ePdpδqe is isomorphic
to Pd´1pδq and this leads to the well-known (see e.g. Section 6 in [Gre07]) globalization
functor
Gd : Pdpδq-modÑ Pd`1pδq-mod
M ÞÑ Pd`1pδqe bePd`1pδqe M.
Notice that because e1el “ el, the globalization and layer induction functor are related
via GGl,dpMq “ Gl,d`1M for any FSl-module M . In particular, we obtain:
Proposition 1.9. Let λ P Λ`pdq. Then G∆dpλq “ ∆d`1pλq.
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Induction and restriction of the cell modules of the partition algebra were first studied
by Martin [Mar96] [Mar00] and then later in more detail by Doran and Wales [DW00].
However, Doran and Wales only studied induction and restriction between the full
partition algebras and omitted the half steps and Martin only studied the semisimple
case. The following theorem provides induction and restriction rules which are valid over
an arbitrary field. In the theorem, we denote by M ÒSl`1 and M ÓSl´1 the induction
and restriction of an FSl-module M to FSl`1 and FSl´1, respectively.
Theorem 1.10. Suppose the characteristic of the field is arbitrary, l ď n is a natural
number and let M be an arbitrary Sl-module . Then the following sequences are exact:
paq 0 ÝÑ Vl´1{2 bM ÓSl´1ÝÑ resrpVl bMq ÝÑ Vl`1{2 bM ÝÑ 0.
pbq 0 ÝÑ Vl bM ÝÑ resr`1{2pVl`1{2 bMq ÝÑ Vl`1 bM Ò
Sr`1ÝÑ 0.
pcq 0 ÝÑ Vl´1{2 bM ÓSl´1ÝÑ indrpVl bMq ÝÑ Vl`1{2 bM ÝÑ 0.
pdq 0 ÝÑ Vl bM ÝÑ indr´1{2pVl`1{2 bMq ÝÑ Vl`1 bM Ò
Sr`1ÝÑ 0.
In particular, the following sequences are exact, provided that the characteristic p of the
field is 0 or larger than r:
peq 0 ÝÑ
à
ǫPrempλq
∆pλ´ ǫq ÝÑ resr∆pλq ÝÑ ∆pλq ÝÑ 0.
pfq 0 ÝÑ ∆pλq ÝÑ resr`1{2∆pλq ÝÑ
à
ǫPaddpλq
∆pλ` ǫq ÝÑ 0.
pgq 0 ÝÑ
à
ǫPrempλq
∆pλ´ ǫq ÝÑ indr∆pλq ÝÑ ∆pλq ÝÑ 0.
phq 0 ÝÑ ∆pλq ÝÑ indr´1{2∆pλq ÝÑ
à
ǫPaddpλq
∆pλ` ǫq ÝÑ 0.
Proof. This was essentially already proved in detail in Theorem 11.1 of [DW00] except
that they did not take the half-steps into account. We will therefore omit some details
in this proof. For the proofs of the first two exact sequences, we use restriction functors
based on the embedding of Prpδq in Pr`1{2pδq by adding a vertical edge on the right of
each diagram. Pr`1{2pδq is embedded in Pr`1pδq in a natural way by definition.
We start with the second exact sequence. Define a map θ : Vl`1{2bSlM Ñ Vl`1bSl`1
Sl`1 bSl M by
dbm ÞÑ Ar`1 ¨ d ¨ pr ´ l, r ` 1q b 1bm
for any m P M and any diagram d P Vl`1{2 and extending linearly. This map can also
be described graphically: Ar`1 ¨d ¨ pr´ l, r`1q can be constructed from d by connecting
the block of d which contains r ` 1 to pr ´ lq1 instead of pr ` 1q1 and then replacing
column r ` 1 of d by two singleton dots deleting all edges it is connected to. Because
Ar`1 commutes with every element of Prpδq it is easy to see that θ is a homomorphism
of left Prpδq-modules.
Now the codomain of the map is precisely Vl`1 bM Ò
Sl`1 so that we will first show
that the map is surjective. Let dbpi, r`1qbm be an element of Vl`1bSl`1Sl`1bSlM for
some diagram d P Vl`1, some m P M and i P t1, . . . , r ` 1u. Notice that such elements
span Vl`1 bSl`1 Sl`1 bSl M because transpositions of the form pi, l ` 1q are a complete
set of representatives for the cosets of Sl in Sl`1. But by the graphical description of θ
mentioned above, we can thus construct a diagram d1 such that Ar`1 ¨d
1 ¨ pr´ l, r`1q is
equal to d¨pi, r`1q: Start with d¨pi, r`1q and add a column on the right of the diagram,
multiply from the right by pr´ l, r` 1q (i.e. connect the block which was connected to
pr´ lq1 with pr` 1q1) and connect r` 1 to pr` 1q1. Thus θpd1 bmq “ db pi, r` 1q bm
and we have proved surjectivity.
Notice that for any diagram d which has a block of the form pr`1qpr`1q1 (i.e. pr`1q
and pr ` 1q1 are connected to each other but to nothing else) will satisfy θpdbmq “ 0,
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since this means that pr´ lq will be a singleton block of Ar`1 ¨d ¨ pr´ l, r` 1q and hence
has less than l ` 1 propagating lines. Thus, if we embed Vl,r in Vl`1,r`1 by adding a
vertical edge at the end, then we see that Vl,r bM Ď ker θ.
The dimension of Vl`1 b Sl`1 bSl Sl is pl ` 1q
rÿ
k“l`1
Spr, kq
ˆ
k
l ` 1
˙
where Spr, kq
is the number of (set) partitions of r into at least k parts: There are Spr, kq ways
to choose the partition and then we have to choose l out of the k parts which are
connected to the bottom row. On the other hand the dimension of Vl`1{2,r`1{2 is equal
to the sum of the dimension of Vl,r (all diagrams which have a vertical edge at the end)
and
řr
k“l Spr, kq
ˆ
k
l
˙
pk´ lq: The number of partitions of r into k parts of which l are
connected to the bottom row times the k ´ l choices we can connect r ` 1 to. An easy
calculation shows, that the dimension of the kernel of θ must be equal to the dimension
of Vl,r bM and the result follows.
Now consider the first exact sequence. This time we want to construct a map
θ : Vl bSl M Ñ Vl`1{2 bSl M.
In order to do this we will first construct a map f : Vl ¨ pr, r ´ lq Ñ Vl`1{2 by defining
fpdq to be the same diagram as the diagram d P Vl ¨ pr, r ´ lq except that we join the
blocks containing r and r1 and extending this linearly to the whole of Vl ¨ pr, r ´ lq.
Notice that every element in Vl has a singleton dot at position pr ´ lq
1 and therefore d
has a singleton dot at position r1. We then define
θpdbmq “ fpd ¨ pr, r ´ lqq bm
for d P Vl and m PM .
To show that θ is a Pr´1{2pδq-module homomorphism, it suffices to show that f is.
But if fpdq “ d1 for some diagram d P Vl ¨ pr, r ´ lq and d
1 P Vl`1{2, then multiplication
by Ar exactly inverts the operation of f since in the diagram d the dots r and r
1 are not
connected. So d “ d1Ar and ad “ ad
1Ar for any diagram a P Pr´1{2pδq. But ad
1 P Vl`1{2
so that fpadq “ ad1 “ afpdq which shows that f and therefore θ is a Pr´1{2pδq-module
homomorphism.
Notice that θ again has a graphical description: The second tensor component stays
unchanged while in the first we first swap r1 and pr ´ lq1 in the bottom row and then
connect r and r1. This can simply be undone by removing the connection between r
and r1 and then swapping r1 and pr ´ lq1 so that surjectivity follows similarly as in the
first case.
We have to study the kernel of this map. If r and r1 are connected in d, then
fpd ¨ pr, r ´ lqq will have the same number of propagating lines as d and thus be zero
in Vl`1{2. Thus, Vl´1{2 bSl M is contained in ker θ and because r and r
1 are always
connected in Vl´1{2, Vl´1{2 bSl M is isomorphic to Vl´1{2 bSl´1 M ÓSl´1 as Pr´1{2pδq-
module. The statement now follows by a dimension argument, because
dimVl,r “
rÿ
k“l
Spr, kq
ˆ
k
l
˙
,dimVl´1{2,r´1{2 “
rÿ
k“l
Spr, kq
ˆ
k ´ 1
l ´ 1
˙
,
dimVl`1{2,r´1{2 “
rÿ
k“l`1
Spr, kq
ˆ
k ´ 1
l
˙
.
The exact sequences pcq and pdq can be proved by noticing that inducing is the same
as globalizing and then restricting, that is, inddM “ resd`1GM for any Pdpδq-module
M , see Proposition 7 in [Mar96] for the integer degree case. Thus, we have to show that
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the vector spaces Pr`1pδqe1bPrpδqM (i.e. we first apply globalization and then restrict)
and Pr`1{2pδq bPrpδqM (ordinary induction) are isomorphic as Pr`1{2pδq-modules. Fur-
thermore, we have to show that Pr`1{2pδqe1 bPr´1{2pδq M and Prpδq bPr´1{2pδq M are
isomorphic as Prpδq-modules.
We will see that we have already essentially solved this problem by rewriting it. First
notice that Pr`1pδqe1 – Pr`1pδqA1 as Pr`1{2pδq-Prpδq-bimodules where the right action
of Prpδq on Pr`1pδqA1 is induced by embedding Prpδq in Pr`1pδq by adding a vertical
edge on the left of all diagrams. The isomorphism is given by right multiplication by
A1 which obviously commutes with the action of Pr`1{2pδq on the left and also with
Prpδq on the right by the choice of embedding of Prpδq in Pr`1pδq. The inverse is given
by connecting 11 and 21 in each diagram which works since 11 and 21 are connected in
each diagram of Pr`1pδqe1. Using exactly the same reasoning shows that Pr`1{2pδqe1
and Pr`1{2pδqA1 are isomorphic as Prpδq-Pr´1{2pδq-bimodules.
Thus, we have to show Pr`1pδqA1 bPrpδq M – Pr`1{2pδq bPrpδq M . But now the map
is induced by the map f given above composed with multiplication by the permuta-
tion p1, r ` 1q from the right, the proof being almost identical as before. Similarly,
Pr`1{2pδqA1bPr´1{2pδqM – PrpδqbPr´1{2pδqM where the isomorphism is induced by the
map d P Pr`1{2pδqA1 ÞÑ Ar`1 ¨ d ¨ p1, r ` 1q which has a similar graphical description
as the map for the first exact sequence. The proof that it is an isomorphism is almost
identical.
The exact sequences peq-phq are a consequence of the branching rules for symmetric
groups, see e.g. Theorem 9.2 in [Jam78]. 
1.4. Jucys-Murphy elements and canonical basis. As shown in Theorem 3.37 of
[HR05], the simple modules for the partition algebra have a canonical basis which is
analogous to Gelfand-Zetlin bases, provided we are in the semisimple case. The con-
struction relies on the multiplicity freeness of the restriction from Pdpδq to Pd´1{2pδq,
which was established in Theorem 1.10. Thus, we can restrict a given simple module
which will yield a unique direct sum decomposition into simple modules and by iterating
the procedure for the summands, we eventually end up with unique direct sum decom-
position into 1-dimensional subspaces. We can label the subspaces as follows: To each
λ P Λ`pdq, we can associate a so called Bratelli diagram. The vertices at level i P 1{2N
are given by the direct summands of the restriction of ∆pλq to Pd´ipδq and there is
an edge connecting a vertex v in row i with a vertex v1 in row i ` 1{2 if the module
corresponding to v1 is a direct summand of the restriction of the module corresponding
to v to Pr´i´1{2pδq. The paths from top to bottom are called tableaux and are precisely
the labels of the 1-dimensional subspaces above:
Definition 1.11. A tableau t of a partition λ is a sequence of partitions
pt1{2 “ H, t1, t3{2, . . . , td “ λq such that for all k “ 1{2, 1, 3{2, . . . , d the partitions tk
and tk´1{2 are either equal or differ by one box, where the box has to be added to tk´1{2
if k P N and removed from tk´1{2 if k R N. We will sometimes refer to the transition
from tk´1{2 to tk by adding or removing a box as the kth step of t. The set of tableaux
of a given partition λ P Λ`pdq is denoted by Tabpd, λq or just Tabpλq if d is clear from
the context.
Example 1.12. Examples of tableaux for d “ 4` 1{2 are
t “
ˆ
H, , , , , , , ,
˙
,
u “
ˆ
H, , , , , , , ,
˙
.
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Tableaux play a similar role for partition algebras as standard tableaux for the sym-
metric group. In particular, if we pick a non-zero element from each of the 1-dimensional
subspaces above, then we obtain a basis of the cell modules which is labelled by tableaux
in a natural way.
In the symmetric group case, canonical basis vectors have the important property
that they are simultaneous eigenvectors for the action of Jucys-Murphy (JM) elements.
Analogues of these JM elements were also defined for partition algebras by Halverson
and Ram [HR05] where they are just called Murphy elements. The exact definition of
the Jucys-Murphy elements will not be important in this paper and we refer the reader
to Section 3 of [HR05]. We will only need the following theorem:
Theorem 1.13 (Theorem 3.37 in [HR05]). Let d P tr, r ` 1{2u and suppose that
L1{2, L1, L3{2, . . . Ld P Pdpδq are the Jucys-Murphy elements as defined in [HR05]. Then:
(i) The elements L1{2, L1, L3{2, . . . Ld commute with each other.
(ii) Assume Pdpδq is semisimple and let tvtutPTabpλq be the canonical basis of ∆pλq.
Then each Jucys-Murphy element Lk acts by a scalar Lkptq on vt for t P Tabpλq
with:
Lkptq “
$’’’&
’’’%
cpǫq if tk “ tk´1{2 ` ǫ, k P N
δ ´ |tk| if tk “ tk´1{2, k P N
δ ´ cpǫq if tk “ tk´1{2 ´ ǫ, k R N
|tk| if tk “ tk´1{2, k R N
.
Definition 1.14. Let λ P Λ`pdq. The weight wtptq of a λ-tableau t is the tuple
pL1{2ptq, L1ptq, L3{2ptq, . . . Ldptqq. We say that λ, µ P Λ
`pdq have a common JM weight
if there is a µ-tableau u and a λ-tableau t with wtpuq “ wtptq.
Example 1.15. We represent a tableau together with its weight by a coloured graph
as follows:
t : H 0 1 1 2 ´1 3 2 4 ,
u : H 0 1 1 2 ´1 3 δ´3 δ´1 .
Notice that for δ “ 5 the tableau u and t have the same weight. Thus, p3, 1q and p1, 1q
have a common JM weight. One can prove that r∆p1, 1q : Lp3, 1qs ‰ 0 and we will show
in Theorem 4.1 that this is not a coincidence.
For the definition of projection functors onto JM weight spaces, we also need the
following theorem:
Theorem 1.16 (Theorem 3.10 in [Eny13]). The element z “
ÿ
kP1{2N,kďd
Lk P Pdpδq is
central in Pdpδq.
2. Combinatorial setup
In this section, we will introduce diagrams which are similar to the arrow diagrams
introduced by Brundan and Stroppel in [BS11]. These diagrams also appear in the work
of Cox and De Visscher [CV11] where the calculus is used to determine the decomposi-
tion numbers of Brauer algebras over C. The author has shown how this diagrammatic
calculus can be naturally derived from the combinatorics of JM elements in the Brauer
algebra case [Sha13]. We will adopt a similar approach here. The arrow diagrams in
question are defined as follows:
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Definition 2.1. Given a partition λ “ pλ1, λ2, . . .q P Λ
`pdq, (where we allow zero
entries) we define its diagram or arrow diagram dpλq as follows:
If the characteristic of the field is 0, then the arrow diagram consists of a doubly
infinite line with positions above and below the line labelled as follows:
‚ ‚ ‚ ‚ ‚ ‚ ‚ ¨ ¨ ¨¨ ¨ ¨
3 2 1 0 ´1 ´2 ¨ ¨ ¨
δ´3 δ´2 δ´1 δ δ`1 δ`2 ¨ ¨ ¨
Thus, opposite labels always sum to δ. For each part λi of λ, we draw a
Ž
above the
line at position λi´ i (that is, at the content of the last box of each row). Furthermore,
we draw a single
Ź
below the line at position |λ|.
If the characteristic p of the field is non-zero, then the arrow diagram is very similar
to the usual abacus defined for symmetric groups, see for example [JK81]. The arrow
diagram/abacus is defined as follows: It consists of an infinite number of lines with p
positions each and labelled by k P Z called the runners of the diagram. There is one
distinguished runner corresponding to k “ 0 which has labels above and below the p
positions, but where the labels below the runner are considered modulo p.
‚ ‚ ‚ ‚ ‚ ‚
p´1 p´2 ¨¨¨ 2 1 0
δ`1 δ`2 ¨¨¨ δ´2 δ´1 δ
The runners corresponding to k ‰ 0 are labelled as follows:
‚ ‚ ‚ ‚ ‚ ‚
kp`p´1 kp`p´2 ¨¨¨ kp`2 kp`1 kp
The runners are vertically stacked on top of each other in such a way that in each
column of the resulting diagram the labels are congruent modulo p. We refer to the
column containing labels congruent to i modulo p as column i.
As in the characteristic 0 case, we draw a
Ž
at position λi ´ i for each part λi. Fur-
thermore, we draw a
Ź
at position |λ| but now considered modulo p.
Remark 2.2. Notice that λ and dpλq determine each other and we will often identify
them. Furthermore, adding a box to λ in some row corresponds to move the arrow
Ž
corresponding to that row up by 1 in the arrow diagram, that is to a position with a
higher label. Also, a box is addable if and only if the next higher position is empty
in the arrow diagram. Similar statements hold for removable boxes. We will see in
Figure 2 that arrow diagrams are additionally particularly well behaved with respect to
the action of the JM elements.
Example 2.3. Both definitions are best understood by an example. We consider the
partition λ “ p3, 2, 2, 2, 1, 0, 0, . . .q with δ “ 8. The contents of the last boxes in each row
are p3, 1, 0,´1,´3,´5,´6, . . .q and |λ| “ 10. Therefore, if p “ 0 we get the following
arrow diagram dpλq:
‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚¨ ¨ ¨ ¨ ¨ ¨
Ž Ž Ž Ž Ž Ž ŽŹ
3 2 1 0 ´1 ´2 ´3 ´4 ´5 ´6 ´7
5 6 7 8 9 10 11 12 13 14 15
If p “ 5, and λ “ p3, 2, 2, 2, 1, 0, 0, . . .q and δ “ 8 are as before, then the arrow diagram
would look like:
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‚ ‚ ‚ ‚ ‚
Ž Ž Ž Ž Ž´6 ´7 ´8 ´9 ´10
‚ ‚ ‚ ‚ ‚
Ž Ž Ž´1 ´2 ´3 ´4 ´5
‚ ‚ ‚ ‚ ‚
Ž ŽŹ4 3 2 1 0
4 0 1 2 3
‚ ‚ ‚ ‚ ‚
9 8 7 6 5
Remark 2.4. One could also view the characteristic 0 diagram as the limiting case for
p going to 8.
In some sense, the choice of labels is arbitrary. We could for example perform a
cyclic shift of the columns of the abacus and this definition would be just as good. In
the case when the characteristic p of the ground field is larger than the degree d of the
partition algebra, we will exploit this and the fact that the contents of boxes appearing
in tableaux of a given partition are contained in a range which is smaller than r ` 1
and, therefore, less than or equal to p:
Definition 2.5. For p ą r, a partition µ “ pµ1, . . . , µkq of r and λ P Λ
`prq with λ Ď µ,
we define the µ-projection of the abacus dpλq as follows: It consists of a single runner
with p positions with labels above and below as follows:
‚ ‚ ‚ ‚ ‚ ‚
p´k´2 p´k´3 ¨¨¨ ´k`1 ´k ´k´1
δ`k`2 δ`k`3 ¨¨¨ δ`k´1 δ`k δ`k`1
where the labels above are integers and the labels below are in Z{pZ. For i “ 1, . . . , k,
we draw a
Ž
above the line at position λi ´ i and a
Ź
below the line at position |λ|
pmod pq.
When µ is clear from the context and p ą r, then we will usually identify the µ-
projection of dpλq with dpλq. For example, if p “ 11, δ “ 1, λ “ p2, 2, 1, 1q and
µ “ p3, 3, 2, 1, 1q (so that k “ 5), then the µ-projection of dpλq is
‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚
Ž Ž Ž Ž ŽŹ
4 3 2 1 0 ´1 ´2 ´3 ´4 ´5 ´6
8 9 10 0 1 2 3 4 5 6 7
Remark 2.6. Notice that since λ Ď µ, the box with smallest content in λ has content
at least ´k (this corresponds to λk “ 0) and the largest possible content is r´ k ´ 1 ď
p´ k´ 2 (which comes from the hook µ “ pr´ k` 1, 1k´1qq. Thus, the µ-projection of
dpλq is well defined and there will never be a
Ž
at label ´k ´ 1.
We will frequently use shorthand notation for arrow diagrams. For example, the µ-
projection of λ above will be either be represented as ¨ ¨ ¨
1ŽŽŹŽŽ
©
Ž
¨ ¨ ¨ whereŽ
stands for a column which only contains a
Ž
, and
Ź
/
Ś
/© represent columns con-
taining only a
Ź
, both a
Ž
and a
Ź
, or no arrows at all, respectively. The label at the
top/bottom of a symbol is precisely the label above/below the line in that column and
specifying one will determine all other labels. Sometimes we represent
Ž
{
Ź
{
Ś
{©
in extended notation by
Ž
©
{©Ź{ŽŹ{©
©
.
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Figure 2. Possible ways to move arrows with JM eigenvalue i.
δ´i
i
¨ ¨ ¨ ¨
ð
ö
(a) From half to full degree
δ´i
i
¨ ¨ ¨ ¨
ñ
ö
(b) From full to half degree
We will now connect the study of arrow diagrams with tableaux and the action of JM
elements. Our aim is to relate the property of having a common JM weight to the study
of composition factors of the cell modules ∆pλq. One quite easily obtains the following
relationship which is proved in Corollary 2.2 in [Sha13] in a more general context.
Proposition 2.7. Let d P tr, r` 1{2u, λ, µ P Λ`pdq and suppose Lpµq is a composition
factor of ∆pλq. Then λ and µ have a common JM weight. If µ is a partition of r, then
for every µ-tableau u there is a λ-tableau t with wtpuq “ wtptq.
The aim of this paper is to show that the converse is also true if µ is a partition of
r and the characteristic of the field does not divide r. By Theorem 1.6, this will also
determine the decomposition number r∆pλq : Lpµqs for arbitrary µ.
It turns out that having a common JM weight is quite restrictive. If we view a tableau
as a construction plan for the corresponding partition, then the JM weight only leaves
few possibilities for this construction. If the kth entry of the JM weight is i, that is,
the JM element Lk acts by i on the canonical basis vector corresponding to the given
tableau, then there are only at most two possibilities: If k is not a natural number, then
we may either add a box of content i at the kth step or leave the partition unchanged
if the size of the partition in question is δ ´ i. If k is a natural number, then we may
either remove a box of content δ ´ i or leave the partition unchanged if its size is i.
The characteristic 0 case is visualized in Figure 2. Here the boxes stand for potential
positions of
Ź
and
Ž
and the arrows indicate which way the arrows may be moved.
The picture on the left is for the transition from half integer degree to full integer degree
and the right one for the opposite direction.
If the characteristic is non-zero, but larger than the degree d of the partition algebra,
then the moves on the projected abacus are just as pictured above. For arbitrary primes
p, we may not only add or remove boxes of content i and δ ´ i, respectively, but also
of content i ` kp and δ ´ i` kp for k P Z. On the abacus, this translates into moving
an arrow into a column containing the label i and δ ´ i, respectively. Thus the arrows
in the illustration above are to be read as moving from one column to another, but the
row is arbitrary.
Using these rules we may characterize partitions with a common JM weight. To state
the next proposition, we first need another definition:
Definition 2.8. Given an arrow diagram a, we define τpaq to be the same as a except
that
Ź
is moved up by 1, that is, if the initial position is i, then we move it to position
i` 1. Similarly, τ´1 is defined to move
Ź
down by 1.
It is easy to see that τ maps the set of arrow diagrams for Prpδq to the set of arrow
diagrams for Pr´1{2pδ´ 1q. Thus, τ is a graphical realization of the Morita equivalence
between Prpδq and Pr´1{2pδ ´ 1q, see Theorem 1.1.
Proposition 2.9. Suppose λ, θ P Λ`pdq have a common JM weight. Then for all k the
kth columns of
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(a) dpλq and dpθq (if d P N)
(b) τdpλq and τdpθq (if d R N)
contain the same number of arrows (that is, counting
Ź
and
Ž
).
Proof. We will prove the result by induction on the degree of the partition algebra.
Suppose the result is true for d P 1{2N. Let u P Tabpλq and t P Tabpθq be the given
tableau of the same weight. Let λ1 and θ1 be the second last partitions in u and t,
respectively, and define u1 and t1 to be the tableaux obtained from u and t by omitting
the last partition. Also, let i be the last entry of wtpuq “ wtptq. Distinguish two cases:
Case 1: d P N. In this case, we may either remove a box of content δ ´ i from the
partitions in question or leave the partition unchanged if its size is i. Thus, to get from
dpλ1q to τdpλq, we first have to apply the operation in Figure 2(b) and then move the
Ź
to the right (that is, up) by one. We claim that in each case this amounts to moving an
arrow from column δ´ i to column δ´ i´ 1. For, if λ1 “ λ, then the only movement of
arrows comes from applying τ which exactly moves the
Ź
from column δ´ i to column
δ ´ i ´ 1. If a box is removed from λ1 to obtain λ, then a
Ž
moves from column δ ´ i
to column δ ´ i ´ 1 but also a
Ź
moves down by 1 (since the size of the partition
changes). This, however, is precisely offset by the application of τ so that overall only
the
Ž
moves as claimed. Notice that exactly the same argument applies to dpθ1q and
dpθq so that τdpλq and τdpθq have the same number of arrows in each column.
Case 2: d R N. In this case, we may either have λ1 “ λ if the size of λ1 is δ´ i or add a
box of content i to λ1 to get λ. Thus, to get from τdpλ1q to dpλq, we have to first apply
τ´1 and then the operations from Figure 2(a). We claim that in either case an arrow
will be moved from column i ´ 1 to i. If a box is added to λ1, this follows by exactly
the same argument as in Case 1. If λ1 “ λ, then there must be a
Ź
in column i of
dpλ1q “ dpλq which means that the
Ź
was in column i´ 1 of τdpλ1q, as claimed. Again,
the same argument works for θ and θ1 and we are done. 
In the special case when µ is a partition of r and the characteristic of the field is 0
or larger than r, we can even say more:
Proposition 2.10. Suppose λ, µ P Λ` with λ ‰ µ, p “ 0 or p ą r and µ is a partition
of r. Then λ and µ have a common JM weight if and only if the arrow diagrams dpλq
and dpµq are the same except for one configuration of l neighbouring columns of the
following form:
paq µ P Λ`pr ` 1{2q µ : ?
©
Ž
©
©
©
¨ ¨ ¨©
©
©Ź©
©
pbq µ P Λ`prq µ :
Ž
©
©
©
¨ ¨ ¨©
©
©Ź
λ : ?Ź©
©
©
©
¨ ¨ ¨©
©
©
©
Ž
©
λ : ©Ź©
©
¨ ¨ ¨©
©
Ž
©
where paq also encompasses the special case
µ : ?
©
ŽŹ©
©
λ : ?Ź©
©
Ž
©
and ? is either
equal to
Ž
or ©.
Proof. We will start with the case when λ and µ have a common JM weight so that
we have to show that they are of the required form. For r “ 1 this is clearly true. So
suppose it is true for degree d P 1{2N. We will show it is true for d ` 1{2 as well. Let
u P Tabpµq and t P Tabpλq be the tableaux of the same weight. As before, denote by µ1
and λ1 the second last partition in u and t, respectively, and suppose the last entry of
the weight of u and t is i. By induction hypothesis, λ1 and µ1 have the claimed form.
Distinguish the following four cases:
Case 1: µ1 “ λ1 and d P N. In this case, we move from the full integer degree to the
half integer degree case which corresponds to Figure 2(b). Now in the µ-tableau u we
may only add boxes or leave the partition unchanged when moving from one step of u
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to the next. In this case, we only have the choice µ1 “ µ. In particular, there is a
Ź
at
position i of µ1 “ λ1. If λ “ λ1 as well, then we are done so assume this is not the case.
Thus, we must remove a box of content δ´ i from λ1 and since λ1 “ µ1 it follows that µ1
also has a removable box of content δ ´ i. Thus we can depict the situation as follows:
u : dpµ1q “ ¨ ¨ ¨ ?
©
δ´iŽŹ©
©
¨ ¨ ¨ ´ dpµq “ ¨ ¨ ¨ ?
©
δ´iŽŹ©
©
¨ ¨ ¨
t : dpλ1q “ ¨ ¨ ¨ ?
©
δ´iŽŹ©
©
¨ ¨ ¨ ´ dpλq “ ¨ ¨ ¨ ?Źδ´i©©
Ž
©
¨ ¨ ¨
.
All other arrows are unchanged and so µ and λ indeed have the claimed form.
Case 2: µ1 “ λ1 and d R N. Using a similar reasoning as in Case 1, we must have that
a box of content i is added to µ1 and we only have to consider the case λ “ λ1 which
implies that there is a
Ź
at position δ ´ i in both λ1 and µ1. Therefore, the situation
may be depicted as follows:
u : ¨ ¨ ¨
i
©ŹŽ
©
¨ ¨ ¨ ´ ¨ ¨ ¨
iŽ
©
©Ź ¨ ¨ ¨ t : ¨ ¨ ¨ i©ŹŽ
©
¨ ¨ ¨ ´ ¨ ¨ ¨
i
©ŹŽ
©
¨ ¨ ¨
which is of the required form.
Case 3: µ1 ‰ λ1 and d P N. Similar as in Case 1, we must have µ1 “ µ. However, we
have to consider both the case when λ “ λ1 and the case when a box is removed at the
last step of t. But if λ “ λ1, then |λ| “ δ ´ i “ |µ| which forces λ “ µ since p ą r and
µ is a partition of r. So we can assume that a box is removed at the last step of t. By
induction hypothesis µ1 and λ1 must be the same except a column configuration as in
pbq. Since µ1 “ µ, the only box which we may remove from λ1 is the
Ž
in the right-most
drawn column which is in the same column as the
Ź
in µ1. In particular, λ and µ will
be precisely configured as in paq by Proposition 2.9 which forces the right-most drawn
column of µ to contain no arrows.
Case 4: µ1 ‰ λ1 and d R N. In this case, we must add a box to µ1 to obtain µ. Start
with the case, when λ “ λ1. Because λ1 and µ1 are configured as in paq, and we have to
move arrows as in Figure 2(a), there is only one choice to move an arrow in µ1 to obtain
µ: We have to move the
Ž
of µ1, which is in the column to the right of the column
containing the
Ź
in λ1, up by 1, that is to the left. This does, in particular, force ?
in µ1 (and hence in λ1 “ λ by Proposition 2.9) to be © so that we precisely obtain a
configuration as in pbq. If a box is added to λ1 to obtain λ, then the corresponding arrows
of λ1 and µ1 have the same label (i.e. content) since p ą r and must hence lie outside
the configuration drawn in paq. This will leave the configuration of arrows outside the
columns drawn in paq the same for both λ and µ and within the column configuration
both
Ź
will move by one to the right. This yields precisely a configuration as in pbq.
Notice that all four cases work exactly the same for the µ-projected abacus in char-
acteristic p ą r. This follows because the projection was chosen precisely in such a way
that the active area, that is the set of contents of the boxes of µ, is drawn and there is
one additional ”space” on the right of the diagram. Thus, the operations depicted in
Cases 1-4 never leave the abacus projection.
It remains to show the converse of the statement. However, in this case we can simply
work backwards in each of the cases above which defines the required tableaux of the
same weight. 
The proposition motivates the following definition:
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Definition 2.11. Define an action σ on a characteristic 0 diagram as follows: If
Ź
is
in column j and i ď j is maximal such that it contains a
Ž
, then move
Ź
to column i
and the
Ž
in column i to column j. Thus, σ simply changes a neighbouring
ŽŹ
pair
to a
ŹŽ
pair.
Thus condition pbq in the proposition could just be reformulated as dpλq “ σdpµq and
condition paq as dpλq “ τ´1στdpµq.
An important corollary of the proof of Proposition 2.10 is that decomposition multi-
plicities must always be either 0 or 1 if p ą r:
Corollary 2.12. Suppose p ą r and let λ, µ P Λ`pdq with µ a partition of r. Then:
(a) If λ and µ have a common JM weight, then for every µ-tableau u there is at most
one λ-tableau t with wtpuq “ wtptq.
(b) r∆pλq : Lpµqs P t0, 1u.
Proof. The first part follows since in the proof of Proposition 2.10, there were never
two choices to move arrows in t. This immediately implies the second part since if
r∆pλq : Lpµqs ą 1, then ∆pλq contains at least two copies of Lpµq “ ∆pµq. Thus,
the generalized eigenspace corresponding to wtptq contains at least two elements which
means that for every µ-tableau u, there would be at least two different λ-tableau of the
same weight, see the proof of Corollary 3.5 in [Sha13]. 
3. Refined induction and restriction
We will introduce and study refined induction and restriction functors which will be
needed for an inductive proof of Theorem 4.1.
Definition 3.1. For a Pdpδq-module M and i P Z, define i-inddM to be the projection
onto the generalized eigenspace of the action of the JM-element Ld`1{2 on inddM with
eigenvalue i. Similarly, i-resd`1{2M is the generalized eigenspace of the action of the
JM-element Ld on resd`1{2M with eigenvalue i. We usually omit d if it is clear from
the context.
These maps have similar properties as the corresponding functors for symmetric
groups:
Proposition 3.2. The maps
i-ind : Pdpδq–mod Ñ Pd`1{2pδq–mod i-res : Pd`1{2pδq–mod Ñ Pdpδq–mod
are functorial and i-ind is a left-adjoint to i-res.
The proof is exactly as in the symmetric group case, see e.g. 6.4 in [Mat99]. All that
is required, is that the element z “ L1{2 ` . . . Ld, that is the sum of all JM-elements, is
central, see Theorem 1.16.
For cell modules, we can deduce the following induction/restriction rules from The-
orem 1.10 by projecting onto the corresponding JM weight space:
Theorem 3.3. Suppose λ P Λ`pdq with d P tr, r` 1{2u and that the characteristic p of
the ground field is zero or larger than d. Then there are exact sequences as follows
(a) 0 ÝÑ ∆pλ ´ ǫq ÝÑ i-resr∆pλq ÝÑ ∆pλq ÝÑ 0, where ǫ is a removable box of
content i and the term on the right is zero unless |λ| “ δ ´ i.
(b) 0 ÝÑ ∆pλq ÝÑ i-resr`1{2∆pλq ÝÑ ∆pλ ` ǫq ÝÑ 0, where ǫ is an addable box of
content δ ´ i and the term on the left is zero unless |λ| “ i.
(c) 0 ÝÑ ∆pλ ´ ǫq ÝÑ i-indr∆pλq ÝÑ ∆pλq ÝÑ 0, where ǫ is a removable box of
content δ ´ i and the term on the right is zero unless |λ| “ i.
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Figure 3. Possible ways to move arrows when i-restricting/i-removing.
i-ind
i-ind
δ´i
i
¨ ¨ ¨ ¨
ð
ö
(a) Half to full degree
i-ind
i-ind
δ´i
i
¨ ¨ ¨ ¨
ñ
ö
(b) Full to half degree
i-res
i-res
i
δ´i
¨ ¨ ¨ ¨
ð
ö
(c) Half to full degree
i-res
i-res
i
δ´i
¨ ¨ ¨ ¨
ñ
ö
(d) Full to half degree
(d) 0 ÝÑ ∆pλq ÝÑ i-indr´1{2∆pλq ÝÑ ∆pλ ` ǫq ÝÑ 0, where ǫ is an addable box of
content i and the term on the left is zero unless |λ| “ δ ´ i. assuming
In each case, we set ∆pλ˘ǫq “ 0 if no addable/removable box ǫ with the required content
exists.
Remark 3.4. Notice that since p ą r or p “ 0, there is always at most one addable
and at most one removable box of a given content.
Figure 3 summarizes the theorem in a similar way as Figure 2.
For the simple modules, we can only describe the socle in full generality which will,
however, be sufficient for our purposes. For the statement of the Theorem, recall the
notation from Proposition 2.10.
Theorem 3.5. (a) If i-res∆pλq “ 0, then i-resLpλq “ 0.
(b) If i-res∆pλq “ ∆pλ1q and i-ind∆pλ1q “ ∆pλq, then i-resLpλq “ Lpλ1q.
(c) Let λ` “ ¨ ¨ ¨
iŽŹ
¨ ¨ ¨ P Λ`prq and λ´ “ ¨ ¨ ¨
iŹŽ
¨ ¨ ¨ P Λ`prq, then i-resLpλ`q “
Lpλ´q and i-resLpλ´q “ 0.
(d) Let λ` “ ¨ ¨ ¨ ?
©
δ´iŽŹ©
©
¨ ¨ ¨ P Λ`pr` 1{2q and λ´ “ ¨ ¨ ¨ ?Ź δ´i©
©
Ž
©
¨ ¨ ¨ P Λ`pr` 1{2q, then
i-resLpλ`q “ Lpλ´q and i-resLpλ´q “ 0.
(e) If λ “ ¨ ¨ ¨ ?
©
iŽŹ©
©
¨ ¨ ¨ P Λ`prq, then the socle of Lpλq is isomorphic to
Lp¨ ¨ ¨ ?
©
iŽŹ©
©
¨ ¨ ¨ q ‘ Lp¨ ¨ ¨ ?Ź i©
©
Ž
©
¨ ¨ ¨ q.
(f) If λ “ ¨ ¨ ¨
δ´iŹŽ
¨ ¨ ¨ P Λ`pr ` 1{2q, then the socle of Lpλq is isomorphic to
Lp¨ ¨ ¨
δ´iŹŽ
¨ ¨ ¨ q ‘ Lp¨ ¨ ¨
δ´iŽŹ
¨ ¨ ¨ q.
Remark 3.6. Notice that all possibilities for λ are covered in the theorem. Part paq
covers the case when there are no arrows which can be moved so that the induced JM
eigenvalue is i. Parts pbq, pcq and pdq cover the case if there is one possibility to move
arrows in λ with induced JM weight i and Parts peq and pfq if there are two possibilities.
Part pbq and Parts pcq and pdq then distinguish how many ways there are to move arrows
back, namely one or two.
Proof. We will repeatedly use the following facts: Firstly, by exactness of i-res, the
surjection ∆pλq Ñ Lpλq from Theorem 1.5 yields
i-res∆pλq ÝÑ i-resLpλq ÝÑ 0 (1)
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Also, if Lpτq occurs in the socle of i-resLpλq, then Homp∆pτq, i-resLpλqq ‰ 0 so that
adjointness implies
Hompi-ind∆pτq, Lpλqq ‰ 0 (2)
Lastly, the head of i-ind∆pτq may only contain the modules Lpτq, Lpτ`ǫq and Lpτ´ǫ1q
by Theorem 3.3. Since Lpλq is simple we may conclude that one of these must be equal
to Lpλq if Lpτq occurs in the socle of i-resLpλq. More precisely, we must either have:
‚ τ “ λ` ǫ provided λ P Λ`pr ` 1{2q and cpǫq “ δ ´ i or
‚ τ “ λ´ ǫ provided λ P Λ`prq and cpǫq “ i or
‚ τ “ λ provided λ P Λ`pr ` 1{2q and |λ| “ i or
‚ τ “ λ provided λ P Λ`prq and |λ| “ δ ´ i.
Part paq follows immediately from (1), so consider pbq. Again by (1), i-resLpλq is a
quotient of i-res∆pλq “ ∆pλ1q. In particular, its head must be Lpλ1q or zero. We will
examine the socle of i-resLpλq more closely. As shown above, if a module Lpτq occurs in
the socle of i-resLpλq, then τ must be equal to one of the possibilities above. If τ “ λ`ǫ
with cpǫq “ δ ´ i, then this means that λ has an addable box of content δ ´ i so that it
follows with the assumption that i-res∆pλq “ ∆pλ1q that i-res∆pλq “ ∆pλ`ǫq and thus
τ “ λ1. Similarly, if τ “ λ´ǫ, then i-res∆pλq “ ∆pλ´ǫq and again τ “ λ1. With exactly
the same argument, one easily shows that if τ “ λ then i-res∆pλq “ ∆pλq in both the
case λ P Λ`prq and λ P Λ`pr ` 1{2q so that here again τ “ λ1. Therefore, if a module
occurs in the socle of i-resLpλq, then it must be isomorphic to Lpλ1q. Since Lpλ1q is also
its simple head and i-resLpλq is a quotient of ∆pλ1q which contains Lpλ1q only once as
a composition factor by Theorem 1.6, we can conclude that either i-resLpλq “ Lpλ1q or
zero. But since i-ind∆pλ1q “ ∆pλq, composing with the surjection from ∆pλq onto its
head Lpλq yields 0 ‰ Hompi-ind∆pλ1q, Lpλqq “ Homp∆pλ1q, i-resLpλqq and so i-resLpλq
is non-zero, as required.
Now consider Parts pcq and pdq simultaneously. We will write λ for either λ` and
λ´. In each case, i-res∆pλq “ ∆pλ1q with λ1 “ λ´ for λ´ P Λ`prq and λ1 “ λ` for
λ` P Λ`pr ` 1{2q. Thus, i-resLpλq is a quotient of ∆pλ1q. We will again examine the
socle of i-resLpλq more closely. If λ P Λ`prq, then τ can either be λ´ǫ (with cpǫq “ i) or
λ (with |λ| “ δ´i). However, λ´ has no removable box of content i (so τ “ λ`´ǫ “ λ´)
and |λ`| ‰ δ ´ i (so τ “ λ´). In each case, we obtain that τ “ λ´ “ λ1. Similarly, if
λ P Λ`pr`1{2q, then either τ “ λ` ǫ (with cpǫq “ δ´ i) or τ “ λ (with |λ| “ i). Again,
in each case τ “ λ` “ λ1. Therefore, just as in pbq, i-resLpλq is either Lpλ1q or zero.
We claim that in both cases r∆pλ´q : Lpλ`qs ‰ 0. In the case, when λ P Λ`prq, this
follows from Theorem 1.7 (and, of course, Theorem 1.6) since cpǫq “ i “ δ´pδ´ i`1q`
1 “ δ ´ |λ`| ` 1 (considered modulo p if p ą r). In the case when λ P Λ`pr ` 1{2q we
can deduce it from the integer degree case: Firstly, we may without loss of generality
restrict to the case of the partition algebra of degree |λ`| ` 1{2 by Theorem 1.6. Thus,
∆pλ`q is an inflated symmetric group module and therefore simple as p is larger than r.
Since every partition (except the empty partition) has at least two addable boxes and
since λ` and λ´ must be identical outside the two drawn columns, there is an undrawnŽ
outside the drawn columns which is both addable in λ` and λ´ and has content j
say. This means that there is an arrow in both λ` and λ´ labelled j ´ 1 with no
Ž
to
the left of it so that j ´ 1 ‰ δ ´ i, δ ´ i´ 1, δ ´ i´ 2. If ǫ and ǫ1 are the corresponding
addable boxes of content j, then j-res ∆pλ`` ǫq “ ∆pλ`q and j-res ∆pλ´` ǫ1q “ ∆pλ´q
since |λ`` ǫ| “ i` 1 ‰ δ´ j (otherwise j ´ 1 “ δ´ i´ 2) and |λ´` ǫ1| “ i ‰ δ´ j. By
Theorem 1.7, we conclude that r∆pλ´ ` ǫ1q : Lpλ` ` ǫqs ‰ 0 and so there is a non-zero
map ∆pλ` ` ǫq Ñ ∆pλ´ ` ǫ1q{M for some module M and the map is injective since
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∆pλ` ` ǫq is simple. Applying j-res thus yields an injective, and hence non-zero, map
∆pλ`q Ñ ∆pλ´q{j-res M , as claimed.
By Theorem 3.3, there is a surjection i-ind∆pλ1q Ñ ∆pλ`q in both the integer and
half integer case. Composing with the surjection ∆pλ`q Ñ Lpλ`q, we obtain
0 ‰ Hompi-ind∆pλ1q, Lpλ`qq “ Homp∆pλ1q, i-resLpλ`qq.
In particular, i-resLpλ`q is non-zero and therefore isomorphic to Lpλ1q as shown above.
Now i-res∆pλ´q “ ∆pλ1q as it is equal to ∆pλ´q in the integer and ∆pλ`q in the half
integer degree case. But because ∆pλ´q has both Lpλ`q and Lpλ´q as composition
factors, it follows that ∆pλ1q has i-resLpλ`q “ Lpλ1q and i-resLpλ´q as quotients by
exactness of i-res. It follows that i-resLpλ´q “ 0 since otherwise r∆pλ1q : Lpλ1qs ą 1 - a
contradiction to Theorem 1.6.
It remains to consider Parts peq and pfq. Again, if a module Lpτq occurs in the socle
of i-resLpλq then τ must be one of the possibilities listed at the beginning of the proof
and this yields precisely the partitions in the theorem. It remains to show that all of
them do occur and with multiplicity 1. One checks that for all possibilities for τ , we
always have i-ind∆pτq “ ∆pλq. Thus, we get
1 “ dimHomp∆pλq, Lpλqq “ dimHompi-ind∆pτq, Lpλqq “ dimHomp∆pτq, i-resLpλqq
so each possibility does occur and with multiplicity 1. 
4. Decomposition numbers in non-dividing characteristic
We are finally in a position to prove a characterisation of decomposition numbers:
Theorem 4.1. Let d P tr, r`1{2u and suppose the characteristic of the ground field is 0
or larger than r. If µ is a partition of r and λ P Λ`pdq, then Lpµq is a composition factor
of ∆pλq if and only if there is a µ-tableau u and a λ-tableau t with wtpuq “ wtptq or,
equivalently, if and only if for all µ-tableau u there is a λ-tableau t with wtpuq “ wtptq.
Proof. We have already shown two of the required three implications in Proposition 2.7.
We will show the remaining direction by induction on the degree. For r “ 1 the result
is trivially true. Suppose it is true in degree d P tr ´ 1{2, ru. Let u be a µ-tableau and
t be a λ-tableau with wtpuq “ wtptq. Let µ1 and λ1 be the second-last partitions in u
and t, respectively, and denote by u1 and t1 the tableaux obtained by removing the last
partition in u and t.
Since λ and µ have a common JM weight, Proposition 2.10 implies that they are
identical except possibly at one configuration of columns as follows:
If µ P Λ`pr ` 1{2q : µ : ?
©
Ž
©
©
©
¨ ¨ ¨©
©
©Ź©
©
If µ P Λ`prq : µ :
Ž
©
©
©
¨ ¨ ¨©
©
©Ź
λ : ?Ź©
©
©
©
¨ ¨ ¨©
©
©
©
Ž
©
λ : ©Ź©
©
¨ ¨ ¨©
©
Ž
©
In particular, outside of these columns only arrows of the form
Ž
occur and the
Ž
occur
in the same columns for both. Notice that in the case when the deviating columns are
of the form ?
©
ŽŹ©
©
and ?Ź©
©
Ž
©
, we are done by Theorem 1.7 (and its generalization to
the half integer case, see the proof of Theorem 3.5).
We claim that i-res∆pµq “ ∆pµ1q and i-res∆pλq “ ∆pλ1q in each case. If µ P
Λ`pr`1{2q, then we must necessarily have µ “ µ1 since, by assumption, µ is a partition
of r. Thus, the last entry of wtpuq “ wtptq is |µ| “: i. By Figure 3(c), we need to show
that neither λ nor µ have two adjacent columns of the form ©ŹŽ
©
. Notice that if this
were the case for one of µ or λ, then Proposition 2.9 implies that the same is true for
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the other too: This is true for λ if and only if column δ ´ i´ 1 of τdpλq is of the formŚ
which is the case if and only if column δ ´ i´ 1 of τdpµq is of the form
Ś
which is
equivalent to µ having two adjacent columns of the form©ŹŽ
©
. But |λ| “ |µ| “ r implies
λ “ µ since the fact that p ą r means that the weight determines the partition in this
case which shows the claim in the half integer case. In the case when µ P Λ`prq, then by
Figure 3(d), we need to show that neither λ nor µ have a column of the form
Ś
. This,
however, is immediate since if one has such a column, then by Proposition 2.9 the same
column of the other is of the form
Ś
, too. This again leads to |λ| “ |µ| and thus λ “ µ
as in the previous case. Thus, Theorem 3.3 implies that indeed i-res∆pµq “ ∆pµ1q and
i-res∆pλq “ ∆pλ1q.
By construction wtpu1q “ wtpt1q so that by induction assumption, we must have
r∆pλ1q : Lpµ1qs ‰ 0. This implies that there is a submodule U of ∆pλ1q with unique
simple top Lpµ1q: Let U be a submodule of minimal composition length containing Lpµ1q
as a composition factor. Using adjointness and the fact that i-res∆pλq “ ∆pλ1q, we may
deduce
0 ‰ HompU,∆pλ1qq “ HompU, i-res ∆pλqq “ Hompi-indU,∆pλqq.
We will show that the part of the head of i-indU which is not in the kernel of the implied
non-zero homomorphism to ∆pλq is precisely Lpµq. So assume Lpτq occurs in the head
of i-indU and is also a composition factor of ∆pλq. Then
0 ‰ Hompi-indU,Lpτqq “ HompU, i-resLpτqq. (3)
Since Lpτq is a composition factor of ∆pλq, τ and λ have a common JM weight by
Proposition 2.7. Notice that because r∆pλq : Lpτqs ‰ 0, we can actually apply Proposi-
tion 2.10 even though τ is not a partition of r. This follows because the non-vanishing
of the decomposition multiplicity over Pdpδq also implies that the decomposition multi-
plicity does not vanish over P|τ |pδq and P|τ`1{2|pδq, respectively, by Theorem 1.6. This
in turn implies that λ and τ also have a common JM weight over P|τ |pδq and P|τ`1{2|pδq,
respectively, for which we can apply Proposition 2.10. Distinguish two cases:
Case 1: λ P Λ`pr`1{2q. In this case, we must have λ “ ¨ ¨ ¨ ?Ź©
©
©
©
¨ ¨ ¨©
©
©
©
Ž
©
¨ ¨ ¨ and
is identical to µ “ ¨ ¨ ¨ ?
©
Ž
©
©
©
¨ ¨ ¨©
©
©Ź©
©
¨ ¨ ¨ outside the drawn columns. Proposition
2.10 now implies that τ must be obtained from λ by first moving the
Ź
in λ to the right
by 1 then swapping the
Ź
with a neighbouring
Ž
and then moving the
Ź
to the left by
1 again. Since |τ | ě |λ| (Lpτq is a composition factor of ∆pλq), we can only move the
Ź
in λ to the right which precisely yields µ. Thus, either τ “ λ or τ “ µ. Now both λ and
µ do not contain neighbouring columns of the form
δ´i
©ŹŽ
©
as was shown earlier. Thus,
we are not in Case pfq of Theorem 3.5 so that i-resLpτq “ Lpτ 1q, for some partition τ 1,
or zero. By (3), i-resLpτq cannot be zero and since U has simple head Lpµq we must
moreover have i-resLpτq “ Lpµ1q. But µ1 “ µ in this case so that the latter is false
for τ “ λ unless λ “ λ´ and µ “ λ` in the notation of Theorem 3.5(d). However, we
have already shown the theorem to hold in this case so that we may assume τ “ µ, as
required.
Case 2: λ P Λ`prq. In this case, λ “ ¨ ¨ ¨©Ź©
©
¨ ¨ ¨ ©
©
Ž
©
¨ ¨ ¨ and is identical to
µ “ ¨ ¨ ¨
Ž
©
©
©
¨ ¨ ¨ ©
©
©Ź ¨ ¨ ¨ outside of the drawn columns. This time, partitions with
a common JM weight with λ are obtained by swapping a
Ź
with a neighbouring
Ž
.
As before |τ | ě |λ| so the only possibilities are τ “ λ or τ “ µ. Because neither µ nor
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λ has a column of the form
Ś
, we are not in Case peq of Theorem 3.5 and by the same
reasoning as in Case 1, we therefore have i-resLpτq “ Lpµ1q. But the latter is false
for τ “ λ unless µ “ ¨ ¨ ¨
Ž
©
©Ź
i
¨ ¨ ¨ and λ “ ¨ ¨ ¨©ŹŽ
©
i
¨ ¨ ¨ , see Figure 3pcq. In this case,
however, λ “ λ´ and µ “ λ` in the notation of Theorem 3.5pcq and by Theorem 1.7,
we therefore have r∆pλ`q : ∆pλ´qs ‰ 0 which is what we want to show. 
Remark 4.2. Notice that Proposition 2.10 gives a graphical description of when two
partitions do have a common JM weight.
The previous statement can also be interpreted in a Lie theoretic way. We will use
a similar setup as in Section 8 of [CDDM08]. So let tǫ0, ǫ1, ǫ2, . . . ǫru be a formal set
of symbols, Xr “
Àr
i“0 Zǫi be the weight lattice and let Φ “ t˘pǫi ´ ǫjq | i ă ju be
the corresponding root system of type A. As usual we write a weight λ “
řr
i“0 λiǫi
as pλ0, . . . , λrq. We define a weight to be dominant if
řr
i“0 λi “ 0 and for i ą 0
we have λi P N0 with λi ě λi`1. Thus the last r entries form a partition and the
first entry records the negative of the size of the partition. We denote by X` the set
of dominant weights. We equip X bZ R with an inner product by linear extension
of pǫi, ǫjq “ δij where δij is the Kronecker Delta. The Weyl group W is the group
generated by reflections sα for α P Φ where sα “ λ ´
2pλ,αq
pα,αq α. W is isomorphic to
the symmetric group Sr`1 and acts on weights by permuting the entries. For the
description of the blocks and decomposition numbers, we will need the dot action of W
on X which just shifts the origin of the usual action by ρ. It turns out that we have to
use different origins for the full integer and the half integer case. So if d “ r`1{2, we set
ρ “ p0, p1´δq´1, p1´δq´2, . . .q and for d “ r we choose ρ “ p1, p1´δq´1, p1´δq´2, . . .q.
Then the dot action of w PW on λ is given by w ˝ λ “ wpλ` ρq ´ ρ.
Notice that λ` ρ contains precisely the data of the arrow diagram dpλq if d P N and
of τdpλq if d R N. However, the labels of the
Ž
are shifted by p1 ´ δq. Thus, we could
redefine arrow diagrams as follows: The positions on the arrow diagram are labelled by
integers and there is a
Ź
at position pλ` ρq0 and
Ž
s at positions pλ` ρq1, . . . , pλ` ρqr
(we can extend this to partitions with infinitely many parts by considering the entries
to be zero from a certain point onwards which gives exactly the arrow diagrams). This
leads to the following reformulation of Theorem 4.1.
Theorem 4.3. Suppose F “ C and λ and µ are dominant (integral) weights. Then
r∆pλq : Lpµqs “ 1 if and only if there exists i such that p1, iq ˝ µ “ λ.
Proof. We know that r∆pλq : Lpµqs “ 1 if and only if λ and µ have a common JM
weight by Theorem 4.1. By Proposition 2.10, this is the case if and only if dpλq and
dpµq are of a certain form. As remarked after Definition 2.11, this form is equivalent
to the arrow diagrams differing by the action of σ or τ´1στ , respectively. However, the
action of p1, iq is the same as the action of σ and τ´1στ if p1, iq ˝ µ is dominant: We
must have that pλ`ρq0 “ ´|λ| (or ´|λ|`1 in the full integer case) is between pλ`ρqi´1
and pλ` ρqi`1 and thus swapping the first and the ith entry amounts to swapping a
Ž
with a neighbouring
Ź
. In the half integer case, the shift τ is hidden in the different
choice of ρ. 
Theorem 4.1 also allows us to settle the question of semisimplicity over an arbitrary
field which does not seem to feature in the existing literature. Semisimplicity of the
partition algebra was first studied by Martin and Saleur over C [MS94] and also in
[HR05] in the half integer case over C when δ ě 2.
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Theorem 4.4. The partition algebra Pdpδq (with d P tr, r ` 1{2u) over the field F of
characteristic p is semisimple if and only if δ R t2pd ´ rq, . . . , 2pd ´ 1qu (considered as
a subset of Z1F ) and either p “ 0 or p ą r.
Proof. In the full integer case over a field of characteristic 0, this follows from [MS94].
In the half-integer case over C for δ ě 2, this was shown in Theorem 3.37 of [HR05].
Upon reduction modulo p the algebra will, of course, remain non-semisimple if it was
in characteristic 0. Furthermore, if p ď r, then the symmetric group algebra FSr,
which is a quotient of Pdpδq, will be non-semisimple. Thus it suffices to show that
firstly the partition algebra is semisimple if δ is not in the prime subfield of F or
δ R t2pd ´ rq, . . . , 2pd ´ 1qu for both the cases p “ 0 and p ą r, and secondly that the
partition algebra is not semisimple if we are in the half-integer case with p “ 0 and
δ “ 1.
If d “ r ` 1{2, p “ 0 and δ “ 1, then r∆p1r´1q : Lp1rqs “ 1 by Theorem 4.1: We
choose any p1rq-tableau and extend it to tableaux u and t over Pr`1{2pδq by adding the
partitions p1rq and p1r´1q, respectively, at the end. Thus the last entries of the weight
of u and t are r and δ ´ p´r ` 1q “ r so that u and t have the same weight.
Now assume that δ is either not in the prime subfield or δ R t2pd ´ rq, . . . , 2pd ´
1qu. Pdpδq is semisimple if and only if all cell modules are irreducible. Assume for
contradiction that Pdpδq is not semisimple. Then there is some cell module ∆pλq which
has a composition factor Lpµq with µ ‰ λ. By Theorem 1.6, we may assume that r “ |µ|
and |λ| ă |µ|. Furthermore, by Theorem 4.1 we know that λ and µ have a common JM
weight. Let u and t be µ- and λ-tableau, respectively, of the same weight. Since u ‰ t,
there is k P 1{2Z which is minimal such that uk ‰ tk.
Start with the case k P N. Then tk´1{2 “ tk and there is a box ǫ added to uk.
Since u and t have the same weight, we deduce from Theorem 1.13 that δ “ cpǫq ` |tk|.
If δ is not in the prime subfield then we get a contradiction straight away, since cpǫq
and |tk| certainly are. And cpǫq must be in the range of |uk´1{2| “ |tk´1{2| (last box
in the first row) and ´|uk´1{2| “ ´|tk´1{2| (last box in first column) so that δ is in
the range of 2|tk´1{2| and 0. Since |tk´1{2| ă |uk| ď r, we deduce that if Pdpδq is not
semisimple then δ is in t0, . . . , 2r ´ 2u – a contradiction unless δ “ 0 and we are in the
half-integer case and δ “ 0. In this case, however, we know that the tableaux cannot
end at step k. At step k ` 1{2, we must have uk`1{2 “ uk (since µ is a partition of r)
and tk`1{2 “ tk´ǫ1 for some removable box ǫ1. The latter follows since Lk`1{2 would act
by |tk| on t and |uk| on u which implies |uk| “ |tk| since u and t have the same weight.
Thus δ “ |uk| ` cpǫ1q “ |tk´1{2| ` 1 ` cpǫ1q. Since ǫ1 is removable from tk “ tk´1{2, its
content is in the range |tk´1{2| ´ 1 and ´|tk´1{2| ` 1 so that δ is in the range 2|tk´1{2|
and 2 – contradiction to the fact that δ “ 0.
In the case k P 1{2N one obtains that δ “ |uk´1{2| ` cpǫq where ǫ is a removable box
of tk´1{2 and hence in the range between |tk´1{2| ´ 1 and ´|tk´1{2| ` 1. Thus, δ must
be between 2|tk´1{2| ´ 1 and 1 and since |tk´1{2| ď r, we get the required contradiction
if d “ r ` 1{2. By a similar argument as before, in the case d “ r and δ “ 2r ´ 1 there
must be an additional step in the tableaux and we get δ “ cpǫ1q` |tk´1{2|´ 1 where ǫ1 is
addable to uk´1{2. Thus δ must be between 2|tk´1{2| ´ 2 ď 2r ´ 2 and 0 contradicting
δ “ 2r ´ 1. 
5. The blocks of the partition algebra
We will use the results from the previous sections to describe the blocks of the parti-
tion algebra over an arbitrary field thus recovering the results of [BDK14]. The ultimate
goal is to use this description to categorify the blocks as weight spaces of an (affine)
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Weyl group action in the next section. If the parameter is an integer, then the partition
algebra can be defined over the integers and we can employ the machinery of p-modular
systems to reduce modulo p. Thus, if two simple modules Lpλq and Lpµq are in the
same block of Pdpδ ` kpq in characteristic 0 for some k P Z, then they are also in the
same block over the partition algebra Pdpδq over a field of characteristic p. If we add to
these block relations induced from characteristic 0 the block relations coming from the
symmetric group in characteristic p, then we get a sufficient condition for two modules
to be contained in the same block.
It turns out that this condition is also necessary. In order to show this we use a
necessary condition for two simple modules to be in the same block given by Mathas
[Mat08]. He shows in the more general context of cellular algebras which admit JM
elements that two simple modules are in the same block only if they are in the same
residue linkage class. Residue linkage is just the transitive closure of the property of
having a common JM weight so that we have good control over the residue linkage
classes.
We will start with the definition of residue linkage:
Definition 5.1 ([Mat08]). Define an equivalence relation „ on Λ`pdq by taking the
transitive closure of the following symmetric, reflexive relation: λ „ θ if and only if λ
and θ have a common JM weight. The equivalence classes are called residue linkage
classes.
Thus, we can state the necessary condition:
Theorem 5.2 (Corollary 4.6 in [Mat08]). Consider the partition algebra Pdpδq over a
field of characteristic p ą 0. Let λ, θ P Λ`pdq and suppose that Lpλq and Lpθq are in
the same block. Then λ „ θ, that is λ and θ are in the same residue linkage class.
Proof. We only have to show that the partition algebra satisfies the assumptions of
Corollary 4.6 in [Mat08]. For this, we pick a minimal lift pδ P t0, . . . , p´ 1u of δ (that is,
reducing pδ modulo p gives δ) and pK,R, kq a p-modular system, that is K is the field
of fractions of the commutative ring R and k is the residue field R{Π where Π is the
unique maximal ideal of R. The characteristic of K is 0 and the characteristic of k is p.
Let AR be the partition algebra Pdppδ ` 2d ˚ pq, defined over R. Then AK is semisimple
by Theorem 4.4 and hence the JM elements separate AK , as required. 
We will now give a necessary condition for two partition to be in the same linkage
class which follows immediately from Proposition 2.9.
Proposition 5.3. Suppose λ, θ P Λ`pdq are in the same residue linkage class. Then
for all k the kth columns of
(a) dpλq and dpθq (if d P N)
(b) τdpλq and τdpθq (if d R N)
contain the same number of arrows (that is, counting
Ź
and
Ž
).
For the proof of the main result, we will need a graphical description of the block
relations induced from characteristic 0 and from the symmetric group in characteristic
p. Recall that τ moves
Ź
up by 1, see Definition 2.8.
Lemma 5.4. Suppose λ, θ P Λ`pdq and that dpλq is obtained from dpθq by one of the
following operations:
(a) (symmetric group block relations) By moving an arrow up or down by one within a
column and then moving an arrow down or up, respectively, in a column.
(b) (full integer block relation) By moving a
Ź
in column i to an arbitrary position in
column j and a
Ź
from column j to column i (valid if d P N).
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Figure 4. Swapping a
ŽŹ
pair on the abacus.
(a) (b)
(c) (d)
(e)
(c) (half integer block relation) By applying τ , then performing operation pbq and then
applying τ´1 (valid if d R N).
Then Lpλq and Lpθq are in the same block.
Proof. Notice that the operation in Part paq simply removes a p-hook from a partition
and then adds another p-hook so the initial and resulting partition have the same size
and p-core. Thus the symmetric group simple modules Dpλq and Dpθq are in the same
block of the symmetric group of degree |λ| “ |θ| and therefore also in the same block of
the partition algebra by Theorem 1.6.
For Part pbq and pcq, recall the definition of σ from Definition 2.11. It follows from
Theorem 4.1 and Proposition 2.10 that if d P N and σdpλq is non-zero, then dpλq and
σdpλq are in the same block. Similarly, if d R N and στdpλq is non-zero, then dpλq
and τ´1στdpλq are in the same block. Composing the operation of swapping
Ž
and
Ź
pairs and its inverse, we can deduce that changing
ŽŹ
pairs to
ŹŽ
pairs (and vice
versa) preserves blocks even if the pairs are not necessarily neighbours, that is, might
be separated by an arbitrary number of© and
Ž
, provided d P N. Analogously, we can
for d R N apply τ , change an arbitrary
ŽŹ
pair to a
ŹŽ
pair (and vice versa) and
apply τ . The resulting arrow diagram will still belong to the same block as the initial
arrow diagram.
If two modules are in the same block in characteristic 0, then their modular reductions
are still in the same block in characteristic p. Let us study what the operations above
imply for the abacus. Suppose we have a
Ž
in column i of some runner of the abacus
and a
Ź
in column j (recall that columns are labelled modulo p with labels determined
by the contents of the
Ž
contained in the column). This is best illustrated graphically,
see Figure 4.
The initial situation is depicted in paq where we want to move the
Ž
on the runner
labelled I to column j on the runner labelled II, say. If we draw the same partition on
a characteristic 0 diagram, then we get pbq, where the position of
Ź
depends on our
choice of lift of the parameter. By an appropriate choice of lift of δ, we can move
Ź
by
p steps to the left to get pcq. Now, we can change the
ŽŹ
pair to get pdq and convert
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this back into a characteristic p abacus diagram resulting in peq which is precisely of the
claimed form. The general case follows completely analogously, as does the case when
d R N. 
Thus, we can prove a full characterization of blocks:
Theorem 5.5. Consider the partition algebra Pdpδq over a field of arbitrary character-
istic and let λ, θ P Λ`pdq. Then the following are equivalent:
(a) Lpλq is in the same block as Lpθq.
(b) λ and θ are in the same linkage class.
(c) For all k, the kth columns of
(i) (d P N) dpλq and dpθq.
(ii) (d R N) τdpλq and τdpθq.
contain the same number of arrows.
Proof. We have already shown that paq implies pbq (Theorem 5.2) and that pbq implies
pcq (Proposition 5.3). We will show that pcq implies paq. Suppose dpλq and dpθq or
τdpλq and τdpθq contain the same number of arrows in each column. We have to show
that Lpλq and Lpθq are in the same block. Given dpλq and dpθq, we can use Part paq of
Lemma 5.4 to bring them to the following form: If
Ź
is in column j, then all
Ž
outside
of column j are moved as far up as possible and in column j all
Ž
except for one are
also moved as far up as possible at the expense of moving the lowest
Ž
in column j
further down. Since the resulting partition will label a simple module which is still in
the same block as Lpλq and Lpθq, we may assume that dpλq and dpθq are of this form.
Suppose d P N. Then we can use Part pbq of Lemma 5.4, to also move the lowest
Ž
in column j up as far as possible in both dpλq and dpµq since Lemma 5.4 did not require
i ‰ j. In other words we may assume that dpλq and dpθq are p-cores.
Suppose, the columns of dpλq and dpµq containing
Ź
are i and j, respectively. Then
outside of column i and j, the arrow diagrams dpλq and dpθq are identical as they contain
the same number and same type of arrows in each column, namely only
Ž
. If i “ j,
then we are done since column i will contain the same number of
Ž
in both dpλq and
dpθq and therefore the p-cores are identical. So assume this is not the case. Hence, in
column i, dpλq contains one less
Ž
than dpλq (due to the presence of
Ź
) and in column
j it contains one more
Ž
than dpθq. Now again use Part pbq of Lemma 5.4 to move the
additional
Ž
in column j of dpλq to the furthest up free position of column j and move
the
Ź
from column i to j. But this precisely yields dpθq so that λ and θ are in the same
block, as required.
The case d R N is very similar and can also be obtained via the Morita equivalence
in Theorem 1.1. 
We can also translate this description into a Lie theoretic one quite naturally, thus
recovering the description of blocks in [BDK14] as unions of orbits of the action of an
affine Weyl group. In order to show this, recall the notation after Theorem 4.1. The
affine Weyl group Wp is generated by elements of the form sα,k where α P Φ and k P Z
with action defined by sα,kλ “ λ ´ ppλ, αq ´ kpqα where p is the characteristic of the
field. The corresponding dot action is given as before by w ˝ λ “ wpλ` ρq ´ ρ.
Theorem 5.6. Consider the partition algebra Pdpδq over a field of arbitrary charac-
teristic and let λ, θ P Λ`pdq. Then Lpλq is in the same block as Lpθq if and only if
λ PWp θ, that is, λ and θ are contained in the same affine Weyl group orbit under the
dot action.
Proof. The affineWeyl group action is generated by the Weyl group actions for Pdpδ`kpq
with k P Z. Each Weyl group is isomorphic to the symmetric group Sr`1 which is
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generated by elements of the form p1, iq for i “ 2, . . . , r ` 1. The action of p1, iq was
shown to be equivalent to the action of σ in the proof of Theorem 4.3. Therefore, the
action of the affine Weyl group is generated precisely by the operations in Lemma 5.4.
In particular, it preserves blocks. Furthermore, the proof of Theorem 5.5 only used the
relations given by Lemma 5.4. Thus, if Lpλq is in the same block as Lpθq, we can use
these relations (that is affine Weyl group actions) to convert λ into θ, as required. 
6. A quantum group action on Fock space
In this section we will show that we can define an analogue of the Fock space with
a natural action of a quantum group of type A in such a way that the weight spaces
of the Grothendieck group of this Fock space are precisely the blocks of the partition
algebra. The action of a quantum group will be similar in spirit to the case of the Fock
space for Hecke algebras of type A and will, in particular, be derived from the action of
i-induction and i-restriction functors. There are, however, two notable differences to the
classical setting. Firstly, because of the occurrence of half integer partition algebras, we
will have to change the parameter δ after the action of the functors. This will require to
move between partition algebras with different parameters and the definition of the Fock
space is adjusted accordingly. Secondly, the induction functor for partition algebras is
in general only right exact and therefore badly behaved when passing to Grothendieck
groups. We will see that we can still define a quantum group action on Fock space, even
though it will not be simply the induced action from the action of i-induction functors.
Recall that given a module category C the Grothendieck group of C, denoted rCs,
is the abelian group generated by the objects of C modulo a relation rEs “ rM s ` rN s
whenever there is an exact sequence 0 Ñ M Ñ E Ñ N Ñ 0. The complexified
Grothendieck group rCsC is obtained by extending scalars from Z to C, that is rCsC “
rCs bZ C. For convenience, we will from now on omit the subscript and denote by rCs
the complexified Grothendieck group. Given a functor G on C, we define a map rGs
on rCs by rGsprM sq “ rGpMqs for any M P C. We will also recall the definition of
the quantum groups Uqpsl8q and Uqpxslpq by generators and relations. For n and k with
k ď n, we set rnsq “
qn´q´n
q´q´1 , rns
!
q “ r1sqr2sq ¨ ¨ ¨ rnsq and
„
n
k

q
“
rns!q
rn´ks!qrks
!
q
.
Definition 6.1. Let Cpqq be the ring of rational functions in the indeterminate q with
complex coefficients. Let Ip “ Z{pZ and define matrices A0 “ paijqi,jPI0 and Ap “
paijqi,jPIp for p prime by setting
aij “
$’&
’%
2 if i “ j
´1 if |i´ j| “ 1
0 otherwise
or aij “
$’&
’%
2 if i “ j
´1 if |i´ j| “ 1 or |i´ j| “ p´ 1
0 otherwise
,
respectively. Let g be sl8 (by which we mean the Lie algebra corresponding to the
doubly infinite type A case) if p “ 0 and xslp if p ą 0. Thus Ap is the Cartan matrix
of g. We also define h0 to be the free Z-module with basis thi | i P Zu and hp to be
the free Z-module with basis th0, . . . , hp´1, du. The quantum group Uqpgq is the Cpqq
algebra with generators Ei, Fi,K
˘1
h for i P Ip and h P h with relations given by:
K0 “ 1, KhKg “ Kh`g (4)
KiEj “ q
aijEjKi, KiFj “ q
´aijFjKi (5)
EiFi ´ FiEi “ δij
Khi ´K´hi
q ´ q´1
(6)
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1´aijÿ
k“0
p´1qk
„
1´ aij
k

q
E
1´aij´k
i EjE
k
i “ 0 (7)
1´aijÿ
k“0
p´1qk
„
1´ aij
k

q
F
1´aij´k
i FjF
k
i “ 0 (8)
KdEi “ q
δi0E0Kd, KdFi “ q
´δi0FiKd (9)
where i, j P Ip g, h P h, Khi “ Ki and the last relation only holds if p ą 0.
The Fock space for partition algebras is defined as follows:
Definition 6.2. Let F be a field and denote by Prpδq-mod the category of finite di-
mensional left modules of the partition algebra over the ground field F . Let Cr,δ “À
iPN Pipr ´ i` δq-mod. The Fock space Fr,δ for the partition algebra is defined to be
Fr,δ “ rCr,δs.
Notice that Cr,δ and Fr,δ, respectively, contain the category of representations of
Prpδq which justifies the notation. However, we will usually omit the subscripts if they
are clear from the context.
We will now define endofunctors on Cr,δ which inspire the action of the quantum
group when passing to the Fock space:
Definition 6.3. We define two functors ei,r,δ : Prpδq-mod Ñ Pr´1pδ ´ 1q-mod and
fi,r,δ : Prpδq-mod Ñ Pr`1pδ`1q-mod by setting ei,r,δ “ T ˝ i-resr and fi,r,δ “ i-indr ˝T
´1
where T is as in Theorem 1.1. We thus define endofunctors ei and fi on C by setting
ei “
à
rPN,δPZ
ei,r,δ and fi “
à
rPN,δPZ
fi,r,δ.
The functors ei and fi have implicitly already appeared in Proposition 2.9. Roughly
speaking they simply move arrows from column i´1 to i and vice-versa and in this way
mimic the action of i-induction and i-restriction functors for Hecke algebras of type A
on the abacus. More precisely, they map cell modules to a cell filtered module and it
follows from the proof of Proposition 2.9 that the graphical action on the labels of the
cell modules is simply given as follows: ei and fi, respectively, map a cell module ∆pλq
to a module filtered by cell modules whose labels are the same as λ except that one
arrow is moved from column i to i´ 1 and i´ 1 to i, respectively.
The action of Uqpgq on F is defined in a very similar way as in classical case, see
Theorem 6.13 in [Mat99]:
Definition 6.4. Fix r and δ and set F “ Fr,δ. Let r∆kpλqs P F which is a module
for Pkpr ´ k ` δq. Consider the arrow diagram dpλq corresponding to λ and parameter
r ´ k ` δ. We call an arrow of dpλq i-addable if it can be moved up by 1 from column
i´1 to column i. Similarly, an i-removable arrow is an arrow which can be moved from
column i to column i´ 1.
We denote by Aipλq and Ripλq the number of i-addable and i-removable arrows,
respectively. If ǫ is an i-addable arrow, we denote by Aai pλ, ǫq/A
b
i pλ, ǫq the number of
i-addable arrows above/below ǫ. Similarly, if ǫ1 is an i-removable arrow, then we denote
by Rai pλ, ǫ
1q/Rbi pλ, ǫ
1q the number of i-removable arrows above/below ǫ1. We also denote
by Ndpλq the number of arrows in column 0 of label larger than ´k.
If ǫ is an i-addable/removable arrow, then λ˘ ǫ denotes the partition corresponding
to the arrow diagram d1 which is obtained from dpλq by adding/removing ǫ. Notice
that d1 is an arrow diagram for the parameter r ´ k ` δ ˘ 1 since we have only moved
one arrow (usual addition/removal of boxes means to move a
Ź
and a
Ž
to take into
account the changed size of the partition). This is precisely the graphical realization of
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the functors ei an fi. Here, we abuse notation slightly since λ˘ ǫ might be equal to λ
if ǫ is an arrow below the line. For i P Ip define
Kir∆kpλqs “ q
Aipλq´Ripλqr∆kpλqs
Eir∆kpλqs “
ÿ
ǫ i-removable
qA
a
i pλ,ǫq´R
a
i pλ,ǫqr∆k´1pλ´ ǫqs
Fir∆kpλqs “
ÿ
ǫ i-addable
qA
b
i pλ,ǫq´R
b
i pλ,ǫqr∆k`1pλ` ǫqs.
If p ą 0, we also define
Kdr∆kpλqs “ q
Ndpλqr∆kpλqs.
Remark 6.5. Notice that the action of Ei is precisely the action of reis if q “ 1.
Furthermore, using the exact sequences from Theorem 3.3 for the definition of rfis, the
action of Fi is the same as rfis. However, fi is not exact so that the action of rfis might
depend on the choice of representative in the Grothendieck group.
We will now show a theorem which is analogous to the result of Hecke algebras of
type A due initially to Hayashi [Hay90] which was later extended to quantum groups
by Misra and Miwa [MM90]:
Theorem 6.6. Suppose the characteristic of the ground field is p and let g be sl8 if
p “ 0 and xslp if p ą 0. Then the action defined in Definition 6.4 equips F with the
structure of an integrable Uqpgq-module.
Proof. The theorem will be deduced from the Hecke algebra case which is, for example,
proved in Theorem 10.3 of [Ari02]. In order to do so, notice first that it is enough to check
the relations on the basis of F consisting of the classes of cell modules. Furthermore
we may identify a cell module ∆kpλq with its arrow diagram dpλq. We have to be
careful, however, since we can recover k from dpλq only modulo p: The arrows above
the runners determine a partition in a unique way which also determines the labels
above the runners. The position of
Ź
must be at the label |λ| and so determines the
labels below the runners which in turn determines the parameter δ1 up to a multiple of
p. As claimed, this determines k since the parameter is δ1 “ r´ k` δ and r and δ were
fixed.
Now the transition to the Hecke algebra case is done by viewing the arrow diagram
as a usual abacus as follows: We split the exceptional runner into two runners, the
upper one containing the
Ž
s and the lower one containing
Ź
. Furthermore, we relabel
the lower of the two newly created runners by letting the labels run from p to 2p ´ 1
increasing from right to left and the runners below the exceptional runner by adding
p to each label. There is one significant difference in that the number of beads on the
abacus is usually finite. However, this does not affect the action since the infinitely
many boxes of content less than ´k will not be movable and can thus be neglected.
In the abacus case, adding a box of content i corresponds to moving a bead from
position i ´ 1 to i on a runner and removing a box of content i amounts to moving a
bead from position i to i´ 1 on the runner. Also, the exponents of q in Definition 6.4
coincide with the coefficients defined in the Hecke algebra case, except for the definition
of Kd which we will consider separately. Thus, if the bead on the runner corresponding
to the bottom of the exceptional runner does not leave this runner after application of
Ei, Fi and Ki, we can recover a usual arrow diagram from the abacus. In other words,
the actions of Ei, Fi and Ki are identical to the classical setting in this case. If p ą 0,
then by Remark 2.4 the labels of the columns in the arrow diagram is arbitrary. Thus
we can shift the labels, if necessary. If p ‰ 2, then we can assume by this argument that
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all relations which involve moving beads/arrows in at most three neighbouring columns
hold, that is, we can assume |i´ j| ą 1. In the case p “ 2, we may assume this for two
neighbouring columns which is already sufficient.
Now consider the remaining cases. Relation (4) is easily seen to hold. In order to show
that relations (5)-(8) hold, it suffices to show that the action of the following elements
commute for |i´ j| ą 1: Ki and Ej , Ki and Fj , Ei and Fj , Ei and Ej , Fi and Fj . Each
of these is clear from the graphical description of the action: Since i ‰ j ˘ 1, moving
arrows in column i does not affect moving arrows in column j. Also the number of i-
addable/i-removable arrows does not change after moving arrows into/out of column j
and vice-versa. Finally, if p ą 0, then (9) requires the weight of r∆kpλqs and E0r∆kpλqs
and F0r∆kpλqs, respectively to differ by q and q
´1, respectively. However, this is clear
since E0 will move an additional arrow into column 0 and F0 will move an arrow out of
column 0. 
It turns out that if we compare the weight spaces of this Uqpgq-action with the result
on blocks obtained in Theorem 5.5, then the descriptions agree. This is again similar
to the case of Hecke algebras of type A:
Theorem 6.7. Suppose M is a weight space of the Uqpgq-module Fr,δ. Then there is
k P N and a block B of Pkpr ´ k ` δq-mod such that rBs “M .
Proof. By Theorem 5.5, ∆kpλq and ∆kpµq are in the same block of Pkpδ
1q if and only if
dpλq and dpµq contain the same number of arrows in each column (ignoring the infinitely
many rows which consist of
Ž
only). We will show that the information contained in
a weight of r∆kpλqs is equivalent to knowing the number of arrows in each column of
dpλq as well as k.
The weight certainly determines the difference between the number of i-addable ar-
rows and i-removable arrows. We first claim that this number is equal to the number of
arrows in column i minus the number of arrows in column i´1 of dpλq. Notice that even
though both numbers are infinite, the difference makes sense since from a high enough
runner onwards, there will be a
Ž
in each column and we choose to ignore this part. To
show the claim note that if there is an arrow in column i´1 which is not i-addable then
there must be an arrow in the same row but in column i which prevents the arrow being
addable. This in turn implies that the arrow in column i is not i-removable. Therefore,
the number of arrows in column i which are not i-removable is equal to the number of
arrows in column i ´ 1 which are not i-addable and since every arrow in column i is
either i-removable or not i-removable (and similarly for column i´1), the claim follows.
Therefore, if ∆kpλq and ∆kpµq are in the same block, then K0, . . . ,Kp´1 will act by
the same eigenvalue. But because both λ and µ are partitions of at most k, all positions
with label less than ´k in column 0 will be occupied by a
Ž
. Therefore, Kd also acts
by the same eigenvalue on both.
It remains to show that the weight determines the number of arrows in each column
as well as k. By the considerations above, the weight encodes the difference of the
number of arrows between adjacent columns. Furthermore, if p “ 0, then eventually
there will be exactly 1 arrow in each column so we know the number of arrows in each
column. If p ą 0 we know the number of arrows in column 0 if we ignore infinitely many
rows just containing
Ž
by the action of Kd (notice that some rows which just containŽ
might be counted as well, but only finitely many). Thus, the information provided
by the weight yields how many arrows are contained in each column.
Now once we are given an arrow diagram (without labels) we can reconstruct the
labelling and this labelling is unique by the same arguments as in the proof of Theorem
6.6. Because the labelling also determines the parameter and because of the definition
of the Fock space, we can therefore reconstruct k up to a multiple of p from the arrow
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diagram. Furthermore, if we have two diagrams with the same number of arrows in each
column (again ignoring the infinitely many
Ž
above on which they agree), then both
arrow diagrams must have the same labelling since we can convert them into another by
adding/removing p-hooks (that is, move arrows along columns) and swapping a
Ž
and
a
Ź
as in Lemma 5.4. In other words, the weight determines the labelling uniquely. In
p “ 0, we are done so assume p ą 0. The action of Kd gives us the number of arrows
in column 0 of content at least ´k and we also know that all positions of content less
than ´k are occupied by a
Ž
. Thus, Kd can distinguish r∆kpλqs and r∆k`lppλqs: If it
acts by some m P N on r∆kpλqs, then it will act by m` l on r∆k`lppλqs. 
The last theorem may be rephrased by saying that the cell module ∆rpλq is in the
same block of Prpδq as ∆rpµq if and only if r∆rpλqs and r∆rpµqs have the same weight.
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