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ABSTRACT
Author Janne Kontkanen
Title Novel Illumination Algorithms for Off-line and Real-time
Rendering
This thesis presents new and efficient illumination algorithms for off-
line and real-time rendering.
The realistic rendering of arbitrary indirect illumination is a difficult
task. Assuming ray optics model of light, the rendering equation describes
the propagation of light in the scene with high accuracy. However, the
computation is expensive, and thus even in off-line rendering, i.e., in pre-
rendered animations, indirect illumination is often approximated as it would
otherwise constitute a bottleneck in the production pipeline.
Indirect illumination can be computed using Monte Carlo integration,
but when restrained to a reasonable amount of computation time, the
result is often corrupted by noise. This thesis includes a method that
effectively reduces the noise by applying a spatially varying filter to the noisy
illumination.
For real-time performance, some components of indirect illumination
can be precomputed. Irradiance volume and many variations of it pre-
compute reflections and shadowing of a static scene into a volumetric data
structure. This data is then used to shade dynamic objects in real-time. The
practical usage of the method is limited due to aliasing artifacts. This thesis
shows that with a suitable super-sampling approach, a significant quality
improvement can be obtained.
Another direction is to precompute how light propagates in the scene
and use the precomputed data during run-time to solve both direct and
indirect illumination based on the known incident lighting. To keep the
memory and precomputation costs tractable, these methods are typically
restricted to infinitely distant lighting. Those that are not, require a very
long precomputation time. This thesis presents an algorithm that adopts a
wavelet-based hierarchical finite element method for the precomputation.
A significant performance improvement over the existing techniques is
obtained.
When full global illumination cannot be afforded, ambient occlusion is
an attractive alternative. This thesis includes two methods for real-time ren-
dering of ambient occlusion in dynamic scenes. The first method models
the shadowing of ambient light between rigid moving bodies. The second
method gives a data-oriented solution for rendering approximate ambient
occlusion for animated characters in real-time. Both methods achieve un-
precedented efficiency.
UDC 004.925, 004.925.3
Keywords computer graphics, shading, global illumination,
indirect illumination, ambient occlusion
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1 INTRODUCTION
1.1 Realistic Image Synthesis / Rendering
Realistic image synthesis, a branch of computer graphics, has been subject
to research since the 1970s. It refers to the problem of generating an image
out of a description of a 3D virtual world so that the result resembles a
picture of the real world. For the illusion of realism, both the 3D model
of the world and the method of computing the image need to meet certain
standards.
In context of computer graphics, theword rendering is used interchange-
ably with image synthesis. We adopt this convention. Photorealistic ren-
dering aims to produce photograph-like images, whereas non-photorealistic
rendering [100] may have various different goals. As an example, non-
photorealistic rendering methods may produce cartoon-like results. In this
thesis, the emphasis is on realistic computation of illumination which is an
essential component of photorealistic rendering.
Rendering methods are applied in a variety of different fields, such
as movie production, computer games, scientific visualization, advertise-
ments, military simulations, architecture, and medical technology. The
methods developed in this thesis are primarily aimed for movie production
and computer games, while they might be applicable also in other branches
of the industry.
The real-world counterpart of rendering is taking a picture with a cam-
era. The physics of this process are well understood: light is emitted from
the light sources, then it propagates in the scene, and potentially ends up
through the lens of the camera to the film plane making a contribution to
the image. The rendering equation (Section 1.4) can describe this process
with high accuracy1. A brute-force solution to the equation is possible [49],
but it is often not affordable. With current PC hardware, the computation
of a single high quality imagemay take hours or even days, depending on the
scene. Thus, practical rendering methods need to deal with the conflicting
goals of efficiency and accuracy.
1.2 Offline vs. Real-time Rendering
Both computer generatedmovies and gamesmake use of animation: succes-
sively shown static images create an illusion of fluent motion. For smooth
animation, the rate of images need to be high enough. It is widely accepted
that 25 images per second gives a fairly good impression of motion and a
lower rate may appear jerky [28].
While the problem of synthesizing images in games and movies is
somewhat similar, the efficiency requirements are different. In computer
generated movies, it is tolerable if one frame (i.e. an image) of animation
takes minutes or even hours to render, since the computation is done off-
1Assuming the ray optics model of light. The assumptions made in this thesis are discussed
in Section 1.3.
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(a) (b)
Figure 1.1: Comparison between a state-of-the-art movie and computer
game. (a) King Kong (Universal Studios 2005). (b) King Kong, the official
game of the movie (Ubisoft Entertainment 2005).
line, prior presenting the animation to the observer. In computer games,
each frame of animation is rendered on the fly, i.e., in real-time. This
means that the synthesis should not take more than 25th of a second. In
practice, this goal is reached only by compromising the quality. Despite the
quick development of dedicated graphics hardware, real-time applications
are still far from the quality of computer generated movies. See Figure 1.1
for a comparison between state of the art of rendering in movies and games.
The performance of interactive graphics applications is often character-
ized as real-time or interactive. The former refers to at least 25/s frame rate,
whereas the latter means that the refresh may be slower than 25/s but fast
enough so that the user can understand the series of images as movement,
though the impression is not necessarily pleasant.
Both off-line and real-time methods typically apply numerous accelera-
tion methods and approximations to meet the efficiency requirements. In
practice, real-time applications often omit rendering correct soft shadows,
depth of field, small-scale surface detail, and realistic surface materials. Ad-
ditionally, they perform insufficient sampling in both spatial and temporal
dimensions which shows up as aliasing artifacts.
A particularly long-lived approximation utilized in real-time applica-
tions and often also in the off-line domain is the lack of plausible indirect
illumination. Indirect illumination refers to shading surfaces based on the
lighting that is reflected from the other surfaces in the scene. Instead, most
games and even off-line rendered animations only account for direct illu-
mination, i.e., the light that arrives directly from the light sources with no
intermediate surface reflections. An efficient solution for rendering indirect
illumination in real-time is considered as one of themost difficult challenges
of realistic image synthesis. Physically based illumination including both
direct and indirect components is called global illumination.
Since indirect illumination is often omitted for performance reasons,
other solutions have also been proposed. Traditionally, the real-time shad-
ing has been factored into direct and ambient light, where the latter is
included to compensate for the missing indirect lighting. The ambient
component is a constant for the whole scene representing the average in-
direct illumination. However, this makes the surfaces look somewhat dull.
More recently, ambient occlusion techniques [121, 59, 12] have gained pop-
ularity in both real-time and off-line rendering. Ambient occlusion gives
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more realistic results, and is able to generate effects that have traditionally
been obtained only by computing a full global illumination solution.
This thesis is composed of five publications, three of which deal with
global illumination [P1,P3,P4] and two with ambient occlusion [P2,P5].
1.3 Scope and Assumptions
The new methods developed in the thesis are connected to each other
in a sense that they aim for efficient computation of illumination using
approximations. However, they apply rather different techniques to achieve
their goals. Publication [P4] is involved with finite element methods and
precomputed radiance transfer, [P3] with irradiance volume, [P1] with ray
tracing based global illumination, and [P2,P5] with ambient occlusion.
Thus, the related work section discusses a rather large range of rendering
techniques.
On the other hand, to keep the thesis conveniently compact, basic con-
cepts of rendering are not discussed. While global illumination, ambient
occlusion, and wavelets are shortly introduced, the thesis assumes basic
knowledge of computer graphics and radiometric quantities such as radi-
ance, radiosity and irradiance. Also the classical ray-optics-model is adopted
without further discussion and so, e.g., diffraction is not considered, light is
assumed to travel at infinite speed, and we present all the equations as if they
were independent of the wavelength. Furthermore, none of the methods in
this thesis deal with light traveling in participating media. For background
information we suggest any recent textbook, such as [79], [26], and [88].
Good sources for information on real-time rendering are [50] and [2].
1.4 Global Illumination
Given a surface location x the outgoing radiance due to direct illumination
is given by
L(x, ωout) := Le(x, ωout)+∫
Ω
fr(ωin,x, ωout)Le(r(x,−ωin), ωin)b−ωin · nxcdωin,
(1.1)
where fr is the bi-directional reflectance distribution function capturing
the material properties [26]. Le is the radiance emitted by the surface,
being non-zero only on the light sources, r(x, ωin) is a ray cast function
that gives the first ray intersection if a ray is shot from location x towards the
direction ωin, and nx is the surface normal at point x. Parentheses b and c
clamp the expression to zero from below, i.e., bac =max(a, 0). The above
illuminates surface point x only by the light arriving directly from the light
sources, i.e., the pre-defined set of emitting surfaces. This is illustrated in
Figure 1.2a.
Direct illumination can be analytically evaluated in the case of point
light sources, but with area lights numerical integration method such as
Monte Carlo or Quasi Monte Carlo [54] integration is typically chosen.
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(a) (b)
Figure 1.2: The difference of direct and global illumination. (a) Direct il-
lumination (Equation 1.1): the radiance outgoing from the surface location
x towards the direction ωout is computed by accounting for the incident
radiance that arrives directly from the light source. (b)Global illumination
(Equation 1.2): location r(x,−ωin) may contribute to lighting at x via
indirect reflections even when r(x,−ωin) does not reside on a surface of
light source.
While cheaper than indirect illumination, physically correct area light
sources cannot be evaluated in real-time with current PC hardware and
algorithms. The cost is mainly due to visibility, i.e., evaluating Equation 1.1
requires finding the surface locations that are visible from the pointx. These
shadow algorithms are out of the scope of this thesis. For more information
see for example [117] and [37].
Full global illumination, on the other hand, is obtained if we also
account for the reflected light, making the equation recursive:
L(x, ωout) = Le(x, ωout)+∫
Ω
fr(ωin,x, ωout)L(r(x,−ωin), ωin)b−ωin · nxcdωin
(1.2)
Notably the only change between Equations 1.1 and 1.2 is that we changed
Le toL inside the integrand. The result is called the rendering equation and
is probably the most important equation in realistic image synthesis. It fully
expresses the light propagation between the surfaces of the scene including
direct and indirect illumination. This is illustrated in Figure 1.2b. The
rendering equationwas first introduced to computer graphics by Kajiya [49].
It can be evaluated by the Monte Carlo method using Kajiya’s path tracing
approach or one of the many methods discussed in Section 2.1. Sometimes
accounting for indirect illumination has rather dramatic impact on the
image. This is illustrated in Figures 1.3a-b.
Radiosity methods (Section 2.1) assume only diffuse reflectors/emitters,
in which case Equation 1.2 can be simplified. The BRDF can now be
replaced by diffuse reflectivity fr(·,x, ·) → ρ(x)/pi and radiance by radiosity
L(x) → B(x)/pi. This yields the radiosity integral equation:
B(x) = Be(x) +
ρ(x)
pi
∫
Ω
B(r(x,−ωin))b−ωin · ncdωin (1.3)
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(a) (b)
Figure 1.3: The Cornell box illuminated by a single spot light using (a)
direct illumination and (b) global illumination (direct+indirect).
Where B(x) gives the surface radiosity of point x and ρ(x) is the diffuse
albedo constrained into range [0, 1] for physically meaningful materials. A
more conventional form of the above is obtained by changing to integration
over surfaces:
B(x) = Be(x) +
ρ(x)
pi
∫
A
B(y)G(x,y)V (x,y)dy (1.4)
Here G(x,y) is the geometry term bx→y·nxcby→x·nycr2xy , and V (x,y) the
visibility function, being one when point x is visible from point y, and zero
otherwise.
1.5 Ambient Occlusion
As mentioned in Section 1.2, accurate computation of global illumination
is often avoided due to efficiency reasons. A classical method is to compute
the direct term (in below Ldirect) using Equation 1.1, and add the effect of
constant incident ambient radiance Lambient:
L(x, ω) = Ldirect(x, ω) + ρ(x)Lambient (1.5)
Here ρ(x) is the diffuse reflectivity and thus the above includes only the
diffuse reflection of the ambient light. It would be possible to account for
arbitrary reflections as well. While well known, this method is of limited
use since Lambient does not depend on the surface geometry at all and thus
gives a very flat surface appearance. For instance narrow corners receive the
same amount of ambient light as open areas, while the latter should clearly
be more accessible by the light.
A better approximation of indirect light is obtained using ambient oc-
clusion (AO). For each surface location, AO measures how much of the
hemisphere is unoccluded. Given a surface location x, AO is defined as
the hemispherical integral of visibility function:
A(x) :=
1
pi
∫
Ω
V (x, ω)bω · nxc dω (1.6)
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nx
(a) (b)
Figure 1.4: (a)Ambient occlusion at surface locationxmeasures the portion
of hemisphere accessible by the light. (b) Ambient occlusion gives visually
convincing darkening for concave locations (the shadow cast by the cube).
Here nx is the surface normal at location x. Assuming V = 1 if direction
ω is unoccluded and V = 0 otherwise, AO is proportional to the irra-
diance caused by constant ambient radiance arriving from all directions.
Geometric illustration is shown in Figure 1.4a.
Ambient occlusion is used as a modulating coefficient for the ambient
term:
L(x, ω) = Ldirect(x, ω) +A(x)ρ(x)Lambient (1.7)
Accounting for AO gives a significant improvement into visual quality.
Narrow corners appear darker than open areas, and objects cast realistic
contact shadows on the surfaces they are resting on (see Figure 1.4b).
Computation of AO is cheaper than computing indirect illumination,
but with current PC hardware it cannot be computed in real-time without
approximations. Computing AO makes sense only for individual objects or
for an outdoor environment, but not for indoor scenes as almost all of the
hemisphere would be occluded. Thus only very little ambient light would
contribute to the illumination. A possible solution to this problem is given
by the obscurances technique [121, 68] which is discussed in Section 2.3.
Since AO depends only on the surface location and the associated
normal, it can be precomputed for any rigid part of the scene and stored as
vertex attributes or into a texture, and used with minimal overhead during
run-time. However, if the object animates, AO needs to be re-evaluated.
Different methods for computing AO are discussed in Chapter 2.3.
1.6 Wavelets
Wavelets are the building blocks of multi-resolution analysis [65]. A short
introduction to wavelets is included here since wavelets are used in [P4] to
construct a basis for the surface radiance and the light transport operator.
However, the theory of multi-resolution analysis extends beyond the scope
of this thesis – for more information about the use of wavelets in computer
graphics, see for example [99] and [85].
Multi-resolution analysis using wavelets is described with two concepts:
a nested set of vector spaces V 0 ⊂ V 1 ⊂ V 2... ⊂ V n spanned by smooth
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φ00
 ψ00
 ψ20
 ψ10
 ψ11
 ψ21
 ψ22
 ψ23
Figure 1.5: The Haar wavelet basis: single smooth function (top), and the
wavelets up to the third wavelet space.
functions2 and the associated wavelet spaces. If we analyze a function
projected onto both V i and V i+1, the latter is capable of expressing a more
detailed version of the original signal.
Given the smooth functions, the corresponding wavelet spaces and the
associated wavelets are defined in terms of orthogonal complements. The
wavelet space W i is defined as orthogonal complement of V i in V i+1.
Simply put, this meansW i is capable of expressing the ’part’ of V i+1 that
is missing from V i.
The Haar wavelet basis is the simplest example of wavelet bases. The
building blocks of the Haar basis are the following smooth function φ and
wavelet ψ:
φ(x) =
{
1 for 0 ≤ x < 1
0 otherwise
ψ(x) =
 −1 for 0 ≤ x < 1/21 for 1/2 ≤ x < 10 otherwise
(1.8)
A hierarchical set of wavelets and smooth functions of Haar basis are formed
by scales and translates of the above elementary functions as follows:
φij = φ(2
ix− j), ψij = ψ(2ix− j) (1.9)
Where i gives the scale, and j gives the translation. Smooth functions
on each level i φi0...φin span the corresponding smooth function space V i.
Smooth functions i + 1 form a piecewise constant basis that has twice the
resolution to the scaling functions i. Since the basis functions spanning
the wavelet spaceW i encode the difference between the smooth function
bases V i and V i+1, an arbitrary signal is fully expressed by a single smooth
function φ0 and the hierarchy of wavelets. The smooth function, and first
three wavelet spaces are shown in Figure 1.5.
2often called scaling functions
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2 RELATED WORK
2.1 Global Illumination Methods
Global illumination has been subject to research in computer graphics for
decades. Dutré et al. give a complete survey of the state-of-the-art tech-
niques [26]. Traditionally global illumination methods have been divided
into two categories: finite element and ray tracing methods.
Finite Element Radiosity with Galerkin Discretization
Finite Element Method (FEM) is a general mathematical technique that
discretizes a continuous domain into finite number of elements and com-
putes an approximate solution for a given problem using the elements. For
introductory purposes we will show how the classical finite element radios-
ity is derived from the continuous radiosity integral equation (1.4) using a
technique known as Galerkin discretization.
First, B(x) is approximated as a linear combination of the finite set of
basis functions {ψ1, ψ2...ψn}:
B(x) ≈ B˜(x) =
∑
i
biψi(x),
where bi is the projection coefficient obtained by bi = 〈B|ψˆi〉. ψˆi refers
to the dual basis function of ψi, although in case of an orthonormal basis
ψˆi = ψi. For now, we make no assumptions about the nature of the basis
functions, but discussion of the possible choices follow. To obtain a method
to compute coefficients bi, we substitute B˜(x) into Equation 1.4. This
yields
B˜(x) ≈ Be(x) + ρ(x)
pi
∫
A
B˜(y)G(x,y)V (x,y)dy.
The equation becomes an approximate equality, since the integral on the
right hand side and the emitted radiosity Be can not, in general, be exactly
expressed by the basis function expansion on the left hand side. An equation
is obtained by projecting the both sides of the approximate equality on to
our set of basis functions:
B˜(x) = B˜e(x)+
∑
i
[∫
A
ψˆi(z)
ρ(z)
pi
∫
A
B˜(y)G(z,y)V (z,y)dydz
]
ψi(x)
We may write the above in terms of a single basis function coefficient. We
also make the assumption that the diffuse albedo ρ(x) is constant on each
element i, and can thus be replaced by ρi:
bi = bei +
ρi
pi
∫
A
ψˆi(z)
∫
A
B˜(y)G(z,y)V (z,y)dydz
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Expand Bˆ(y):
bi = bei +
ρi
pi
∫
A
ψˆi(z)
∫
A
∑
j
bjψj(y)
G(z,y)V (z,y)dydz
bi = bei +
ρi
pi
∑
j
bj
∫
A
ψˆi(z)
∫
A
ψj(y)G(z,y)V (z,y)dydz
In above, 1pi
∫
A
ψˆi(z)
∫
A
ψj(y)G(z,y)V (z,y)dydz is a form factor that
couples the two basis functions ψi and ψj together. Denoting it with Fi,j
we arrive at the group of linear equations:
bi = bei + ρi
∑
j
bjFi,j (2.1)
Different methods to solve this and the closely related finite element for-
mulation for arbitrary reflections are discussed in the following. However,
the amount of publications that discuss applications of the FEM to global
illumination is overwhelming, and only a summary is given here. For a
more expanded discussion, we recommend textbooks such as [18], [90],
and [26].
Finite element method was first applied to the problem of global illu-
mination by Goral et al. [30]. The authors demonstrated solving diffuse
inter-reflections in a simple environment using FEM. Soon, a plethora of
new methods appeared.
The method by Goral et al. computes an approximation of continuous
surface radiosity on a piecewise constant basis. Each surface patch in the
scene is subdivided into the desired number of sub-elements and on each
sub-element the continuous radiosity is approximated by a constant value.
The continuous radiosity integral equation (1.4) is converted to the discrete
form using Galerkin discretization as described. Heckbert et al. and Zatz
propose higher order basis functions for more faithful re-production of
radiosity with less elements [39, 119, 107].
Finding the solution for the linear system (Equation 2.1) is fairly quick
using Jacobi or Gauss-Seidel iteration, for instance. Still, the traditional
radiosity approach of Goral et al. is problematic since the form factors Fi,j
need to be computed and stored before the equation can be solved. The
form factors can be computed by hemi-cube rasterization [17] or by ray
tracing (for different methods, see [26]). With either method the computa-
tion is expensive and the storage cost is relative to the second power of the
number of basis functions. As an informal estimate, accurately representing
lighting even on amoderately complex scene, the number of basis functions
need to be tens of thousands or even millions.
Intuitively, Jacobi or Gauss-Seidel iterations solve Equation 2.1 by suc-
cessively gathering light from all the patches in the environment into each
patch. The process can also be reversed: progressive radiosity algorithm
computes the solution by iteratively shooting light energy to the scene [15].
This approach is related to the numerical solutionmethod called Southwell
relaxation [31].
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To address the storage cost problem,many techniques try to avoid storing
the full form factor matrix. Iterative solution methods often process only
one row or column of the matrix at a time, in which case the form factors
can be relatively efficiently computed on the fly by rendering a single hemi-
cube, or tracing a hemispherical distribution of rays. This approach was
utilized in the progressive radiosity approach by Cohen et al. [15].
Another direction is presented by stochastic radiosity methods [86, 72,
73, 8]. In these methods, the matrix-vector-products for iterative solution
of the linear system are estimated by Monte Carlo integration. These
methods have the advantage that the form factors do not need to be explicitly
computed.
The finite element discretization of surface radiosity creates practical
problems. The surface radiance is a complicated function that may be
locally smooth, but then exhibit sudden discontinuities due to shadow
boundaries. For accurate computation and display of radiosity, careful
mesh preprocessing is needed [7]. Later research on discontinuity mesh-
ing [40, 38, 63, 98, 101] focus on identifying hard shadow boundaries and
higher order discontinuities due to area lights using geometric information.
Naturally, this research area is also closely related to the problem of ren-
dering shadows [117, 37]. Worrall presented an algorithm for incremental
discontinuity meshing in presence of dynamic lighting [118].
Despite the progress of discontinuity meshing based approaches, the
finite element solution is often used as an intermediate step before a per-
pixel final gather is performed to improve quality. This can be done by
integrating the incident illumination at locations seen through each pixel
by tracing a hemispherical distribution of rays. The precomputed finite
element solution is used at the first hit points of these rays. Final gather is a
costly step, but the obtained improvement in quality is typically significant.
A more efficient final gathering is achieved using the information available
from the finite element solution for importance sampling [9, 84].
Hierarchical Finite Elements
While the computation of form factors can be avoided using stochastic
methods, at least interactions between each mutually visible element pair
need to be evaluated. So without assumptions about the visibility, the
theoretical worst-case performance is still quadratic to the number of patches
(although Monte Carlo radiosity method reaches linear time complexity
given an upper bound for the variance [87]).
This problem was addressed by hierarchical finite element methods.
These methods have their roots in N-body simulations for computational
physics [4]. The basic idea is that when evaluating influence of the elements
to each other, any distant interaction can be evaluated between clusters
of elements instead of each individual pair. The error caused by this
approximation is predictable and can be easily controlled. It has been
shown that given any positive error tolerance, the hierarchical FEM has
linear complexity in the number of patches instead of quadratic [85].
True hierarchical FEM was first applied to the problem of radiosity
computation by Hanrahan et al. [35], although a more basic two-level
hierarchy had already been introduced by Cohen et al. [16] several years
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earlier.
The basic idea of [35] is as follows. Initially the input scene consists of big
coarse surface patches (quads for easy implementation). To solve the light
transport in the scene, a hierarchical representation of form factor matrix
is computed. The algorithm starts by considering interaction between two
coarse level elements, i.e., input patches. The elements are then subdivided
if required. The algorithm measures whether the interaction between the
elements is expressed well enough by a single form factor. If so, a link
between the elements is generated, and the form factor is associated with it.
Otherwise the elements are subdivided, and thus multiple new interactions
need to be considered. In the end, the form factor matrix is represented by
a collection of links at different levels.
The decisions whether a certain link needs to be subdivided or not,
are carried out by a component called the Oracle. Hanrahan et al. used a
simple rule based on the magnitude of the form factors: if the form factor
from element A to B is larger than a specified threshold, the link needs
to be refined. In addition to this F -refinement, the authors also present
BF -refinement, where the criteria is based not only on the magnitude of
the form factor, but also on the radiosity sent by the element. The BF -
refinement is possible only with a progressive method that interleave the
solution of the radiosity equation and the refinement so that an approxima-
tion of the radiosity is available during the refinement. While the F and
BF -refinement methods work relatively well, they are not optimal. More
efficient refinement criteria is based on the estimate of the error caused by
terminating the refinement [43, 62, 96].
In hierarchical radiosity the interaction between two surface locations
is always described by a single link, and thus on a single level of resolution.
Due to this, a step called push-pull is required between iterations when a
lighting solution is computed. The purpose of the push-pull is to distribute
the energy received on a certain element to the parent and child elements
for reflecting the light forward when the next bounce needs to be evaluated.
As discussed, hierarchical radiosity [35] refines the scene in a coarse-to-
fine manner, and begins by considering each pair of coarse elements – the
input description of the scene. So with respect to these coarse elements, the
computational complexity of the algorithm is quadratic. For this reason,
the initial linking cost is a problem. Many different solutions have been
proposed. Holzschuch et al. show that by delaying visibility evaluation,
substantial savings are possible [42].
The problem of initial linking can also be addressed by global visibility
preprocessing, so that mutually invisible pairs of elements can be trivially
skipped [105]. On the other hand, clustering algorithms not only speed up
the visibility computations, but allow to start the refinement from coarser
representation than the initial element discretization [94, 95, 116].
While the hierarchical radiosity significantly reduces the storage and
computational requirements compared to the conventional radiosity FEM,
the storage requirements are still quite high for big scenes. Hierarchical
Monte Carlo radiosity by Bekaert et al. [8] combines the idea of hierarchical
radiosity and stochastic radiosity. As in the stochastic radiosity, the form
factors are taken implicitly into account by the sampling technique, and
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thus they do not need to be explicitly stored or computed. Another way
to alleviate the problem is to re-compute form factors whenever needed as
described by Stamminger et al. [97].
Wavelet Radiosity
Few years after the publication of [35], it was shown that the hierarchical
radiosity is a special case of larger class of wavelet radiosity methods [32, 21].
A short introduction to wavelets is given in Section 1.6.
Theoretically the only significant difference between wavelet radios-
ity [32] and the original radiosity method by Goral et al. [30] is that instead
of piecewise constant basis, a hierarchical basis is used. However, to fully
take advantage of the hierarchical basis, wavelet radiosity utilizes coarse-
to-fine refinement similar to hierarchical radiosity [35] to avoid computing
data that is insignificant for the solution. In [32] Gortler et al. demonstrated
the use of Haar basis, Flatlets andMulti-wavelets. Cuny et al. further study
the use of higher order wavelets for radiosity [21].
By their nature, wavelets are 1D functions. However, surface radiosity
is a 2D quantity and the radiosity transport operator is 4D. Two common
methods to build multi-dimensional wavelet bases out of the 1D wavelets
are called the standard and non-standard construction.
Non-standard construction is more common in domains such as image
processing. A 2Dnon-standard basis consists of a single 2D smooth function,
and 2D wavelets. The most decisive characteristic of non-standard basis is
that supports of the smooth function and the wavelets are square-shaped.
This means that the basis does not encode information for analyzing the
different dimensions with different resolutions. On the other hand, 2D
standard basis consists of pairwise products of all 1D basis functions. Thus
also the 1D basis functions from different wavelet spaces are combined.
The hierarchical radiosity by Hanrahan et al. has been shown to cor-
respond to Wavelet Radiosity using Haar wavelets (Section 1.6) and non-
standard operator decomposition. The need for push-pull step during com-
putation of lighting solution is actually a consequence of using non-standard
construction to combine the sending and receiving bases. With the stan-
dard operator decomposition there would be no requirement for push-pull.
Publication [P 4] uses the standard operator decomposition to avoid the
push-pull for efficient evaluation of Neumann series of the operator.
Similarly to hierarchical radiosity, efficient application of wavelet radios-
ity poses requirements for the scene geometry. Roughly, wavelet radiosity
can be efficiently applied only for scenes that consist of large smooth sur-
faces, for which a straightforward 2D parameterization exist. However,
Holzschuch et al. suggest a method to alleviate this problem [41].
FEM for Arbitrary BRDFs
In computer graphics words FEM and radiosity are sometimes used inter-
changeably. This is misleading, since FEM can also be used to solve global
illumination in case of arbitrary BRDFs. In this case the solved quantity is
4D surface light field (radiance), instead of 2D radiosity. The directional
domain can be discretized with piecewise constant functions [44], spherical
harmonics [89], or wavelets [13].
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Publication [P4] applies hierarchical finite elements for precomputed
light transport (Section 2.2), and brings these two research branches together
for the first time. The precomputation stage of [P4] builds on the Wavelet
Radiance algorithm [13].
Ray-Tracing
Ray tracing for computer graphics was first introduced by Appel in late
1960s [5]. Goldstein and Nagel used a similar method to simulate paths of
ballistic projectiles and nuclear particles [81].
The classical form of recursive ray tracing was introduced by Kay [52]
and Whitted [114]. The method rendered direct illumination, ideal mirror
reflections and shadows, but it could not account for indirect illumination.
Cook et al. developed distributed ray tracing [19], which uses jittered rays to
simulate depth of field, motion blur, area-light sources, and indirect glossy
reflections.
In 1986 Kajiya formulated the rendering equation (Section 1.4) and
gave an elegant ray tracing-based algorithm capable of solving it [49]. The
algorithm is known as path tracing and it was the first physically based ray
tracingmethod capable of computing surface inter-reflections with arbitrary
reflection distribution functions.
Ray tracing as a primitive operation is just a method to figure out the
visibility between two surface points. Nowadays, there is a huge amount
of efficient algorithms that aim for efficient solution of global illumination
using ray tracing.
While path tracing works by generating paths that begin from the viewer,
bi-directional path tracing [58, 108] generates paths from both viewer and
light sources and connects them in the middle. Metropolis light trans-
port [109], applies the Metropolis sampling algorithm [69] to estimate an
image with light paths that follow the optimal probability density distribu-
tion. PhotonMapping [46, 47] traces photon paths beginning from the light
sources and stores the records of photons in a Kd-tree1 covering whole scene.
Then incident radiance/irradiance at any surface location is computed by
estimating the photon density in the local neighborhood.
The ray tracing based methods described above work by tracing paths
from the light or from the eye. Both methods are theoretically correct and
can be derived from the rendering equation or an adjoint form of it [26].
Significantly, some components of illumination are best rendered by tracing
paths from the light and other components by starting from the eye. For
instance caustics are best rendered by light paths. On the other hand, pure
light ray tracing does not work particularly well since in most scenes, only
a minority of light rays actually contribute to the image [26]. However, it
is possible to guide the light paths by their potential to contribute to the
image [27].
Photon mapping is typically coupled with final gathering: after the ini-
tial solution has been computed using photon tracing, it is not visualized
directly – instead to estimate the incident illumination at each pixel a hemi-
spherical distribution of rays is traced. The photon map is then used to
1Also known as an axis-aligned bsp-tree, i.e, a binary space partitioning tree that is restricted
to axis-aligned splitting planes.
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Figure 2.1: Irradiance caching computes irradiance at sparse locations
(white dots), and uses interpolation to estimate the signal elsewhere. (Image
courtesy of Arikan et al. [6])
compute the radiance estimates at the first hit points of these rays. Final
gathering gives a significant improvement in image quality compared to the
direct visualization of photon map. However, to account for the illumina-
tion due to the caustic paths, direct visualization is still a good idea. For the
best results, two photon maps must be used: one for the caustics, and one
for other indirect illumination.
Irradiance Caching and Indirect Illumination Filtering
Despite all the progress, the ray traced computation of global illumination
is still a major bottleneck in off-line rendering, and real-time computation is
hardly possible. Irradiance caching [113, 112] is a popular method to speed
up the computation of indirect illumination: due to the tremendous speed-
up it gives, it is used by most major commercial renderers. The basic idea
is that the incident irradiance is computed in carefully chosen positions
(only a small subset of pixels) and the remaining pixels are computed
by interpolating from those sparse samples. Typical irradiance sample
distribution is shown in Figure 2.1. Radiance caching [57, 56] extends
the irradiance caching for general low-frequency BRDFs. For this, the full
radiance distributions are computed and stored instead of irradiance.
The main strength of irradiance caching is the efficient and simple
method for predicting the spatial change rate of irradiance. The predictor
states that the difference of irradiance at two surface locations xi and xj is
proportional to:
d(xi,xj) =
|xi − xj |
mi
+
√
1− ni · nj (2.2)
In above,mi refers to the harmonic mean distance to other visible surfaces
measured on all the hemispherical directions from the location xi. ni and
nj are the surface normals at the locations xi and xj . Due to termmi, fast
changing irradiance is predicted close to corners or other concave geometry.
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This is theoretically correct, but on the practical side, many authors tend to
limit the density of samples to speed up the method [104, 56, 6].
While the predictor (Equation 2.2) works fairly well, it sometimes fails.
As a result, the irradiance signal may be inadequately sampled and when the
algorithm reconstructs the irradiance from these samples, aliasing artifacts
may occur.
On the other hand there are different kinds of filtering techniques for
removing noise from the irradiance signal. Jensen and Christensen con-
clude that median filtering is an effective way to reduce noise from the
images rendered with path tracing [48]. McCool used anisotropic diffu-
sion for the same purpose [67]. Both [48] and [67] are straightforward to
implement and thus attractive in that sense. Syukens and Willems present
an elegant progressive image synthesis method based on first constructing a
low frequency representation of the image and successively improving the
estimate with higher frequencies [102]. These methods have not become
as popular as irradiance caching. Possible reasons are:
• They perform the filtering for final image (i.e. outgoing radiance),
which works well only if the surface materials are smooth (counterex-
ample: diffuse textures)
• They do not separate between indirect and direct illumination. If
direct illumination filtering is needed (e.g. to filter stochastic noise
due to area light sources), at least the frequency response of the filter
should be different than for indirect illumination
• The methods utilize little knowledge about the scene geometry
Publication [P1] combines low pass filtering and the efficient predictor
used in irradiance caching (Equation 2.2). This approach gives a smoother
reconstruction of the irradiance signal and thus artifact-free images can be
obtained with less computation.
After publication of [P1], an interesting alternative was found by Meyer
and Anderson [70] for rendering the global illumination in Disney-Pixar’s
animated movie Cars. The authors post-process animation sequences by
principal component analysis (PCA). This results to a set of eigenimages,
and eigenvalues. The key idea is that the eigenimages with the smallest
eigenvalues correspond to stochastic noise, and thus by synthesizing an
animation without those images, the noise is significantly reduced.
Global Illumination in Real-time
Despite the computational cost of both FEM and ray tracing there are
efforts that aim to real-time rendering of global illumination.
While real-time rendering is currently dominated by rasterization-based
hardware, interactive or real-time ray tracing is possible with a highly op-
timized algorithm [82, 111, 110]. There are efforts to perform ray tracing
using custom hardware [103], and it has also been implemented using
off-the-shelf rasterization hardware [80]. Recently, promising results on ray
tracingwith amulti-core architecture such asCell 2 have been reported [10].
2Cell is a shorthand for Cell Broadband Engine Architecture – a microprocessor architec-
ture jointly developed by Sony, Toshiba, and IBM.
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Despite of the promising progress, computing a global illumination solution
is still a challenge using a single PC.
The irradiance volume [34] is a different approach: the irradiance
distribution function, i.e., irradiance as a function of location and surface
normal is discretized into a 5D grid. This way the reflections and shadows
by a static scene can be precomputed into a volume and this data can then
be used during run-time to shade moving objects. A more modern form of
irradiance volume is obtained by storing radiance or irradiance distribution
function using spherical harmonics into each node of the 3D grid [78].
Due to the high dimensionality, low resolution needs to be used to keep
the storage requirements and the precomputation time acceptable. For this
reason, themethod suffers from aliasing artifacts. Publication [P3] addresses
this problem with a super-sampling method that divides the volume of the
scene into an interesting and uninteresting domain. The method aims
to faithfully produce the illumination only in the domain of interest, and
disregards the rest of the space.
Nijasure et al. developed a real-time global illumination method [76]
based on the radiance volume [34, 78]: they compute spherical harmonics
representations of the incident radiance at grid nodes using GPU at run-
time. Then they shade the whole scene using the radiance volume obtained
this way. By performing successive iterations they are able to simulate more
light bounces.
Instant radiosity [53] traces paths from the light sources and creates a
number of secondary lights to represent the indirect lighting. Then the
contributions of these secondary light sources are accumulated together us-
ing graphics hardware with shadowmapping [115] or shadow volumes [20].
Reflective shadow mapping [22, 23] builds on this idea, but replaces the
light path tracing by rendering a view from each light source using GPU.
Then, the resulting ’pixel lights’ are used to illuminate the image to get a
one bounce indirect illumination. Real-time performance is reached, but
since only part of the pixel lights are allowed to contribute on each location
in the image, the method is biased.
Radiance cache splatting [29] is a radiance caching algorithm that splats
the contribution of each radiance sample into the image instead of iterat-
ing through the pixels and querying close-by samples from a spatial data
structure as is conventionally done in irradiance caching algorithm. Con-
sequently, the algorithm is more suitable for an efficient GPU implemen-
tation.
2.2 Precomputed Radiance Transfer
Lately, precomputed radiance transfer (PRT) methods have gained a great
amount of attention. They are based on the idea that instead of computing
everything during run-time, it is possible to precompute the light transport
from an emission basis to the surfaces of the scene.
While methods that fall into the PRT-framework [60] had been de-
veloped earlier [1, 24, 25, 77, 106], Sloan et al. published an influential
publication [92] in 2002. The authors precomputed transport from an
infinitely distant environment lighting to the surfaces of the object. Both
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the emission and the outgoing radiance at each surface location were ex-
pressed in the spherical harmonics basis. The research has inspired a lot
of subsequent work [74, 75, 93, 91, 64, 61, 33]. An interested reader can
find more information about the PRT methods from the master’s thesis of
Lehtinen [60].
Following Sloan et al. [92], most of the PRT methods have the restric-
tion that the lighting needs to be infinitely distant. However, as noted by
Lehtinen [60] this is not really necessary, and in fact there already exists
some work that does not adopt this restriction as explained in the following.
First step towards this direction was taken by Annen et al. [3]. The authors
approximate spatially varying incident lighting using first order Taylor series
expansion and interpolation between multiple sampling locations.
Kristensen et al. precomputed light transport from a volumetric unstruc-
tured point cloud to the surfaces of the scene [55]. During run-time they
project their dynamic light sources to the point cloud basis, apply the pre-
computed operator to get the indirect lighting on the surfaces. As a result
they are able to render real-time global illumination with local lighting i.e.
they are not restricted to infinitely distant lighting.
During the precomputation, they first compute the light transport oper-
ator with high accuracy and then, as a post-process, perform lossy compres-
sion. This means that a significant amount of data is first computed and
then thrown away. Due to this, the precomputation stage of the method by
Kristensen et al. is rather costly. Publication [P4] presents a method that
computes local light transport without heavy precomputation by avoiding
the computation of insignificant data in the first place.
Hasan et al. present a method for precomputing direct-to-indirect trans-
port [36]. This work is both closely related and concurrent to [P4]. They
precompute direct-to-indirect transport operator from the points distributed
on the surfaces to the screen pixels, achieving high quality real-time global
illumination, but with fixed a viewpoint. Similarly to [P4], the method
also avoids the computation of insignificant interactions with a hierarchical
method. [P4], however, is not restricted to fixed viewpoint.
Also publication [P2] has a connection to PRT methods. In [92], Sloan
et al. present neighborhood transfer as an application of their PRT method.
The authors precompute the transfer from the infinitely distant emission to
the neighborhood of the object, i.e. to the nearby space. In neighborhood
transfer, the PRT coefficients are stored into a regular 3D grid, and the
authors demonstrate rendering inter-reflections and shadows using their
method. [P2] can be seen as an efficient method to compute neighborhood
transfer for ambient light.
2.3 Ambient Occlusion Methods
Accessibility shading [71] can be seen as a predecessor to ambient occlusion.
While the definition of accessibility is slightly different, conceptually the
measure is fairly close to ambient occlusion. Accessibility is typically used
to model things such as gathering of dirt, polishing or weathering. Ambient
occlusion can be understood as computing the accessibility of light.
The name ambient occlusion was popularized when Industrial
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Light&Magic and Pixar published their new shading techniques in SIG-
GRAPH 2002 [59, 12], but a closely related obscurances-method had been
published a few years earlier by Zhukov et al. [121]. The obscurance, W ,
of a surface location is defined as
W (x,n) :=
1
pi
∫
Ω
ρ(d(x, ω))bω · nc dω, (2.3)
where d(x, ω) refers to the distance of the first intersection when a ray is
shot from x towards ω and ρ is a function that weights the distance suitably.
Iones et al. [45] suggest 1− eτd, where τ is a user defined constant. Exact
definition of ambient occlusion is obtained if ρ is replaced with a visibility
function (Section 1.5). Mendez et al. extend obscurances to account for
color bleeding by taking the reflectances of the obscuring surfaces into
account [68].
To compute ambient occlusion, Equation 1.6 needs to be evaluated.
This can be done using ray tracing to shoot a hemispherical distribution
of rays from each surface location. Another option would be to rasterize
hemi-cubes using graphics hardware. However, these kinds of brute-force
methods are not suitable for real-time or interactive use.
There are several methods for speeding up rendering ambient occlu-
sion without precomputation. Sattler et al. demonstrate quick computation
of AO using graphics hardware [83]. They also utilize coherence in the
visibility function to achieve interactive frame rates with deformable ob-
jects in dynamic distant illumination. Kautz et al. developed an efficient
hemispherical rasterizer based on a look-up-table [51]. They also use a
two-level hierarchy of triangle data to further speed up the computation. As
a result, they compute shadows from low-frequency lighting environments
at interactive rates. Bunnell computes approximate AO by modeling the
shadow casting surface as disks [11] and evaluates the AO caused by the
disks using an analytic method. He uses a heuristic method to combine the
shadows cast from multiple disks. While these methods are fairly efficient,
with current hardware they still require too much computational resources
for demanding real-time applications.
Publication [P2] presents a real-time technique that can be used for
rendering AO shadows cast by rigid bodies to other surfaces in the neighbor-
hood. The method precomputes a field around each rigid shadow caster,
and uses this data to render the shadows in real-time. Zhou et al. presented a
concurrent work [120] that is closely related to [P2]. Instead of just ambient
shadows, the method is aimed at evaluating general precomputed shadows.
The visibility as a function of direction is stored in multiple points around
the shadow caster. The visibility function is represented by Haar wavelets or
spherical harmonics. The contribution of multiple objects can be handled
more accurately than in [P2], but with higher cost. Malmer et al. [66] fur-
ther developed [P2]: they use regular grid instead of the cube-map used in
[P2], and solve several practical issues such as how to automatically choose
the resolution of the grid.
[P2] has the restriction that while the shadow casting objects can move
relative to receiving surfaces, the casters must be rigid, i.e., they cannot
deform in any way. Publication [P5], on the other hand, presents a real-time
method for approximating ambient occlusion on an animated character.
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3 NEW TECHNIQUES FOR GLOBAL ILLUMINATION
This chapter describes new techniques for efficient rendering of global il-
lumination. Publication [P1] removes noise from indirect irradiance com-
puted by Monte Carlo ray tracing, allowing to compute the irradiance with
fairly few integration samples. [P3] describes a method that reduces alias-
ing of precomputed volumetric lighting. [P4] uses a hierarchical finite
element method to efficiently precompute radiance transport in a scene.
Publications about ambient occlusion, i.e., [P2] and [P5], are discussed in
Chapter 4.
3.1 Irradiance Filtering [P1]
It is possible to generate photorealistic images with global illumination
using stochastic ray tracingmethods, such as path tracing [49], bi-directional
path tracing [58, 108], or photon mapping [46]. However, a rather long
computation time is required to keep the noise on a visually acceptable
level. Most of the noise is due to insufficient amount of Monte Carlo
samples used to compute the irradiance due to indirect reflections.
Irradiance filtering (IF) builds on the assumption thatmost of the energy
of the indirect irradiance signal lies in spatially low frequencies, and that
applying a suitable low pass filter on this signal would improve the signal-
to-noise ratio and the visual appearance of the image. Since the frequency
content of irradiance is spatially varying, the filter needs to adapt to local
characteristics of the scene. To predict the local frequency content of the
signal, IF uses the successful predictor developed by Ward et al. [113] for
irradiance caching (IC) (Section 2.1, Equation 2.2).
The difference to IC is that instead of computing accurate irradiance
values at sparse locations (Figure 2.1), IF computes noisy values at dense
locations, i.e., at every pixel. The noisy irradiance signal is shown in
Figure 3.1a.
On the locations where the irradiance signal is expected to change
fast according to the predictor, IF computes the irradiance estimates more
(a) (b) (c)
Figure 3.1: The irradiance filtering algorithm. (a)Noisy indirect irradiance
computed byMonteCarlo ray tracing. (b)Filtered irradiance. (c)Outgoing
radiance obtained by multiplying with diffuse albedo and combining with
the direct illumination.
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Figure 3.2: Domain of interest refers to the volume from which back-faces
of the scene geometry are not visible (green).
accurately by using more integration rays and only a small filter can be
used in these neighborhoods to preserve the detail in the signal. See, for
example, the corners in Figure 3.1a. On the other hand, on flat open areas
irradiance estimates can be computed with very few integration rays since
a large filter kernel is used for noise removal. For the resulting quality, see
Figures 3.1b-c.
IF algorithm is biased, i.e., the expectation value of the result is slightly
incorrect. This is because the noisy irradiance signal is sampled at pixel
locations, which results into uneven distribution of samples in the world
space. Additionally, the predictor by Ward et al. sometimes fails to correctly
predict the frequency content. Despite of this, IF typically gives smooth,
visually pleasing re-construction in sceneswhere ICgenerates discontinuous
artifacts with the same amount of computation.
3.2 Sampling Precomputed Volumetric Lighting [P3]
In the irradiance volume [34], neighborhood transfer [92], and several shad-
owing techniques [66, 120][P2], lighting information is precomputed into
a volume to quickly shade moving objects. Often, a regular grid data struc-
ture is used for storage due to its simplicity. However, low spatial resolution
needs to be used to keep the memory requirements and precomputation
cost acceptable. For this reason, precomputed volumetric lighting often
suffers from aliasing artifacts.
In irradiance volume, an irradiance distribution function is precom-
puted and stored into the nodes of a volumetric grid. Each node of the grid
thus stores the irradiance as a function of normal of (imaginary) receiving
surface. The precomputation can be done by rasterizing cube-maps as seen
from the locations of the nodes or using ray tracing. We will refer to this
method as point sampling to reflect that the precomputation is done at the
exact points defined by the nodes of the grid.
Theoretically, to achieve signal reconstruction without aliasing artifacts
the signal would need to be point-sampled with twice the rate of the highest
frequency present (Nyquist-Shannon sampling theorem). However, light-
ing is not band-limited at all since the scene geometry slicing through the
volume causes discontinuities. In other words, there is no sampling rate
high enough to capture all the detail.
Publication [P3] proposes a simple and practical method that effectively
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(a) (b) (c) (d)
Figure 3.3: Rendering interactive/real-time global illumination using
wavelet radiance transport: (a) overview image of the scene, (b) direct
illumination rendered using shadow mapping with GPU, (c) indirect illu-
mination obtained by applying precomputed operator to direct illumination,
and (d) direct+indirect illumination combined.
diminishes the aliasing problem. The method is based on two ideas. First,
the illumination is super-sampled and averaged over the tri-linear weighting
functions associated with each node of the grid. This process is similar to
the classic stochastic super-sampling used to reduce the pixel-level aliasing
in ray tracing and rasterization. Second, we restrict the computation to the
domain of interest. This means that we are not interested in all the vol-
ume. The motivation is that in many applications the polygonal geometry
represents the boundary between open space and solid structures, and the
illumination inside the solid structures is not needed. This removes most of
the discontinuities caused by scene geometry slicing through the volume.
We define the domain of interest as every location in space from which
the back-faces of the polygons are not visible. For schematic illustration of
this see Figure 3.2. This definition has the advantage that given a scene
geometry it is implicit, and the geometry does not have to be closed or
watertight. The latter would be a frustrating requirement for a practical ap-
plication. As shown in publication [P3], the new sampling method reduces
aliasing significantly with only a small overhead in the precomputation
time. Additionally, the run-time component does not have to be changed
at all.
3.3 Wavelet Radiance Transport for Interactive Indirect Lighting [P4]
Precomputed radiance transport methods (Section 2.2) precompute the op-
erator that expresses the relationship between light emitted from the light
sources, and light outgoing from the surfaces. The precomputed operator
captures shadowing and inter-reflections, and thus real-time global illumi-
nation can be achieved using these methods. As discussed (Section 2.2),
many PRT methods restrict themselves to infinitely distant lighting. Cur-
rently those methods that do not have this limitation, either require a long
precomputation time [55], or support only a fixed view-point [36].
Publication [P4] uses a hierarchical FEM to precompute a surface-to-
surface transport operator quickly in a hierarchical wavelet basis. Then the
precomputed operator is used during run-time to convert direct illumination
into indirect. The method is summarized in Figures 3.3a-d. The precom-
putation first computes direct transport operator (DTO) using a method
that closely resembles the wavelet radiance algorithm [14]. DTO expresses
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a single bounce of light in the scene. A global transport operator (GTO)
describing converged radiance transport in the scene is then computed us-
ing Neumann series of the DTO. The run-time stage projects the emission
from the dynamic light sources to the surfaces, applies the precomputed
GTO to get the converged indirect lighting, and combines the result with
direct light rendered by traditional techniques such as shadow mapping.
Since the method avoids computing insignificant interactions using
hierarchical precomputation, a significant speed-up compared to a previous
method [55] is achieved. However, due to hierarchical finite elements, the
new method also suffers from restrictions: the elements need to be defined
on the surfaces of the scene. Due to this [P4] uses simple scenes that initially
consist of large quads.
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4 NEW TECHNIQUES FOR AMBIENT OCCLUSION
This chapter discusses two new methods for rendering ambient occlusion
(AO). Both are based on precomputation and support dynamic, but a re-
stricted set of scenes.
Publication [P2] presents a method for rendering ambient shadows cast
by a rigid object onto the surrounding geometry (Section 4.1), whereas
[P5] is a method for rendering approximate AO for animated characters
(Section 4.2).
4.1 Ambient Occlusion Fields [P2]
Figure 4.1: The solid angleΩ subtended by an object and the average direc-
tion of occlusion Υ are stored for each direction as functions of distance r.
At run-time these functions are fetched from a cube-map and evaluated at
the receiving surface in order to compute the ambient occlusion.
In ambient occlusion fields, the AOcast by a rigid object is precomputed
as a field around the object. Then this field is used during run-time to render
ambient shadows into the neighborhood.
The method builds on an idea that to compute a fairly good approxi-
mation of AO it suffices to know an approximate direction of the occluding
object (Υ), and the solid angle (Ω) it occupies as seen from a shaded point.
In the precomputation stage, these two pieces of information are computed
and stored into the surrounding space of the object.
During run-time, AO can be computed at any receiving location as
follows. First, Υ and Ω are read from the precomputed data. Then AO
caused by the spherical cap with a central direction Υ and solid angle Ω is
read from a small look-up table. In other words, the shadow casting object
is approximated by a spherical cap at each receiving location. To further
diminish the storage requirements, functions Υ and Ω are not stored into a
regular grid but as simple radial functions into a cube-map.
An illustration of the technique is shown in Figures 4.1 and 1.4b. The
method renders convincing AO shadows with little memory requirements
and the run-time cost should be small enough for real-time applications
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such as computer games.
4.2 Ambient Occlusion for Animated Characters [P5]
(a) (b) (c)
Figure 4.2: Ambient occlusion computed using different methods. (a)
AO as an average over the allowed pose space (static values that do not
depend on the pose). (b) AO using the method explained in [P5]. (c)
Reference solution obtained by ray tracing 1000 rays from each vertex to all
hemispherical directions. The difference is best visible on the left arm of
the character.
Publication [P5] is a method for approximating AO for animated char-
acters. Characters are typically animated using parameters such as joint
angles. The possible domain of poses spanned by the character is called the
pose space.
In practice, a static ambient occlusion solution computed for either a
default pose, or as an average over the pose space is often almost sufficient
for a range of poses in an animation. However, the illusion of correct AO
is shattered in some places, see for example the arms in the Figure 4.2a.
However, actually re-computing the AO for each pose during run-time
seems unnecessary.
Publication [P5] improves the approximation with little overhead on the
run-time computation. This is done by establishing a mapping between the
animation parameters and the AO. During precomputation stage a number
of random reference poses (for example 1000) are generated and the AO is
computed for all of these poses. Then an overdetermined system of linear
equations is solved to find out the linear dependence between the animation
parameters and the AO.
With the linear model, the method does not match the reference so-
lution. In particular, it is unable to render effects that have non-linear
dependence on the animation parameters, and effects that depend on mul-
tiple animation parameters. So, for instance, the shadows cast by the wrists
of the character to the torso are not captured. Despite of this, the new
method gives an approximation that both looks more plausible and is nu-
merically closer to the reference than the static solution. Further, the
cost of applying the new technique should be low enough for demanding
real-time applications like computer games. A character rendered with the
new method is shown in Figure 4.2b and the corresponding reference in
Figure 4.2c.
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5 MAIN RESULTS AND CONTRIBUTIONS OF THE AUTHOR
[P1] Irradiance Filtering for Monte Carlo Ray Tracing
Irradiance Filtering is proposed as an alternative for the widely used irradi-
ance caching technique [113, 112]. Instead of computing costly irradiance
samples in sparse locations and interpolating as in irradiance caching, the
new technique computes coarse estimates in every pixel and uses a spatially
varying filter to remove the noise. The initial motivation for the idea was
given by Vesa Meskanen and the further development was done by the au-
thor and Jussi Räsänen. The author made half of the implementation and
wrote half of the article. Alexander Keller provided support and participated
in writing the final version of the paper.
[P2] Ambient Occlusion Fields
A new method for rendering ambient shadows cast by rigid objects is pre-
sented. The method precomputes a field around each object, which is
then used to approximate shadows cast by the object on nearby surfaces.
The method was developed by the author and Samuli Laine in equal pro-
portions. The author wrote the article, while Mr. Laine implemented the
technique.
[P3] Sampling Precomputed Volumetric Lighting
A new method to precompute lighting into a volumetric grid is presented.
The method avoids aliasing artifacts even when a low resolution grid is
used, while adding only a small overhead on the precomputation time.
This method can be used to improve irradiance volume [34], neighbor-
hood transfer [92], and ambient occlusion techniques [66]. The author
developed the idea of super-sampling and domain of interest. Samuli Laine
contributed the point classification algorithm. The author implemented
the method and wrote the article.
[P4] Wavelet Radiance Transport for Interactive Indirect Lighting
A hierarchical method for precomputed light transport is presented. This
work combines techniques from two separate research branches: hierar-
chical finite element techniques for global illumination and precomputed
light transport. Most of the research was done together with Emmanuel
Turquin. The hybrid 4D wavelet basis was proposed by Mr. Turquin, while
the author contributed the hierarchical precomputation algorithm. The
author made the implementation, while the article was written together
with Mr. Turquin, Nicolas Holzschuch, and François Sillion.
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[P5] Ambient Occlusion for Animated Characters
A novel method for rendering ambient occlusion for animated characters
is presented. The method precomputes AO for a number of random refer-
ence poses and then establishes a linear relationship between the animation
parameters and an approximate AO value at each vertex. This mapping is
used during run-time to synthesize approximate AO for any pose. The au-
thor developed the method and implemented it, while Timo Aila provided
insight and wrote most of the article.
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