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Abstract 
We give a new characterization of some factorizations of finite cyclic groups described by 
Haj6s. As a consequence, we prove that the embedding problem for a particular class of codes 
is decidable. In particular, we link this problem for codes C 2 a*b U ba” to Schiitzenberger’s 
factorization conjecture, via Haj6s factorizations. 
1. Introduction 
A variable-length code is the base of a free submonoid of A*, that is a set of words 
C, over an alphabet A, such that any message written by using the words in C as 
code words can be uniquely decoded. The algebraic theory of codes was initiated by 
Schiitzenberger and then extensively developed by him and his school [2,41,42]. 
An important property of a code is maximality, a maximal code being a code which 
is not properly included in any other code over the same alphabet. By Zom’s lemma, 
any code C can be embedded in a maximal one (a completion of C). But this result 
is no longer true if we restrict ourselves to finite codes: there exist finite codes having 
no finite completion [3,33]. The smallest known example is the code {a’, ba2,ab, b} 
[2,331. 
Therefore, an intriguing problem in the theory of variable-length codes is to charac- 
terize those finite codes that can be embedded in a finite maximal one. Actually, it is 
not even known whether this property is effectively decidable. This problem is a partic- 
ular case of a more general one [9]: given a code C which has some property P, does 
a maximal code C’ exist which contains C and retains the same property P? Despite 
its difficulty, there are interesting results for some particular classes of codes, namely 
for recognizable codes [20], prejx or su$fix codes [2], biprejix codes [30,44], codes 
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having bounded deciphering delay [ 131. Moreover, another direction of research has 
been started which considers automata s tools for solving this problem of completion 
of codes [l, 10,281. 
In this paper, we will only consider the embedding problem for finite codes and we 
will restrict ourselves to a two-letter alphabet A = {a, b}. The partial known results 
about this problem are some methods for constructing families of codes having no 
finite completion [17,26,27,33,34]. In particular it is possible to get a finite code C 
containing a” and having no finite completion for any na2 [26,27]. But to decide 
the existence of a finite completion is a difficult problem even when the cardinality 
of the code is very small (see [19,34]). No algorithm exists for this decision prob- 
lem and, consequently, no procedure xists for embedding a finite code in a maximal 
one. All known codes having no finite completion are constructed thanks to a relation 
between maximal codes and factorizations of cyclic groups which has been proved 
in [34]. 
This paper is a survey of these two topics, embedding of codes and factorizations, 
with some new results. Precisely, we will present some cases in which the existence of 
a finite completion is decidable and, in the case of a positive answer, a finite completion 
is also effectively constructed (Section 7). Our results are based on the previous theorem 
in [34] and also on a new characterization f a class of factorizations of Z,,, discovered 
by Hajbs (Section 5). 
We recall that a pair (T, R) of subsets of N is a factorization of Z,, if for any 
z E {O,.. .) n - 1) there exists a unique pair (t,r), with t E T and r E R, such that 
t + Y = z (mod n). 
The general structure of the factorizations of 2, is unknown. By solving a conjecture 
proposed by Minkowski, Hajos conjectured that any factorization (T, R) of a finite 
abelian group G was periodic (i.e. there exists g E G \ 0 such that g + T = T). 
This conjecture was false. Subsequently, cyclic groups were classed in good groups 
(verifying Hajos conjecture) and bad groups (the others) [21]. 
In [23], Hajos gives a method for constructing a class of periodic factorizations 
containing all factorizations of a good group. Theorem 3.2 gives a new characterization 
of them. A by-product of this theorem is their simple recursive construction which gives 
a complete description of the structure of these factorizations (Proposition 5.1). The 
new characterization is related to the construction of some codes verifying the so-called 
Schiitzenberger’s factorization conjecture. 
Using our construction of Hajos factorizations we can prove the other results, con- 
cerning partial answers to the embedding problem, for codes with the form C = 
a” u aPb U baQ, P, Q c N, b E C. They stress different aspects of this problem for 
finite codes. 
First, we prove that one can effectively construct a finite completion for codes C with 
a pair (P, Q) which is embeddable in a Hajos factorization of Z,, (see Proposition 7.2). 
If Z, is a good group, then C has a finite completion if, and only if, (P, Q) has the 
previous property (see Corollary 7.1). For general groups Z,, this condition on (P, Q) 
is necessary and sufficient for the existence of a particular embedding of C. Namely, 
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a finite completion which verifies the factorization conjecture (Proposition 7.3). In this 
way we link these two problems about codes. (See Sections 6 and 7 for some more 
details.) 
Note that the existence of n E N, such that (P,Q) can be embedded in a Hajos 
factorization of Z,, is a decidable property for a pair (P,Q). So, Propositions 7.2 and 
7.3 can be reformulated for codes with the form C = $b U baQ and b E C. 
This paper is organized as follows. Section 2 contains some preliminaries. In Sec- 
tion 3 we recall the definitions and known results of factorizations of a cyclic group 
which will be subsequently referred to. The same is done for codes in Section 4. We 
give our construction of Hajos factorizations in Section 5. In Section 6 we survey some 
conjectures, two concerning the general structure of the factorizations of cyclic groups, 
one concerning codes. Then, we relate them to each other. In Section 7, we prove 
partial results about the embedding problem for finite codes. Finally, in the Appendix 
we gather some technical results. An extended abstract of all these results, without 
proofs, has already been communicated [ 161. 
2. Preliminaries 
In the next section we recall the definitions and previous results about the factoriza- 
tions of a cyclic group (Section 3). Subsequently, we will introduce the basic properties 
of codes which we require (Section 4). For both these topics we need the techniques 
and notations of the polynomials and the formal power series in non-commutative 
variables [4]. 
Let A be a finite alphabet and A* be the free monoid generated by A. 1 is the empty 
word and A+ is the set A* \ 1. We denote K(A) the semiring of the non-commutative 
polynomials generated by A over a semiring K. Any finite subset X of A* will be 
identified with its characteristic polynomial: X_ = cXEX x. For a polynomial P E Z(A), 
P B 0 means that P has non-negative coefficients. For any word w E A”, (P, w) denotes 
the coefficient of w in P. 
Let M be a finite multiset of N. We denote aM the polynomial C,&M,n)a” 
E N(a). The computation rules are 
a0 = 0, a0 = 1, aMUN = a”+2, QM+N = aM2. 
The symbols U and + mean union and addition for multisets. 
Recall that a word x E A* is a prefix (resp. proper prefix) of a word w E A* if 
w = xy, with y GA* (resp. y EA+). 
3. Factorizations of cyclic groups 
In this section, we will recall the definitions and known results about the factor- 
izations of abelian groups. We will also announce one of the main results of this 
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paper (see Theorem 3.2). We consider first some general results about factorizations 
(Section 3.1). Subsequently, we consider periodic factorizations (Section 3.2) and we 
end the section with some results about Hajos factorizations (Section 3.3). 
3.1. Definitions 
In the following, group is used to mean a finite abelian group, which we denote 
by G. Moreover, we suppose that the law of composition is written additively. The 
notion of factorization of a group was introduced for the hrst time by Hajos when 
he solved one of Minkowski’s conjectures by giving it a group-theoretical formulation 
[21,23,24]. We recall that, given a finite abelian group G, a sequence S1, . . . , Sk of 
subsets of G is a factorization of G (or G is the direct sum of its subsets Si) if each 
element of G may be written uniquely as a sum with just one term from each Si. Then 
Si is called a factor of G. 
For our aims, we deal mainly with factorizations of cyclic groups. As usual, we 
realize the cyclic group of order n as the factor group Z,, of the integers modulo n. 
For the relation with codes, we will always consider positive representatives of its 
classes. So, when it is possible, we consider subsets of N and relations in N, instead 
of the corresponding situations in 2,. 
Moreover, in this paper we will focus our attention on the factorizations of Z, by 
two factors, defined as follows. 
Definition 3.1. A pair (T,R) of subsets of N is a factorization of Z, if for any z 
E {O,..., n - 1) there exists a unique pair (t,r), with t E T and r E R, such that 
t + r = z (mod n). 
In this case we can define the set H of the holes of (T,R) as follows: 
H={qEN 1 Vq’ET+R q-q’(modn)+q’>q}. 
So, if n = p is a prime number, a pair (T, R) of subsets of N is a factorization of 
Z,, if and only if we have T = {t} and R = (0,. . . , p - 1) (mod p). As an example, 
({2}, {3,7,8}) is a factorization of Zj. In this case, we have H = (0, 1,2,3,4,6,7}. 
For our aims, it is also useful to consider an equivalent definition of factorization 
of cyclic groups in terms of polynomials in N(a). We get this using the following 
proposition. 
Proposition 3.1. A pair (T, R) of subsets of N is a factorization of Z, if and only if 
there exists a jinite subset H of N such that 
aTaR - - 
( ) 
$+! (1 +#(a - 1)). (3.1) 
H is the set of the holes of (T, R). 
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Proof. If (T,R) verifies (3.1), then we have araR E l+a+...+a”-’ (mod (an - 1)). 
It is classically known that this relation implies that (T,R) is a factorization of 2, 
([7,23], see also Lemma 3.2(ii) in [15]). 
Conversely, suppose that (T,R) is a factorization of 2,. So, for any z E { 0,. . . , n - l} 
there exists a unique pair (t, Y), with t E T and r E R, such that t + Y = z + s,n, where 
s, EN. Then, the set H of the holes of (T, R) is given by 
H={z+snIz~{O ,..., n-l}; ~E{O ,..., ~~-1)). 
Using this relation, (3.1) easily follows. 0 
The structure of these pairs (T, R) is still unknown except in some special cases. 
For instance in case H = 0 these pairs are described by Krasner and Ranulac [25]. 
They proved that the polynomial 1 + a + . . . + a”-’ is a product of two polynomials 
with real non-negative coefficients if and only if we have 
a” - 1 I J -=uu 
U-l 
where I, J are subsets of N. We call such a pair (I, J) a Krasner factorization. In the 
same paper [25], the authors characterized the structure of these factorizations. Any 
pair (I, J) can be obtained by taking a chain of divisors of n 
k. = 1 ) kl 1 k2 ) . . . ( k, = n 
by writing the equation 
a” - 1 a” - 1 ‘$2 _ 1 & _ 1 
- =I 
U-l &-I _ 1 ” 
.- 
& - 1 a - 1 
and by setting 
akq - 1 
Vq E (1,. . . ,r} Pq = akq_, _ 1, a’ = n Pqy ~2 = II 4. 
q even q odd 
In [8] it is proven that this proposition is again true for any jinite sum of multisets 
I+J+ . . . + K = (0 ,..., n - 1). Moreover a recursive version of this algorithm can 
be found in [ 14,261. More precisely (1, J) is a Krasner factorization of Z, if and only 
if there exists a divisor k of n and a Krasner factorization (Ii, J1) of z+ such that 
I = kJ1, J=kI~+{O,...,k-1). 
(As a matter of fact k equals the smallest divisor kl, greater than 1, in the chain of 
divisors of n.) For instance, ({0}, (0, l}) is a Krasner factorization of Z2. 
3.2. Periodic factorizations 
A class of factorizations larger than Krasner’s family is obtained by considering the 
so-called periodic factorizations. 
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Denote (g) the subgroup of G generated by g E G. We recall that a subset S of G 
is periodic if there exists g in G \ 0 such that g + S = S. In other words, S is periodic 
if and only if it has the form S = (g) + S’, for some non-zero element g and for some 
subset S’ of G [21]. 
A factorization (T,R) of G is periodic if at least one factor is periodic. Hajos con- 
jectured that any factorization of a finite abelian group was periodic. This conjecture 
was false. Thereafter, cyclic groups were classed in good groups and bad groups. A 
group is good if any of its factorization is periodic, otherwise it is bad. For instance 
Z, is a good group. 
When we consider the particular case of the cyclic groups, one has the following 
obvious characterization of the periodic factorizations, which we need in the sequel. 
Lemma 3.1 [21]. (T,R) is a periodic factorization of Z,, if and only if there exists a 
divisor q of n, q # n, and a factorization (T,S) of Z, such that R is the direct sum 
of S and {O,q,...,(n/q- l)q}. 
In a sequence of different papers, good cyclic groups were characterized [6, 7, 21, 
23, 24, 37-391. They are ZP4, ZPz42, ZP+., ZPy,.S and their subgroups, where p, q, r, 
s are different primes. 
Moreover, the simplest non-periodic factorization known at present is the factoriza- 
tion (T, R) of Z,, given by 
T = {0,8,16,18,26,34}, R = {0,6,12,36,42,48,1,5,25,29,49,53} 
(see 171). 
We end this section by stressing that Krasner factorizations (Z,J) are periodic. Indeed, 
I (or J) can be written as I = I’ + (0, k,_ I,..., k,_l(n/k,._l - l)}, where S-1 is a 
divisor of n. 
3.3. Haj6s factorizations 
An interesting class of factorizations was found by Hajos. In [23], Hajos gave a 
method which gives a class of periodic factorizations which he claimed contains all 
factorizations of a good group. However, in [37] Sands pointed out that this method 
needed a slight correction. We report this corrected version below. 
Let S = {si , . . . ,sq}, T be subsets of G. We denote by S o T the family of subsets 
of G having the form {si + ti ) i E {l,...,q}}, where T’ = {tl,...,tg} is any multi- 
set of elements of T having the same cardinality as S. Let HI,. . . , H, be subsets 
of G such that for any j in {l,...,r} we have that Kj = Hj + . . . +H,. is a sub- 
group of G and KI = G. Then, the subgroups Kj, 1 ,< j,<r, yield the following series 
for G: 
G=K,>Kz>...>K,>K,+l =O. 
Indeed, one has Kj = Hj + Kj+l, 1 <j<r, K, = H,, Since 0 E Kj fI Kj+l, then Kj+l 
is a subgroup of Kj and Hj is the factor group of Kj by Kj+l. Let US consider the 
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following classes of subsets of G: 
A=(((OoH,)+Hz)o...+...H,), 
@=(((OfH1)oH2)+...o...H,). 
Theorem 3.1. If T E A and R E 0 then (T,R) is a periodic factorization of G. Zf G 
is a good group then any factorization (T,R) of G has this form, that is T E A and 
REO. 
Any factorization produced by this method will be called a Hajks factorization. One 
can find a sketch of the proof of Theorem 3.1 in [23]. A complete proof of the second 
part of this statement can be found in [37]. A variation of this method is presented 
in [29]. In Section 6, we recall it with a collection of conjectures about the general 
structure of the factorizations of cyclic groups Z,,. 
Now, let us consider the definition of Haj6s factorizations in the particular case of 
the cyclic groups. We begin by considering the operation o introduced by Haj6s, in 
this specific case. We define an operation in N(a), denoted 0, in a consistent way with 
the relation between subsets of N and polynomials introduced in Section 2. 
Definition 3.2. Let q E N and T,S = (~1,. .,ss} C N. We define a class as o a’ of 
polynomials in N(a) as follows: 
as oa T $a”+’ 1 T’ = {tl,. . . , t,} multiset of elements of T . 
Remark 3.1. Obviously, for all subsets S, T of N, we have 
aSOT = as oar. 
Remark 3.2. Suppose that S, T are subsets of N such that 0 E T. Then S o T contains 
S or, equivalently, as o a’ contains as. Indeed, if 0 E T, then we can take as T’ the 
multiset of elements of T having the same cardinality as S and all elements equal to 0. 
The next lemma gives the form of the subsets Hj which intervene in Haj6s’ method 
for cyclic groups. 
Lemma 3.2. Let H 1,. , . , H, be subsets of Z,,. The following conditions are equivalent: 
(1) vj E (1 y...) r},Kj=Hj+...+H~isasubgroupofZ~andK1=Z~. 
(2) There exists a chain of divisors of n: 
k0 = 1 1 kl 1 k2 1 . . . 1 k, = n 
such that for all j E { 1,. . . , r} we have 
Hj={tkj_l llE{O,...,&-l}}. 
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Proof. Note that condition (1) is verified if and only if one has the following series 
for Z,: 
z, =Kt>&>...>K,>K,+t =o 
with Kj = Hj + Kj+l, 1 <j <r, K, = H, and Hj is the factor group of Kj by Kj+l . 
Since Z,, is a cyclic group, this is also equivalent to the existence of a chain of divisors 
of n: 
k,, = 1 ( kl ( k2 1 . . . ) k, = n 
such that, for all j E { 1,. . . ,r}, we have 
H,={tkj_l i,,(O,...,&- l}}, Kj+~={tkj~tE{OY...,~-l}}. 
The next proposition describes Hajos’ method for cyclic groups. 
Proposition 3.2. Let T,R be subsets of N. (T, R) is a Hajbs factorization of Z,, if 
and only if there exists a chain of divisors of n: 
k0 = 1 1 kl ( k2 I . . . ) k, = n 
such that 
aT E 
(CC 
~2gg+ ..:... -g+)’ 
aR E 
(CC 
. . . . O...-p_). 
Proof. By definition, (T, R) is a Hajos factorization of Z, if and only if there exists 
HI,..., H, subsets of Z,, with Kj = Hj + . . . + H, subgroup of Z,,, 16 j 6 r, KI = Z,, 
and 
T E (((OOHI)+H~)O...+...H,), 
R E (((O+Hl)oH2)+...o...H,). 
Using Remark 3.1, these two relations hold if and only if we have 
arE(((loaH1).an,)o..:...aHr), 
aR E (((1 ~aHl)oaH2)~...0...~). 
Then, using Lemma 3.2, the conclusion holds. 0 
Now, we can announce one of the main results of this paper which gives a new 
characterization of Hajos factorizations. 
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Theorem 3.2. Let (T,R) be a pair of subsets of N. The following conditions are 
equivalent: 
(1) (T, R) is a Hajos factorization of Z,,. 
(2) There exists a Krasner factorization (I, J) of Z,, such that (I, R), (T, J) are 
factorizations of Z,. 
(3) There exist L,M C N and a Kramer factorization (I, J) of Z, such that ar = 
at(l+a”(a-l))andaR=aJ(l+aL(a-1)). 
This characterization allows a simpler construction of these factorizations. Indeed, 
let us consider the following inequalities, where L, A4 are finite multisets of N and 
(Z, J) is a Krasner factorization of Z,: 
a’(1 + a”(a - l))>O, 
aJ(l +aL(a - l))>O. 
(3.2) 
(3.3) 
One can prove that there exists a bijection between the solutions L,M of the previ- 
ous inequalities and the pairs (T, R) of subsets N verifying condition (3) of Theo- 
rem 3.2 (see Proposition A.l). Moreover, there exists a recursive construction of the 
sets L,M, T, R. Indeed, these inequalities are basic for the construction of a class of fi- 
nite maximal codes, the so-called d-codes, with d B 3 (see Section 4.3, Propositions 4.2 
and 7.1). We will give the complete construction of L,M, T, R in the Appendix. In the 
following proposition we recall only the part of it which we need in the sequel. It is 
a direct consequence of Proposition A. 1 and Corollary A, 1. 
Proposition 3.3. Let L,M, T, R be subsets of N, (I, J) be a Krasner factorization of 
Z,,. Let k be the smallest divisor greater than 1 in the chain of divisors of n defining 
(I, J) and (II, J1) the Krasner factorization of Z,,,, such that J = kIl + (0,. . . , k - l}, 
I = kJ1. We have 
ar = a’(1 + a”(a - l)), aR = aJ(l + aL.(a - 1)) 
if and only if we have 
k-l 
a’ t kR’ .R =aa , =c , ag akTi 
.q=o 
with aTi =atl(l+aMg(a- l)),for all gE {O,...,k- l}, tgN and aR’ =aJl(l+ 
a’l(a - 1)). 
Moreover, let L1, RI be subsets of N and t E N. We have 
aR , = ataR aR1 =aJ(l +aL’(a- 1)) 
if, and only if, we have 
aR =aJ(l+aL(a-1)) L={O ,..., t-l}U(Ll+t). 
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4. Codes 
This section is dedicated to the known results about codes and is organized as 
follows. In Section 4.1 basics on codes are presented. Then, we recall a relation- 
ship between maximal codes and factorizations of 2, proved in [34] (Section 4.2). 
Finally, Section 4.3 deals with a connection between some factorizing codes and some 
factorizations of 2,. 
4.1. Definitions 
In this section we recall some notions about codes which we will use in the sequel 
(see [2] for a complete survey on this topic and [ 111 for a list of open problems in 
this area). A subset C of A* is a code if C is the base of a free submonoid of a free 
monoid. In other words, C is a code if we have 
Vc I I,..., c/,,c ,,..., c;EC cl “‘c,, =c; -c; + h = k; Vi E {I,...,h} ci =ci. 
For instance, the set {&a, ba,a} is not a code over A = {a, b}. On the other hand, one 
can see that the set {bu,u} is a code. This is an example of a prefix code, C being 
prefix if C fl CA+ = 0. 
An important class of codes is the class of maximal codes. A code C is maximal 
over A if for any code C’ over A we have 
c c C’ * c = c’. 
As a basic theorem of Schiitzenberger shows, a finite code C is maximal if and only 
if C is complete, that is C’ fl A*wA* # 0, for any w E A*. 
Another related class of codes, introduced by Schiitzenberger, is the class of the 
factorizing codes. The definition of such codes is given in terms of polynomials: 
a code C over A is factorizing if there exist two subsets P, S of A* such that 
C - 1 = p(A_ - 1)s. For instance, a maximal prefix code C is factorizing, by tak- 
ing S = { 1) and P equal to the set of the proper prefixes of the words in C. As 
a special case, note that if C is a factorizing code with P, S finite, then C is a li- 
nite maximal code; conversely, if C is a finite maximal factorizing code, then P, S 
are finite sets [2]. However it is not known whether every finite maximal code is 
factorizing: 
Conjecture 4.1. [2,42] (Schiitzenberger). Any jinite maximal code is factorizing. 
Some partial results concerning this conjecture are known [5,15,18,22,33,35,43,47] 
and weaker forms of it have been posed [31,32]. 
4.2. Maximal codes and factorizations of cyclic groups 
For a given code C, a completion of C is any maximal code C’ containing C. If 
C’ is finite, then C’ is a $nite completion of C. By Zorn’s lemma, any code C has 
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a completion but, as it was pointed out by Restivo and Markov [33,3], there exist 
finite codes which have no finite completion. The smallest known example is the code 
{a5, ba2, ab, b} [2,33], but the existence of smaller codes having no finite completion 
has been conjectured [ 191. 
Some relations between maximal codes and factorizations of cyclic groups exist 
[ 12, 14, 15,33,42]. Here, we are interested in recalling a result in this direction which 
has been proved in [34]. For this aim, the notion of pair associated to a code, intro- 
duced in [34], is useful. 
Let C be a finite code over A = {a, b}, such that b, a” E C, n EN. We associate to 
C the pair (P,Q) defined as follows: 
P = {p E N 1 b’aP n C # 0}, Q = {q E N 1 aqb+ n C # 0). 
Note that b E C implies 0 E P n Q. 
For instance, the pair (P, Q) associated to the maximal code C = {aa,ab, b} is 
P = {0}, Q = {O,l}. 0 ne can see that a2 E C and (P, Q) is a Krasner factorizat- 
ion of Z2. This is a particular case of the result stated in the following 
proposition. 
Proposition 4.1 [34]. If C is a finite maximal code over A = {a, b} such that b,a” 
E C, then (P,Q) is a factorization of Z,,. 
This result has some consequences for the embedding problem (see Section 6). All 
known codes having no finite completion are constructed thanks to this relation between 
maximal codes and factorizations of cyclic groups [ 17,26,33,34]. We will also use it 
for our results (see Section 7). 
4.3. Factorizing codes and factorizations of cyclic groups 
In the previous section we have seen that a factorization of Z, is canonically asso- 
ciated with some maximal codes. Another result of the same kind is concerned with 
the so-called d-codes. A d-code is a finite maximal code C over A = {a, b} such that 
d is the maximum number of occurrences of b’s in the words of C. Moreover there 
exists a word in C having exactly d occurrences of b’s. For instance, {ab, aa, b} is a 
l-code and {a2,a2b, ba {WI b, a3ba, ba{0*1,2}ba} is a 2-code. 
It was proven that d-codes with d < 3 are factorizing and their structure has been 
characterized (see [33] for l-codes, [ 14,181 for 2-codes and [15] for 3-codes). They 
are also studied with respect to the degree and the decomposability [12]. Moreover, it 
has been proven that for any prime p and for p = 4, (p, p)-codes (i.e. p-codes C 
with bJ' EC) are factorizing [22]. 
The structure of l-, 2- and 3-codes is strictly related to Hajos factorizations of Z,. 
For the l-codes, the relation is very simple: Restivo proved that C is a l-code if 
and only if C = a” + albaJ, where (Z,J) is a Krasner factorization of Z, [33]. The 
case of 2- and 3-codes is much more complicated. The construction of these codes is 
234 C De Felice1 Theoretical Computer Science I64 (1996) 223-252 
obtained by the solutions of inequalities (3.2) and (3.3), which, in turn, are related to 
the Hajos factorizations (see Theorem 3.2). For illustrating this relation, we give here 
the description of 2-codes. We have reported in Section 7 the statement describing the 
structure of 3-codes (see Proposition 7.1). We recall that the reverse C” of C is the 
set of words of C read from right to left. 
Proposition 4.2 [14]. C is a 2-code if and only tf C or C” satisjies one of the 
following equations, 
where (I, J) is a Krasner factorization, Mj is a solution of (3.2), for any j E J, and 
Li is a solution of (3.3), for any iEI. 
5. A characterization of Haj6s factorizations 
In this section, we prove Theorem 3.2 as given in Section 3.3. It gives a simple def- 
inition of Hajos factorizations. As a by-product, we obtain that Krasner factorizations 
can be produced by Hajos’ method. We begin by recalling the statement of Theo- 
rem 3.2 (see Section 5.1). Then, we prove it in Section 5.3, by using some technical 
lemmata which are stated in Section 5.2. As we said, by Theorem 3.2, we get a recur- 
sive construction of Hajos factorizations for cyclic groups, We give it in Section 5.4 
(Proposition 5.1). 
5. I. Main result 
Let us see the main result concerning Hajos factorizations. In it, we will consider 
three classes of factorizations of 2,. The first one is the class of factorizations intro- 
duced by Hajos. The second one is defined by a property related to Krasner factoriza- 
tions and the third one is related to 2- and 3-codes. The result below states that all 
these classes are equal. 
Theorem 5.1. Let (T,R) be a pair of subsets of N. The following conditions are 
equivalent: 
(1) (T, R) is a Hajos factorization of 2,. 
(2) There exists a Krasner factorization (I, J) of Z, such that (I,R), (T, J) are 
factorizations of Z,. 
(3) There exist L,M C N and a Krasner factorization (I, J) of Z,, such that aT = 
a’(1 + a”(a - 1)) and aR = aJ(l + aL(a - 1)). 
5.2. Technical results 
The following lemmata will be used for proving Theorem 5.1. 
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Lemma 5.1. For any t EN and HZ,. . . , H, subsets of N, r E N, r > 2, we have 
a’(@ 0 ay . . . .aH’) = (((a’ . 8) 0 8’) . . . . aHr ) (5.1) 
(where in the left and in the right side of this equality, the multiplication and the 
operation 0 alternate). 
Proof. By induction over r. Suppose r = 3 and HZ = {h,, . . , hk}. For any multiset 
Hi = {hi,..., hk} of elements of Hs, we have 
k k 
.t c &+h: = c Qt+h,+h:, 
i=l i=l 
So (5.1) holds. 
Suppose that (5.1) holds for integers less than r, r > 3. Let * be either the multipli- 
cation or the o operation and consider aH E ((aH2 0 uH3). , . aHr-’ ). Since (5.1) holds for 
r = 3 or by the associativity of multiplication, we have a’(# * aHr ) = (a’ . a”) * aHr 
Given that aH is arbitrary and by the induction hypothesis we have 
ut .(((aH’ oaH,>. . ..#‘-I) *&) = (a’. ((aH2 08). . ..aH’-I)) * 2r 
= ((((a’ .$12)oaH3)....aHr--I)*aHr). 
So, (5.1) holds. cl 
Lemma 5.2. For any chain of divisors of n, 
we have 
aRE ((((1~$+)0~).$/--!)0..:...~) 
k, -1 
# aR = c &aR, and Vg E {O,...,kl - 1) 
g=o 
aRg E ~og&go . . . . . . . S). 
Proof. By definition of o, we have 
((((l.~)o$+~)o . . . . . . . $&) 
=((((lo$)+(~o$+) 
+...+ 2-l 
( 
os)) .S) o . . . . . . . a+:l) 
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= (((logg g-go .....*. py,) 
+(((aog+go *...... aly*l) 
+...+ KC ak~-lo~) .gJo ..:... ayg 
So, the conclusion follows as we have, using Lemma 5.1, 
vg E {O,...,k 1 - 1) aRi E (((ago%) .$=J 0.. ..... az;_ll) 
W & = ($J& , UR,E (((lo~).~)o.. ..... Jyl). 
5.3. Proof of the main red1 
Now, we prove the main result of this section. In particular, in the proof of the 
implication (1) + (2), we show also that any Krasner factorization of 2, is a Hajos 
factorization of 2,. Also, one can note that the proof of this implication is a particular 
application of the method introduced by Obaid (see Section 6, Definition 6.1). Equiv- 
alence (2) * (3) has been proven partially in [14]: here we give a more synthetic 
proof of it. It states that solutions M,L of inequalities (3.2) and (3.3) are sets of holes 
of some particular factorizations of 2,. 
Proof. (of Theorem 5.1). (1) + (2): According to Proposition 3.2, (T,R) is a Hajos 
factorization of 2, if and only if there exists a chain of divisors of n: 
k0 = 1 1 kl 1 k2 1 . . . 1 k, = n 
such that 
a’ E 
KC 
so%) .g+) o . . . . . . . a;y-_l,), 
aR E 
KC 
z.$yo$+) . . . . o...ayg. 
Let us consider polynomials Pj = (CZ~J - 1)/(&l - I), for j E { 1,. . . ,r}. According 
to Remark 3.2, we have that 2 E ap o Pj, for any subset P of N. So, we can choose 
2 every time that the operation o appears in the expressions: 
KC 
So%) .$$ o . . . . . . . a+$ 
s.s)o$+) . . . . o....;;;_ll). 
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Note that this is equivalent o erasing polynomials Pj, with i odd, from (*) and 
polynomials Pj, with j even, from (**). 
In this way, we will obtain two polynomials uf and uJ satisfying the following 
conditions: 
aJ= n PjE 
j odd,1 $j<r (CC 
. . . . %..S). 
Then, by definition, (I, J) is a Krasner factorization of 2, and, by Theorem 3.1, it 
is a Hajos factorization of 2,. Moreover, by Theorem 3.1 again, (I,R) and (T, J) are 
factorizations of 2,. 
(2) @ (3): Let (T,R) be a pair of subsets of N and (1, J) a Krasner factorization of 
2,. Then, we have 
ar = a’(1 + aM(a - l))>O, uR = aJ(1 +&a - l))>,O 
* aTaJ = $+(I + a”(a - l)), URd = S(1 + &a _ 1)), 
So, using Proposition 3.1, (2) and (3) are equivalent. 
(3) + (1): Suppose that there exists L,M 2 N and a Krasner factorization (1, J) of 
Z, such that 
aT=.l(l+aM(a-l)), aR=aJ(l+a$z-1)). 
Note that we can take T,R C{O, . . . , n - 1) (we proved that (2) and (3) are equivalent). 
Let us prove, by induction over the number of the (not necessarily distinct) prime 
factors of n, that for the chain of divisors of n giving (I,J), 
1 = ka 1 kl 1 kz 1 . . . 1 k, = n, 
we have 
aT E ~og).$go . . . . . . . --p_), 
aR E 
KC 
=&f&l) OS) . . . . o...--g+); 
i.e. (T,R) is a Hajos factorization of 2, and the first operation in the set containing 
aR is a multiplication (see Proposition 3.2). 
It is easy to see it for a prime n = p. Indeed, in this case, we have R = (0,. . . , p- 1) 
and T = {t}, for a t E (0,. . . , p - 1). So, we have 
a’ E 
U-l up - 1 
-o-, R 
u-l UP-1 
u-l U-l 
a E--- 
a-l a-l’ 
and the conclusion holds. 
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Let us suppose that the conclusion holds for cyclic groups having the order with a 
number of prime factors less than a composite number n and let us prove it for TZ. 
If R = (0,. . . , n - 1) and T = {t}, for a t E (0 ,..., n - l}, we have 
u-l a” - 1 
aTE--o- 
a-l a”-1 
u-l u-l’ 
aRE---, 
U-l a-l 
and, again, the conclusion holds. 
Otherwise, according to Proposition 3.3 we have 
J = klI1 + 
k, - 1 
(0, ’ . ., k, - l}, 1 = k, J1, aT = &klsaklR’, aR = c agaklTi, 
g=o 
with (Ii, J1) a 
g E {O,...,ki - 
k-asner factorization of z,$, , ~$4 = a’l(l + a”g(a - l)), for all 
l}, SBO, aSaR’ = ah(l +&(a- 1)) and t E {O,...,kl - 1). 
By using induction hypothesis, (T$ s f R’) is a Hajos factorization of z+ and the 
first operation in the set containing aSaR’ . IS a multiplication. More precisely, for the 
chain of divisors of n/k, giving (Ii, J1 ), 
k;=ljk;I.../k,!=;, (5.2) 
we have 
Yg E {O,...,kl - I} AE (((!!&c).~) 
0 ..:... 
asfR’E (((2.g) 0%) . . ..0...zI..T:). 
(5.3) 
(5.4) 
Let us consider the chain of divisors of n obtained by setting in (5.2) ki = k:kl, for 
any i E {l,...,r}: 
1 = k. 1 k, ) k2 1 . . . 1 k, = n. 
First, (I,J) is defined by the previous chain. Moreover, with (5.3) and (5.4), we have 
&s&R E s.fg)og . . . . o...-&+). 
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So, using Lemma 5.1, we have 
a T f k,s =aa a k,R’ E .I g+S) . . . . “...S) 
= (((a’~$+)o$+)~...o...a~l_ll). 
With this equation, since a’ E lo((akl -l)/(a- 1)) = ((a-l)/(a- l))o((akl - l)/(a- l)), 
we have 
a’ E 
(CC 
~o~).$+)” . . . . . . . S). 
On the other hand, by using the following equation, 
Mg E {O,...,kl - 1) akIT: E (((10%) .S) o . . . . . . . -&+), 
thanks to Lemma 5.2, we have 
So, (T, R) is a Hajos factorization of Z,, and the first operation in the set containing 
aR is a multiplication. 0 
Note that, as a by-product of this theorem, we find that solutions A4,L of inequalities 
(3.2) and (3.3) verify another inequality defining the set H of the holes of (T, R): 
an = a”(a - l)az. + aM + aL 20. 
5.4. A recursive deJinition of Hajds factorizations 
Thanks to Theorem 3.2 and to Proposition 3.3, we can give the following recursive 
construction of Hajbs factorizations. 
Proposition 5.1. The class of Hajos factorizations of Z,, is the smallest class of pairs 
of subsets of N such that: 
(1) For any t,r E N, ({0}, (0)) is a Hajos factorization of ZI, with respect to the 
trivial chain of divisors of 1. 
(2) (T,R) is a Hajos factorization of Z,,, with respect to the chain of divisors 
ofn: 
1 = k0 1 kl ( k2 ( . . . 1 k, = n, 
tx up to translation, we have T = k,R’, R = U~~~‘,l(kl T, + g), where, for any 
g E (0,. , kl - l}, (R’, Te) is a Hajos factorization of &,k,, with respect to the 
chain of divisors of nfkl: 
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6. Some open problems 
In this section, we will present some open problems about the structure of the 
factorizations of an abelian group G. We do this not only to complete the view on the 
subject, but also to stress the existence of some relations between these open problems 
and some pre-existing open problems about codes. Indeed, this section is organized in 
two parts: one concerning factorizations of G, with the particular case of 2, (Section 
6.1), the other concerning codes (Section 6.2). In each case, we prove a partial result 
about these problems (Propositions 6.1 and 6.4). For this section, a main reference is 
a paper by Sands [40]. 
6.1. Open problems on factorizations 
In his conjecture, Hajos considered the so-called quasi-periodic factorizations of G. 
A factorization (T, R) of G is quasi-periodic if one factor, say T, can be split into 
disjointed parts c, i E { 1,. . . , m}, m > 1, such that there is a subgroup H of order m 
and for any i E {l,... ,m} there exists hiEH with RfTi=hi+(R+Tl). 
In particular, we have G = R + T = R + T, + H and T can be replaced by the 
periodic factor Tl + H. This fact has two consequences. First, we have the conjecture 
as to whether it is always possible to replace one factor by a periodic factor. Second, 
it allows us to stress that any periodic factorization (T, R) is quasi-periodic. In fact, if 
T is periodic, then T = T, +H, for a subgroup H of G and a subset TI of T (see Sec- 
tion 3.2). In particular, any Hajbs factorization is periodic and, so, it is quasi-periodic. 
The inclusion of these three classes of factorizations (Hajos, periodic and quasi- 
periodic) is strict. At the end of this section, we will see an example of a periodic 
factorization which cannot be obtained by Hajbs’ method. Moreover, there exist quasi- 
periodic factorizations which are not periodic, as for instance [21] 
(T,R) = ({0,8,16,18,26,34},{0,6,12,36,42,48,1,5,25,29,49,53}). 
One can see that (T, R) is quasi-periodic, by taking 
H = {0,24,48}, R, = {0,1,5,36}. 
Indeed, if we set 
Rz = {6,25,29,42}, Rs = {12,48,49,53}, 
then we have 
Rz + T = RI + 24 + T, R3 + T = RI + 48 + T. 
In particular, RI + H + T = T + R. 
We have the following conjecture: 
Conjecture 6.1 [24,21]. Any factorization of G is quasi-periodic. 
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A partial positive result about it was proven by de Bruijn [7]. Moreover Sands [40] 
proved that this conjecture is false for general abelian groups, but it is still open for 
cyclic groups [46]. In the same paper [40], Sands stressed certain conditions under 
which a factorization must be quasi-periodic. For example, this happens if the factor 
R is contained in a proper subgroup K of G such that G is the direct sum of K and a 
subgroup H. This remark suggests the following second conjecture about factorizations: 
Conjecture 6.2 [40]. Zf G is a non-zero finite ahelian group and G = R + T, where 
OE R, OE T, then R is contained in some proper subgroup K of G. 
For the sake of completeness, let us recall the definition of another class of factor- 
izations, introduced by Obaid [29]. We will conclude this section with a proposition 
describing the hierarchy of factorizations introduced in this paper, for the particular 
case of the cyclic group. 
Definition 6.1 [29]. Let HI,. . . , Hr be subsets of G such that for any i in { 1,. . . , r} we 
have that Ki = Hi+. . .+H,. is a subgroup of G and K1 = G. Consider the corresponding 
series for G: 
G=K1>K2>...>K,.>K,+, =O. 
We shall say that the factorization (T, R) arises from the above series if there exists a 
set {hl, . . . , h, 1 hi E Hi, 1 <i <r} such that T (resp. R) is obtained by choosing C + hi, 
when expression C o Hi appears in 
A =(((OoH,)+H2)o...+...H,), 
(resp. 0 = (((0 + HI) o Hz) + . . . o . . .H,.)), 
i.e. if one has 
T = H2 + HJ + . . . + h, + h3 + . . . , 
R = HI + H3 + . . . + hZ + h4 + . . . 
In other words, factorizations which arise from the above series can be obtained 
from Hajbs’ method if one computes C o D by adding a fixed element of D to the set 
C. However, there are Hajos factorizations which do not arise from the corresponding 
series of subgroups Ki, 1 <if r [29]. We have reported this example in Proposition 6.2. 
Let us consider the particular case of the cyclic groups, Z,,. As we said, Conjec- 
ture 6.1 is still open for this class of groups. Moreover, in this case, Conjecture 6.2 
can be formulated as follows: 
Conjecture 6.3. For any factorization (T, R) of Z, (up to translation) there exists 
k E N, with k # 1, k ( n, such that for any t E T one has t E 0 (mod k). 
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Another formulation of the previous conjecture arises by considering the following 
generalization of Hajos’ algorithm. 
Conjecture 6.4. For any factorization (T,R) of Z,, (up to translation), there exists 
k E N, with k 1 n, k # 1, and k factorizations (G, Vo),. . . ,(G, V,_1) of Z,,,k, such 
that 
k-l 
R=kG, T= U(kVj+j). 
j=O 
One can easily notice that Conjectures 6.4 and 6.3 are equivalent [36]. Moreover, 
using Proposition 5.1, one can see that Hajos factorizations verify Conjecture 6.4. 
A first step towards a positive answer to Conjecture 6.3 is given by Proposition 6.1. 
Indeed, using this result, one can see that if Conjectures 6.3 and 6.1 were equiva- 
lent, then they would both be true. This is the main reason for stating the following 
result. 
Proposition 6.1. Zf any periodic factorization verifies Conjecture 6.3, then any fac- 
torization verifies it. 
Proof. Suppose that any periodic factorization verifies Conjecture 6.3. Let us prove 
that this is the same for any general factorization. The proof is by induction over the 
number of the (not necessarily) distinct prime factors of n. If n is a prime, then the 
conclusion holds. 
Let us suppose that it holds for cyclic groups of order smaller than Z,, and let (T, R) 
be a factorization of Z,, where n is not prime. If T = {0}, R = (0,. . . , n - l}, then 
the conclusion holds. 
Otherwise, the sum T + {O,n,. . . , (n - l)n} is direct, so by Lemma 3.1, (T + 
(0, n, . . . ,(n - l)n},R) is a periodic factorization of Z,,z. By hypothesis this 
factorization verifies Conjecture 6.3. Then, there exists k ) n2, with k>2, k # n’, 
such that either T + (0, n, . . . , (n - 1 )n} = kG or R = kG. Consequently, th- 
ere exists k’l n, with k’ 22, such that either T + (0, n,. . . , (n - l)n} = k’G’ or 
R = k’G’. 
In the first case there exists Gi C G’ such that T = k/G,. Thus, in both of the cases, 
k’ # n and (T, R) verifies Conjecture 6.3. 0 
We will conclude this section with a result. In this paper, we have considered sev- 
eral classes of factorizations of Zn: the class K of Krasner factorizations, the class 
Ob of factorizations which arise from a series of subgroups of Z,,, H of Hajos fac- 
torizations, Pr of periodic factorizations, QP of quasi-periodic factorizations. The next 
proposition states that each class is strictly included in another one; in particular, Hajos 
factorizations are not (up to translation) Krasner factorizations. 
Proposition 6.2. K c Ob c H c Pr c QP (where all the inclusions are strict). 
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Proof. One can easily see that K & Ob: a factorization of Z, produced by Obaid’s 
method is just a particular translation of a Krasner factorization. We have also 
observed that Ob C H 2 Pr C QP. So, we have K C Ob L H C Pr C QP. Let us show 
the strictness of these inclusions. We have already seen a quasi-periodic factorization 
(T,R) of ZT2: 
T = {0,8,16,18,26,34}, R = {0,6,12,36,42,48,1,5,25,29,49,53) 
which is not periodic. For getting Kc Ob, it suffices to take hi # 0 in an Obaid’s 
factorization. (For instance, consider the factorization ({0,2}, {2,3}) of Z4.) 
For Ob c H, one can consider the following factorization (T, R) of the cyclic group 
Zsl, reported in [29]: 
T = {0,1,2,9,10,11,18,19,47}, 
R = {0,3,6} + {0,27,54}. 
Using Proposition 5.1, one has that (T,R) is a Hajos factorization. However, (T,R) 
cannot be produced by Obaid’s method, otherwise it must be a translation of a Krasner 
factorization which is impossible because of the form of T. 
To end the proof of this statement, we just have to show an example of a periodic 
factorization of Z,, which is not a Hajbs factorization. 
Let us consider the quasi-periodic factorization (T,R) of 272: 
T={O,8,16,18,26,34}, R={O,6,12,36,42,48,1,5,25,29,49,53}. 
Ifweset T’={0,8,16,18,26,34}+{0,1,...,71}~72,thenwehavethat(T’,R)is 
a periodic factorization of ZT22, using Lemma 3.1. One can see that (T’, R) is not a 
Hajos factorization. Indeed, otherwise, using Proposition 5.1 there would exist a divisor 
ki of 72’, such that either R = klR’ or R = U k,L&‘(klTg f g). The first case cannot 
hold (5 does not divide 6). 
So, suppose that the second case holds. By the same proposition, we have that 
kl ) t, for any t E T’. We must have kl = 2, so we get TO = {0,3,6,18,21,24} and 
TI = {0,2,12,14,24,26}. Again, using Proposition 5.1, h # 1 must exist, such that 
h 1 t, for any t E To U T, . This is impossible. 0 
6.2. Open problems on codes 
We end this section with a conjecture proposed in [34]. This conjecture is concerned 
with the structure of the factorizations, but it was motivated by the embedding problem 
for codes. It stresses that one of the reasons for the difficulty of this latter problem 
might be that the general structure of the factorizations of the cyclic groups is unknown. 
In [34], the authors use the notion of unambiguous pair. 
A pair of finite subsets (P,Q) of N is unambiguous (resp. with respect to n) if we 
have 
Vp, p’ E P, q,q’ E Q p + q = p’ + q’ (resp. (mod n)) 3 p = p’, q = q’. 
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Moreover, if (P, Q) is an unambiguous pair and (T, R) is a factorization of Z,,, such 
that P C T and Q CR, we say that (P, Q) is embeddable in (T, R). 
For instance, given a finite code C G{a, b}* such that a”, b E C, one can asso- 
ciate to it a pair (P,Q) of subsets of N (see Section 4). One can prove that this 
pair is unambiguous [34]. In addition, if C is maximal, then (P, Q) is a factoriza- 
tion of 2, (Proposition 4.1). As a corollary, the following result has been proven 
in [34]. 
Proposition 6.3. Let C be a code over A = {a, b} such that b, a” E C. If the associ- 
ated pair (P, Q) cannot be embedded in a factorization of Z,,, then C has no Jinite 
completion. 
In [26], Lam gives a unitary framework to the known results in [17,33,34]. Indeed, 
he found a method for constructing some unambiguous pairs of subsets of N which 
cannot be embedded in any factorization of 2,. So, by using Proposition 6.3, he found 
a code C containing a” and having no finite completion for any n EN \ {2,3,4}. We 
will give further results in this direction in Section 7. 
Conjecture 6.5, proposed in [34], is related to the existence of a special code con- 
structed by Shor [45]. This code, contained in a*ba*, arose as a counterexample to a 
former formulation of factorization conjecture. Moreover, a finite completion of it, if it 
exists, would be again a counterexample to the latter formulation of the same conjec- 
ture. For the pair (P, Q) associated with Shor’s code we have (0, 1) C Q, {0,3,8} C P. 
So, it verifies the hypothesis of the following conjecture: 
Conjecture 6.5. Let T = (0, p, k}, R = { 0, 1 } b e an unambiguous pair, where p is a 
prime which does not divide k. Then (T,R) cannot be embedded in a factorization of 
a cyclic group. 
If the above conjecture were true, then Shor’s code would have no finite completion, 
using Proposition 6.3. The same holds for the code a{“,2,5)bU ba{“,‘), proposed in [34], 
as the smallest example of code with an associated pair verifying the hypothesis of 
Conjecture 6.5. 
Note also that Conjecture 6.5 is a particular case of Conjecture 6.3. Since Hajbs 
factorizations verify this latter conjecture, then, we have the following partial result 
about Conjecture 6.5. 
Proposition 6.4. Let T = (0, p, k}, R = (0, 1) be an unambiguous pair, where p 
is a prime which does not divide k. Then (T, R) cannot be embedded in a Hajos 
factorization. In particular, (T,R) cannot be embedded in a factorization of a good 
cyclic group. 
Thanks to Proposition 6.3, Proposition 6.4 has some consequences for the embedding 
problem of codes. We will state this result for codes in Section 7.4. 
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7. Finite completion for a family of codes 
In this section we will prove some results about the embedding problem for finite 
codes. We begin with the precise definition of the class of codes which we deal with 
and recall the structure of 3-codes (Section 7.1). Indeed, we need it for our results, with 
also the characterization of Hajos factorizations given by Theorem 3.2. In Section 7.2, 
we give a sufficient condition for the existence of a finite completion of our codes 
and we describe the structure of this completion (see Proposition 7.2). This result has 
two consequences: the embedding in a factorizing code is decidable for our class of 
codes (Section 7.3, Proposition 7.3) and the general embedding problem is decidable 
for a subclass of it (Corollary 7.1). Finally, we end this section with two results: one 
related to Conjecture 6.5 (Section 7.4, Proposition 7.4) and one related to a question 
proposed in [26] (Section 7.5, Corollary 7.2). 
7.1. Preliminaries 
In this section we only consider codes C G a* U a*b U ba* with b E C. So, any C 
has the form C = a” U aPb U baQ, with P, Q C N, n EN and 0 E P n Q. Our results are 
proved under the hypothesis that (P,Q) can be embedded in a Hajos factorization of 
the associated cyclic group 2,. Note that the existence of n E N, for which (P, Q) has 
the previous property, is decidable. So, Propositions 7.2 and 7.3 can be reformulated 
for codes with the form C = aPb U baQ, with b E C. Our results also use the structure 
of d-codes, d <3. Proposition 4.2 gives the structure of 2-codes, we recall below the 
structure of 3-codes. 
Proposition 7.1 [15]. C is a 3-code if and only if C or the reverse of C satisjies one 
of the following three equations: 
C - 1 = a’@ - 1) aJ + c ahbaj + C a”“,bw 
jEJ WET 
where (I, J) is a Krasner factorization, T = cjGJ a”Jbaj and for any j E J, w E T, 
Mj, M, are solutions of (3.2), or 
Q- 1 =aJ(A_- 1) 
( 
a’+xaL1ba’+ C aLWbw 
iEI WET > 
where (I, J) is a Krasner factorization, T = xi,, aL1bai and for any i l l,w E T, Li, 
L, are solutions of (3.3) or 
C- 1 = a’+ Caiba’Z 
iEl 
)(d- I)(a’+ga”“bo’) 
where (I,J) is a Krasner factorization and for any i E I, Li is a solution of (3.3). 
Moreover, T C U,,, Ti, where Ti is defined by ar, = aJ(l + aLl(a - 1)). Finally, set 
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for t E T, I, = {i E I ) t E C}, f or any i E I, t E T, Li and Mt are solutions of 
the following inequalities: aMf(a - l)ar + aA 30, aLJ(a - l)a”l + aMf >O tf t $ J, 
aL1(a - l)aMr +a”I +aL8>0 ift~J. 
7.2. Finite completion 
In this section, we give an embedding procedure for codes C = a” U aPb U baQ, 
when the pair (P,Q) can be embedded in a Hajos factorization (Proposition 7.2). As 
a consequence, we prove that if Z,, is a good group, then the embedding problem is 
decidable for C (Corollary 7.1). 
Proposition 7.2. Let P, Q be subsets of N, with 0 E PU Q. If (P, Q) can be embedded 
in a Hajos factorization (T,R) of Z,,, then the code C = a” U dpb U baQ can be 
embedded in the maximal code C’ deJined by 
C’ = a” + ar\{O)b + at\{“)baJ\{o) + baR + bdib + a’\{O)baMb + baLbaJ\iO) 
+baLbaMb. 
Proof. Suppose that (P, Q) can be embedded in a Hajos factorization (T,R) of Zn. 
Then, according to Theorem 3.2, there exists a Krasner factorization (I, J) of 2, and 
a pair of subsets L, M of N such that 
aT=a’(l+aM(a-1)), aR=aJ(l+aL(a-1)). 
By using Proposition 3.1, we also get 
aH =a”(a- l)aL+aM+aL>O. 
Note that bc C implies OE P U Q C T U R. So, consider C’ defined by 
C’ = 1 + (a’ + baL)(a + b - l)(aJ + a”b) 
= an + aT\IoIb + al\{oIbaJ\{oI + baR + b#b + a’\{o)baMb 
+baLbaJ\{‘) + baLbaMb. 
We have C C Cf. Moreover, C’ is a maximal code since, using Propositions 4.2 and 
7.1, it is a d-code, with d<3. 0 
Corollary 7.1. Let Z,, be a good group, let P, Q be subsets of N and let C = 
a* u apb U baQ be a code containing b. The following conditions are 
equivalent: 
(i) C has a jinite completion. 
(ii) (P,Q) can be embedded in a factorization of Z,,. 
(iii) C can be embedded in a d-code, with d 13. 
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Proof. (i) + (ii) follows from Proposition 6.3. (ii) + (iii) follows from Theorem 3.1 
and Proposition 7.2. Finally (iii) + (i) is obvious. 0 
7.3. Embedding in a factorizing code 
The next proposition shows that the embedding in a factorizing code is decidable 
for our codes C = a” U aPb U ba Q. This result gives a relationship between the 
embedding problem for C and the factorization conjecture, via Hajbs factorizations. 
Indeed, it could be used for constructing possible counterexamples to the factoriza- 
tion conjecture (see Proposition 7.4). On the other hand if the factorization conjec- 
ture were true, then the existence of a finite completion for such codes C would be 
decidable. 
Proposition 7.3. Let P, Q be subsets of N, let n E N and let C = a” U gb U baQ be 
a code containing b. The following conditions are equivalent: 
(i) C can be embedded in a jinite factorizing code. 
(ii) (P, Q) can be embedded in a Hajbs factorization of 2,. 
(iii) C can be embedded in a d-code, with d ~3. 
Proof. By using Propositions 4.2, 7.1 and 7.2, we just have to show that (i) + (ii). 
So, suppose that C can be embedded in a finite factorizing code C’. Then, by defi- 
nition, there exist finite subsets H, K of A* such that c = H(A_ - 1) 
K+ 1. 
The equation of the words in C’ having only one occurrence of b is the following 
one: 
a’baJ + C aibaL’(a - l)aJ + C a”/(a - l)a’baj, 
iEI’ jEJ’ 
where (I,J) is a Krasner factorization of 2, and I’, J’, Li (i E I’), Mj (j E J’), are 
subsets of N. So, the equation of the words w E C’ n (a’b U ba*) = aTb U baR is the 
following one: 
aTb + baRi = baJio + a’\‘b + b + baLo(a - l)aJ + aMo(a - 1)a’b 
-izaib - jII,bajy 
where Ii = {i E I’ \ 0 1 (a LZ, 1) > 0}, 51 = u E J’ \ 0 1 (a”J, 1) > 0). 
Moreover, note that we have 
bEC~OqiMoULouI,UJ~. 
With this relation, we get 
Oda’b = a’\‘b + b + aMo(a - 1)a’b - c aibQaTob = a’(1 + a”O(a - 1))b 
iEIl 
* O<aT <aTo = a’(1 + aMo(a - 1)). 
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Symmetrically, we get 
Oda R’“<aR<aRo =aJ(l +aLo(a- 1)). 
Consequently, we get 
PcTcTo, QcRGRo, 
where (To,Ro) is a Hajos factorization of Z,, using Theorem 3.2. 0 
Note that (i) + (ii) also holds for codes C C a* U a*ba*, containing b, using Propo- 
sition 7.3 for Cna* Ua*bU ba*. 
7.4. Examples 
In this section, we will give some examples of codes C which do not verify condition 
(ii) in Proposition 7.3. The main reason for giving these examples is that they enable 
us to give a partial answer to Conjecture 6.5. 
Proposition ‘7.4. Let n be a non-negative integer and P, Q subsets of N, with (0, p, k} 
2 P, (0, 1) c Q, p being a prime which does not divide k. The code C = a”UaPbUbaQ 
has no finite completion which is factorizing. If Z,, is a good group, then C has no 
jinite completion. 
In particular, Shor’s code cannot be embedded in a jinite maximal code C con- 
taining an, with Z,, a good group, and it cannot be embedded in a factorizing 
code. 
Remark that Shor’s code C does not belong to the family which we deal with, since 
C C a*ba*. However, we get our result, by taking C I- (a*b U ba’). 
Other codes C which verify Conjecture 6.5 but which cannot be embedded in a 
factorizing code can be constructed by taking (P,Q) not embeddable in a Hajos 
factorization (take, as an example, the quasi-periodic factorization of 272 given in 
Section 6). 
7.5. The case n E {2,3,4,6} 
Finally, the next corollary is related to the following open question posed in [26]: 
does a finite code having no finite completion and containing a”, with n E {2,3,4,6}, 
exist? Lam constructed examples of such codes [27]. Corollary 7.2 is a first step for 
characterizing all codes having this property. Its proof is rather technical and it has 
been reported in the Appendix. 
Corollary 7.2. Let P, Q be subsets of N and let C = a” U $b U baQ be a code 
containing b. If n E {2,3,4,6}, then C can be embedded in a d-code, with d d 3. 
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Appendix A 
In this appendix we have gathered two technical proofs. The first one concerns 
solutions of inequalities (3.2) and (3.3): 
a(MI) = a’(1 + a”(a - 1)) (3.2) 
SJ) = aJ( 1 + aL(a - 1 )), (3.3) 
where L,M are finite multisets of N and (Z, J) is a Krasner factorization. First, in 
Proposition A.1, we recall the characterization of their solutions, as it was given in 
[14]. Then, in Corollary A.l, we prove a different formulation of one condition in 
Proposition A.l. Finally, we prove Corollary 7.2. 
Proposition A.1 [14]. (i) M is a solution of the inequation uM <uMfl + 1 if and 
only if either M = 0 or A4 = {O,..., t}, with t E N. In the second case we have 
aM+l + 1 - aM = a’+‘. 
(ii) M is u solution of (3.2) (resp. (3.3)) having min M = 0 zf and only if we have 
M = (0 ,..., t} U (A4’ + t + I), with t E N, M’ a solution of (3.2) (resp. (3.3)) and 
either M’ = 0 or min M’ > 0. Moreover we have 
&Kt) = af+la(M’?t) (resp. &J) = at+la(M’,J)). 
(iii) M is a solution of (3.2) having min M > 0 if and only if M = kL+{O,. . , k-l}, 
where L is a solution of (3.3) when we substitute J with Jl. Moreover, for any solution 
L of the former inequation, M given by the previous equation is a solution of (3.2) 
and we have 
(iv) L is a solution of (3.3) zfand on/y if we have L = $~(kMe + g), where M4 
is a solution of (3.2) when we substitute I with I,. Moreover we have 
Corollary A.1 Let L1, RI be subsets of N and t E N. We have 
aR =aa f RI, aRI = aJ(l + &(a - 1)) 
if, and only if, we have 
aR=aJ(l+&a-l)), L={o,...,t-i}u(Llft). 
Proof. Suppose that we have 
aR = a’& = a’a”(1 + &(a - 1)). 
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Using this relation, we have 
uR = aw + a’uL~(u - 1)) = aJ(l + &...J-l)(, _ 1) + &L@ _ 1)), 
which implies 
aR =a-71 +&a- l)), L= {O,...,t- l}U(Ll +t). 
Conversely, suppose that we have 
aR=uJ(l+aL(u-l)), L={O,...,t-I}u(L*+t). 
Then, using Proposition A. I(ii), we have 
L = {O,..., t’- l}U(L’, -tt’) 
with t’ E N, t’3 t, min L’, > 0, Li a solution of (3.3). Consequently, we have 
L1 = (0,. . .) t’-t-l}u(Li+t’-t). 
Moreover, using Proposition A.l(ii), L1 is a solution of (3.3) and we have 
uR = utuR~ , arc _ - uJ(1 +&(a - 1)). q 
Proof. (of Corollary 7.2). By our hypotheses, (P,Q) is an unambiguous pair (with 
respect o n). We will prove that if n E {2,3,4,6}, then (P, Q) can be embedded in 
a factorization of 2,. Then, by Corollary 7.1, C can be embedded in a d-code with 
d<3. 
We need the following remarks: 
(i) If (P( . IQ1 > n, then (P,Q) cannot be unambiguous (with respect o n). 
(ii) If IP( . IQ/ = n and (P, Q) is an unambiguous pair (with respect o n), then 
(P, Q) is a factorization of 2,. 
(iii) We have OEP~IQ and we can take PUQG{O,...,n- 1). 
(iv) An unambiguous pair (with respect o n) (P, {0}) (resp. ({0}, Q) ) of Z,, can 
be embedded in the factorization ((0,. ..,II - l}, (0)) (resp. ({O},{O ,..., n - 1))) of 
2,. 
Case n = 2: By using (i) we have jP(G2 and IQ1 = 1 or IPI = 1 and IQ1 62. In 
both the cases, by (iv), (P,Q) can be embedded in a factorization of Z2. 
Case n = 3: By using (i) we have IQ1 = 1, IPI or IPJ = 1 and jQ/<3. In both 
the cases, by (iv), (P, Q) can be embedded in a factorization of Zj. 
Case n = 4: By using (i) we have two cases: 
(1) (PI = 1, I&[<4 or IQ1 = 1, IP(64. 
(2) IPI = IQ1 = 2. 
By using (iv) in the first case and by using (ii) in the second case, (P,Q) can be 
embedded in a factorization of ZA. 
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Case n = 6. By using (i) we have three cases: 
(1) JPI = 1, IQ\<6 or IQ1 = 1, IPI66. 
(2) IPI = 3, IQ1 = 2 or IQ\ = 3, IP( = 2. 
(3) IPI = IQI = 2. 
By using (iv) in the first case and by using (ii) in the second case, (P,Q) can be 
embedded in a factorization of Z,. 
Finally one can see that the pairs (P, Q) which verify case (3) are the following: 
({0,2), {0,5)), ({0,3), {0,4)), ({0,3), {0,5)), ((0,417 i&5)). 
Each of them can be embedded in one of the following factorizations of 26: 
(Wh~o~2,4~), ({0,1,21,10,3)), ({0,2,4),{0,5}), ({0,31,{0,4,5)). 0 
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