Finding an efficient and computationally feasible approach to deal with the curse of high-dimensionality is a daunting challenge faced by modern biological science. The problem becomes even more severe when the interactions are the research focus. To improve the performance of statistical analyses, we propose a sparse and low-rank (SLR) screening based on the combination of a low-rank interaction model and the Lasso screening. SLR models the interaction effects using a low-rank matrix to achieve parsimonious parametrization. The low-rank model increases the efficiency of statistical inference and, hence, SLR screening is able to more accurately detect genegene interactions than conventional methods. Incorporation of SLR screening into the Screen-and-Clean approach (Wasserman and Roeder, 2009; Wu et al., 2010) is also discussed, which suffers less penalty from Boferroni correction, and is able to assign p-values for the identified variables in high dimensional model. We apply the proposed screening procedure to the Warfarin dosage study and the CoLaus study. The results suggest that the new procedure can identify main and interaction effects that would have been omitted by conventional screening methods.
Introduction
Usage of high-throughput data has revolutionized modern biological research and has yielded significant insights for cancer research, genetic diseases, and many genetic disorders. Yet the ever increasing data dimensions lead to the inevitable curse of high-dimensionality, where conventional methods in genetic association analysis lose power and often fail to detect meaningful signals. The problem is further exacerbated when the question of interest focuses on gene-gene interactions (G×G), where the dimensionality of the model explodes even faster.
Let Y be the response of interest and g = (g 1 , · · · , g p ) T be the genotypes at the p loci. The most widely used method to detecting G×G is marginal scan (MS) such as PLINK (Purcell et al., 2007) and BOOST (Wan et al., 2010) , where the main effect terms were identified by testing for H 0,j : c j = 0 in E(Y |g j ) = c 0 + c j g j , and the interaction terms were identified by testing for H 0,jk : c jk = 0 in E(Y |g j , g k ) = c 0 + c j g j + c k g k + c jk (g j g k ). MS has the advantages of using minimal parameters in model fitting and the ease of implementation. However, it has two major drawbacks: (i) MS is too conservative due to multiple testing correction when p is large; and (ii) MS has low detecting power due to the ignorance of joint effects.
To improve on (i), newly developed G×G detection methods adopt a multistage strategy where a screening step is used to reduce the number of variables (e.g., Wu et al., 2010) .
To improve on (ii), joint screening (based on a multi-locus model including all main and G×G effects) is used to identify candidate genes. Joint-screening can better identify loci that interact with each other but exhibit little marginal effects; it also improves the overall screening performance by reducing the unexplained variance in the model (Wu et al., 2010) .
A commonly used joint-screening method for G×G detection is to apply Lasso on the model
where ξ j is the main effect of the j th locus, and η jk is the G×G that corresponds to the j th and k th loci. The performance of Lasso depends on the number of parameters in model (1) m p = 1 + p +
(2) and the available sample size, n. Although it has been verified that Lasso performs well when m p is large, caution should be used when m p is ultra-large, e.g., on the order of exp{O(n δ )} for some δ > 0 (Fan and Lv, 2008) . In addition, the m p encountered in modern biomedical studies are usually much larger than n even if p is of moderate size. In this situation, statistical inferences can become unstable and inefficient, which impacts the screening performance.
To improve the joint-screening of all main and G×G effects, we utilize the matrix nature of the interaction terms and consider a reduced model. In model (1), (g j g k ) is the (j, k) th element of the symmetric matrix J = gg T , and it is natural to treat η jk as the (j, k) th entry of the symmetric matrix parameter η. Thus, an equivalent expression of model (1) is
where ξ = (ξ 1 , . . . , ξ p ) T is the coefficient vector of main effects, and vecp(·) denotes the operator that stacks the lower half (excluding diagonals) of a symmetric matrix columnwise into a long vector. With the equivalent model expression (3), we can utilize the structure of η to improve the inference procedure. Specifically, we posit the condition η : being sparse and low-rank.
Condition (4) is typically satisfied in modern biomedical research. First, in a G×G scan, it is reasonable to assume that only a few pairs of G×G, say at most q pairs, are associated with the response, where q is much smaller than the number of genes p. This sparsity assumption is also the underlying rationale for applying Lasso for variable selection in conventional approaches. Second, the rank of such a symmetric G×G coefficient matrix η can be at most 2q, i.e., rank(η) 2q ≪ p, which motivates the low-rank assumption on η. Displayed below is an example of η with p = 10 and q = 3, and its rank is only three:
One key characteristic of our method is the consideration of the sparse and low-rank condition (4), which allows us to express η using far fewer parameters than
. In contrast, Lasso assumes that η is sparse, but without using the matrix low-rank structure, η still
parameters. From a statistical viewpoint, parsimonious parametrization can improve the efficiency of model inferences. The aim of this work is thus to use model (3) and condition (4) to propose an efficient joint-screening procedure, referred to as sparse and lowrank (SLR) screening. We will also demonstrate that the performances of existing multistage G×G detection methods can be enhanced by incorporating SLR screening.
be random copies of (Y, g),
n ) T be an n-vector of observed responses, and let X be the n × m p matrix with the i-th row being {1, g T i , vecp(J i ) T }. For any square matrix M , M + is its Moore-Penrose generalized inverse. The operator that stacks a matrix columnwise into a vector is vec(·). The commutation matrix, K p,k , is defined such that K p,k vec(M ) = vec(M T ) for any p × k matrix M (Magnus and Neudecker, 1979) . The matrix P satisfies P vec(M ) = vecp(M ) for any p × p symmetric matrix M , and can be chosen such that P K p,p = P . The symbol ⊗ denotes the Kronecker product. For a vector, ∥ · ∥ 1 is its 1-norm, and ∥ · ∥ is its Euclidean norm (2-norm). The cardinality of a set is | · |.
This article is organized as follows. The inference procedures for the low-rank model are discussed in Section 2. The SLR screening and its extensions are discussed in Sections 3 and 4. Sections 5 and 6 provide numerical studies to demonstrate the utility of the proposed screening procedures. The article ends with a discussion in Section 7.
Inference Procedure for the Low-Rank Model

Model specification and estimation
To incorporate the low-rank property (4) for G×G into model building, we propose the following rank-r model, where r ≪ p is a pre-specified positive integer:
Although the above low-rank model expression is straightforward, it is not convenient for numerical implementation. Therefore, by spectral decomposition theorem, we use an equivalent parametrization, η(ϕ), that directly satisfies the constraint rank{η(ϕ)} r:
Note that the number of parameters required in (7) for interactions η(ϕ) can be much smaller than
. In the case of r = 1, for example, A = (a 1 , . . . , a p ) T and it is equivalent to model the G×G of (g i , g j ) as the product (ua i a j ), i.e., using a total of p + 1 parameters to model G×G. See Remark 1 for further details. When model (6) is true, standard MLE arguments show that statistical inference based on model (6) must be the most efficient.
Even if model (6) is incorrectly specified, we still favor the low-rank model when the sample size is small. We note that the concept of fitting a low-rank model is similar to applying singular value decomposition (SVD) and aiming to find the "best" rank-r approximation of the true η, "best" in the sense of maximizing the likelihood function. It thus provides a good "working" model that compromises between model approximation bias and efficiency of parameters estimation. With limited sample size, it is preferable to more efficiently estimate the approximated low-rank model than to obtain an unstable estimate of the full model.
Let the parameters of interest in rank-r model (6) be
which comprises an intercept, main effects, and interaction terms. Under model (6) and assuming independent and identically distributed errors from a normal distribution N (0, σ 2 ), the log-likelihood function (apart from a constant term) is proportional to
To further stabilize the MLE, a common approach is to add a penalty on θ. We propose to estimate θ by maximizing the penalized log-likelihood function
where λ l 0 is the penalty (the subscript l is for low-rank). Let θ λ l = argmax θ ℓ λ l (θ) be the penalized MLE from maximizing (10). The parameter of interest, β(θ), is estimated by
In practical implementation, we use 5-fold cross-validation to select λ l . Detailed implementation algorithms for obtaining θ λ l are described in Web Appendix A.
Remark 1: In (7), ϕ is over-parameterized. Indeed, only pr − r(r − 1)/2 identifiable parameters are required to specify a p × p rank-r symmetric matrix. One can impose the constraints A T A = I r to make the parametrization identifiable. However, such identifiability constraints, which are merely to obtain a unique solution for A, unnecessarily complicate the numerical implementation. Since the parameters of interest are η(ϕ) but not ϕ itself, we keep the simple usage of over-parameterized ϕ without imposing any constraint on A.
Asymptotic properties
To derive the asymptotic distribution of β λ l in (11), we assume that the parameter space Θ of θ is bounded, open, and connected.
for some θ 0 ∈ Θ be the true parameter value of model (6), and define ∆ 0 = ∆(θ 0 ), where
with A j being the j th column of A. The result is summarized below, and the proof is given in the Web Appendix B.
Theorem 2: Assume model (6) and conditions (C1)-(C3) in the Web Appendix B.
Assume also λ l /n = o(n −1/2 ). Then, we have
The asymptotic covariance matrix Σ 0 can be estimated by
where σ 2 = ∥Y − X β λ l ∥ 2 /(n − d r ) and ∆ 0 = ∆( θ λ l ) are estimators of σ 2 and ∆ 0 , and
is the number of parameters required to specify model (6).
Here λ l n I was added in (13) to stabilize the estimator, Σ 0 , and will not affect its consistency to Σ 0 . The over-parameterized nature of β(θ) can be observed from Theorem 2 that the asymptotic distribution of β λ l depends on θ 0 only through the space span(∆ 0 ). Theorem 2 further implies that, as mentioned in Remark 1, adding constraints on ϕ does not affect the asymptotic distribution of β λ l because the resulting space, span(∆ 0 ), is unchanged.
Remark 3: We suggest to use d r to guide the determination of the maximum model rank r with given (n, p). That is, n − d r in (13) should be adequate for error variance estimation.
One can further use cross-validation to select the rank within the proper range.
Sparse and Low-Rank (SLR) Screening for Genetic Main and G×G Effects
We propose a screening procedure called SLR screening based on the low-rank model (6).
The main idea of SLR screening, as summarized below, is to filter out insignificant variables by first fitting a low-rank model and then fitting Lasso on the remaining variables.
Sparse and Low-Rank Screening (SLR Screening)
(S1) Low-Rank Screening: Fit the low-rank model (6). Examine the significance of β λ l to form the index set I LR .
(S2) Sparse (Lasso) Screening: Fit Lasso on I LR . Variables with non-zero estimates are included in the index set I SLR .
The goal of Stage-(S1) in SLR screening is to utilize the low-rank property of η to efficiently identify important variables. By Theorem 2, the candidate set of variables, I LR , is formed as
for some α l > 0, where β λ l ,j is the j th element of β λ l , and Σ 0,j is the j th diagonal element of Σ 0 . Note that β λ l ,1 is the estimate of the intercept term, and is exempted from the screening procedure in (14). The threshold value, α l , controls the power of the low-rank screening.
To ensure the selection-consistency of the multistage variable selection procedure, a critical condition is to require lim n→∞ P (I 0 ⊆ I LR ) = 1, where I 0 denotes the true active set of variables. However, this condition holds for any fixed α l > 0, and thus cannot be used to determine α l . (That is, for any j ∈ I 0 , we have lim n→∞ | β λ l ,j |/(n −1 Σ 0,j ) 1/2 = ∞ under the validity of model (6), and thus j ∈ I LR with probability tending to one.) To simplify the procedure, we suggest to set α l such that
because the main purpose of low-rank screening is to reduce model size so that the subsequent Lasso screening can be more efficiently implemented, and because a linear model cannot identify more than n parameters. This rule shares the same idea as Fan and Lv (2008) , which aims to reduce the model size from an ultrahigh scale to a relatively large scale. In practice, a smaller size, such as n/3, for |I LR | may also be considered; the choice can be made based on the size of n and the characteristics of the underlying study. The rule also implicitly assumes that |I 0 | n, which is commonly satisfied because |I 0 | is usually small comparing to n.
The goal of Stage-(S2) in SLR screening is to enforce sparsity. Based on the selected index set, I LR , we refit the model with a 1-norm penalty by minimizing
where X I LR and β I LR are the selected variables and parameters in I LR , respectively, b 0 is the intercept, and λ s 0 is the penalty for the sparsity constraint. The 5-fold cross-validation is applied to determine λ s . Let the minimizer of (16) be β I LR with β I LR ,j being its j th element.
The final identified main effects and interaction terms from SLR screening are
Subsequent analysis is conducted on the variables in I SLR .
We close this section by providing two comments for SLR screening. First, the conventional single-staged Lasso screening has to deal with m p parameters. Typically, n ≪ m p and the fitting may be inefficient. However, SLR screening is a two-staged implementation that first fits a rank-r interaction model and then fits a sparse model. Fitting all main and G×G effects using a rank-r model requires only d r parameters. Because d r < n ≪ m p when r is small, the low-rank screening (14) is able to efficiently reduce the model size from m p to a relatively small number, so that the subsequent Lasso screening (17) can achieve higher detecting power. See Figure 1 for a detailed illustration. Second, although in theory the proposed SLR screening assumes the validity of the low-rank model (6), we observed that its practical performance is robust to model misspecification. As will be shown in our numerical studies, a small value of r suffices to filter out most irrelevant variables while keeping relevant ones. This is an appealing observation, which increases the applicability of SLR screening.
[ Figure 1 about here.]
Extensions of SLR screening
Extended Screen-and-Clean (ESC)
We discuss how SLR screening can be incorporated into the well-received Screen-and-Clean approaches (Wasserman and Roeder, 2009) , with an aim to address two common issues encountered in real practice. First, in many practices it is of interest to obtain the p-values of the identified variables. Second, the number of parameters required for low-rank model (6), say d r , can still be very large when the original p is in the size of hundreds of thousand (i.e., n ≪ d r ≪ m p ), which makes variable selection difficult. We tackle these issues in this section.
The Screen-and-Clean of Wasserman and Roeder (2009) When the number of main effect terms is large (i.e., n ≪ d r ) which makes SLR screening less efficient, we follow the idea of SC to start with a pre-screening step using Lasso on main effects only before applying SLR screening (denote g Lasso as the identified set). The underlying rationale is that interactive factors tend to exhibit marginal effects even when the interaction terms are not modeled (Cordell, 2002; Hirschhorn and Daly, 2005) and, hence, a
Lasso pre-screening is used to rule out loci with no effects. This pre-screening, however, may miss interactions with weak marginal main effects. A remedy to this situation is to further include genes identified by MS. Specifically, we suggest to apply PLINK (based on D 1 ) to produce a list g MS , where g i ∈ g MS if either g i or (g i g j ) for some j are identified by PLINK.
Then, take g = g Lasso ∪ g MS to enter SLR screening.
The above two ideas are summarized in the Extended Screen-and-Clean (ESC), which is able to assign p-values for SLR screening. Let g * be the set of whole genes under consideration, and let α be the family-wise error rate.
Extended Screen-and-Clean (ESC) (see Figure 2) (E1) Based on D 1 , fit Lasso on (Y, g * ) to obtain g Lasso (i.e., genes with non-zero estimates), and fit MS on (Y, g * ) to obtain g MS (i.e., significant gene pairs). Set g = g Lasso 
To determine the 1-norm penalty λ m of Lasso and Lv (2008) . It is our experience that this pre-selection procedure will save computational cost without sacrificing the detecting power. Note that the main difference between ESC and SC is that in Step-(E2), ESC fits SLR screening on model (6), while SC fits Lasso screening on model (1). See Figure 2 for the flowchart of ESC.
We close this section by emphasizing the differences between the multistage joint-screening based G×G detection methods (e.g., ESC and SC) and MS. The MS, as mentioned in Section 1, has the drawbacks of ignoring joint effects and being too conservative due to Bonferroni correction. Multistage joint-screening method is thus more preferable, since the number of variables entering the cleaning stage can be rather small and, hence, suffers less penalty from Bonferroni correction. SC, however, will suffer the problem of inefficiency when fitting model (1). The proposed ESC is an intermediate method between MS and SC. On one hand, ESC is a multistage joint-screening method which avoids the drawbacks of MS.
On the other hand, ESC overcomes the inefficiency problem of SC by fitting the low-rank model (6). The superiority of ESC will be demonstrated by simulations in Section 5.
[ Figure 2 about here.]
ESC with aggregated p-values via multi-split technique
The data partition in ESC allows the calculations of p-values and the control of the error rates, but the resulting performance is sensitive to the random partition of D. To reduce the impact of random partition, one possible solution is to apply the multi-split technique 
is the number of variables entering LSE cleaning in the b th replicate.
(iii) Fix s min ∈ (0, 1). Calculate p j = min
} and q s (·) is the s-quantile function. Meinshausen et al. (2009) showed that selecting variables by {j : p j α} controls the family-wise error rate at level α, and can achieve higher detecting power than the singlesplit method. They also showed that a direct method (e.g., apply SLR screening on the whole data D to identify variables directly) usually achieves a higher true positive rate than its multi-split version, but at the cost of having a higher false positive rate. Thus, either the direct method or the multi-split method has its own merits, and the choice depends on the purpose of the underlying study.
Simulation Studies
Simulation settings
Our simulation models are based on the design considered in Wu et al. (2010) with some extensions, where the genotypes g is generated using the CoLaus dataset (see Section 6.2 for detailed description). Given g, Y is generated from two different models, M1 and M2, where β ∈ {0.25, 0.5, . . . , 1.5} is the effect size and ε ∼ N (0, 1):
M1: Y = β(g 5 g 6 + 0.8g 5 g 10 + 0.6g 6 g 10 + g 11 g 16 + g 11 g 21 + 2g 10 + 2g 11 ) + ε.
M2: Y = βvecp(η) T vecp(J ) + ε, where we randomly generate η jk = sign(u 1 ) · u 2 with u 1 ∼ U (−1, 9) and u 2 ∼ U (0.5, 1) for 1 j ̸ = k 7, and η jk = 0 for j, k > 7.
M1 contains both main and interaction effects, and M2 only contains interaction effects among (g 1 , g 2 , . . . , g 7 ). Additional simulation results under other model can be found in Web Appendix C. In each simulation, we generated two independent data sets D 1 and D 2 , each with sample size n. Set D 1 is used to evaluate SLR, and set {D 1 , D 2 } is used to evaluate ESC. We choose α l such that |I LR | = n for SLR screening, and use the significance level Because SLR contains two steps for variable selection (i.e., low-rank screening and Lasso),
we consider three other strategies as benchmarks as illustrated in Figure 1: (1) Lasso (i.e., skipping the low-rank screening), (2) L-Lasso (i.e., replacing low-rank screening by Lasso), which is also known as relaxed Lasso (Meinshausen, 2007) , and (3) M-Lasso (i.e., replacing low-rank screening by MS, where MS is based on the PLINK procedure with modifications to accommodate the continuous traits). Following this naming system, SLR is in essence "LowRank-Lasso" although we stay with the term "SLR". Finally, to compare with ESC, Lasso, L-Lasso and M-Lasso are also combined with an independent cleaning stage (denoted by SC, LSC and MSC, respectively; see also Figure 2 for details).
5.2
Simulations with m p in the size of 10 6
Chromosome 11 (with 1465 SNPs) is used to generate g, which gives about 10 6 pairs of candidate G×G for each of n = 300 subjects. The number of genes entering the screening stage ranges from 55 to 70, suggesting (by Remark 3) that a low-rank model can be properly fitted (using n = 300) with r 2. We thus implement SLR with r = 1, 2, which is denoted by SLR(r). We also implement SLR with r being selected by cross-validation, which is denoted by SLR(cv). The corresponding ESC procedures are denoted by ESC(r) and ESC(cv). Simulation results are placed in Figure 3 .
Under M1 (the left panel of Figure 3 ), we see while SLR screening yields similar TPs with Lasso, the FPs of SLR are largely reduced. Recall the only difference between ESC and SC is the method used in the screening stage. Comparing to SC, the variable set of ESC entered into the cleaning stage had fewer variables and a higher signal-to-noise ratio; consequently, ESC had higher TPRs than SC while the FPRs were adequately controlled (subplots (c)-(d)). The same phenomenon is observed when comparing SLR with the two-staged screening method L-Lasso. Although M-Lasso also has two-staged nature in screening, it has the lowest TPs (and larger FPs than SLR); consequently MSC has a poor performance. This result also reveals the drawback of MS which ignores the joint effects in screening. The gain of SLR is more obvious under M2 (the right panel of Figure 3 ), which contains a substantial amount of interaction effects. Under M2, SLR screening, which uses a low-rank model, can better identify significant interactions in η (subplot (a)). In contrast, conventional methods (Lasso, L-Lasso, and M-Lasso), which do not utilize the low-rank structure of η, tend to incorrectly filter out significant interactions (e.g., fewer TPs than SLR in subplot (a)) and retain many insignificant terms (e.g., more FPs than SLR in subplot (b)). Therefore, the subsequent LSEs were obtained from a model that was further deviated away from the correct model, and had smaller TPRs than ESC (subplot (c)). Generally, ESC has the best performance, followed by LSC, SC, and MSC.
Note that the rank of η in models M1-M2 ranges from 5 to 7, and using SLR with r 2 is sufficient to achieve good performance. This result indicates the robustness and applicability of low-rank model (6), even with an under-specified rank, r. Moreover, we observed that ESC(cv) and ESC(1) have comparable performance, and ESC(1) outperforms ESC(2) in most of the settings. The observations suggest that the key component for the performance gain of SLR and ESC is the efficiency of the low-rank model fitting (as opposed to the precision in model approximation). Because the goal of the low-rank screening is to reduce the model size so as to stabilize the subsequent Lasso, an approximation of η, e.g., the rank-1 model, was able to remove non-important terms. In contrast, although the rank-2 model approximates η more precisely, it also requires more parameters in the model fitting.
With limited sample size, the improvement in approximation accuracy cannot compensate for the loss in estimation efficiency, and thus ESC(2) did not have a better performance than ESC(1) when the sample size is not adequate. See Remark 3 for a discussion of selecting r.
[ Figure 3 about here.] 5.3 Simulations with m p in the size of 10 7
In this simulation, Chromosomes 10-12 (with 4666 SNPs) are used to generate g, which gives about 10 7 pairs of candidate G×G. We consider the sample size to be n = 400. Since the available sample size is small in comparison with the number of SNPs, we only implement SLR with r = 1. For comparison, we also conduct MS (using the whole data {D 1 , D 2 } directly). Simulation results are placed in Figure 4 .
Comparing SLR with other screening methods (subplots (a)-(b)), we observed a similar pattern of TPs and FPs as in Figure 3 under both M1 and M2. That is, comparing to SLR, screening methods without using the low-rank nature of η identified a similar number of TPs but at the price of incorporating many additional FPs. The number of FPs of Lasso and L-Lasso were often twice of that of SLR in the high dimensional setting. Consequently, it is not surprising to see that ESC outperformed SC and LSC (subplots (c)-(d)). Comparing to the case of (n, m p ) = (300, 10 6 ), ESC exhibited comparable or better performance, which suggested the potential scalability of the proposed methods.
MS yielded lowest TPRs and highest FPRs among all methods. Unlike the joint-screening based ESC, MS examined variables one at a time and ignored the joint effects of variables. In addition, the multiple testing correction conducted in MS also led to severe loss in detecting power. Specifically, the total number of tests to be adjusted in ESC is the number of positive findings obtained from the D 1 analysis, while the total number of tests to be adjusted in MS is the number of all main effects and pairwise interactions from 4644 SNPs, i.e., about 10 7 .
As a result, MS cannot have better performance (i.e., low TPRs and high FPRs), even when the effect size β is moderate or large. In summary, the proposed ESC procedure improved upon SC, avoided the drawbacks of MS, and was able to perform satisfactorily in the case when m p was large in size.
[ Figure 4 about here.]
Data Analysis
Application to the Warfarin study (moderate m p )
Warfarin is one of the most widely used oral anticoagulant agents, and the appropriate dose of Warfarin varies substantially among individuals. There is great interest in identifying the genetic and non-genetic factors that contribute to the variation in dosages, and in using these factors to determine appropriate dosages. The Warfarin data were compiled by the International Warfarin Pharmacogenetics Consortium (2009) and obtained from the Pharmacogenetics and Pharmacogenomics Knowledge Base (PharmGKB, www.pharmgkb.org).
We focused on a homogeneous subset of the data comprising 265 Caucasian individuals who had complete information on two candidate genes (VKORC1 and CYP2C9 ) and basic demographic variables. There were 13 variables in the analysis: variables 1-7 are from VKORC1, variables 8-9 are from CYP2C9, and variables 10-13 are Age, Sex, Height, and Weight. [ Figure 5 about here.]
Application to the CoLaus study (large m p )
Triglyceride concentration is an important risk factor for cardiovascular diseases. Understanding how the genetic variants modulate triglyceride would facilitate the development of therapeutic interventions to cardiovascular disease risk. In this data application, we used data from the Cohorte Lausannoise (CoLaus) study (Firmann et al., 2008) . In our analysis, we focused on the sub-samples of 883 male subjects with available information on ages, triglycerides and GWAS data (genotyped with the Affymetrix 500K SNP chip). As did in Wu et al. (2008) , we restricted the interaction analysis on those SNPs with "promising" univariate effects on log-triglycerides. Specifically, we performed a single-SNP screening on the GWAS SNPs with minor allele frequencies (MAF) > 0.01 and selected 1780 SNPs with p-values < 0.005 after adjusting for age and population substructures. We performed an interaction analysis using ESC, SC, and MS to identify important predictors among the main age effect, the main SNPs effects, and the pairwise interactions among age and SNPs.
Under 0.05 family-wise error rate, ESC identified a significant interaction between rs6589567 and age; SC did not identify any significant main or interaction effects; MS identified a significant main effect from rs6589567. Figure 6 shows the relationships between age and logtriglyceride by different genotype groups of rs6589567. While the triglyceride levels typically increase with age (Miller et al., 2011) , we observed a decreasing trend for the CC genotype group, suggesting a potential rs6589567×age effect as identified by ESC.
[ Figure 6 about here.]
Discussion
The proposed method can be extended. First, in this article, we only consider the case of a normal error model with continuous response. It is important to extend our ESC procedure to the case of GLM. Although the idea is straightforward, the extension is not trivial due to the over-parameterization when modeling η = AU A T , which further complicates the derivation of the asymptotic properties. Second, it is of interest to extend our method to a more complicated situation to approximate biological interaction. For example, consider g j ∈ {aa, Aa, AA} that represents a categorical random variable (instead of the numeric 0/1/2), which gives 3 × 3 possible interactions. To fit our model, we can encode g j as g * j = (g j1 , g j2 ) T , where g jk 's are binary random variables: g * j = (0, 0) T if g j = {aa}, g * j = (1, 0) T if g j = {Aa}, and g * j = (0, 1) T if g j = {AA}. Let g = (g * T 1 , . . . , g * T p ) T be a (2p)-vector. The similar inference procedure for the low-rank model (6) developed in this paper can be applied by using the newly defined g, where the definition of vecp(·) and the selection criterion of ESC need some modifications accordingly. Finally, the efficiency gain of our method comes from treating G×G as a matrix, η, and imposing a low-rank constraint on it. In view of low-rank, we can alternatively use the trace norm penalty ∥η∥ * on η to identify G×G. Trace norm is a convex surrogate of the low-rank constraint and has deserved many advantages.
It is of interest to investigate these extensions in future studies.
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Lasso ($ % ) Figure 1 . Illustration of SLR for identifying c candidate variables from m p main and G×G effects. SLR first performs a low-rank screening using d r parameters to reduce the model size from m p to c * (e.g., c * = n), and then fits Lasso (with c * parameters) to select c candidates. Since d r < n ≪ m p , the numbers of required parameters in the two steps of SLR screening (i.e., d r and c * ) can be smaller than n. In contrast, Lasso screening uses m p (≫ n) parameters to select c candidates directly. L-Lasso and M-Lasso replace the low-rank screening by Lasso and marginal scan (MS), respectively. 
Figure 2.
Flowchart of ESC ((E1)-(E3)) to detecting G×G, where SLR screening ((S1)-(S2)) is implemented in (E2). The arrows indicate which part of the data is used, where D 1 is for screening and D 2 is for cleaning. The SC procedure ignores (S1). The LSC and MSC procedures implement in (S1) Lasso and marginal scan (MS), respectively, instead of the low-rank screening. Figure 6 . The scatter plots of log-triglyceride and age within different categories of rs6589567 in the CoLaus study. The line represents the fitted regression line that regresses log-triglyceride on age.
