Three classes of nonlinear singular integral equations of Cauchy type occuring in the treatment of certain free boundary value problems are investigated. Existence of the solution is proved under weaker conditions than in [13] using the technique which was created in [12, 13] and is based on the application of Schauder's fixed point theorem.
Introduction
In investigating and solving certain free boundary value problems by means of nonlinear singular integral operators there occur equations of the form (cf. [2, 3, 10, Thereby, one of the assumptions, under which in [13] the existence of a solution u with psummable derivative, p> 1, was proved, is violated, namely the condition where lo and 6 < 1 are some nonnegative constants. In the above mentioned situation, the last relation is fulfilled only in case 6 = . In [10, 111 one can find some remarks that, nevertheless, in the special cases considered there the equations are solvable.
If'(x)I, IF(z,u)I lo(1 -
In the present paper we show that the restriction on the constant 5 in (1.1) can be weakened even in the general situation. In particular, by keeping of all the other assumptions in [13) even 6 > 1 is permissible. The existence of the solution can be proved in principle with the technique of [12, 13] being based on the application of Schauder's fixed point theorem. In Section 2 this will be done for equations of the first type. Equations of the second type are considered in Section 3. Section 4 is dedicated to a third class of equations, for which an example is given in Section 5.
Equations of the first type
We consider , singular integral equations of the form. 
(-I)'='u(l)-_O. ' (2.2)
More precisely, we will ask for functions u for which a real number p > I and a function v E L'
exist such that u(x) = J' v(y) dy and u( 1) = 0. Here L = L P (-1, 1) denotes the usual Lebesgue space of all measurable functions v for which Iv(x)I is summable, and Jjvjj p is the usual norm
in L. The set of all such functions u we will call W. In order to prove the existence of a 
We remark that in view of 1112 < 1 the estimation (2.5) is weaker than the condition 6 < 1/2 such that a(x) + i = r(z)exp[iira(x)]. From (2.2) it follows that the solution v of (2.6) has to satisfy the condition
To find an explicit expression for the solution v of problem (2.6), (2.7) we use the results of [1, § 9.5 ] (cf. also [4, 7, 8] ). With P = (I -iS) and Q = I -P = (I + iS) (I denotes the identity operator) we can write equation (2.6) in the equivalent form
. Then, for all sufficiently small p > 1, the function c admits a generalized LP-factorization c(z
Hence, B : L -p LP is a Fredhoim operator with index 1, and a right inverse of B is given by 
Integrating the obtained expression for v, we can summarize our investigations to the result that each solution u E W of problem (2.l),(2.2) is a solution of the fixed point equation 
From (2.10) we conclude
13) where h(x) = g(x)/r(x) = cos[7(z)]g(z)
and Proof: In view of the estimate (2.4) we have w.
Lemma 2.1: Let 1 <p < ö'. Then h LP and hfl sin y -
i h sin 7 in L. Moreover, the estimation II h II < c(,p) is valid,j 1 h(z)dx lo P J (1 -x 2 ) 8 dz =: c(,p) < 00.
From (2.11) and (2.12) it follows h(x) sin 7(X) -* h(x)sin(x) a.e., and (2.4) implies
14)
and, consequently,
In view of (2.14) and a lemma from [13, Appendix] we obtain
Proof: Let e > 0, 0 < i9 < e/(1 + e), and ?c(1 + e)(1 + t) < r/2. Defining the functions
where we used the lemma from [13, Appendix] and the notation v ic(1 + 6)(1 + i9). Since llYn--. 0 and since the operator S is continuous in L 9 for all q > 1, it followsS j u n -i Si in measure, which implies, in view of the Inonotonicity of e', f,. 
Existence proof
Now, we are going to prove some assertions about the image and the continuity of the operator T defined in (2.9). For constants R, R0 ^: 0 and A E (0, 1) we define 
As a consequence of Proposition 2.5 we obtain C Since is a convex and compact subset of Co we are able to apply Schauder's fixed point theorem to equation (2.9) in accordance to Propositions 2.5 and 2.6. We terminate at the following theorem.
Theorem 2.7: Let Al be fulfilled. Then problem (2.1), (2.2) possesses a solution u E Will
Let u E Co be a solution of the fixed point equation (2.9) . Then the functions a(x) = F(x,u(x)) and s(x) = 1 -arctana(x) are continuous. Consequently, the lemma from [13, Appendix] implies the representation Now, consider equations of the kind
with the conditions
The set of functions u for which a real number p > I and a function v E L P exist such that u(x) = u(-1) + f, v(y)dy and for which the conditions (3.2) are fulfilled will be denoted by W. We distinguish two cases and make the following assumption. We remark that in Case 1 the condition F(1, u(1)) = 0 is automatically satisfied.
A2: F = F(x,u) : [-1,1] x IR

Reduction to a fixed point equation
Differentiation of (3.1) with regard to (3.2) yields
10) where a(x) = F(x,u(x)) and g(x) = f'(x) + (S[F(.,u)])(x).
We define -y(x) = arctana(x) (principal branch), r(x) = Jl + a2 (x), and z, (x) = (1 -x)1J2r(x)exp[_(S7)(X)], where and the constants k, and c3 (j = 1, 2) have to fulfil the equations c 1 = 0,
With the same arguments as in Subsection 2.1 one can show that the problem (3.1), (3.2) for U E W is equivalent to the fixed point problem (3.11) in the respective Case j.
Investigation of the kernels L(x, u(x))
We 16) (with N3 instead of N) , where
and the number ,c can be chosen so that 3 -2 > 0 and 
Proof:
We proceed in the same way as in the proof of Lemma 2.3. Hence, we put Since 3E/2eK < 3/2 < K, we obtain -1 < -i < tv'. Thus, p 1 SpI E C(L), where 
Because of 2< K < 3 and -1/4< w_/ < 1/2 we have 3/2K -1 < _/ <3/2k, i.e. ' -I < al < ic'. Since in Case 1 we have I w _I/ir < 1/4, it also holds 3/2K-1 < -i_/7r < 3/2K, which implies ,c -1 < 02 < K. In Case 2 we obtain from (3.18) that 3/2K -I < 1 -'../ir < 3/2K, which yields K I -1 < 02 < K', too U
Corollary 3.4:
In both cases j 1,2 there holds JjSj o,, -SJ I -0. Lemma 3.5: in Case 2 the L''2 -norm of z is uniformly bounded with respect to u E C.
Proof: Write z. '(z) = cos[7(z)]p(x)(x)
. where P2 and ii are defined in (3.19) and (3.17). Since ak < k = 1,2 (cf. the proof of Lemma 3.3), it holds p,-I E L". Thus, in view of (2.17), (3.20) The second assertion follows from Lemma 2.2 U
Existence proof
Because of (3.4) there exists a solution k 1 of equation (3.13) in Case 1. which we will fix fort lie sequel. In Case 2 the solutions k2 of (3.13) and 47 2 of F(1, k2 ) = 0 are uniquely determined. 
VuEC.
For constants R, R0 ^! 0 and ) E (0, 1) we define
Proposition 3.7: It holds T,(C) C kR,RO ,.\ for some constants R. R0 ^! 0 and ,\ € (0.1).
Proof: We estimate ll L (, u )ll (cf. (3.12) ). Having regard to (3.20) . Leimimna 3.6. and In the same manner as Corollary 2.8 and Remark 2.9 we can prove the following assertions. can be replaced by the weaker conditions of Remark 2.9 with 6 > 0 satisfying (3.8) ri 'sp. (71.9 ).
The case F(±1,u) 0
Let us consider the equation With respect to F and 1' let Assumption A2 be fulfilled with relations (3.7) and (3.8) .
As in Subsection 3.1 we obtain a fixed point equation (3.25) which is equivalent to problem (3.22). The kernel Lo (x,u(x) ) is given by equation (3.12) and
The constant k0 is determined by 
Equations of the third type
We consider the equation and make the following assumption. 
[4, §1.1]) this leads to the fixed point equation
r(x), y(x) as in Section 3. 1, and d = -f L(x. ti(r)) dxl f'1 z-1 (x) dx. Now, the proof of the following theorem can be given in the same manner as that of Theorem 3.9 for the Case I in Subsections 3.2 and 3.3. 
