In this paper we present a methodology to justify the suggestions generated by a recommendation algorithm through the identification of relevant and distinguishing characteristics of the recommended item, automatically extracted by mining users' reviews.
INTRODUCTION
The recent rise of collaborative platforms is one of the most interesting trends we are witnessing in the context of Web 2.0 [31] . Indeed, platforms as Wikipedia, YouTube and TripAdvisor upset very stable Web dynamics by replacing the original dichotomy between producers and consumers of information, which was typical of the "old" Web, with a new and more "democratic" vision where each user can act at the same time as both producer and consumer.
The main consequence of this reversal of roles is the phenomenon labeled as Data Explosion [33] , that led to an exponential increase of the information available online. As stated by recent analyses 1 , every day we produce 2.5 quintillion bytes of data, and the pace is further accelerating with the growth of the signals coming from the Internet of Things.
However, the plethora of information we create every day also provides researchers with interesting challenges and opportunities. As an example, platforms for sharing opinions are gaining more and more attention: according to recent statistics 2 , more than 700 million reviews and opinions are available on TripAdvisor, and 26,380 reviews are posted on Yelp every minute 3 . The importance of such platforms is also confirmed by other studies, showing that 93% of users read reviews before choosing local activities or restaurants 4 , 88% of buyers are influenced in their buying decision by reviews 5 and 85% of people trust reviews as much as personal recommendations 6 .
The information held by these systems is very valuable, since it gives a clear picture of what people like and what people think about the places they visit and the experiences they have. It is not by chance that the analysis and the processing of users' reviews triggered several research lines aiming at designing and exploiting review-aware models for several heterogeneous tasks [2, 22] . One of these lines led to the development of review-aware recommender systems [8] , an extension of classical recommender systems (RS) where the information automatically extracted from reviews are used to enrich both the representations of the users and of the items. As confirmed by several attempts in the area [7, 16, 19] , the exploitation of the data points extracted from the reviews can lead to more precise and effective recommendations.
Differently from the above mentioned research, in this work we investigated the impact of the information conveyed by users' reviews in a different task. Given that reviews usually contain a lot of evidences about the aspects of the item that impressed the users the most (see Figure 1 , gathered from a popular community 7 ), we tried to exploit such information to generate a natural language justification that supports the suggestions generated by a recommendation algorithm. Specifically, we processed and analyzed the reviews in order to obtain a set of characteristics that are often discussed in the reviews (with a positive sentiment, of course) and can induce the user in enjoying the recommended item.
The recent interests towards the strategies for explaining and justifying the recommendations took its roots in the recent regulations in the area. As stated by the recent General Data Protection Regulation (GDPR) 8 , as it grows the importance of these systems in our everyday lives, it is fundamental to guarantee the users' right to explanation [14] . This need is even more felt for RSs since several work already showed that a higher transparency leads to a higher trust the users puts in RS [34] and to a higher acceptance of the recommendations [10] .
To this end, in this work we propose a methodology that analyzes users' review to build a natural language justification supporting the suggestions generated by the recommendation algorithm. It is worth to note that we prefer to use the term justification over explanation. Even if in most of the work they are used as synonyms, we followed the definition provided in [4] , where it is stated that a justification explains why a decision is a good one, without explaining 7 https://www.rottentomatoes.com/m/300 8 http://ec.europa.eu/justice/data-protection/reform/files/regulation_oj_en.pdf exactly how it was made, while an explanation is related to the concept of interpretability, that is to say, if their operations can be understood by a human.
Accordingly, the strategy we implemented is closer to the idea of justification, since we provide the user with a natural language summary of the most relevant and distinguishing characteristics of the item that are automatically generated by mining users' reviews. Such a justification does not take into account any information about the internal operations the recommendation algorithm carries out. Rather than explaining why a certain suggestion is received, our natural language justification is more devoted to describe why a user would be interested in the item, in order to provide her with a mean to make a more informed decision about consuming the item or not.
To sum up, in this paper we provide the following contributions:
• We design a pipeline to generate natural language justifications supporting the suggestions returned by a generic recommendation algorithm; • We propose a methodology based on natural language processing and sentiment analysis to process users' reviews in order to identify relevant and distinguishing aspects that characterize the item; • We evaluate the effectiveness of the methodology and its impact on real users by carrying out a user study (N=296) in two different domains, as movies and books.
The rest of the paper is organized as follows: first, in Section 2 we provide an overview of relevant work in the area of explanation, while in Section 3 we describe the general organization of our pipeline. Next, Section 4 focuses on the design of the user study we carried out to evaluate our methodology and discusses the main findings and outcomes of the research. Finally, conclusions and future work of the current research are provided in Section 5.
RELATED WORK
The importance of building transparent and scrutable systems and to provide the users with some explanation facilities is acknowledged from the 90s [20] . However, the early work in the area of RSs date back to the next decade, when Herlocker et al. [17] investigated the impact of several explanation interfaces on users' acceptance of the recommendations. Later, a similar attempt was proposed by Gedikli et al. [13] , who compared a subset of Herlocker's explanation styles to an explanation based on a personalized tag cloud.
As previously stated, the amount of research regarding the development of explanation and justification methods tremendously increased in the last few years. A complete discussion of the recent advances in the area has been presented by Nunes et al. [30] , and we suggest to refer to that overview to deepen the discussion. According to the taxonomy of explanation strategies in RSs provided by Friedrich et al. [12] , our technique can be classified as a black box methodology, since the model is not aware of the underlying recommendation model which is used to generate the suggestions. This is the first distinguishing aspects of this work, since most of the methodologies presented in the literature fall into the white box category. As an example, Bilgic et al. [3] used the information about the neighborhood to justify the recommendation generated by the system. Our approach can be also classified as content-based explanation strategy, since the justification we generate are based on descriptive and characteristics features of the item. Relevant work in this area have been proposed by Symeonidis et al. [35] , who introduced a content-based approach which exploits the overlap between the features of the profile of the target user and the features describing the recommended item, and by Vig et al. [38] who presented Tagsplanation, a tag-based explanation strategy that relies on the combination of tag relevance, measuring how good is the tag in describing the recommended item, and tag preference, measuring how interested is the user in the topics related to the tag.
Another attempt in the area of content-based explanation algorithms is represented by our previous work, where an explanation framework based on the information extracted from the Linked Open Data cloud [5] called ExpLOD is proposed [26] . As shown in our following research [27] , our methodology emerged as more effective than other explanation strategies and also confirmed its algorithmic-agnostic and domain-agnostic nature, and this confirmed the findings concerning the positive impact of LOD in the area of recommendation [25] .
With respect to classic content-based strategies, the novelty of the current work lies in the use of review data to build a natural language justification. As previously introduced, the exploitation of these features is an established research line in the area of recommender systems [8] . However, as shown in a recent overview of the advances in the area [18] , most of the approaches use the data extracted from reviews to improve the quality of the recommendation. Conversely, we used these signals to motivate and justify the suggestions returned by a recommendation algorithm.
The exploitation of review-based features for explanation purposes is a relatively newer research line. Chen et al. recently proposed in [9] an explanation interface showing relevant features of the item along with their sentiment scores, obtained by analyzing users' reviews. Differently from this work, which is based on the analysis of the sentiment related to a pre-defined set of descriptive features, we did not bound on a fixed set of static aspects and we left the explanation algorithm deciding and identifying the most relevant characteristics. Moreover, we focused our attention on the algorithmic aspects of our methodology, thus we evaluated the effectiveness of the explanations rather than their impact on the users in terms of interface design.
In the same research line, Muhammad et al. [24] introduced the concept of opinionated explanations, that is to say, explanations mined from user-generated reviews. This approach shares several aspects with our work, as the identification and the ranking of relevant aspects, but it significantly differs in the generation phase: in [24] , the authors just focus on the identification of relevant aspects of the items (e.g., bar, service, parking, etc.), without going into details of the reasons behind the choice of highlighting a specific characteristic. In other terms, this approach let the users be informed about the main characteristics of the items, but does not explain why (e.g.) the bar or the service are particularly good. Conversely, in our approach we combine some excerpts gathered from the original reviews to build a clear and richer justifications which is hopefully more comprehensive and convincing for the final user.
The generation of a natural language explanation is another distinguishing aspect of the work. Similarly, Chang et al. propose in Figure 2 : Workflow carried out by our framework.
[6] an approach to generate crowd-based personalized natural language explanation based on review data. However, differently from our approach which exploits a fully automated pipeline based on natural language processing and sentiment analysis, their methodology largely relied on the work carried out by a set of workers on a crowd-sourcing platform, who manually annotated the sentences worth to be included in the explanation.
To conclude, a final distinguishing aspect of this work regards the experimental design. Differently from most of the related literature, which is focused on the analysis of the interface-related aspects of the explanations (as [24] and [9] ), we followed the same experimental protocol proposed in [36] and we evaluated the impact of the explanations on final users in terms of transparency, engagement, trust, persuasiveness and effectiveness. Moreover, it is worth to state that we also compared our approach to a different explanation style, that is to say, a feature-based explanation based on the data gathered from the Linked Open Data cloud [26] , in a within-subject experimental design in order to assess also the preference of the users between these explanation styles.
METHODOLOGY
The workflow carried out by our system to generate natural language justifications based on users' reviews is shown in Figure 2 . From the users' point of view, our methodology takes as input a set of reviews and a recommendation, and returns as output a natural language justification supporting the recommendation.
It is worth to note that our justifications are built regardless the specific recommendation algorithm which is used to generate the recommendations, thus our system is also potentially algorithmindependent 9 .
As shown in Figure 2 , our framework is actually split in three main building blocks. In the following, we will first describe the characteristics of each component, then we will discuss the design choices and we will emphasize the distinguishing aspects of the current work with respect to the current literature.
Aspect Extraction
The goal of the Aspect Extraction module is to analyze the content conveyed by users' reviews and to extract a set of distinguishing aspects describing the recommended item. Formally, let i be a recommended item and let R i = {r 1 , r 2 . . . r n } be a set of reviews discussing the item i, the module returns as output a set A i = {a 1 , a 2 . . . a k } containing the aspects that characterize the item according to the content available in R i .
To this end, we adopted a pipeline of natural language processing techniques to process the content and identify such aspects. According to previous research [29] , descriptive features of an item are usually represented using nouns, thus we run a Part-of-Speech (POS) tagging algorithm over the set of the reviews to obtain representative nouns. For the sake of simplicity, the goal of POS-tagging algorithms is to assign a grammatical category to each word in an input text. In our case, the input text is represented by the reviews and the output is represented by a set of words whose grammatical category is related to nouns (NN, NNS, NNP, NNPS 10 )
To sum up, after this first step of the pipeline the complete set of reviews is transformed into a set of aspects that are usually used to describe and discuss the item. By referring to the example in Figure 1 , nouns as story, image, actor, sound, score, movie, storytelling, masterpiece and so on would have been identified by the algorithm as potential aspects.
Aspect Ranking
The number of the available reviews discussing the item is often huge, thus the set of the aspects returned by the Aspect Extraction module is usually very large as well. Accordingly, the goal of the Aspect Ranking module is to filter the complete set of the aspects to identify the most relevant ones that best describe and characterize the item.
Given that the goal of the workflow is to provide the user with a precise and convincing justification that supports the recommendation, through this module we want to identify aspects that are relevant and distinguishing. In this specific scenario, we are interested in those aspects that are discussed in many reviews with a positive sentiment score.
To this end, we used a combination of natural language processing and sentiment analysis techniques. As preliminary processing, we split each review in sentences: this choice is due to the fact that a review may include different (and maybe conflicting) opinions (e.g., a user liked the cast of a movie, but he did not like the music), thus we want to obtain a more precise identification of the opinion conveyed by each single piece of the reviews. Next, for each aspect previously returned by the Aspect Extraction, we count the number of sentences in which the aspect appears and we calculate the average sentiment that emerges in the sentences discussing the aspect.
Formally, let R i be the set of the reviews available for item i defined as previously introduced, and let S R i the set of the sentences we obtained by processing the original reviews, for each a ∈ A i , we calculate a score score(a, R i ) as follows:
10 A discussion about the available grammatical categories is out of scope to this paper. However, one of the most popular tagset, the Penn Treebank tagset, contains 36 categories for words. We suggest to refer to [23] for further reading about POS-tagging.
In the previous formula, n a,R i is the number of sentences mentioning the aspect a in R i , while pos(a, R i ) and neд(a, R i ) represent the number of sentences conveying a positive and negative opinion according to the output of sentiment analysis algorithm, respectively 11 . Thus, the second factor of the formula counts the ratio of sentences that associate a positive opinion to that aspect. Next, IAF (a, R i ) is the inverse aspect frequency, an adaptation of the classic IDF 12 that tries to smooth the score of very popular aspects. Finally, α and β are two parameters that weigh more the popular aspects or those that positively polarized the opinion of the users, respectively.
The rationale behind Formula (1) is to give a higher score to those aspects that are relevant and distinguishing. The relevance is given by the number of reviews that discuss a particular aspect, while if the community has a positively polarized opinion towards an aspect, it is labeled as distinguishing. At the end of this step, the aspects are ranked according to their descending score and the top-K are passed to the Generation module. By referring again to the example in Figure 1 , it is likely that aspects as movie or masterpiece would decrease their importance due to their popularity, at the expense of other aspects as image, actor, sound and story-telling which are likely to be more distinguishing and included in the final justification.
Generation
Once the most relevant aspects discussing the item have been obtained, the final step of the workflow is carried out by the Generation module. The goal of this component is to combine the aspects returned by the Aspect Ranking module in a natural language justification that is provided to the user to support the recommendation she received.
As we previously did in [26] , we generate our justification by filling in a template-based structure. However, differently from our previous work, we used some excerpts extracted from the reviews rather than some descriptive properties gathered from some external knowledge source as the Linked Open Data cloud.
Intuitively, for each aspect a returned by the Aspect Ranking module, we scanned through all the sentences in R i by looking for an excerpt that discusses the aspect a with a positive sentiment score. Next, such excerpts are merged and combined by adopting a template-based structure. One of the templates we adopted, including two relevant aspects 13 and presented by exploiting the Backus-Naur Form, follows: (BNF) 14 : ⟨justification⟩ ::= ⟨intro⟩ because ⟨excerpts⟩ ⟨intro⟩ ::= I suggest you ⟨item_name⟩ | I propose you ⟨item_name⟩ | I recommend you ⟨item_name⟩ ⟨excerpts⟩ ::= ⟨first_static_phrase⟩ ⟨review_excerpt⟩ . ⟨adverb⟩ , ⟨second_static_phrase⟩ ⟨review_excerpt⟩ .
11 Sentences conveying a neutral opinion were ignored. More details about the sentiment analysis algorithm used in the pipeline are provided in the next Section. 12 As the IDF calculates the number of documents that contain a terms, the IAF counts the number of items in which at least one review discusses the aspect a. The lower the number, the higher the IAF score. 13 In the experimental evaluation we compared two different templates including different number of aspects Due to space reasons we only report one of them. 14 https://en.wikipedia.org/wiki/Backus-Naur_form Clearly, not all the available excerpts can be used in such a template. In order to generate a compliant justification we need to look for excerpts following a specific structure.
Unfortunately, due to space reasons, we cannot provide full details of the set of patterns we used to identify the compliant patterns. For the sake of simplicity, we can state that we defined a set of patterns that identify valid excerpts. Each pattern is expressed as a combination of POS-tags and wildcards. As an example, a valid pattern is represented by a noun, a verb at the third person singular and at least an adjective. As regards the verbs, we only chose sentences containing a verb having the third person singular (e.g., The movie has a great cast, The cast was great.) to personal forms (e.g., I liked the cast of the movie!) since they better fit our template structure. In total, 18 different templates that could be exploited to fill in our justifications were defined. Finally, it is worth to note that we ignored the sentences conveying a negative opinion since we wanted to build a justification only based on the positive characteristics of the item.
To sum up, at the end of such a pipeline we can provide each recommended item with a natural language justification which is built by collecting and combining excerpts of the reviews that combine specific and relevant aspects of the movie. As an example, the justification returned by running our pipeline and by exploiting the main two aspects of the movie "300" follows:
"I recommend you 300 because people who liked the movie think that the war scenes are really well done. Moreover, people liked 300 since the soundtrack is very appropriate. "
In this case the main aspects which are identified by mining users' reviews are scenes and soundtrack. For each aspect we looked for compliant excerpts and we combined them in the final justification. In the next section, the effectiveness of such a methodology will be evaluated by carrying out a user study.
Discussion
In this section we have described the main components of our pipeline to generate a natural language justification supporting the recommendations returned by a recommendation algorithm.
Clearly, our methodology has a lot of room for improvement. First, it is worth to note that the justifications we generate are not personalized, that is to say, all the users will receive the same justification for the same item. This is a limitation of the current approach that will be tackled in future work, since it is likely that the inclusion of the preferences of the target user can lead to more targeted and tailored justifications. However, this choice also brings benefits since all the justifications can be computed off-line and can be generated once for all the users. This makes the methodology very suitable to be integrated in real time environment and scenarios, since no significant computation is needed.
Moreover, more sophisticated techniques need to be evaluated for both the Aspect Extraction and Aspect Ranking steps. As regards the Aspect Extraction, we preliminarily evaluated some strategy to identify more complex aspects, as bi-grams, but an empirical analysis of the output let us assess that the resulting increase in complexity did not lead to a tangible improvement in the quality of the justifications. Similarly, different techniques for aspect-level sentiment analysis may be took into account [32] . We will carry out further investigations to better implement and optimize these modules.
To conclude, a comparison of our methodology to the current literature in the area, let us emphasize the novelty of the current work as follows:
• Differently from [9] , we did not bound the potential aspects to a pre-defined and fixed set. Conversely, we let the algorithm identify the most relevant aspects by itself, and this is likely to lead to more differentiated and heterogeneous justifications that rely on a potentially larger set of aspects.
• Differently from [24] , who just showed to the user the main characteristics of the item emerging from users' reviews, we generate a justification based on natural language templates which is filled in with reviews excerpts. Even if the extraction and identification process follow two similar strategies, our approach aims to build a more comprehensive justification since the adoption of natural language makes the output closer to the way people justify and explain their suggestions to other people.
• Differently from our previous research [26, 27] , we built a natural language justification by exploiting users' reviews instead of looking for overlapping properties that describe both the recommendation and the user profile. In this case, our intuition is that our new strategy generates a justification which may result as less trivial than that built by using our previous framework (e.g., you should watch '300' since you liked other movies shot by the same director).
• Differently from [6] , we generate a natural language justification that completely relies on natural language processing and sentiment analysis techniques, without involving crowdworkers and crowd-sourcing platforms.
• Up to our knowledge, none of the explanation strategies based on users' reviews was evaluated through a withinsubject user study that compares the proposed algorithm to other methodologies presented in literature.
EXPERIMENTAL EVALUATION
The goal of the experimental session was twofold: to evaluate the effectiveness of different configurations of our review-based justifications, on varying on different combinations of the parameters of the pipeline (Experiment 1), and to compare our new reviewbased methodology to our previous approach based on descriptive features gathered from the Linked Open Data cloud (Experiment 2).
To this end, we designed a user study involving 286 subjects (male=76.3%, degree or PhD=48.4%, already used a RS=91.0%) in and 62.78% of the sample, respectively. Our sample was obtained through the availability sampling strategy, and it includes students, researchers in the area and people not skilled with computer science and recommender systems. As in [37] , we evaluated the following metrics: transparency, persuasiveness, engagement, trust and effectiveness.
Movies Books

Experimental Protocol
To run the experiment, we deployed a web application 15 implementing the methodology described in Section 3. Experimental Design. As regards Experiment 1, we run a the experiment in a between-subject fashion, that is to say, each user was randomly assigned to a configuration of our pipeline, and he evaluated the justifications for both the domains. The order the domains were presented to the user was randomized. Clearly, the user was not aware of the specific configuration he was interacting with. Conversely, for Experiment 2, we run a within-subject experiment, that is to say, all the users were provided with two different explanation styles (i.e., review-based justifications and the explanation built through ExpLOD [26] ) and we asked the users to evaluate both of them. It is worth to note that we did not evaluate any other baseline since in our previous work we already showed that our framework perform better than other explanation styles.
Data Acquisition and Data Mapping. In order to run our pipeline, we carried out the following three steps: (1) First, we needed a dataset of items to be recommended, thus we gathered a subset of the well-known MovieLens and BookCrossing datasets for the movie and book domain, respectively 16 . Such a subset contains only the items mapped to DBpedia [1] . It is worth to note that we limited our data to the items available in DBpedia since the baseline we used in Experiment 2 relies on the descriptive features available in the Linked Open Data cloud. (2) Next, we needed some textual reviews discussing the relevant and distinguishing aspects of the items, thus we collected a set of Amazon reviews about movies and books 17 . (3) Finally, we carried out a manual mapping of the movies and books available in the review dataset with those available in the movies and books datasets.
At the end of the mapping process, run by matching the name of the items with the ASIN number 18 available in the review database, we obtained a set of 307 movies and 333 books that we used to run 15 https://tinyurl.com/review-based-justifications 16 http://sisinflab.poliba.it/semanticweb/lod/recsys/datasets/ 17 http://jmcauley.ucsd.edu/data/amazon/links.html -Only the reviews available in the 'Movies and TV' and 'Books' categories were downloaded. 18 Acronym for Amazon Standard Identification Number -https://en.wikipedia.org/wiki/Amazon_Standard_Identification_Number the experiments. Some statistics about the datasets is provided in Table 1 . To guarantee the reproducibility of the experiments, we made available the mapping of the data and the reviews we used in the experiments 19 .
Parameters of the Experiment. In order to evaluate different configurations of our pipeline, we compared four different alternatives of the algorithm, obtained by varying Justification Vocabulary and Justification Length.
As regards the length, we compared long and short justifications, depending on the number of aspects that were returned by the Aspect Ranking component. Short justification contained two aspects while long justifications contained four aspects. These values were set in an empirical fashion. We also took into consideration having a higher number of aspects, but an empirical and preliminary analysis showed that a higher number of aspects returned very long and unsatisfying justifications, thus we did not evaluate further configurations. As regards the vocabulary, we evaluated both static and complete vocabularies, depending on whether a fixed and predefined list of aspects was used or not. Static lists were based on 50 static aspects, that were defined by using domain knowledge and by exploiting design choices of previous research in the area. It is worth to note that when configurations based on fixed aspects were exploited, we did not need to run the Aspect Extraction. Conversely, we only executed the Aspect Ranking by using as input the pre-defined set of aspects and we used the top-K aspects to generate the justification. Parameters α and β in Formula (1) were set to 0.5 after a rough tuning. To sum up, the combination of the values for justification vocabulary and justification length led to the four configurations we compared in the experiments.
Implementation details. Recommendations were generated by using Personalized PageRank (PR) [15] as recommendation algorithm, as in our previous work [26] . To implement the recommendation algorithms we exploited Jung framework 20 and PR was run by using the default settings (80% of the weight distributed on the nodes the user liked). For the Aspect Extraction and the Aspect Ranking modules, we exploited the algorithms available in CoreNLP 21 . To identify the sentiment conveyed by the single sentences, we used the Stanford Sentiment Analysis algorithm 22 . As regards the Generation phase, we only took into account sentences whose sentiment was labeled as positive or very positive.
In a nutshell, each user involved in the experiment carried out the following steps:
(1) Collection of Demographic Data. First, we asked the users to provide some basic demographic data and to indicate their interest in movies and books domains.
(2) Preference Elicitation and Generation of the Justifications. To gather user preferences, we asked users to explicitly rate at least three items for each domain, chosen among a randomly generated subset of 20 movies and 20 books extracted from the datasets. Once the profiles were built, recommendations were generated by running the recommendation algorithm. We used the preferences of the users and the top-1 recommendation to feed our framework. Figure 3 : Screenshot of the platform during the withinsubject part of the experiment (3) Between-subject Evaluation through Questionnaires. Next, we asked the users to fill in a questionnaire to evaluate the quality of the justification. Each user was asked to evaluate the previously presented metrics through a five-point scale (1=strongly disagree, 5=strongly agree) and to evaluate how much she liked that suggestion. The questions the users had to answer are presented in Table 2 . Finally, in the last part of the experiment, each user had to enjoy a trailer of the movie and an excerpt of the book, and had to evaluate again the movie and the book after watching the trailer and reading the excerpt.
(4) Within-subject Evaluation through Questionnaires. Finally, we asked each user to evaluate the explanation style they preferred between our review-based methodology and a featurebased explanation built through ExpLOD. As shown in Figure 3 , we provided the user with both the explanations in the same screen, and we asked them to select the best one in terms of transparency, persuasion, engagement, trust and effectiveness. The whole experiment took less than 5 minutes 23 .
Evaluation Metrics. We evaluated transparency, persuasiveness, engagement and trust of the recommendation as the average score collected through the user questionnaires, while the effectiveness was calculated as the normalized difference between the pre-and post-trailer ratings and pre-and post-excerpt ratings the user provided for the recommendation. It is worth to note that we asked the user to evaluate the quality of the recommendation by just considering the information available in the justification. In this case, we followed the evaluation protocol proposed by Bilgic et al. [3] , whose insight is that an effective explanation may help the user to evaluate to what extent she would like the recommendation, even before enjoying it.
For each configuration of the pipeline more than 70 observations were collected. Given that in [21] the minimum acceptable sample size for each experimental condition was set as 73, we can state that our experiment guaranteed the significance of the results.
Discussions of the Results
The results we obtained for Experiment 1 are reported in Table 3 and Table 4 for the Movie and Book domain, respectively. Each line of the tables represents a different configuration of the pipeline, while the values represent the average scores given by the users for 23 The platform is available online and the experimental protocol can be still run.
aim question transparency (TRA) "I understood why this movie was recommended to me" persuasion (PER) "The justification made the recommendation more convincing" engagement (ENG) "The justification helped me discover new information about this movie" trust (TRU) "The justification increased my trust in the recommender system" effectiveness (EFF) "I like this recommendation" that specific metric. The higher the better, except the effectiveness where the best configuration is the one closer to zero. The first result emerging from the experiment is that longer justifications based on static list of aspects obtained the best results for most of the metrics. However, in many comparisons, short justifications based on the complete list of aspects are the second best configuration and obtained very similar results, with a very tiny and often not significant gap. This is a very interesting finding, that leads to the main outcome of this first experiment: when we generate our justifications by exploiting only fixed list of (relevant) aspects, users tended to prefer long justifications to short ones. This is confirmed for all the metrics we took into account. Thus, it is likely that giving more information to the user, established that the aspects provided in the justifications are bounded to relevant characteristics, leads to a more transparent, convincing and persuading output.
Conversely, when the justifications include all the available aspects the algorithm is able to discover, shorter explanations tend to be preferred. In this case, our conjecture is that the absence of any filter leads to a strategy that may introduce some noise, especially when a longer list of aspects is returned. This can make the output less convincing and satisfying. However, it is worth to note that the Complete configuration obtained the best results for the transparency. In this case, it is likely that the inclusion of a larger set of characteristics can provide the user with a wider and clear justifications of the behavior of the recommender systems.
The same findings also hold for the Book domain, since shorter justifications are preferred when the complete set of aspects is taken into account, while longer justifications obtained best results with the static list of relevant aspects. It is worth to note that also for the Book domain the most effective justifications are those obtained without limiting the vocabulary of the aspects. Overall, we can state that the consistency of the outcomes in both the domains is an interesting and important results, that further confirms the strength and the soundness of our methodology.
Finally, it is important to state that these results also confirmed the general effectiveness of our methodology. Indeed, scores higher than 3.00 (equivalent to 'partially agree' as answer) were obtained for all the metrics. Even if this may emerge as a secondary outcome, it is a very interesting and important result since the idea of combining reviews excerpts in a natural language justification supporting a recommendation through a fully automated pipeline was a poorly investigated research line, thus the overall effectiveness of the justifications that are generated is not a trivial outcome and it is worth to to be underlined.
Next, in Experiment 2 we compared our review-based justifications to the to the explanations generated through ExpLOD [26] in a within-subject experiment. Due to space reasons, we only report the results of the comparison between the best-performing configurations emerging from Experiment 1 to the feature-based explanations that rely on the properties available in Linked Open Data cloud for all the metrics we evaluated. Specifically, we used short justifications based on complete aspects for transparency and effectiveness, and long justifications based on static aspects for persuasion, engagement and trust.
As shown in Table 5 and Table 6 , most of the users indicated that they preferred our review-based methodology for building natural language justifications. This finding is confirmed for both the domains and for all the metrics we took into account. It is worth to note that the best results for the Movie domain were obtained for the engagement. This means that the users asserted that the exploitation of reviews data can help discover new information about the recommended item. This was an expected outcome, since feature-based explanations usually provide effective justifications Table 6 : Results of Experiment 2 for Books domain. The configuration preferred by the higher percentage of users is reported in bold.
but they typically rely on very popular and well-known characteristics of the movie, as the actors or the director. Conversely, through the automatic analysis of users' reviews more particular and specific aspects of the movie that impressed the user can emerge, and this can let the users discover new information and lead them to a more informed decision about the quality of the recommendations. Similar outcomes were noted for the Book domain, where the review-based explanations were preferred again by the users for all the metrics, with a huge gap with content-based explanation for all the choices. These outcome definitely confirmed the effectiveness of our intuitions and showed that the automatic extraction of relevant and distinguishing aspects of the items can provide users with effective and transparent justifications.
CONCLUSIONS AND FUTURE WORK
In this paper we presented a methodology to build a natural language justification supporting the suggestions generated by a recommendation algorithm. Our approach relies on the analysis of users' review to identify relevant and distinguishing characteristics of the items. Excerpts of users' reviews discussing such characteristics are extracted and dynamically combined in a template which is finally presented to the user as justification of the recommendation. In the experimental evaluation we carried out a user study that confirmed the effectiveness of the approach, since our reviewbased justifications were preferred by most of the users to a classic feature-based explanation.
The current version of the methodology leaves a lot of space for future work. First, justifications can be personalized, by exploiting also a representation of users' interests and preferences [11] encoded in a user profile, and can be evaluated in scenarios that require transparent personalization mechanisms, as the finance domain [28] . Moreover, the modular structure of our pipeline makes easy to implement different algorithms for all the components involved in the workflow. As an example, the current algorithms can be replaced with more sophisticated techniques for aspect extraction and different strategies for sentiment analysis, thus leading to even more satisfying and precise justifications.
Finally, a promising research line is represented by the generation of hybrid justifications that combine elements gathered from user-generated content (as the reviews) with descriptive characteristics of the items as the actor or the director of a movie, in order to merge the precision of structured features with the richness of the information obtained by mining users' reviews.
