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I. MAIN RESULTS 
In 1912 W. H. Young [l] showed that the cosine polynomials 
are nonnegative whenever - 1 < CL < 0. Rogosinski and Szegij [2] extended 
this result to - 1 < CL< 1. They also showed that there is a number A, 
1 < A < 2[1 + (2)““], such that the polynomials Tna(B), n = 0, I,..., are 
nonnegative for - 1 < (Y < A, while this is not the case for (Y > A. In the 
following theorem we determine this constant A which, as far as the author 
is aware, has not previously been determined. 
THEOREM 1. Let A be the positive root of the equation 
9ar’ + 55~8 - 140~~ - 94801~ - 324701~ - 5013~~~ - 378001- 1134 = 0. (1) 
If - 1 < (Y < A, then TBa(e) > 0, n = 0, I ,... . However, if cx > A then 
T,“(B) < 0 for some 8. 
An elementary computation yields 
A = 4.5678018... (2) 
Besides A being “best possible,” it is the large value of A in comparison to 1 
which creates difIiculties not encountered by Rogosinski and Szegii in [2, 
p. 851. Theorem 1 is an immediate consequence of (2) and the following 
three lemmas. 
LEMMA 1. Let A be defined as in Theorem 1. If - 1 < a: < A, then 
T,“(B) > 0, n = 0, 1,2, 3. However, if LY > A then T3a(0) < 0 for some 0. 
* Supported in part by National Science Foundation Grant GP-6764. 
60 
JACOBI POLYNOMIALS 61 
LEMMA 2. Let (Y > /3 > - 1. If T,“(B) > 0, k = 0, l,..., n, then 
T,B(tq 2.0. 
LEMMA 3. If n > 4 and LY = 4.57, then Tna(B) > 0. 
Before proving these lemmas, we give some extensions of Theorem 1. 
THEOREM 2. If a0 > a, 2 -a- > a, > 0, then 
u2 cos 28 
+ 2+A +*‘-+ 
a, cxx ne 
n+A 3 0. 
THEOREM 3. If - 1 < M < A, then 
& + il & 0 cc@ k4 3 0. 
3-l 
THEOREM 4. Let CmA(x) be the ultrusphekcal polynomials of degree n, 
order h, h > 0, defined by [3, Vol. 2, p. 177, (29)] 
(1 - 2xz + x2)-* = f C,A(x) z”, IZI <l. 
n=o 
If - 1 < 01< A and Xj > 0, then 
THEOREM 5. Let Pzsb’ (x) be the Jacobi polynomial of degree n, order (a, b), 
a, b > -- 1, defined by [3, Vol. 2, p. 169, (lo)] 
(1 -x)“(l + x)“P~,b)(x) = $$&g[(l - x)]“‘“(l+ x)n+b]. 
If - 1 < 01< A, U, > bj , and uj > - 1 - bj , then 
i& + kg z&p1 P?‘%‘(l) ’ 
m ~~~~~~~~~~~ ej) , o 
* 
Theorems 2 and 3 are obtained from Theorem 1 by summing by parts and 
by using 
2 cos ne cos n+ = cos qe + 4) + cos n(O - d), 
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respectively. Theorem 4 follows from Theorem 3 and the formula, due to 
Seidel and Szhz [4, p. 411, 
GA(x) ---= s r7 cos ne d/.&(e), G”(l) 0 
where - 1 < x < 1, h > 0, n = 0, l,..., and dp(6) is a positive measure of 
total mass one which depends on x and h but is independent of n. Then, 
applying 
G”(x) =- 
CnA(l) 
and Bateman’s integral (use [3, Vol. 2, p. 170, (16)] in [3, Vol. 1, p. 78, (2)]) 
P(a+c.b-c)(x) l-p2 + c + 1) 1 
(l - X)a+c f++c,b-c,(l) = 
a 
r(a + 1) r(c) 2 Cl - y, 
valid when 0 < c < 1 + b, we obtain Theorem 5. 
II. PROOF OF LEMMAS 
We partially follow the argument in [2]. 
PROOF OF LEMMA 1. Clearly 
1 
TOW = I+cw > a TlW = 
1 + cos 0 > o, 
1 + o1 
and 
2 
‘a%(‘)=2 cosB+4+4cu [i 
for 
- 1 < OL < 2[1 + (2)““] = 4.8284... . 
Let x = cos 0. Then 
v T3u(f2) = ~3 +s x2 - - 3+a 
01 2;2ax+ 4(I + 4 (2 + 4 
= x3 + px2 + qx + I =f(x; a>. 
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The polynomialf(x; CX) has at least two equal real zeros if and only if A = 0, 
where 
A = 27b2 + 4a”, 
a = 4 (3!7 - P”), b = & (2p3 - 9pq + 271,). 
Since A is a (strictly) positive multiple of 
- 9a’ -- 5501a + 1401~ + 948014 + 324701~ + 5013~~~ + 3780,x+ 1134, (3) 
Eq. (1) holds if and only if A = 0. Denoting the (unique) positive root of (1) 
by A, we find from (3) that A < 0 for OL > A. Hence f(x; 01), 01 > A, has 
three real and unequal roots. Since f(x; 01), 01 > 0, has a relative minimum in 
(- 1, l), it follows that if 01 > A thenf(x; a) < 0 for some point in (-1, 1). 
Also, sincef(- 1; A) > O,f(l; A) > 0, andf(x; A) is tangent to the x-axis, 
f (x; A) has a zero in (- 1, 1) and is nonnegative in [- 1, 11. Interpreting 
these statements in terms of T3@(6) and applying Lemma 2, we get Lemma 1. 
PROOF OF LEMMA 2. Sum by parts. 
PROOF OF LEMMA 3. Let OL = 4.57 and n 2 4. It may be assumed that 
0 < 0 < n. We write 
Tnw = 2or(l + a) 
cu-1 +~+f?c+~+...+~ 
and sum by parts twice, using 
cos kf3 = 
sin(2n + 1) 5 sin(2K + 1) $ sin2(n + 1); 
zzz 2sin$ ; f . 2 sin 2 sin2 
This gives 
v(e) = & + nf2 
sirP(k + 1) t 
k=l (k + a) (k + 1 + a) (k + 2 + a) sin2 f 
e 
sin2 n - 
+ 
2 
+ 
sin(2n + 1) $ 
2(” - 1 + a) (n + a) sin2 + 2(n + a) sin G 
=&+ni2Qk+Qn-l+Qn. 
k=l 
(4) 
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Therefore Tna(8) > 0 whenever 
4kv 
2n + 1 
< (j < Wk + 1) 7r 
2n+1 ’ 
k = 0, I,... . 
Also from (4) 
and so Tna(6) > 0 when the condition 
(n + 4 > (1 + 4 (2 + 4 (3 + 4 
sin t [(I + a) (3 + a) + 8 toss +] 
= R 
is satisfied. This is the case when n > 10 and 4~r/15 < 0 < 7r. For, setting 
y = sin(0/2) and 
g(y) = sin + [(I + a) (3 + a) + 8 co.+ ;] 
=y[(l + 4 (3 + 4 + 8 - WI, 
we see that g(y) is a concave function of y, since g*(y) = - 48y < 0. Hence, 
when 4rr/15 < 0 < W, 
g(y) 3 min [g (sin g) , g(l)] > 19.7, 
so that 
R < (1 + 4 (21+7a) (3 + 4 < 14.2 < 10 + cz. 
In what follows we shall frequently use 
and 
sin 4 sin 13 -<-- + e61, o<e<+e, (5) 
sink+ ’ 
-&-<y;, k 3 1, o<e+p+, 0 < k$ < v, (6) 
which are easy to prove. 
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Before turning to 4 < n < 9, we complete the proof for n >, 10. Then it 
remains to consider the intervals (27~/(2n + 1), 4rr/(2n + 1)) and 
(6r/(2n + 1), 47r/15). 
If 6rr/(2n + 1) < 8 < 4?r/15, then by (5) 
Q&9 = 
sin(2n + 1) ; 
a- 
2n + 1 
2(fz + a) sin + 
2n > - .ll, 
45(n + a) sin -15- 
and so from (4) and (6) 
TnV> 2 & + Qd4 + *** + Q&Q') + QnW 
>.0761+e,(g)+*.*+Q,($)-.ll 
> .114 - .ll > 0. 
The interval (2~/(2n + 1), 4?r/(2n + 1)) is the most difficult one to handle. 
For any t9 in this interval 
sin(2n + 1) g 47r sin(2n + 1) 
a 
3 
sin - 8 2 218 sin 2rr 21 
= 242n + 1) sin+ > _ 
27T d 
. 221pn + 1) , (7) 
21 sin 21 
where we set 4 = (2n + 1) e/2 and used the fact that 
sin $J 
- > - .2173, 
4 
?r<+<277. 
Now we partition our interval into three parts: 
409/26/1-s 
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If I? ~1, then, writing 8’ = 14a/9(2n + l), 
sin(2n + 1) + 
!A&> + Qn(e> 3 ’ 
sin2 no’ 
2(n + a) (n - 1 + CX) sin2 19’ + e 
sin - 2 
i 
\ 
1 
81(2n + 1)2 sine $- 
> 2(fl + 4 19&2@ _ 1 + a) - -221(2n + l) 
> -.1866, 
by (6), (5), and (7); so that 
T,=(e) > .0761 + 81(g) + *.. + Qa (2) + Qn&‘> + Qnn(4 
> .I87 - .1866 > 0. 
Next we observe that Qnbl(e) + Qn(0) is an increasing function for t9 E Jn . 
A diffrentiation shows that this is the case if, setting 4 = 8/2 and /3 = 01 - 1, 
sin 4{n sin 2n+ - (n + /3) sin(2n + 1) 4 cos 4) 
+(2n+1)(n+~)c0~(2n+1)~sin~~-2sin~~cos~>0. (8) 
Since the expression in braces equals 
- n cos(2n + 1) 4 sin 4 - p sin(2n + 1) I$ cos 4, 
(8) follows from 
[(2fl + 1) (n + /3) - n] cos(2fz + 1) 4 sin2 4 - 2 sin2 n$ cos + 
> 3136(2n2 + 2@2 + /9) 14~ 207r - - 9(2n + 1)s cos 9 sin2 E 2 sin2 27 
, 4(2f3 + 2b + 13) 
(2n + 1j2 
- 1.1 > 0. 
Hence, for BE Jn, 
. 14Tr 
Q&4 +Qm B l 
I 
sina net sm- 9 
2(n + ~4) (n - 1 + a) sin2 B’ + sin 8 
(2n + 1) I 
9(2n + 1) sins $- 
147r 
b 
42(n + a) sin $- 147r(n-l++) fSinT 1 
> .17, 
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where 8’ = 14n/9(2n + l), and so 
Tna(0) > .0761 +Q1 (;) + --a +Qs (;) - .17 
> .171 - .17 > 0. 
QnU? Z 
4(2n + 1) sin $ 
2T > - .14, 
147(n + CX) sin 21 
and so 
T,"(@ > .0761 + Q1 ($) + **a + Qs (2) + Qn(Q 
> .15 - .14 > 0, 
which completes the proof for n > 10. 
By using more partitions the above argument can be extended to the case 
4 < n < 9. However, it is much easier to compute the minimum of each 
Tsa(B), 4 < n < 9. We then find, for 01 = 4.57, that Tha(8) > .OOl and 
T,“(B) > .005, 5 < n < 9. This concludes the proof. 
III. REMARKS 
Since (after correction of a misprint in [3, Vol. 2, p. 174, (611) 
lim G”(cos 0) 
a-to c;(l) 
P;+-*)(cos e) = cos ne 
= p;-+,-+‘(l) , 
the last statement in Theorem 1 shows that Theorems 3-5 are “best possible” 
in the sense that their conclusions are false for 01 > A. However, their con- 
clusions can be strengthened for particular values of the parameters. For 
example, Feldheim [5] showed that 
n GV) 
k?. C,2(1) ’ O, -l<x<l, AZ&. 
The maximum range of X for which this inequality holds is still unknown. 
See the comments by SzegCj in [S]. Related results have been obtained by 
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James Fitch in his Doctoral Dissertation, University of Wisconsin, Madison, 
1968. 
In [6] is given a very short proof of a theorem of P. Turan from which the 
classical inequality 
sin e + 
sin 28 2 + . . . + !g > 0, o<e<rr, 
follows directly. It would be of interest if such a proof could be found for 
special cases of Theorem 1. 
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