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The performances of PCs and game consoles with the networking capability are both im-
proved year by year, whereas their costs are decreasing dramatically. Therefore, more users
would easily connect their own PCs and game consoles to the Internet. As well as current web
contents and file sharing, individual computing resources such as CPU cycles and application
programs will also be traded with each other on demand via the network. As a result, indi-
viduals can obtain necessary resources from the internet to cover the capability shortage of
their own computing resources whenever they need. This makes individuals possible to use
their own computing resources for a longer time than ever before, and they will be able to
avoid frequently upgrading their hardware resources. A computing infrastructure sustained
through mutual use of individual computing resources is also needed to promote an ecological
and sustainable society.
To realize such a resource sharing environment, named a ubiquitous grid computing envi-
ronment, one of the most important functions is to discover adequate resources efficiently from
quite a large number of resources on the network. Since users with their resources join the
environment in an ad-hoc manner, it is impossible to administrate the whole environment in a
centralized manner that has been employed in the conventional computing environment.
P2P (Peer to Peer) is becoming a key technology to realize ubiquitous computing fields by
using the pervasive deployment and high-speed connecting of computers through the network.
However, P2P systems tend to waste the network bandwidth for resource acquisition because
of their flooding search mechanism.
The objective of this dissertation is to establish a method to efficiently retrieve adequate
resources from quite a large number of resources on the network. To this end, this dissertation
proposes a resource discovery mechanism for P2P-based ubiquitous grid computing systems
to effectively reduce the number of resource request queries over the physical network. The
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proposed mechanism is designed based on the following three ideas.
The first one is to exploit the user’s locality of interests so as to reorganize the topology of
an overlay network. Resource discovery for a specific interest is localized only within a cluster
of resources, which is a small part of the overlay network consisting of computing resources
being used by other users with similar interests.
The second one is to use the heterogeneity in performance of resources in a ubiquitous grid
computing environment. Since each resource has different functions and performance, it is
used by the others at a different frequency. Therefore, the area of query flooding should be lim-
ited by a dynamic adjustment mechanism of logical links that gives a lot of logical links to the
frequently used resources. In addition, by taking into account the heterogeneity in the under-
lying physical network, reorganization of an overlay network can reduce the communication
latency and the traffics for resource discovery.
The last one is to filter the resource requesting queries by classifying resource attributes
into two groups: a static attribute group and a dynamic attribute group. The attributes classi-
fied into the static attribute group are managed in a centralized manner, while the attributes
in the dynamic attribute group are managed in a decentralized manner. The information of
static attribute group spreads over an overlay network when a logical link is reconnected to
reorganize the overlay network. In resource discovery, a query is first filtered with static at-
tributes to limit the area of query flooding, and then it is compared directly with dynamic
attributes on each resource.
The proposed self-organizing resource management mechanism can realize high resource
discovery efficiency by combining the above three ideas. Performance evaluation is carried out
theoretically and experimentally. The evaluation results indicate that the proposed mechanism
is well-suited for the resource discovery required by the ubiquitous computing, compared with
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The Next Generation Network (NGN) is now attracting a great deal of attention
as a next generation network infrastructure and incorporates a number of useful
features, such as high-security, high availability and so on [1]. In particular, the
open interface of NGN is expected to provide many services over the network as
a “Software as a Service” (SaaS) infrastructure. With the popularization of NGN,
various resources such as computers (PCs), game consoles, cameras, telephones
and sensors will be connected to the network.
The development and deployment of PCs, PDAs, game consoles, and broad-
band network facilities throughout the society give a great potential to NGN as
a huge pool and/or a trading space of computing and data resources over the net-
work. In a future ubiquitous computing environment, everyone can easily joins
a virtual computing field and synthesize his/her useful computing environments
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on demand with the resources provided by the other participants. In such a com-
puting environment, home users would also play an important role as active re-
source providers. Hereafter, in this dissertation, a resource provided by the others
is called a service resource, and a user who uses the service resources is called a
resource user. The resource of a user is called a client if it is viewed from the user.
The performances of PCs and game consoles with the networking capability
are both improved year by year, whereas their costs are decreasing dramatically.
Therefore, more resource users would easily join the ubiquitous computing envi-
ronment with their home computing appliances. As well as current web contents
and file sharing, individual users’ service resources such as CPU resources and ap-
plication programs would also be traded with each other on their demand to cover
the capability shortage of their computers via the network. This makes the users
possible to use their own computing resources for a longer time than ever before,
and they will be able to avoid frequently upgrading their hardware resources. A
computing infrastructure sustained through mutual use of individual computing
resources is also needed to promote an ecological and sustainable society.
To realize a flexible coordination of distributed service resources on the net-
work such as CPU cycles, databases, and specific functionalities, many researches
on Grid computing [2, 3] and distributed computing projects [4, 5, 6] have been
conducted so far. However, although participants provide their own service re-
sources to the projects, they cannot freely use the service resources of the others to
execute their applications on the virtual computing environment. Therefore, it is
necessary to establish an infrastructure realized by mutual use of many service re-
sources connected to the Internet where participants can also demand CPU power
and applications at anytime and anywhere. Figure 1.1 illustrates the concept of
such an infrastructure named Ubiquitous Grid Computing Infrastructure (UGCI)
assumed in this dissertation. UGCI is realized by mutual use of many various in-
dividual service resources, connected to the Internet. As UGCI consists of quite
　 2
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a huge number of resources, it is difficult to manage all the resources in a cen-
tralized fashion; there is no centralized administrator who manages all the service
resources.
When designing the ubiquitous computing environment as mentioned above,
one important research issue is how efficiently adequate resources can be found
from a large number of resources. Since users and their resources may join the en-
vironment in an ad-hoc manner, it is hard for centralized mechanisms such as the
Globus Toolkit [7, 8, 9] to efficiently manage all the resources in the environment.
Figure 1.1: Ubiquitous Grid Computing Infrastructure Environment.
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P2P [12, 13] is an emerging infrastructure for resource sharing in a distributed
fashion. Napster [14], Gnutella [11], and BitTorrent [15] demonstrate P2P’s capa-
bility in file sharing and data exchanging over the Internet. However, the recent
popularity of P2P-based file sharing systems in the Internet community exposes
their inefficiency in resource exploration and acquisition. For example, Gnutella
has been designed to realize a fully decentralized P2P file sharing system includ-
ing the directory service of resources. However, to search for a file in Gnutella, a
client peer broadcasts requests over the entire P2P network via the relay of partic-
ipating peers. This is called query flooding search [16]. The scalability is limited
because the bandwidth is wasted to process the large number of messages deliv-
ered for searching among peers. Even though a mechanism of duplicating and/or
caching data works well for file-sharing P2P systems, it is useless to find avail-
able CPU cycles and/or functionalities among peers for trading and to find service
components provided by specific peers for new personal services composition on
demand [17, 18].
To limit a resource exploration space, but still achieve a high resource discov-
ery rate over a large scale P2P network, one approach is to configure a so-called
small-world network [19] as a search space, in which peers are highly clustered
with some specific interests, and the presence of even a small number of bridges
between clusters can dramatically reduce the lengths of paths in the network. An
overlay network, which realizes a small-world, constructed on the physical network
is required to optimize a search space.
The main objective of this dissertation is to establish a fully-decentralized re-
source discovery mechanism for UGCI, which has an efficient method to reduce the
number of query messages for resource discovery and also the number of hops for a
query message to reach requested resources. To this end, this dissertation proposes
　 4
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a self-organizing resource management system that can dynamically organize an
appropriate search space over a large-scale P2P overlay network. This system can
restrict the network traffic required for query flooding based on the following three
ideas. The first one is the exploit of the locality of users’ interests. The second is
the exploit of the heterogeneity in performance of service resources in a ubiquitous
environment. The last one is the filtering of the resource requesting queries by
classifying the service resource attributes into two groups: a static attribute group
and a dynamic attribute group. The proposed system can effectively restrict the
service resource exploration space of each resource user.
　 5
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1.3 Organization of the Dissertation
This dissertation is organized as follows. Chapter 1 describes the background and
motivation of this dissertation. In particular, Chapter 1 describes the concept of
UGCI and the basic strategy to construct it.
Chapter 2 evaluates existing resource discovery models in terms of their adap-
tation to UGCI, and points out their problems. Then, the requirements for resource
discovery in UGCI are clarified. In addition, Chapter 2 describes the related work
of this dissertation.
Chapter 3 proposes a self-organizing overlay network management system (SO-
RMS) and estimates the base performance of SORMS. SORMS reconnects service
resources with logical links based on users’ locality of interests to limit a resource
exploration space.
Chapter 4 proposes a network management mechanism considering the hetero-
geneity of service resources. The proposed mechanism consists of two functions.
One is to adjust the number of logical links dynamically, and the other is to op-
timize the discovery latencies. This chapter incorporates the mechanism into the
basic SORMS proposed in Chapter 3, and evaluates the performance improvement.
Chapter 5 proposes a mechanism to efficiently deploy static attributes of each
service resource over an overlay network. In this mechanism, a service resource
can collect more data of static attributes of other service resources if it is used by
the others more frequently. As a result, the service resource can filter queries using
the static attributes, and reduce the number of queries being forwarded to other
service resources. This chapter employs the mechanism to improve the resource
discovery efficiency of SORMS, and evaluates the effectiveness.
Chapter 6 describes the concluding remarks of this dissertation.
Finally, in an appendix, a prototype system has implemented and evaluated to
demonstrate the feasibility of UGCI.
　 6




based on P2P Overlay Networks
2.1 Introduction
This chapter discusses the requirement for effective resource discovery in UGCI.
First, this chapter clarifies typical characteristics of resource discovery in UGCI,
and thereby the requirements. Then, this chapter evaluates existing models from
the standpoint of adequacy for resource discovery in UGCI. Finally, through the
evaluation results, this chapter defines a series of policies to construct an effective
resource discovery mechanism in UGCI.
The rest of the chapter is organized as follows. Section 2.2 describes typical
characteristics of resource discovery. Section 2.3 evaluates existing resource dis-
covery models with a communication cost required until a resource user gets reply
messages from the satisfied resources. Section 2.4 discusses the basic strategy for
resource discovery models in UGCI. Section 2.5 reviews the related work and Sec-
tion 2.6 concludes this chapter. 　
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2.2 Typical Characteristics of Resource Discovery
in UGCI
The dissertation assumes that a resource user in UGCI mainly defines a requesting
resource regarding the performance and available services of other resources at
resource discovery. Hence, as shown in Figure 2.1, a search query from a resource
user involves a performance value and a service name required by the user. If the
resource user can receive a reply message from a service resource satisfying the
user’s requirements, the user can submit a job to the service resource after some
negotiations.
The typical characteristics of resource discovery in UGCI are as follows.
• UGCI consists of a huge number of service resources each managed by a dif-
ferent owner, and each user has different requirements．
• The performance and services of a resource available to other users may vary
across time.
• The popularity of a service, i.e. the frequency of a service being required, also
varies across time.
• A service resource may become unavailable to the others because it can freely
join and leave UGCI anytime.
• The communication performance to one service resource from each user may
also be different, due to the network heterogeneity.
• The attributes of service resources can be classified into two groups: a static
attribute group and a dynamic attribute group. For example, the OS type and
CPU type are typical static attributes that do not change across time. On the
other hand, the CPU load and the network load are dynamic attributes that
are time-variant. Since performance values of requested service resources are
usually specified by a user, resource discovery in UGCI needs to efficiently
　 8
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handle dynamic attributes of a huge number of service resources.
The resource discovery mechanism for UGCI has to be realized in consideration
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The Internet / NGN
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Figure 2.1: Overview of resource discovery in UGCI.
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Existing resource search mechanisms are roughly categorized into two models. One
is the broker-type model, and the other is the brokerless-type model [20].
2.3.1 Broker-Type Search Model
Figure 2.2 illustrates the resource search based on the broker-type search model.
In this model, only a single broker called an index server manages the directory of
service resources in a centralized manner. The attributes and the location informa-
tion of each service resource are registered (pushed) in the index server. These reg-
istered values are updated whenever the attributes of the service resources change.
For the query messages from a user, the index server finds appropriate service re-
sources in the directory, and sends back the reply messages to the user.
This model is one of the client/server model, and works effectively in the cases
where attributes of resources do not frequently change such as the Internet por-
tal services, Napster [14], and MDS1 of Globus Toolkit [7, 8, 9]. The advantage of
this model is its high search efficiency because the index server can always find
appropriate service resources in the directory database. On the other hand, the
drawbacks are the lacks in scalability and fault tolerance, because of load concen-
tration on the index server. The index server must collect the reports from a huge
number of service resources and update the directory immediately in response to
their changes. This becomes a severe problem in applying the broker-type search
model to UGCI.
Figure 2.3 illustrates a variant of the broker-type search model, called the
broker-type search model II in this dissertation. This is used in MDS2 of Globus
Toolkit. In this model, only the location information of each service resource is pre-
liminarily registered in the index server, and the attributes of each service resource
are pulled from the resource only if necessary. Those attributes are then cached on
　 10






Figure 2.2: Broker-type search model.
the index server during a certain period. Therefore, the index server asks a service
resource about its attributes only when the attributes are expired or not cached.
This model can reduce load concentration on the index server, unlike the original
broker-type search model. However, this can cause the inconsistency between the
cached attributes and the actual current attributes, unless the cached attributes
are frequently updated.
2.3.2 Brokerless-Type Search Model
The brokerless-type model illustrated in Figure 2.4 does not need any central-
ized servers for service resource management. When a service resource receives
a search query from a user, the resource itself checks whether its own attributes
can satisfy the user’s requirements in the query.
The resource replies to the user’s search query only if the resource can satisfy
the requirements. Otherwise, the query is then passed to the adjacent resources on
the P2P overlay network. The propagation scheme of search queries in this model
is called query flooding [16] that simply forwards a query to all of its neighbors.
This model is commonly used in decentralized P2P file sharing systems such as
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Figure 2.3: Broker-type search model II.
Gnutella [11] and WinMX [10].
Unlike the broker-type model, the brokerless-type search model does not cause
the load concentration on specific resources for processing quite a huge number
of search queries, resulting in high scalability and fault tolerance. Moreover, the
actual current attributes of a service resource are always available to check if it
can satisfy the user’s requirements. However, the critical drawback of this model
is that query flooding is usually performed with multicasting/broadcasting of a lot
of query packets. Therefore, although this model has several preferable features
for resource discovery in UGCI, it extremely increases the network traffic if it is
simply applied to UGCI.
2.3.3 Communication Cost for Resource Discovery
In the following, the existing search models are compared from the viewpoint of the
communication cost in the worst-case scenario. For resource discovery in UGCI, it
is necessary to manage dynamic attributes of a lot of resources. Since the prob-
lem of load concentration on the index server is obviously unsuitable for UGCI,
the broker-type model is not discussed below; the broker-type model II and the
　 12





Figure 2.4: Brokerless-type search model.
brokerless-type model are compared in the worst-case scenario. The parameters
used in the comparison are as follows:
N : the number of participating service resources
T : the number of transmitted packets per communication
p : the probability that static attributes of a service resource satisfy user’s re-
quirements
q : the probability that dynamic attributes of a service resource satisfy the re-
quirements
n : the number of index servers
Let T be simply the number of packets for one communication transaction, even
though it actually depends on various factors such as the physical network topol-
ogy and the size of transferred data. Under the assumption of T, let C be the total
amount of traffic that occurs over the entire network generated by one resource
search. In the worst case, the broker-type model II must always ask every ser-
vice resource about dynamic attributes. The total cost for such resource searching
consists of the following costs.
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1) T for sending a query message from a user to an index server,
2) NT for the index server to ask the dynamic attributes of N resources,
3) NT for gathering the dynamic attributes from N resources to the index server,
and
4) T for sending a reply message from the index server to the user.
Hence, the total cost, C1, is calculated as follows.
C1 = 2(N + 1)T. (2.1)
In the worst case of the brokerless-type model, a user’s query message is relayed
N times to visit every resource. The total cost for the resource search consists of
the following costs:
1) T for sending a query message from a user to a neighboring resource,
2) (N − 1)T for the message to visit N − 1 peers, and
3) pqNT for reply messages from the peers who satisfy all the requirements
Hence, the total cost, C2, is calculated as follows.
C2 = (1 + pq)NT. (2.2)
From Equations (2.1) and (2.2),
C1 − C2 = 2T + NT (1 − pq) > 0.
It is obvious that C1 > C2, and the difference become larger as N increases. Ac-
cordingly, the brokerless-type model is more suitable for resource search in UGCI
consisting of quite a huge number of service resources.
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2.4 Basic Strategy for Resource Discovery Models
for UGCI
As described above, each of three search models has critical drawbacks. The broker-
type search model cannot exert its superiority in UGCI, because the index server
must manage quite a huge number of service resources in a centralized manner.
The broker-type search model II has the same drawback in UGCI, even though it
is an enhanced model to handle dynamic attributes of resources.
In UGCI, there is no centralized administrator who manages all service re-
sources. Moreover, the communication cost on the broker-type search model II in
the worst-case scenario is higher than that on the brokerless-type search model.
Therefore, although the network traffic explosion due to query flooding is also a
severe problem, a resource discovery mechanism in UGCI should basically be de-
signed based on the decentralized, brokerless-type search model. In this case, a key
to effective resource search in UGCI is how to suppress the network traffic induced
by query flooding. It is important how to organize an overlay network topology so
as to limit the area of query flooding.
A clue to such an efficient network organization can be found in the typical
characteristics of resource discovery in UGCI described in Section 2.2. One char-
acteristic is that resource users have different requirements, which are character-
ized based on their own interests. Hence, the area of query flooding can be limited
if resources are connected so as to cluster the resources with similar attributes.
Another is that there are some differences between service resources, such as the
frequencies of services being requested by others, and the heterogeneity in network
performances. The area of query flooding can be limited if the number of logical
links of resources is dynamically adjusted based on the frequency, at which a ser-
vice is requested by others. This is because frequently-used resources can have
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many logical links to cluster other similar resources. To further reduce actual com-
munication traffic on the physical network, the network heterogeneity should also
be considered to reconnect logical links among service resources. The other is that
attributes of service resources can be classified into two groups:a static attribute
group and a dynamic attribute group. Static attributes can be spread among other
resources. A query filtering based on static attributes of resources can prevent
redundant diffusion of queries, because it can prevent forwarding queries to obvi-
ously mismatched resources determined only by static attributes. Therefore, it is
important how effectively the static attributes of each resource is deployed over an
overlay network. These three characteristics of UGCI will be helpful to restrict the
area of query flooding, and hence this dissertation proposes a resource discovery
mechanism exploiting these three characteristics.
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Table 2.1: Existing frameworks for distributed computing
Framework Discovery mechanism type Issues for UGCI
GT [7, 8, 9] Broker-type Low scalability.
Condor [40] Broker-type II Low scalability.
P3 [24] - -
JNGI [25] - -
GPU [45] Brokerless-type
Low number of discovered resources.
Low discovery efficiency.
2.5 Related Work
2.5.1 Frameworks for Distributed Computing
There are many existing frameworks for distributed computing, including Globus
Toolkit [7, 8, 9], Condor [40], Personal Power Plant [24], Global Processing Unit [45]
and JNGI [25] as shown in Table 2.1.
Globus Toolkit (GT) is one of the most popular middlewares for Grid computing.
The resource search mechanism in GT, named Monitoring and Directory Service
(MDS), consists of Grid Index Information Service (GIIS) and Grid Resource Infor-
mation Service (GRIS). According to the taxonomy in Section 2.3, MDS is based
on the broker-type search model II. GRIS is running on each service resource to
obtain the service resource information, and GIIS is running on the index server
to work as a broker. In MDS, GIIS sends the cached information in responding
to a search query only if GIIS has the cached information not yet expired, other-
wise GIIS asks it to GRIS running on the service resource. In MDS, index servers
are statically determined, and therefore MDS is not suited for P2P-based ad-hoc
networking assumed in UGCI.
In Condor, resource users and resource providers create some data of their re-
quirements, called Classified Advertisements (ClassAd), and register those data
into a management server. The management server checks requirements of users’
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against conditions of provided service resources with ClassAd. The centralized dis-
covery mechanisms such as Globus Toolkit and Condor require extremely high cost
to adapt to behaviors of individual service resources, if participants frequently join
and leave the network.
Personal Power Plant (P3) is a promising middleware enabling transfer and
aggregation of service resources for distributed computing. As in the case of UGCI
assumed in this dissertation, every participant in P3 can become an owner of a
distributed computing project. In P3, however, a project owner must announce
the personal information and the purpose of a project to start, and can use only
the service resources whose owners approve the project. Therefore, the project
owner cannot immediately use the service resources and must keep waiting for
the approvals. Although this is an important policy that differentiates P3 from
the rest, it obviously makes difficult for P3 to improve the convenience of user’s
resource usage. In UGCI, it is preferable that the negotiation between a resource
user and a resource owner is completely automated.
Global Processing Unit (GPU) [45] is a discovery mechanism based on Gunutella
[11], which is designed for file sharing. In order to solve inconsistency between a
physical network and an overlay network, LTM (Local Topology Matching) [46] has
been proposed. This discovery system uses a flooding approach. However, this sys-
tem has no strategic link reconnection algorithm to improve efficiency of resource
discovery.
JNGI is a framework for distributed computing among service resources. JNGI
has three kinds of resource groups, Monitor Group, Worker Group, and Dispatcher
Group. In JNGI, idle service resources in the Worker Group periodically pick jobs
from the job repository managed by the Dispatcher Group. Unlike UGCI, therefore,
JNGI has no resource search function. As a result, resource users of JNGI cannot
specify the service resources appropriate to execute their jobs.
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As observed above, there is no framework that has a resource discovery mecha-
nism suitable for UGCI.
2.5.2 Discovery Mechanisms based on an Overlay Network
A discovery mechanism based on an overlay network can be classified into two
types [67]. One is Structured Overlay where network organization and resource
discovery are based on mathematical rules. The other is Non-Structured Overlay
those are not based on any mathematical rules.
Distributed Hash Table (DHT) is a typical discovery mechanism for Structured
Overlay. Chord [34], Pastry [42] and CAN [44] are popular DHT algorithms. Struc-
tured Overlay can retrieve requested resources within fewer hops in an ideal en-
vironment where resources do not join and leave the network. However, it is very
expensive to keep the consistency of routing tables distributed over multiple re-
source peers, in the case where resource peers repeatedly join and leave or users’
requirements include dynamic attributes. In addition, Structured Overlay checks
only whether each user’s requirement matches the condition of a service resource
or not. Thus, it cannot compare the requirements with resource peers using any
conditional expression. Therefore, Structured Overlay is not appropriate for re-
source discovery with dynamic attributes as user requirements. For this reason,
Non-Structured Overlay is required, which sends a query directly to resource peers
that may satisfy the requirement from a user. The most important issue of Non-
Structured Overlay is how effectively a query can be forwarded to resource peers
that satisfy the user requirements at a high possibility.
To solve this issue, a self-organizing mechanism based on monitoring neighbor
peers [68, 69, 30, 39] and a routing mechanism with utilization of meta-information
[70, 71] have been proposed. Table 2.2 shows a summary of these discovery mech-
anisms. Types “O” and “M” in this table mean “a self-organizing mechanism based
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Table 2.2: Discovery mechanisms based on an overlay network
Mechanism Type Futures Issues for UGCI
TellaGate
[68]
O Peers repeating similar
requirements are closely
connected.
Ineffective if a client peer
requires other peers whose
attributes are totally differ-





O Reconstructs an overlay
network by monitoring
the route of forwarding
responses.
Requires a large amount of
calculation with an increase
in the number of forward
links.
Freenet[30]
Winny [39] O/M Network configuration
under the assumption
that shared files are
distributed in advance.
Replication is usually im-
possible in UGCI.
RI [70] M Forwards a query to the
peers that satisfy the re-
quirements at high possi-
bilities based on the infor-
mation collected from its
neighboring peers in ad-
vance.
Difficult to find a peer lo-
cated far from the client
peer.
SON [71] M Contents information is
categorized into different
genres and managed.
Difficult to clearly catego-
rize services, and hence to
associate them with each
other.
on logical link reconnections” and “a mechanism using meta-information,” respec-
tively.
TellaGate [68] reconnects logical links so that peers repeating similar require-
ments are closely connected based on the information obtained from peers within
two hops. TellaGate is efficient when a client peer requests other peers that have
similar attributes to the client peer. However, it becomes ineffective if a client peer
requires other peers whose attributes are totally different from those of the client
peer. Moreover, TellaGate uses a peer digest that represents the information used
to assess the similarity among peers. A peer digest for a peer is extracted from
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some words in documents and file names provided by the peer. In the resource dis-
covery mechanism, however, there are many relations among providing services,
even if the service names differ from each other. Therefore, it is difficult to get
a meaningful relation for resource discovery only from the similarities in service
names.
The self-organizing mechanism proposed in [69] dynamically reconstructs an
overlay network by monitoring the route of forwarding responses. In this mech-
anism, a peer constantly observes responses passing over the peer itself. Then,
logical links are reconnected based on the importance of each forwarding route
evaluated by the frequency of response forwarding. However, this mechanism re-
quires a large amount of calculation with an increase in the number of forward
links, even if the destination of a reconnected forward link is limited to the peers
within two hops. Discovery efficiency is decreased by the computational complexity,
especially in an environment where peers repeatedly join and leave the network.
In file sharing systems based on a P2P overlay network, some systems such
as Freenet [30] and Winny [39] achieve high discovery efficiency by dynamically
changing the query-forwarding destinations. However, these dynamic network
configuration mechanisms are used under the assumption that shared files are
distributed in advance. In the case of file sharing, the discovery efficiency can be
improved by simply replicating popular files. On the other hand, in the case of
service resource sharing, replication is usually impossible. Hence, dynamic link
reconnection techniques are required to restrict the area of query flooding. The
purpose of service resource sharing systems discussed in this dissertation is clearly
different from that of file sharing.
In Routing Index [70], a peer forwards a query to the peers that satisfy the
requirements in the query at high possibilities. Such a possibility of each peer
is evaluated based on the information collected from its neighboring peers in ad-
vance. However, it is difficult to find a peer located far from the client peer, because
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Routing Index does not reconnect logical links and hence the neighbor peers of a
peer do not change. In addition, it cannot be applied to the resource discovery for
distributed computing that requires several resources at a time, because a query
is forwarded in the depth-first order.
In SONs (Semantic Overlay Networks) [71], the provided contents information
from peers is categorized into different genres. Then, distinguished information is
managed by a different SON to make a discovery more efficient. A query is for-
warded to an appropriate SON in a flooding manner with references to a database
which stores contents names and their related genre names. Thus, SONs work ef-
fective only if information can be clearly categorized. A service in an infrastructure
of mutual use of resources is sometimes used for different purposes depending on
each resource user’s interests. Therefore, it is difficult to clearly categorize services,
and hence to associate them with each other.
UGSI requires a discovery mechanism that can increase the number of dis-
covered resources per query, and hence improve the discovery efficiency without
expensive calculation for routing optimization, and preliminary categorization of
resources. In addition, it needs to adapt to the changes in an environment where




This chapter has described the requirement for effective resource discovery in
UGCI. The typical characteristics of resource discovery in UGCI have been clar-
ified, and the existing resource discovery models have been evaluated in terms of
adaptability to UGCI.
Although the brokerless-type search model has a problem that query flooding
extremely increases the network traffic for resource discovery, the model can effi-
ciently manage dynamic attributes of a huge number of resources. Moreover, it re-
duces the communication cost for discovery compared with the broker-type search
model II. Therefore, this chapter concludes that the brokerless-type search model
is suited to design a resource discovery mechanism of UGCI. The following chap-
ters will propose several mechanisms to reduce the network traffic by reorganizing
the topology of an overlay network.
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An Efficient Control Mechanism
for Self-Organizing Overlay





This chapter proposes a self-organizing overlay network for P2P systems that can
effectively restrict the service resource exploration space from the viewpoint of each
client user. In the case of P2P systems, a client is called a client peer, and a ser-
vice resource is a resource peer. The self-organizing overlay network is configured
by clustering important resource peers for individual client peers based on their
current requests regarding the service resources, and interconnecting the clusters
together with their similarity through resource providing peers with similar inter-
ests. The connectivity in inter- and intra- clusters are dynamically changed when
the client peers issue different resource requests into the network. Therefore, the
network of the clusters can dynamically be reconfigured to reflect the current re-
source requests of the client peers, and provide an efficient discovery space from
the viewpoint of each client peer.
The rest of the chapter is organized as follows. Section 3.2 presents a basic idea
for design of a self-organizing overlay network for resource searching based on the
locality of interests of individual client peers. Section 3.3 presents a mechanism to
realize the reconfigurability of the overlay network under the consideration of the
locality of interests. Section 3.4 discusses the performance of the overlay network
through simulation experiments, and Section 3.5 concludes this chapter.
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3.2 A Self-Organizing Overlay Network for a Lar-
ge-Scale P2P Systems
3.2.1 Concept of A Self Overlay Network for Efficient P2P
Resource Acquisition
From the viewpoint of one client peer, resource discovery will become efficient if
the other client peers can be checked in order of their usefulness for that resource
peer, i.e. many useful resource peers should be located within the shorter distance
(hops) from the client peer on the search paths. The purpose of the overlay network
described in this chapter is to get useful resource peers closer to client peers by
dynamically adapting its topology to time-variant changes in resource requests of
the user. This feature is quite important to acquire CPU cycles and functionalities
of service resources in a large-scale P2P system, because they are basically non-
duplicable.










Figure 3.1: Self-organization of the overlay network.
Figure 3.1 shows an ideal topology of an overlay network that can bring useful
resource peers around the requesting peer by using an abstract model. The initial
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topology of the overlay network is shown on the left-side in the figure. The color
of each circle represents the hit rate of a peer, which represents the usefulness for
resource user’s peer A. The hit rate of each service resource for a user is defined
as the possibility at which the service resource can satisfy the requirements from
the user. The darker the circle, the higher the hit rates for the requests issued by
peer A. If self-organization of the topology works well, the topology of the overlay
network becomes as shown in the right-hand side figure. In the topology, resource
peers are sorted on the search paths in descending order of their expected hit rates.
The resource peers are eventually placed at the adequate locations so that the
average distance (hops) can be shorter than those in the case of using the initial
topology as shown in Figure 3.1. The functionality of the overlay network with the
dynamically reconfigurable topology can provide a restrictive, but very efficient
resource discovery space even in large-scale P2P systems, where queries visit more
useful resource peers first that is likely to satisfy the current needs of the client
peer.
3.2.2 Exploit Locality of Interests in Resource Acquisition
In general, a lot of continuity and similarity are found in a sequence of actions in
terms of time and space, named locality, in many situations. For example, if a user
is doing one thing right now, the probability to do it again in the near future will
become high. In addition, the possibility of taking an action somewhat related to
the current one will be higher than that of taking a completely independent action.
Therefore, if the future actions/requirements can successfully be predicted with
some locality from current and past ones, the efficiency in dealing with the next
action will be improved remarkably. Cache memory is one of typical examples,
which takes advantage of temporal and spatial locality of memory reference to
bridge the gap in speed between a processor and an off-chip memory system [26].
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In order to place more useful resource peers around their client peers, this chap-
ter designs a novel self-organizing mechanism for overlay networks to efficiently
discover resources in large-scale P2P systems under the consideration of the local-
ity of user’s interests. The locality of users’ interests is a precious clue in the pre-
diction of prospective resource peers, which have higher possibility to be requested
by the client peers in the near future. The network topology optimization can be
seen as reconfiguration of logical links so as to put higher priority on propagating
a user’s request to more prospective resources.
This chapter defines two types of the locality, temporal locality and spatial lo-
cality, which can be exploited locally from the feature observed in some recent
resource requirements of each user. The temporal locality is derived based on the
observation that the currently being used resources are likely to be needed again in
the next certain period, i.e., if client peer A is using (submitting a job to) resource
peer B right now, peer B will be requested again in the near future with a higher
probability. Temporal locality suggests that a user request should be propagated
to the recently-used resource peers first. This indicates that a group consisting of
recently-used resource peers, referred to as the computing environment of a user,
can be defined for each client peer.
The goal of the dynamic reconfiguration discussed in this chapter is to automat-
ically optimize the network so that each resource peer can get topologically close to
prospective resources that will be requested by the client peer in the near future.
To this end, the locality of user’s interests is a valuable clue to identify the prospec-
tive resources. In the following, an overlay network to exploit the locality of user’s
interests is defined.
The overlay network discussed in this chapter first provides direct links, named
access links, to the recently-used resource peers from the client peer to keep the
relationship based on the temporal locality. Therefore, future requests to these
resource peers will efficiently be solved through its access links. Here, if each
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Figure 3.2: Clustering resource peers based on temporal locality.
client peer has L links for this purpose, L MRU (Most-Recently Used) resource
peers can make direct connections with their client peer as shown in Figure 3.2 (in
the case of L = 3). By considering the temporal locality in a sequence of resource
requests, clusters as users’ computing environments are created in the P2P system,
and requests for repeatedly needed resources, which are provided by one of L MRU
resource peers, can be solved very efficiently through the access links.
In addition, some relationship can be found among the resource peers in a clus-
ter because each resource peer works together to realize a virtual computing en-
vironment for its client peer with some specific interests. The relationship among
resource peers in a cluster is called the spatial locality. In the overlay network
in this dissertation, dedicated links named forward links are provided to connect
resource peers within a cluster as shown in Figure 3.3.
Figure 3.3 also depicts the extension of the discovery space by connecting sim-
ilar clusters through shared resource peers. If two clusters of users A and B have
a shared resource peer, they are connected with some similarity. User A has a
higher possibility of using the resource peers within B’s cluster through the shared
resource peer due to the locality of B’s interests. The similar idea can be seen
when a user checks book titles at Amazon.com [27]. Amazon.com lists the most
popular items related to the item that the user is checking, because customers who
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Figure 3.3: Networking of clusters using spatial locality.
bought that item also tend to purchase its related ones that were suggested by the
interests of other users.
The similarity between clusters decreases as the distance between them in-
creases, i.e., the query gradually goes into the discovery space with different inter-
ests as it travels in the space to find the resource. Using the connectivity between
clusters, request messages from a client peer are forwarded from the most similar
cluster to less similar clusters gradually. As a result, the network of clusters is
organized to provide a restriction, but efficient resource exploration space around
each client peer.
As the requests of a client peer may change across time, the configuration of
its cluster as the personal computing environment has to be changed accordingly.
Therefore, peers on the overlay network have to keep updating their logical links
to adapt to newer interests.
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3.3 A Link Control Mechanism of the Self-Organi-
zing Overlay Network
This section presents a Self-Organizing Resource Management System (SORMS)
that dynamically optimizes the overlay network topology to satisfy the time-variant
resource request sequences of client peers. Then, this section also describes the link
control of SORMS for the self-organization.
3.3.1 Access Link Control Algorithm
Access links are one-way links connecting a client peer with MRU resource peers.
From the viewpoint of temporal locality, MRU resource peers are the most likely
used ones. Let LA be the maximum number of access links per client peer. Then,
access links are updated to keep connecting a client peer with LA MRU resource
peers.
Figure 3.4 illustrates an updating procedure of access links. A counter is as-
signed to each access link for its LRU (Least-Recently Used) control, which means
that the link toward the least-recently used resource peer becomes a candidate for
reconnection. Here, let peer A be the client peer issuing request messages and
then finding resource peer C as an appropriate service resource. Peer B is the LRU
resource peer of A. Always after using resource peer C, client peer A updates all
access links and their counters as follows:
1. Check whether there is an access link between A and C. Go to Step 3 if there
is a link.
2. Create a new access link that directly connects A with C. If the number of
access links exceeds LA, delete the access link whose counter is the maximum,
i.e. the access link from A to B.
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3. Set the counter of the access link for C to zero.









Figure 3.4: Access link optimization.
3.3.2 Forward Link Control Algorithm
Forward links are managed by resource peers rather than client peers. A forward
link is initially created as bi-directional links between two resource peers, which
are recently used by the same client peer. During self-organization, each direction
of a forward link is independently managed by its origin resource peer, using its
own counter.
Figure 3.5 illustrates an updating procedure of forward links. Every time a
resource peer is used, the resource peer updates its entire forward links. In Fig-
ure 3.5, resource peer C, which is used by client peer A, updates its forward links
as follows.
1. Obtain the list of access links of A.
2. Check whether there are unconnected resource peers in the list. Go to Step 5
if all the resource peers in the list are connected with resource peer C.
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3. Create a new forward link to one of the unconnected resource peers, i.e. either
D or E. As a forward link is bi-directional, the newly connected resource peer
also creates an opposite direction link to C.
4. Delete the forward link whose counter is the maximum, and go to Step 2. In
Figure 3.5, the forward link from C to G is deleted.
5. Set the counters of the forward links to the resource peers in the access link
list to zero.
























Figure 3.5: Forward link optimization.
3.3.3 Adaptive Connectivity Enhancement According to the
Capability of Individual Peers
The useful resource peers with popular services and/or high performance may be
accessed frequently by client peers. Barabasi showed that the distribution of links
on various Web pages precisely follows a mathematical expression called a power
law[28]. In a power-law Web page network, the number of Web pages with exactly
k incoming links, denoted by N(k), follows N(k) ∼ k−γ, where the parameter γ is
the degree exponent. In other words, very many nodes with a few links and a few
hubs with larger number of links co-exist in a power-law network according to their
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popularity. In a SORMS overlay network, if the number of links for such popular
resource peers is fixed and not enough to handle many incoming requests from dif-
ferent peers, their links will be reconnected frequently, and the self-organization
of the overlay network is not performed well in such a situation. On the other
hand, the excessive allocation of the links to less-useful resource peers will be not
fully utilized. Based on these observations, the SORMS allocates forward links to
resource peers according to their capability, for example, their performance and/or
service popularity. This means that more useful resource peers have more links
and less useful resource peers have less links with certain upper and lower limita-
tions. The performance may be measured in CPU performance and disk/memory
capacity, whereas the service popularity may be quantified using statistics data
obtained by statically profiling or dynamically monitoring the number of requested
services in the system periodically.
3.3.4 A Link Reconnection Strategy
Even though the overlay network can effectively adapt itself to the dynamic re-
source requesting behavior of individual client peers by its self-organization, it
takes a certain time to reach the steady state if the initialization of links is al-
ways forced when peers join the network. In a practical situation, as many peers
may leave and re-join the P2P system freely and temporarily, a special care has
to be taken for reconnection of peers to the network. To avoid loosing the effect
of self-organization of the overlay network by the temporal retirement and re-join
of peers, the re-joining peers reconnect themselves with the previously-connected
peers by bidirectional forward links, instead of creating new links to randomly se-
lected peers as initial links. Because of the temporal and spatial coherence in the
resource requesting behavior, this link reconnection strategy is essential to keep





In this section, the network topology optimization by SORMS is evaluated experi-
mentally. To this end, this section models the resource requesting behavior of each
peer across time and the state transition of each peer in a P2P system.
As a user generally requests service resources based on both functionality and
performance, resource requesting messages must also include both. In the follow-
ing, the functionality of each peer is modeled by identifier, F00-F99 (100 types of
functionalities), and the performance is quantified by a single value ranging from
1 to 100. A resource requesting message has a pair of the functionality and perfor-
mance. For example, pair (F00, 50) can hit only the peers, which have functionality
F00 and whose performance exceeds 50. In the simulation described later, resource
requests from a user are derived from a discrete-time Wiener process [64] where
the time is defined by the number of messages from the user. A resource request is
similar to the previous one from the same user; the behavior of resource requests
from a user gradually changes, and thereby the temporal locality can be modeled.
The spatial locality can be represented by defining an underlying rule in changes
of the resource request behaviors. For example, a user who requested functional-
ity F00 is likely to request F01 or F99 in the next query, resulting in the poten-
tial relationship among the peers derived from their functionalities. Without the
knowledge about the resource requesting message model above, SORMS gets the
prospective resource peers closer to their potential clients by the self-organization
mechanism.
Each peer is in one of four states: off, waiting, requesting, or processing. The
state changes at fixed intervals based on the statistical state transition model
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shown in Figure 3.6. The state also changes triggered by the arrival of the mes-
sages from other peers. A peer in the requesting-state sends a resource requesting
message to its adjacent peers, and waits for the responses. A peer forwards the
message to its adjacent peers unless the peer is turned off. A peer in the waiting-
state responds to the message only if it satisfies the requests in the message. Then,
one of the peers responding to the requests changes its state to the processing-state.
After the processing completes, the peer in the processing-state makes transition
to the waiting-state, and the peer in the requesting-state makes transition to either
the off-state or the waiting-state.
Based on the model, a network simulator of SORMS is developed by using OP-
NET [29]. To evaluate the optimality of network topologies organized by SORMS, it
employs two performance metrics; the average number of the hit-peers per request,
Nhit, and its ratio to all the peers receiving the message, Rhit. The hit ratio, Rhit,
is used to evaluate the network topology optimality. To improve the ratio, hence, a
resource requesting message must preferentially be propagated to the peers, which
respond to the message with higher possibilities. On the other hand, the number of
hit peers, Nhit, increases by increasing the peers reached within the limited hops,
optimizing the network topology, or both.
3.4.2 Experimental Results and Discussions
3.4.2.1 Self-organization of overlay networks by SORMS
In this section, the discovery efficiency is evaluated by enabling/disabling SORMS
and also examining the effect of the link reconnection strategy described in Section
3.3.4. Table 3.1 shows the simulation parameters used in the following experi-
ments. Here, Vp and Va are the variances of the performance values and func-
tionalities requested by a user, respectively. Let pab be the probability of the state
transition from state a to b. Each of a and b can be o, w, or r, respectively meaning
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Figure 3.6: State transition diagram of a peer.
the off-state, the waiting-state, and the requesting-state. In this simulation model,
a resource requesting message is forwarded once in a simulation cycle.
Figure 3.7 shows the changes in Nhit with/without SORMS and the effect of
the link reconnection strategy as a function of the number of issued requests per
peer. In this figure, SORMS can significantly increase Nhit because the frequently-
used peers with similar performance values and functionalities are clustered near
their client peers on the overlay network. Although Nhit for 16,384 peers without
SORMS is only about 0.7, that with SORMS is approximately 11.5. This means
that SORMS allows a client peer to get about 16 times more service resources
per request, and hence 16 times more computing power for master-worker type
distributed computing applications. Moreover, the more service resources a user
can find, the more alternatives the user can consider at a node (peer) failure. This
enhances the fault-tolerance of the computing system.
Figure 3.7 also shows the results of SORMS without the link reconnection strat-
egy that randomly reconnects forward links of a peer when the peer recovers to the
waiting-state from the off-state. As shown in the figure, SORMS with the link
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Table 3.1: Simulation parameters
Parameter Value
Number of Peers 8,192, 16,384, 32,768
Number of Cycles 1,000,000 cycles
Number of Access Links 3
Number of Forward Links 4
Number of Max. Hops 4
Number of Functionality Types F00-F99






poo 1 − (pow + por)
pwo 0.01
pwr 0.015
pww 1 − (pwo + pwr)
pro 0.2
prw 0.8
reconnection can achieve approximately two times more hit peers than that with
the random reconnection. These results clearly indicate that the link reconnec-
tion is effective to allow a peer to recover to the waiting-state without disturbing
the SORMS optimization, while the random reconnection of forward links gives a
harmful effect on the SORMS optimization and degrades the resource discovery
efficiency.
As shown in Figure 3.7, furthermore, it is obvious that Nhit becomes larger along
with the total number of peers. Since the increase in the total number of peers
reduces the possibility of a peer to receive the same message more than once, it
results in increasing the number of the peers receiving the message. Therefore,
SORMS can achieve more efficient resource discovery for a larger computing envi-
ronment; its performance is scalable to the number of participating peers.
The average hit ratios, Rhit, for 16,384 peers with SORMS at different hops
are shown in Figure 3.8. As the SORMS optimization proceeds, Rhit improves.
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Figure 3.7: Changes in the average number of hit peers per request.
that the peers with higher hit probabilities are located within fewer hops from
the requesting peer on the search paths, as with the topology on the right-side in
Figure 3.1. Accordingly, the SORMS optimization reorganizes the overlay network
that can achieve highly-efficient resource discovery.
In the case of enabling the link reconnection at the recovery, it is confirmed that
only 7% of all peers are isolated from the other peers by the SORMS optimization.
Although the isolated peers do not receive any messages and hence are not used as
service resources, they can still be client peers and have services from P2P systems.
3.4.2.2 Effect of Adaptive Link Allocation
To confirm the effect of the adaptive link allocation described in Section 3.3.3, the
following evaluates the resource discovery efficiency of SORMS by changing the
number of forward links in two ways. One is that every peer can uniformly have
four forward links. The other is that each peer can adaptively have forward links














0 10 20 30 40 50 60 70 80 90 100













1 hop 2 hops 3 hops 4 hops
 
Figure 3.8: Changes in the average hit ratios.
Table 3.2: Relationship between performance and the number of allocated forward
links




transition to the off-state are increased, as in Table 3.3, to assess the effectiveness
of SORMS in unstable situations where peers frequently become off. The other
parameters are the same as those in Table 3.1. Condition B is more unstable than
Condition A, which is the same condition as the experiments in Section 3.4.2.1.
Figure 3.9 shows the effect of the adaptive link allocation as a function of the
number of issued requests per peer. These results demonstrate that the adaptive
link allocation is effective to improve Nhit. The adaptive link allocation can increase
Nhit in fewer requests, i.e. shorter time, than uniformly allocating four forward
Table 3.3: Probabilities of transition into the off-state




links to every peer in Condition B, even though their average numbers of forward
links are the same. Therefore, the results clearly indicate that the adaptive link
allocation can enhance the adaptation speed of SORMS to unstable environments.
Figure 3.10 depicts the average number of forward links allocated to the peers
reached at one to four hops. The adaptive link allocation can increase the aver-
age number of forward links at every hop, especially fewer hops, because high-
performance peers often used are likely to receive many requesting messages at
fewer hops. Increasing forward links of such peers leads to the improvement in
Nhit. In such cases, a resource requesting message can be distributed to more peers
with fewer hops. As a result, SORMS can effectively optimize the overlay network
even in unstable environments where message forwarding often fails due to the
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This chapter has designed an overlay network that effectively restricts a discovery
space configured based on the similarity and continuity of users’ requests issued
from individual client peers. By considering the temporal and the spatial locality
of users’ interests, the overlay network adapts its topology so that more useful
resource peers can be reconnected closer to client peers as their potential users.
Experimental results indicate that the self-organizing overlay network can re-
markably increase the number of hit peers, and thus allow a user to find more
service resources that satisfy requests of the user. SORMS can optimize the net-
work topology so that the useful resource peers are located within fewer hops from
the requesting client peer on the search paths. Therefore, SORMS can achieve
highly-efficient resource discovery. Its superiority becomes more remarkable as
participating peers increase. In addition, it is experimentally confirmed that the
reuse of the previous links at the recovery from the off-state is effective to prevent
disturbing the SORMS optimization. The adaptive link allocation is also effective
to improve the fault-tolerance of P2P systems especially in unstable environments.
It is also confirmed that some isolated peers by the self-organization of SORMS ex-
ist in the P2P system. Even though the isolated peers cannot contribute to the P2P
system as resource providers, they can still obtain service resource as clients from
the system through their access links. A way to deal with the problem of isolated
peers will be discussed in Chapter 5.
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This chapter describes the influence of the heterogeneity on resource discovery,
and proposes an adaptive overlay network management mechanism. The proposed
mechanism consists of two functions. One is for dynamic automatic adjustment
of the number of forward links connected to each peer. The other is to reduce the
average communication delay from a client peer to requested resource peers.
This chapter is organized as follows. Section 4.2 describes the requirements
to consider the heterogeneity in UGCI. Section 4.3 proposes an adaptive overlay
network management mechanism to extend the capability of SORMS for heteroge-
neous environments. Section 4.4 discusses the performance of the proposed mech-
anism through simulation experiments, and Section 4.5 concludes this chapter.
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4.2 Adaptation of SORMS to Heterogeneous Envi-
ronments
In UGCI, each resource has a different frequency, at which the resource is used
by others. In addition, the network performance of each resource is also different
from each other. To further limit unnecessary query flooding, this section considers
a logical link reconnection in consideration of these heterogeneities.
4.2.1 Exploit Heterogeneity in Resource Usage
In the original SORMS proposed in Chapter 3, logical links of resources are re-
connected only when the resource is used, and hence the logical links connected
with a more frequently used peer are more frequently updated. If the number of
logical links of a resource is fixed, a lifetime of each link differs depending on the
frequency, named the usage frequency, at which a resource is used. This is because
logical links are reconnected in an MRU manner. A resource with a high usage fre-
quency repeats reconnecting logical links to keep the user’s locality updated. On
the other hand, a resource with a low usage frequency cannot reconnect its logical
links and remains the links for obsolete temporal locality unchanged. To enable
a resource with a high usage frequency to stably keep useful routes, such a re-
source needs more links than a resource with a low usage frequency. Accordingly,
the maximum number of logical links connected to a resource should be adjusted
according to its usage frequency.
If the maximum number of logical links of a resource is set to a large constant,
a large number of query traffics occur and reduce the discovery efficiency. More-
over, it is difficult to assign an appropriate number of logical links to a resource
previously depending on its usage frequency because it is always changing. There-
fore, it is necessary to extend the original SORMS to have a dynamic link control
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mechanism where each resource controls the number of its logical links depending
on its usage frequency.
4.2.2 Exploit Heterogeneity in Communication Delay
SORMS cannot optimize a communication traffic delay, because SORMS does not
consider the physical network lying under the overlay network of logical links. Fig-
ure 4.1 illustrates the difference between an overlay network and a physical net-
work. The shortest path on an overlay network might be a long path on a physical
network. In general, a search path on the overlay network progressively becomes
different from the unicast path on the physical network as the number of hops in-
creases, if the communication delay is not taken into account at reconnection. The
discrepancy between a search path and a unicast path increases the traffic load.
Therefore, if there is a mechanism to alleviate the discrepancy, it can shorten the
response time of each hit peer and also reduce the network loads on the physical
network. Therefore, it is important to establish an effective route similar to a uni-
cast route for reducing the traffic loads, and enabling to retrieve more resources in
a short period. This means that SOMRS needs an additional mechanism to reduce
the average communication delay to send packets to requested peers.
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Figure 4.1: Search path and unicast path.
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4.3 An Adaptive Overlay Network Management Me-
chanism in a Heterogeneous Environment
This section proposes an adaptive overlay network management mechanism to im-
prove the resource discovery efficiency of SORMS in a heterogeneous environment,
in which service resources have different usage frequencies and communication
capabilities. This mechanism is achieved by a function to regulate the number of
forward links and a function to reduce the communication delay.
4.3.1 Dynamic Adjustment of the Number of Forward Links
In a heterogeneous environment where resource peers have different usage fre-
quencies, the number of logical links managed by each resource peer should not be
a constant. To keep useful logical links managed by the resource peers with high
usage frequencies, the resource peers should have many logical links. Resource
peers with low usage frequencies should delete logical links periodically, because
the links may reflect obsolete locality. In the proposed mechanism, therefore, each
forward link is managed during a certain available period, and deleted after the
period. In such cases, a resource that has a high usage frequency can keep a lot
of logical links, while a resource with a low usage frequency can have few links.
Figure 4.2 shows the algorithm that the peer “D” deletes its expired forward links
from its forward link destination list by checking the available period of each for-
ward link.
In the forward link optimization algorithm shown at Section 3.3.2, every for-
ward link is managed by its origin resource peer, and deleted only if the number of
forward links from the origin resource peer exceeds the upper bound. However, in
this mechanism, each forward link is managed based on the elapsed time since it
was created. This mechanism also uses the upper bound of the number of logical
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links that a peer can have. When the number of logical links exceeds the upper
bound, the oldest link is deleted. The forward link optimization algorithm is illus-
trated in Figure 4.3.
Figure 4.4 shows how the number of forward links changes over time. The
destinations of forward links are denoted by A to E, and the length of an arrow
indicates the available period of a forward link. The horizontal axis means the
elapsed time. Thus, the left end of an arrow means the creation time of a forward
link, and the right end is the deletion time. As shown in the left-side figure, a
resource peer with a high usage frequency can create many forward links in a
short period, resulting in having many forward links whose available periods are
overlapping. On the other hand, in the right-side figure, a resource peer with a
low usage frequency can have fewer forward links because their available periods
are hardly overlapping. If a resource peer that is the destination of a forward
link is used again, the available period of the forward link is extended. Therefore,
strongly-correlated resources can be connected for a long time. In this way, the
proposed mechanism can adjust the number of forward links so that each peer can
have an appropriate number of forward links depending on its usage frequency.
4.3.2 Reduction in the Communication Delay
In the original SORMS, an access link directly connects a client peer with the re-
source peer used by the client peer. If there are several resource peers that satisfy
the client’s requirements as shown in Figure 4.5 (a), the client peer has several
prospective destination resources, which can become the destination of a newly
created access link. Meanwhile, forward links are created between the two re-
source peers, which are recently used by the same client peer. Hence, if a client
peer selects the nearest resource peer, to which the communication delay is the
shortest, two resources connected by a forward link are likely to be close to each
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6. D deletes the forward link to  Eifrom it’s Forward Link Destination List.Go to Step 2.
START
No
1. D creates a replica of Forward Link Destination List (Check List)
4. The D selects arbitrary peer Eifrom it’s Check List , and delete it.Yes
2. The number of destination in Forward Link Destination List of D equals to defined minimum size. Yes
No3. There is some registrationin the Check List of D.
5. The elapsed time since the forward link to Eiis created over the available period.Yes
No
END
Figure 4.2: Forward link deletion algorithm.
other. For example, a communication delay can be measured with ICMP echo mes-
sage. ICMP echo is not so accurate to measure the communication delay. However,
in the proposed mechanism, it is not important to select the nearest resource, but
to avoid selecting a resource with a long delay.
As shown in Figure 4.5 (b), if a client peer always selects a hit resource peer with
the minimum communication delay for job execution, the selected peers connected
via forward links are likely to exist near to each other. As a result, an effective
overlay network is organized so that the nearby resources are connected via for-
ward links. Although the communication delay between two peers changes over
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8. B sets the updated time of the link that points Ci.
START
No
1. Client Peer A sends the replica of own Access Link Destination List (Link Reconnection Request List) to B.
Yes
2. There is some registration except B in the Link Reconnection Request List of B.
3. The B selects arbitrary peer “Ci” from it’s Link Reconnection Request List , and delete it.




5. The number of destination in Forward Link Destination List of B equals to defined maximum size. 
6. B deletes the earliest updated list from its Forward Link Destination List.7. B creates the forward link to Ci.
9. B sends a request to reconnect its forward links to Ci, and back to Step 2.Ci repeats Step 3. to 8. for B.
END
Figure 4.3: Forward link optimization algorithm.
time, SORMS continuously reorganizes the overlay network and thereby adapts to
the changes.
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Figure 4.4: Mechanism to adjust the number of forward links.
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In the following, the effectiveness of the proposed mechanism is evaluated based
on the simulation model in [37].
In these evaluations, each peer is one of four states as follows.
1) Off : do nothing.
2) Requesting : sending a query.
3) Waiting : waiting for a query from other peers.
4) Processing : executing a job submitted by a client peer.
The state of each peer changes at fixed intervals based on a statistical state tran-
sition model. The state also changes triggered by the arrival of the messages from
other peers. A resource peer in either the Off state or the Wait state can stochas-
tically transit to the Requesting state. After sending a query, the status of the
resource changes to the OFF/Wait state immediately. Table 4.1 shows the simula-
tion parameters used in the simulation. In the simulation, a query is forwarded to
the next neighboring peers at one simulation cycle, referred to as one hop. Queries
propagate through access links at the first hop, and through forward links at the
second hop and later. The number of access links per peer is fixed to three, because
too many access links rapidly expand the area of discovery [61]. The number of
forward links per peer ranges from three to six to demonstrate the benefit of the
proposed mechanism, i.e. it needs fewer forward links for discovery. The services
provided by each peer are modeled by identifications, FF00-FF99 (100 types of
functionalities), and the performance is quantified by a single value ranging from
1 to 100. A query message has a pair of the service and performance as require-
ments given by a user. The performance and functions requested by a user change
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Table 4.1: Simulation parameters
Parameter Value
Number of peers 100,000
Request state transition probability 0.005
Number of Access Links 3
Number of Minimum Forward Links 3
Number of Maximum Forward Links 6
Number of Max. Hops 4
Number of Functionality Types F00-F99
Number of Functionalities per peer 2




based on the Wiener process [64]. The peer receiving a search query forwards the
received query to the neighboring peers connected via forward links, after checking
if it can satisfy the requirements of the query or not. Thus, queries are delivered
over a P2P network, and the resources that satisfy the users request reply to the
query.
In Table 4.1, Vp and Va mean the variances of two Wiener processes that sta-
tistically generate users’ requirements for performances and services, respectively.




The original SORMS is preliminary evaluated, changing the maximum number of
query hops in an 10,000 peers system. In the preliminary evaluation, each peer
always has six forward links. Figures 4.6 and 4.7 show the number of hit peers and










Figure 4.6: The average number of hit peers on the original SORMS.
The maximum number of query hops is changed from two to seven in the evalu-
ation. The horizontal axis indicates the average number of user’s requests that
increases as the simulation time elapses. Figure 4.6 shows that the number of hit
peers in two hops very slowly increases with time. Meanwhile, in the case of three
to six query hops, the number of hit peers increases with time and converges at a
certain value. In the case of seven query hops, the query is propagated to many
peers even at the beginning of the simulation. In this case, the query visits almost
all the peers, and hence the number of hit peers hardly increases as the network
topology optimization by SORMS proceeds.
Figure 4.7 shows the rate of the number of hit peers to the number of searched
peers, i.e. discovery efficiency. The rate in three hops is the highest and is about
18% at the 100-th user’s request. The rate in four hops and five hops are about
10% and 5%, respectively. The rate in two hops, six hops, and seven hops are
small and less than 4%. If the maximum number of query hops is of between three
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Figure 4.7: The average rate of hit peers to searched peers on the original SORMS.
the number of query hops is, the more quickly the rate increases. This is because
the self-organization proceeds rapidly with a large number of hit peers. These
preliminary evaluations show that both the number of hit peers and the discovery
efficiency are well-balanced in the case where the maximum number of query hops
is four. Therefore, the maximum number of query hops is set to four in the following
evaluations
4.4.2.2 Discovery Efficiency
Figure 4.8 shows the number of hit peers per request on the overlay network opti-
mized by SORMS with the proposed mechanism to adjust the number of forward
links. In this figure, the horizontal axis indicates the average number of user’s re-
quests that increases with time, and the vertical axis indicates the average number
of hit peers per request. In this figure, the average number of hit peers increases
with time in any cases. This is because the optimization of logical links by SORMS
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Figure 4.8: Comparison in the average number of hit peers.
logical links. These results clearly indicate that the proposed mechanism can con-
struct an overlay network effective to discover the requested peers in fewer hops,
based on users’ locality of interests.
The number of hit peers in the case of six fixed forward links is 1.55 times
larger than that in the case of five fixed links when 100 user’s requests have been
sent. The number of hit peers generally increases when a lot of forward links are
given to a service resource peer, because a query can visit more peers within the
same number of hops. On the other hand, the average number of hit peers in
the proposed mechanism is 1.60 times larger than that with five fixed links, even
though the average number of forward links in the proposed mechanism is only
4.53. This means that the proposed mechanism can get more resource peers with
fewer forward links.
Figure 4.9 shows the discovery efficiency. In this figure，the average rate of the
number of hit peers to the number of the searched peers with six fixed is smaller
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that with five fixed links. From the results of Figures 4.8 and 4.9, the discovery
efficiency degrades if the maximum number of logical links of every peer simply
increases. On the other hand, the proposed mechanism can obtain more hit peers
with maintaining the high discovery efficiency. Those results clarify that the pro-
posed mechanism is effective to improve the discovery efficiency by managing for-
ward links based on their available periods.
However, if a resource peer has been in the Off state for a long time, all the
forward links heading to the peer are often deleted because their available periods
are expired. Although such a resource peer can still participate in the overlay net-
work as a client peer, it will never be used by the others because it cannot receive
any queries. In this case, the peer as a resource is isolated from the others. It is ob-
served that about 20% of the resources are isolated from the overlay network in the
case where peers reuse their previous links when they change from the Off state
to another state. Therefore, these results also suggest that the link reconnection
at rejoining the overlay network is one important technical issue. This issue will
be discussed in Chapter 5.
4.4.2.3 Available period of a forward link
Next, the available period of a forward link is evaluated. Figure 4.10 shows the av-
erage number of hit peers and the average number of searched peers, which receive
a query in a certain period. This figure shows that the longer period a forward link
can live, the more peers a client peer can get. The number of hit peers reaches
76.6 as a peak in the case where the available period is 2,000 cycles, but it shows
no further increase for a longer available period. This means that the discovery
efficiency gradually decreases as the available period becomes longer, even though
the area of resource search expands.
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Figure 4.9: Comparison in the average rate of hit peers to searched peers.
searched peers. The average rate decreases when the available period is too long.
From these results, it is clearly demonstrated that the proposed mechanism
can keep connecting only the strongly-correlated resources and deleting redundant
links connecting weakly-correlated resources.
4.4.2.4 Automatic adjustment of the number of forward links
In the following, the relationship between the usage frequency and the number
of forward links is discussed. Figure 4.12 shows the time change in correlation
between the usage frequency and the number of forward links.
In Figure 4.12, the correlation between the usage frequency and the number of
forward links gradually increases with time. This means that the proposed mecha-
nism can adjust the number of forward links so that higher-performance peers can
have more forward links. Figure 4.13 shows the relationship between the usage
frequency and the average number of forward links during the stable period from
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Figure 4.10: Effects of the available period on the average numbers of hit peers
and searched peers.
used resources have more forward links. These results suggest that the proposed
mechanism can properly adjust the number of forward links of each resource based
on its usage frequency.
4.4.2.5 Discovery latency optimization
In the following, the proposed mechanism is evaluated from the viewpoint of the
capability to optimize an overlay network regarding the discovery latency. In the
evaluation, Ring Topology and Three Topology are used as the two basic topologies
of a physical network. The optimality of discovery latencies is evaluated by h/hmax,
where h is the numbers of hops on the physical network and hmax is the end-to-end
hops on the physical network, respectively. Figure 4.14 shows that the optimality
of discovery latencies improves with time. The discovery latencies of the proposed
mechanism on both physical network topologies decrease compared with the orig-
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Figure 4.11: Effects of the available period on the average rate of hit peers to
searched peers.
are reduced by 54.8% for Ring Topology and 34.6% for Tree Topology, respectively.
These results clearly indicate that the proposed mechanism works effectively for
both standard physical topologies.
Figure 4.15 shows the average reduction rates at 100 requests in terms of Traf-
fic and Latency Stretch [65]. Here, Traffic means the number of queries forwarded
on the physical network and is normalized by the result of the original SORMS. La-
tency Stretch is represented as ll/lu that is the rate of discovery delay ll to unicast
delay lu. If Latency Stretch is large, a query is forwarded via a redundant route
that is totally different from the unicast route. This figure indicates that Traffic
and Latency Stretch on Ring Topology can be reduced by 73.8% and 55.6%, respec-
tively. Similarly, Traffic and Latency Stretch on Tree Topology can be reduced by
48.2% and 38.3%, respectively.










Figure 4.12: Time change in correlation between usage frequency and the number
of forward links.
fewer hops on the physical network, and hence the overlay network becomes effi-
cient to save the network traffic. The improvement by the proposed mechanism for
Ring Topology is more remarkable than that for Tree Topology. This is because the
average number of hops required for communication between two peers in Ring
Topology, i.e. the network diameter of Ring Topology, is larger than that of Tree
Topology.
Figure 4.16 shows the reduction rates achieved by the proposed mechanism
for various network diameters of Tree Topology. This figure shows that the pro-
posed mechanism works more effective for a network with a larger diameter. As
the network diameter grows, the number of physical hops increases in the origi-
nal SORMS. On the other hand, the proposed mechanism attempts to connect the
peers located close to each other on the physical network. Therefore, the proposed
mechanism works more effectively for a large-scale network with a long diameter
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Figure 4.13: Relationship between the usage frequency and the number of forward
links.
Finally, to evaluate the performance gain by the proposed network in a realis-
tic network environment, the following evaluations were executed on an overlay
network generated by Inet-3.0 [38]. Inet-3.0 is an Internet topology generation
tool and can generate a network topology similar to the actual Internet topology.
Figure 4.17 shows the reduction rates of Traffic and Latency Stretch when an over-
lay network of 10,000 peers is optimized with 100 user requests. In a topology
generated by Inet-3.0, each peer has two-dimensional coordinate values that rep-
resent one point in the network. Then, reduction in Latency Stretch is evaluated
with h/hmax when the number of hops on the physical network is considered as the
communication delay. It is evaluated with L/Lmax when the distance between two
peers on the physical network is considered as their communication delay. Here,
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Figure 4.14: Comparison in the average discovery latencies (100,000 peers).
and Lmax is the distance of the path between the uttermost resource peers. Fig-
ure 4.17 suggests that the proposed mechanism reduces Traffic by 23.2% and La-
tency Stretch by 15.6% on Inet Topology if the delay is evaluated with the number
of hops. Moreover, the proposed mechanism reduces Traffic by 27.1% and Latency
Stretch by 29.4% on Inet Topology if the delay is evaluated with the distance be-
tween two peers. Thus, if the delay is evaluated with the distance, the reduction
rates of Traffic and Latency Stretch are 3.9% and 13.8% higher than those with
the number of hops, respectively. This is because the proposed mechanism reduces
the communication delay rather than the number of hops. Suppose that there are
two resource peers that satisfy the user’s requests. Then, if the communication
delay to one resource peer is smaller than that to the other, the proposed mecha-
nism generates a logical link to the former peer without considering the number of
hops for the communication. Therefore, these results clearly demonstrate that the
proposed mechanism is effective to make the logical route on the overlay network
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Figure 4.17: Reduction rates in Traffic and Latency Stretch for the Inet topology




This chapter has proposed an adaptive overlay network management mechanism
for heterogeneous environments, in which service resources have different usage
frequencies and communication capabilities, to efficiently limit the area of query
flooding. The proposed mechanism is composed of two functions. One is a function
to regulate the number of forward links of each resource according to its usage
frequency. The other is a function to reduce the communication delay.
The simulation results indicate that the proposed mechanism can reduce both
latencies and communication traffics for resource discovery by effective manage-
ment of logical links. The proposed mechanism is especially effective on a large
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Chapter 5 investigates the effectiveness of a query filtering mechanism with static
attributes of service resources. To further improve the resource discovery efficiency,
this chapter proposes a mechanism that distributes static attributes of resources
over an overlay network, and the area of query flooding is limited with the dis-
tributed static attributes on each resource. In this mechanism, the frequently-
used resources collect more static attributes of resources. This mechanism incor-
porates the concept of the broker-type search model into the brokerless-type model.
Since some of forwarding queries are filtered using the static attributes of resources
cached on frequently-used resources, the proposed mechanism can further improve
the discovery efficiency.
Moreover, this chapter also discusses the problem of isolated peers. Some of
peers are isolated from the others, because they are not used for a long time and
thus the logical links heading to them are deleted, as described in Chapters 3 and
4.
The rest of this chapter is organized as follows. Section 5.2 points out the im-
portance of query filtering with static attributes to limit the area of query flood-
ing. Section 5.3 proposes a resource discovery mechanism, which spreads static
attributes of resources based on users’ locality of interests. Section 5.4 discusses
the performance of the proposed mechanism through simulation experiments. Sec-
tion 5.5 concludes this chapter. 　
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5.2 Query Filtering Approach with Static Attribu-
tes
As mentioned in Chapter 2, the attributes of resources that are used as search
keys in UGCI can be classified into two groups: static attribute group and dynamic
attribute group. Static attributes in the static attribute group do not change across
time, while dynamic attributes in the dynamic group are time-variant. If the static
attributes are distributed to the resources that forward a lot of queries, a query can
be efficiently filtered by using the distributed static attributes. In SORMS, queries
tend to be forwarded to peers with the high usage frequency, because they have a
lot of logical links. A key to better discovery efficiency is to collect static attributes
preferentially in the resource peers with high usage frequencies.
In Sections 3.4.2.1 and 4.4.2.2, it has been experimentally demonstrated that re-
source peers with low usage frequencies are often isolated in SORMS because the
logical links bound for them are deleted. As SORMS employs one-directional links
to reduce the management cost, the forward links bound for a resource peer are
owned by other resource peers. Thus, a resource peer cannot retain logical links
heading to itself. This link management policy employed in SORMS inherently
causes the isolation problem. While this can simplify the logical link management,
it causes many isolated peers. If static attributes of resource peers are cached in
active resource peers that frequently forwarded queries, the cached attributes al-
low the active resource peers to forward some queries to the recourse peers isolated
by forward link disconnection. As a result, this approach can significantly reduce
the negative effect of isolation problem. To use SORMS for resource discovery in
UGCI, it is important to reduce the number of the isolated resource peers and
thereby increase the number of hit peers without degrading the resource discovery
efficiency.
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5.3 An Overlay Network Management Mechanism
in Spreading Meta-Information of Resources
based on Users’ Locality of Interests
In the following, static attributes of a resource peer are used as meta-information of
the peer that is used to filter queries on active resource peers. Section 5.3 proposes
a self-organizing overlay network management mechanism that spreads meta-
information of resources preferentially to active resource peers that frequently
receive queries and hence efficiently filter the received queries based on the meta-
information.
5.3.1 Mechanism Spreading Meta-Information of Resources
Based on User’s Locality of Interests
In the following, a mechanism is proposed to distribute meta-information to the
resources, which have high possibilities to receive queries related to the meta-
information based on user’s locality of interests. In this mechanism, a peer sends a
query not only to the resources in a user’s locality space via forward links, but also
directly to the resources whose meta-information is stored on the resource peer and
is not contradict to the query.
Figure 5.1 shows an example of the proposed mechanism. When a client peer
C uses a resource peer R, the used resource peer identifier (RID) and the used
application service identifier (SID, 30 in Figure 5.1) are registered in the access
link destination list of C. A counter in the list is used to manage the order of used
resources. After peer C submits a job to R, C asks the most recently user resource
peer R for reconnecting its forward links to reorganize its utilization space. This
reorganization is done using the replica of C ’s access link destination list. Then,
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R registers the RIDs of R1 and R2 in its forward link destination list, because R
can know that C had used R1 and R2 by C ’s temporal locality. Next, R requests
R1 and R2 to reconnect their forward links to R. At the same time, R informs R1
and R2 that a service of R whose SID is 30 is used by C. Then, R1 and R2 register
RID and SID of R in their forward link destination lists. In this way, the utilization
space of C is optimized by spreading SID information over recently-used resource
peers. In Figure 5.1, the information spread by this mechanism is darker-shaded,
i.e. the information of SID used by C described in its access link destination list is










Access Link Destination List of C
Forward Link Destination List of R











Forward Link Destination List of R1 Forward Link Destination List of R2
Figure 5.1: Spreading of SIDs among resource peers.
In the original SORMS, an expired forward link is deleted unless the number
of forward links of a resource is less than the lower bound. On the other hand,
the proposed mechanism just invalidates but not deletes the expired link. Hence,
the size of the forward link destination list of a resource peer becomes large and
thereby the peer can have more information about other peers, if the resource peer
is frequently used by others. Initially, R1 and R2 in C ’s access link destination list
may not have any SID values. In this case, R cannot know what services R1 and
R2 provide, and therefore requests them to report their SIDs when requesting the
　 73
5.3. An Overlay Network Management Mechanism in Spreading
Meta-Information of Resources based on Users’ Locality of Interests
forward link reconnection. In response to the request, R1 and R2 randomly select
their services and notify the SIDs to R. As a result, R can register the SIDs in its
forward link destination list. In this way, the information about services provided
by each resource peer is spread over the network. In addition, it is possible that
several SIDs can be associated with a single RID in the link destination lists if a
resource peer provides multiple services. If a client peer exploits several services
provided by a resource, the most recently used SID is spread among the resources
in the client’s utilization space.
5.3.2 Query Forwarding with Service IDs
A query sent from a client peer is forwarded to the resource peers, which are reg-
istered in the forward link destination lists of some neighboring peers. When a
resource peer receives a query, it forwards the query first via its valid forward
links, which have not been invalidated yet. Then, the resource peer checks if a
resource peer with the requested SID exists in the forward link destination list. If
such a resource peer is found, the resource peer forwards the query to the found
resource peer. For example, in Figure 5.1, R first forwards the query requesting
SID 28 to R1, R2, and D because there are valid forward links bound for them.
Then, R sends the query also to Y that provides the requested SID.
A query is classified into two types. One is a query sent through a valid forward
link. The other is a query sent after checking whether the destination resource
has the requested SID. When a resource peer has received a query of the latter
type, it does not send the query to its all neighboring peers, but to the peers with
the requested SID that are found in its forward link destination list. To prevent
excessively spreading a query, the number of hops for this query forwarding is
limited by the predefined upper bound.
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5.3.3 Expected Effects of the Mechanism
In this mechanism, a frequently-used peer can not only obtain more meta-information
of others, but also spread its meta-information to others. In contrast, a rarely-
used resource can rarely obtain meta-information of the others, and also spread its
meta-information only to few other resources. In addition, the relationship among
resources that have high usage frequencies is strongly linked. As a result, a query
can arrive at the resources with much meta-information in fewer hops. There-
fore, the number of discovered resources and the discovery efficiency increase by
forwarding a query directly to those resources.
Furthermore, meta-information of a resource peer that has been once used by a
client is registered in the forward link destination lists of others. As a result, the






In the following, the effectiveness of the proposed mechanism is evaluated based
on the simulation model described in Section 4.4.1. To evaluate the performance
gain by the proposed mechanism in a realistic network environment, the following
evaluations were executed with an overlay network generated by Inet-3.0.
Table 5.1 shows the simulation parameters used in the evaluation. The avail-
able period of a forward link is set to 10,000 simulation time-slots, because it
is known as an appropriate period according to the previous evaluation in Sec-
tion 4.4.2.3. The nearer two requested SIDs are, the stronger the association be-
tween the two user’s interests is. A client peer sends a query with a pair of the
service (SID) and performance to represent the user’s requirements. If a client
receives some reply messages from the resources that satisfy its requirement, it
selects only one resource at random among the satisfied resources as the service
resource to use. After the client submits a job to only one selected resource, the
client asks the resource to reconnect its forward links to reconfigure the client’s




Figure 5.2 shows the result of the average number of hit peers. The error bars
mean the two-sided 95% confidence intervals. SORMS can increase the number of
hit peers as the request state transition probability becomes higher. The proposed
mechanism can get more hit peers at an early stage of the simulation. Especially in
the case where the request state transition probability is 0.005, the number of hit
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Table 5.1: Simulation parameters
Simulation Time 2,000,000 time-slots
Number of peers 10,000
Request State Transition Probability 0.001,0.002,0.005
Number of Access Links 3
Number of Maximum Forward Links 6
Number of Minimum Forward Links 3
Forward Link active Term 10,000 time-slots




Number of Functionalities per peer 2
Performance(throughput) 1～100
peers becomes 3.9 times higher at 2,000,000 time slots. This figure shows that the
number of hit peers of the proposed mechanism still increases even after 1,000,000
time slots, even though that of the original SORMS approaches to a certain lower
value.
In some cases, the number of hit peers slightly decreases right after the sim-
ulation starts. This is because initially-connected forward links are expired, and
thus the number of forward links decreases until useful forward links reflecting
the locality of user’s interests are created by the link reconnection mechanisms.
Figure 5.3 shows the average rate of the number of hit peers to the number of
searched peers. The error bars mean the two-sided 95% confidence intervals. The
rate of the proposed mechanism converges around 0.14 as the simulation proceeds.
Especially in the case where the request state transition probability is 0.002, the
average rate of hit peers to searched peers becomes about 3.6 times higher than
that of the original mechanism. The results in Figures 5.2 and 5.3 clarify that
the discovery efficiency monotonically increases and approaches to a certain value,
while increasing the number of hit peers. These results suggest that the proposed
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Figure 5.3: Comparison in the average rate of hit peers to searched peers.
However, Figure 5.3 also suggests that the discovery efficiency hardly improves
and even decreases in the case of a high request state transition probability such as
0.005. Therefore, the efficiency of the proposed mechanism may degrade if many
peers send queries frequently.
Figure 5.4 shows a frequency distribution of resource peers, in which the hori-
zontal axis shows the classes into which resource peers are classified according to
the number of cached RIDs. The percentage of resource peers with less than 100
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RIDs is approximately 96%. Then, 99% of resource peers have only 200 RIDs or
less. In Skype [55], even a standard client stores about 200 routing data. There-
fore, the meta-information storage cost does not become a problem for most peers.
According to the simulation results, however, about 0.4% of resource peers have
more than 200 RIDs. Such peers also collect many SIDs. This situation may de-
grade the discovery efficiency because those peers forward queries to all the peers
in their forward link destination lists that have the requested SIDs, resulting in
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Figure 5.4: Frequency of peers classified by the number of collected RIDs.
Figure 5.5 shows the relationship between the number of queries forwarded
based on the SIDs and the job time, which is the total time-slots consumed by each
peer to execute jobs sent from others in the simulation. The horizontal axis of
the Figure 5.5 means the job time of each resource in the number of time-slots.
The left-side vertical axis means the number of queries forwarded based on the re-
quested SIDs. The right-side vertical axis means the rate of the resource count in
each job time class to the total resource count. Figure 5.5 shows that the resources
whose job times are less than 100 time-slots dominate more than 80% of the total
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resources. Obviously, the resource peers with short job times do not often forward
queries based on the request SIDs, while the resource peers with long job times
do. This means that the proposed mechanism makes the resource discovery more
efficient by allowing only a few resources of very long job times to forward many
queries based on those SIDs. The area marked by an ellipse in Figure 5.5 corre-
sponds to the region where resources collecting more than 200 RIDs discussed in
Figure 5.4 are located. Accordingly, those resource peers do not excessively forward
queries even though they have many SIDs in general.
For resource peers that forward more than 250,000 queries based on the SIDs,
the statistics data obtained by the simulation are as follows: The average job time
is 960 time-slots, the average number of collected RIDs is 160.7, the average num-
ber of valid forward links is 5.8. The statistics data above show that the number
of collected RIDs is not so large but the number of valid forward links is almost
equal to the upper bound, i.e. six. Hence, reduction in discovery efficiency in the
case of a high request state transition probability is not caused by query forward-
ing based on SIDs, but by forwarding via valid links. That is, query forwarding via
valid forward links sometimes degrades the discovery efficiency in the case where
meta-information is available. This might indicate that query forwarding based on
the SID is more efficient than that with valid forward links in some cases. More
detailed evaluation is required to clarify their efficiencies.
5.4.2.2 Effects of the Number of Query Hops
The relationship between the number and the rate of the number of hit peers
to searched peers is discussed below. Figure 5.6 shows those two metrics in one
graph. The proposed mechanism can get more resources after the second hops
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Figure 5.5: Relationship between the peer-used time and the number of for-
warded queries in each peer.
hops in the original SORMS is almost equal to that within two hops in the pro-
posed mechanism. Although the discovery efficiency decreases with the number of
hops, the decrease rate in the proposed mechanism is slower than that in the orig-
inal SORMS. As a result, the proposed mechanism can efficiently discover more
resources within fewer hops as the network topology optimization proceeds. Con-
sequently, it is clearly demonstrated that the proposed mechanism is more efficient
for resource discovery than the original SORMS.
5.4.2.3 Isolated Peers and Unused Peer
Finally, existence of unused and/or isolated peers is discussed. Here, a peer is
unused if it has never been used by the others. A peer is isolated if there is no
forward link bound for it. The original SORMS does not use meta-information for
query forwarding, and thus a resource peer unused for a while might be isolated
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Figure 5.6: Average number and average rate of hit peers within N hops.
a resource peer that cannot spread its SID becomes isolated. Figure 5.7 shows the
rates of isolated peers and unused peers to total number of resource peers. The
horizontal axis means the time sequence represented in the number of requests
sent from users. These results show that the proposed mechanism can reduce the
number of isolated peers as the time goes, while the original SORMS increases it.
The proposed mechanism spreads meta-information at every resource usage, and
thereby prevents rarely-used peers from being isolated. As a result, it can increase
the number of hit peers.
In the proposed mechanism, the number of isolated peers increases temporar-
ily at an early stage of the simulation, because initial forward links are expired.
Then, the number of isolated peers decreases as the simulation proceeds. This is
because a resource peer is randomly connected with others when recovering from
the Off state, and it distributes its meta-information to the other resources when it
is used by clients. On the other hand, in the original SORMS, isolated peers exceed
0.2. In the original SORMS, although a resource peer is also randomly connected
with others when recovering from the Off state, the forward links that bound for
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the resource are expired again. As a result, the number of isolated peers never
decreases. Therefore, the reduction rate of isolated peers is clearly influenced by
how to connect a resource at rejoining.
These results clarify that the proposed mechanism can avoid a resource peer
from being isolated, even though it uses only one-directional logical links as with
the original SORMS. Two-directional links are not employed in the proposed mech-
anism because of the high cost to keep the consistency among peers required when
a peer leaves and rejoins the network.
Figure 5.7 indicates that the proposed mechanism increases the number of un-
used peers compared with the original SORMS. In the proposed mechanism, a
client peer discovers many resource peers, and then the others can also easily dis-
cover the resources. Hence, when another client requests higher performance than
the previous client, the requested resource is likely to be found among the previ-
ously discovered resources. On the other hand, in the original SORMS, the number
of peers found at one request is small, and thus others rarely discover the same
one. Therefore, in the proposed mechanism, the resources with a higher processing
ability are used by more resources compared to those in the original SORMS. As a
result, the number of unused resources increases in the proposed mechanism. The
total job time of all resource peers in the simulation is 10% longer than that of the
original SORMS. Therefore, the proposed mechanism can satisfy users’ require-
ments more than the original SORMS, even though the number of unused peer
increases. An increase in unused peers shows that there are resources unused so
far but not isolated. These results show that the proposed mechanism is effective
not only to reduce the number of isolated peers but also to encourage resource users
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This chapter has proposed a mechanism that spreads meta-information of resources
over an overlay network, so that the meta-information can be located appropri-
ately to filter the queries. In this mechanism, the frequently-used resources collect
more meta-information of resources. Since some of forwarding queries are filtered
using the static attributes of resources cached on frequently-used resources, the
proposed mechanism can further improve the discovery efficiency. Moreover, this
mechanism can decrease the possibility that a resource peer is isolated from the
others, because meta-information of a resource peer that has been once used by a
client is registered in the forward link destination lists of others.
The simulation results clarified that the proposed mechanism can increase the
number of hit peers without degrading discovery efficiency. It can also avoid in-
creasing the number of isolated peers. The effectiveness of the proposed mech-
anism does not change even if SIDs are distributed over the network according
to the Pareto’s law [62]. Hence, SORMS with the proposed mechanism is signif-
icantly effective even in a more realistic environment. Accordingly, these results
show that the proposed mechanism is quite effective not only for discovery effi-
ciency and reduction in isolated peers, but also to encourage resource users to use
service resources.
In addition, this chapter points out the possibility that query forwarding via
valid forward links sometimes degrades discovery efficiency, in the case where
meta-information is available. In addition, it is also shown that the number of
isolated peers depends on how to reconnect a rejoining peer with others. More





　 The objective of this dissertation is to establish an effective overlay network
for large-scale P2P systems, which can realize a dynamically self-organized search
space to reduce both the number of query messages for resource discovery and the
number of hops, in which a message reaches requested resources. The conclusions
of this dissertation are summarized as follows.
Chapter 2 has clarified the requirements for resource discovery in UGCI. Then
Chapter 2 has reviewed the possibility of applying the existing resource discovery
models to UGCI, and has pointed out their problems. As a result, the brokerless-
type search model is best suitable as a resource discovery model of UGCI that
can deal with the huge number of users’ service resources and their entering and
leaving in an ad-hoc manner. However, the brokerless-type search model has a
critical drawback, i.e. its query packet flooding extremely increases the network
traffic for resource discovery if the model is applied to resource discovery in UGCI.
Therefore, Chapter 2 described that the most important thing is to limit a resource
exploration space. Moreover, Chapter 2 pointed out that the classification of at-
tributes of a service resource into static and dynamic attribute groups is useful to
increase the efficiency of resource discovery in large-scale P2P systems. Chapter 2




Chapter 3 has designed a self-organizing resource management mechanism
(SORMS) that effectively restricts a search space configured based on the simi-
larity and continuity of users’ requests issued from individual client peers. By
considering the temporal and the spatial locality of users’ interests, the overlay
network adapts its topology so that more useful resource peers can be reconnected
closer to client peers as their potential users. SORMS is basically designed based
on a brokerless-type search model. Experimental results indicate that SORMS can
remarkably increase the number of hit peers, and thus allow a resource user to
find more service resources that satisfy requests of the user. SORMS can optimize
the network topology so that the useful resource peers can be located within fewer
hops from the requesting client peer on the search paths. Therefore, SORMS can
achieve highly-efficient resource discovery. However, it is also shown that there are
several resource peers isolated from the overlay network.
Chapter 4 proposed an adaptive overlay network management mechanism that
enables SORMS to efficiently adapt to a heterogeneous environment, in which ser-
vice resources have different usage frequencies and communication capabilities.
The proposed mechanism reorganizes an overlay network by taking into account
the frequency in the use of each service resource and the communication latencies
among service resources. In the proposed mechanism, a resource peer manages its
forward links for a certain time period, and deletes the links if they are not used
within the period. As a result, the number of forward links of a service resource in-
creases if the resource is frequently used, and decreases if rarely used. Moreover,
to optimize the discovery latencies, a resource peer is set to choose the nearest
resource on the physical network as a forward link destination. The simulation
results indicate that the proposed mechanism can reduce both latencies and com-
munication traffics for resource discovery by effectively creating logical links. The
effectiveness of SORMS on a practical network is experimentally-demonstrated
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from the simulation results with the Internet topology generation tool.
Chapter 5 proposed a query routing mechanism based on meta-information in
SORMS. In this mechanism, more meta-information is collected in the frequently
used resources that should forward a lot of queries by reconnections of logical links.
This mechanism is based on the classification of the attributes of a service re-
source into the static attribute group and the dynamic attribute group mentioned
in Chapter 2. Under this mechanism, each peer is treated as an equal, therefore
there is no special manager. However, with a progression of mutual exploitation
of resources, a configuration something like a broker-type search model partially
appears, because frequently used resources collects a lot of meta-information of re-
sources gradually. The simulation results indicate that the proposed mechanism
can increase the number of hit service resources and discovery efficiency, and can
decrease the number of resource peers isolated from the overlay network, which
are never detected and used, described in Chapter 3.
The dissertation concludes that the self-organizing overlay network manage-
ment mechanism achieves effective resource discovery in a large scale P2P net-
work and is suitable for resource discovery in Ubiquitous Grid Computing In-
frastructure. The proposed mechanism is particularly useful for discovering re-
sources and/or users on a large-scale dynamically changeable network in which
time-varying users’ interests are reflected. Therefore, the mechanism is suitable
for the discovery on Social Networking Service (SNS) such as GREE[72], mixi[73]
and Twitter[74], especially when they are constructed in fully-decentralized large-
scale network systems. Finally, the future work is summarized as follows.
• An estimation of management cost of meta-information in each peer
The management cost of meta-information in each peer increasingly grows
with the amount of meta-information. The evaluation in this dissertation did
not consider its management costs, because these were thought to be small.
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However, it is necessary to estimate the management costs with the maxi-
mum size of collectable meta-information.
• A participating mechanism of newly joined resource peers
As with many other P2P systems, a participating mechanism of new entry
resource peers is one of the most important issues. Therefore, it is necessary
to build a participating mechanism for SORMS that does not need a special
manager. Moreover, scalability estimation should be done by increasing the
number of participant resource peers with a participant mechanism.
• Applicability to SNS
SORMS will be applied to a fully-decentralized SNS to use its clustering ca-
pability. A fully-decentralized SNS infrastructure with SORMS is promising
to adapt to the changes in the relationship among user’s locality spaces.
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To explore the feasibility of resource discovery in UGCI, a hybrid P2P type dis-
covery system is prototyped. This appendix describes the hybrid P2P type discov-
ery system. In this system, index servers collects attributes of service resources
and are connected in the brokerless-type fashion. This system conducts no self-
organization.
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Figure A.1: A hybrid P2P type search mechanism.
Figure A.1 illustrates the process flow of resource management in a hybrid
P2P type discovery mechanism. In the mechanism, there are distributed index
servers on an ad-hoc overlay network, each of which manages only a subset of
the service resources in UGCI. The index servers are just chosen from relatively
high-performance service resources with global IP addresses; the index servers do
not require any special capability except performance. The index servers are con-
nected in the brokerless-type fashion. In other words, it is called the pure type
P2P scheme. The functions of an index server are to filter search queries and to
forward search queries. In an index server, search queries are filtered by static at-
tributes and are forwarded to the connected service resources which have satisfied
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with the user’s requirement of static attributes. If the index server is connected
with other index servers, the search queries are forwarded to the neighbor index
servers. Therefore, the index server does not use any special routing protocol.
When taking the serviceability into account, it is also a common situation that
only a reliable commercial service provider provides the index service. When a
service resource participates in UGCI, its static attributes are registered in its
nearest index server. Each service resource monitors its dynamic attributes by






<Static attributes registration>OS Type:A: windowsB: linuxC: mac OS
Filter by static attributesRegister  static attributes preliminarily
Check  the dynamic attributes<Search query message>OS type      = LinuxCPU load   < 20 % CPU load ：5%
Figure A.2: Hybrid resource management of an index server.
Figure A.2 shows the hybrid resource management of an index server. In UGCI,
a resource user first sends a search query message to an index server. Using only
the static attributes in the directory database, the broker-type model is used to
limit the area of resource search. That is, the service resources whose static at-
tributes do not satisfy the user’s requests are eliminated from the candidates.
Then, the brokerless-type search model, i.e. flooding search, is used to find re-
quested service resources among the candidates, based on the dynamic attributes.
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The service resource sends a reply message to the resource user only if its at-
tributes satisfy all the requests in the search query message. As there is no central-
ized administrator in UGCI, the index servers are searched based on the brokerless-
type model to find another index server if necessary.
In this mechanism, no service resource might be discovered if the user imposes
too severe requirements (special CPU/OS, very low rate of CPU load, and huge
memory space, etc). In such a case, the user just has to relax the requirements,
and to search again.
In this mechanism, a search query message is filtered on the index server, and
sent only to the service resources that have static attributes requested by the user.
This results in a significant reduction in network traffic for resource searching. By
using flooding search, furthermore, the user’s requests can always be compared
with the actual dynamic attributes. Therefore, a caching mechanism that causes
the inconsistency between the cached and actual attributes is not required. Ac-
cordingly, this hybrid resource management can exploit the potentials of both the
broker-type and brokerless-type search models while alleviating their drawbacks.
Next, the hybrid P2P type search model is compared with the existing search
models from the viewpoint of the communication cost in the worst-case scenario.
The parameters used in the comparison are mentioned in Section 2.3.3. In the
worst-case of the hybrid P2P type mechanism, a user request is propagated over
all the index servers connected in a line. Its total cost is the sum of the following
costs:
1) Cost due to a request message from a user to an index server, T ,
2) Cost due to packet flooding for n index servers, (n − 1)T ,
3) Cost due to packet flowing for the service resources from index servers, p(N −
n)T , and
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4) Cost due to reply messages from the service resources that satisfy all the
requests, pqNT .
That is,
C3 = (Np(1 + q) + n(1 − p))T. (A.1)
From Equations (2.1) and (2.2),
C1 − C2 = 2(N + 1)T − (1 + pq)NT = 2T + NT (1 − pq) > 0.
From Equations (2,2) and (A.1),
C2 − C3 = (1 + pq)NT − (Np(1 + q) + n(1 − p))T = T (N − n)(1 − p) > 0.
It is obvious that C1 > C2 > C3, and their difference become larger as N in-
creases. Accordingly, the hybrid P2P type search is an appropriate solution for
resource search in UGCI consisting of quite a huge number of service resources.
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A.3 Implementation of a Prototype System
A.3.1 SIONet (Semantic Information Oriented Network)
SIONet [21, 22] was used to develop the prototype system because SIONet has an
application programming interface, called SCAL (SIONet Core Access Library), to
develop a hybrid P2P network as well as a flat P2P one. SIONet can also organize
a community of peers, and is useful for dynamic organization of a virtual comput-
ing environment in UGCI. In SIONet, moreover, resource users can describe their
requirements using wild cards, such as * matching any characters.
A.3.2 Implementation
Every core component of the system is written in C++ language with SCAL, ex-
cept for the User Interface, which is developed based on Web technology with Java.
Figure A.3 shows the architecture of the prototype system. In this prototype sys-
tem, a portal server provides a user interface that can be accessed to submit user’s
requests using a web browser. User interface, Information Collector, SIONet Reg-
istrant, Requester, and Collector in Figure A.3 are implemented software modules
of the prototype system. All the messages among the modules are defined using
XML and analyzed with SAX (Simple API for XML). SIONet Core in Figure A.3 is
the P2P basic function provided by SIONet.
User interface is implemented with the standard technologies for web applica-
tion services: Apache, Tomcat, Java Server Pages (JSP), and servlets. By accessing
the web page, a resource user can perform all the operations to use UGCI: resource
search, dynamic organization of a virtual computing environment, job submission,
and retrieval of the computation results.
　 95
A.3. Implementation of a Prototype System
Information Collector is running on every service resource to obtain both static
and dynamic attributes. Only when starting up Information Collector, static at-
tributes are examined and sent to SIONet Registrant. Then, Information Collector
keeps monitoring dynamic attributes of the service resource.
SIONet Registrant of each service resource also provides the interface between
the implemented modules and SIONet Core. SIONet Registrant initially sends the
static attributes passed from Information Collector to the index server. When re-
ceiving a search query message, SIONet Registrant collects the current dynamic
attributes from Information Collector, and checks whether the dynamic attributes
satisfy the requests in the search query message. SIONet Registrant sends a re-
ply message to Collector running on the index server if the service resource can
satisfy all the requirements. The reply message contains both static and dynamic
attributes of the service resource at the time. Then, SIONet Registrant launches
Job Manager to execute a job submitted from the resource user.
Requester is a module running on the portal server to send a search query mes-
sage to the index server. When it receives user’s requests from the portal web
page shown in Figure A.4, it generates a search query message according to the
requests.
Collector is a module running on the index server that receives reply messages
from the service resources whose attributes satisfy the requests, and makes a sum-
mary of the resource search results. Figure A.5 shows a sample of the summary
displayed on the portal web page. The resource user can dynamically organize a
virtual computing environment by selecting available service resources listed in
the summary.
Job Scheduler is launched on the portal server to receive a job request message
from User interface. Job Managers and Job Scheduler communicate with each
other to execute the job as a virtual computing environment. As shown in Figure
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A.6, SIONet Management Tool (MT) allows the resource user to visualize the logi-
cal connections among the service resources participating in the virtual computing
environment. Our current implementation can execute a computer graphics appli-
cation to generate photo-realistic images.
Figure A.7 shows an example of the search message sequence in the prototype
system. In Figure A.7, the static attributes required by a user are satisfied by
resources C, F, I, and K. Moreover, the required dynamic attributes are satisfied by




SIONet Registrant InformationCollectorJob ManagerApplicationBrowser










Figure A.3: Prototype system.
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Grid Portal Home Page!Login ID: =“inaba” Produced by Kobayashi Lab at Tohoku Univfrom 2005.5.12
Please input your requirement (keywords of static attribute)
Please input your requirement (keywords of dynamic attribute)
Please select the application
Memory : No less than                       M bytes256OS type :                                           OS version :*(anything OK) >CPU type :                                        CPU clock : No less than                     M Hz                  *(anything OK) > 1500*(anything OK) >Memory Available : No less than                       M bytes30CPU Load : No more than                       %30Application Name :     Path Trace      Pov-RayArgument 1:                  10submit reset
Figure A.4: Screen snapshot of the user interface.
7965.1.2600Microsoft Windows XPProfessional2394Intel (R) Pentium( R) 4CPU 2.40GHz266hikari5 0765.1.2600Microsoft Windows XPProfessional2194Intel (R) Celeron (R)CPU 2.20GHz259asama4
14555.1.2600Microsoft Windows XPProfessional1997AMD Athlon (tm) XP2400+234cassiopeia3 6865.1.2600Microsoft Windows XPProfessional2394Intel (R) Pentium (R) 4CPU 2.40GHz266nozomi2
0915.1.2600Microsoft Windows XPProfessional2394Intel (R) Pentium( R) 4CPU 2.40GHz266kodama1
0435.1.2600Microsoft Windows XPProfessional1997AMD Athlon (tm) XP2400+234kamome8 11865.1.2600Microsoft Windows XPProfessional1997AMD Athlon (tm) XP2400+234tsubame7
0835.1.2600Microsoft Windows XPProfessional2194Intel (R) Celeron (R)CPU 2.20GHz259toki6
5.1.26005.1.2600
OSversion




AMD Athlon (tm) XP2400+AMD Athlon (tm) XP2400+
CPU Type
937234sonic10 687234haruka9
CPULoadAvailableMemory (MB)Memory(MB)host nameNoSearch Result List
Figure A.5: Screen snapshots of the search result.
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<< Peer Information>>tcp://haruka:8100/SIONet/SW/b65dadb3908d464bcd971a9ff1d667fhttp://haruka:8100/SIONet/SW/b65dadb3908d464bcd971a9ff1d667f





Figure A.6: Resource configuration of user’s virtual computing environment.
Index Server A Index Server BPortal ServerResourceUser Service ResourcesC D E F G H I J K LStatic AttributeRegisterSearch





Check Static AttributesCheck Dynamic Attributes
Figure A.7: Example of search message sequence.
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A.3.3 Discussion
The prototype system implemented using SCAL has several function of not only re-
source search, but also dynamic organization of a virtual computing environment,
job submission, and retrieval of the computation results. Thus, a resource user
can actually execute a job on a dynamically organized computing environment and
obtain the results. It is also experimentally confirmed that the overhead of Infor-
mation Collector for monitoring dynamic attributes is negligible.
A computer can easily join to and leave from the overlay network using SIONet’s
functions. The index servers are connected each other via the overlay network, as
well. Due to such network configuration, a system failure of an index server affects
only partial service resources connected with the index server. This improves the
availability and fault-tolerance of the system.
We also discuss the two problems that became clear by implementing this pro-
totype system. One problem is that Collector running on the index server might
receive too many reply messages from the service resources. In UGCI consisting
of an enormous number of computers, it is obvious that this problem leads to in-
tensive accesses to Collector that looks like distributed DoS attacks. Therefore,
some limitation on the number of reply messages will be required to solve this
problem. To deal with this problem, there is a method that all index servers indi-
vidually have the function of Collector. The function of Collector is to receive all
reply messages from the service resources that are directly connected to the index
server and satisfied dynamic attributes in a user request. In this method, a reply
message goes back to the resource user along the route of the search message in
the opposite direction. This method helps an index server know the exact number
of service resources that satisfy a user’s request. By using this information, it is
possible to suppress the search messages forwarded between index servers within
the moderate range. Therefore, it will be possible to control the search traffic by
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limiting the number of the service resources discovered in one query.
The other problem is to decide an appropriate time interval for updating dy-
namic attributes in each service resource. If the update interval is too long, the ob-
tained dynamic attributes could differ from the actual ones, and hence their check-
ing becomes incorrect. However, if the update interval is too short, the overhead of
monitoring the attributes increases. An adaptive approach to automatic tuning of
the update interval would be effective to solve the latter problem.
Finally, the load of an index server needed to check static attributes of all the
service resources managed by the index server is evaluated. In this experiment, the
comparison of static attributes between user’s requirement and service resources
on an index server needs only a small percent of CPU performance (Pentium IV).
This is because there are about 5 to 10 service resources connected to an index
server. It is important to decide the appropriate number of resources that can
be managed by one index server to improve the search efficiency in a large-scale
network that UGCI assumes. This is one of the most important issues to be tackled
in future work.
A.4 Conclusions
In this Appendix, a prototype system for UGCI has implemented and evaluated.
The experimental results demonstrate the feasibility of the hybrid-type resource
discovery model and show the effectiveness of query filtering with static attributes
as with Chapter 5. Although the system does not take into account such a self-
organizing mechanism that reconnects logical links among service resources as
described in the dissertation, it can show the feasibility of a ubiquitous comput-
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