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COMPLEX MULTIPLICATION, GRIFFITHS-YUKAWA
COUPLINGS, AND RIGIDITY FOR FAMILIES OF
HYPERSURFACES
ECKART VIEHWEG AND KANG ZUO
Abstract. Let Md,n be the moduli stack of hypersurfaces X ⊂ Pn of de-
gree d ≥ n+1, and letM(1)d,n be the sub-stack, parameterizing hypersurfaces
obtained as a d fold cyclic covering of Pn−1 ramified over a hypersurface of
degree d. Iterating this construction, one obtains M(ν)d,n.
We show that M(1)d,n is rigid in Md,n, although for d < 2n the Griffiths-
Yukawa coupling degenerates. However, for all d ≥ n + 1 the sub-stack
M(2)d,n deforms.
We calculate the exact length of the Griffiths-Yukawa coupling over
M(ν)d,n, and we construct a 4-dimensional family of quintic hypersurfaces
g : Z → T in P4, and a dense set of points t in T , such that g−1(t) has
complex multiplication.
Introduction
Let Md,n denote the moduli stack of hypersurfaces of degree d ≥ 2 in the
complex projective space Pn, and let Md,n be the corresponding coarse moduli
scheme. HenceMd,n(C) classifies for n > 1 pairs (X,L) with X a nonsingular
manifold of dimension n − 1, and with L a very ample invertible sheaf with
h0(X,L) = n+ 1. We will frequently write OX(1) instead of L.
A morphism S →Md,n factors through the moduli stackMd,n if it is induced
by some pair (f : X → S,L) ∈ Md,n(S). Then Rif∗L is zero for i > 0, and
locally free of rank n + 1, for n > 1 and i = 0. Moreover X is embedded over
S in P(f∗L). We call (f : X → S,L) ∈ Md,n(S) a universal family, whenever
the induced morphism S → Md,n is dominant and generically finite (and if
(f : X → S,L) is normalized, as defined in 1.2).
It is the aim of this article, to study certain sub-moduli stacksM(ν)d,n ofMd,n,
for d ≥ n+ 1. Roughly speaking, starting from a family
(f : X → S,L) ∈Md,n−1(S)
one can construct a new family in Md,n(S) by taking a cyclic covering of
degree d of the projective bundle P(f∗L), totally ramified over the divisor X
and nowhere else (see Section 2). The moduli stack of such families will be
denoted by M(1)d,n. Repeating this process ν times, starting of course with
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families inMd,n−ν(S) one obtains the families inM(ν)d,n(S). The corresponding
coarse moduli scheme will be denoted by M
(ν)
d,n .
Given (f : X → S,L) ∈ Md,n(S) consider the variation of polarized Hodge
structures Rn−1f∗QX , or the corresponding Higgs bundle (called system of
Hodge bundles by Simpson)(
E =
⊕
p+q=n−1
Ep,q, θ =
⊕
p+q=n−1
θp,q
)
,
where Ep,q = Rqf∗Ω
p
X/S and where the Higgs field
θp,q : E
p,q → Ep−1,q+1 ⊗ Ω1S
is given by the cup product with the Kodaira Spencer map (see [22], for ex-
ample), i.e. by the edge morphisms of the wedge products of the tautological
exact sequence
0 −−→ f ∗Ω1S −−→ Ω1X −−→ Ω1X/S −−→ 0.
The i-th iterated cup product with the Kodaira Spencer map defines a mor-
phism
θi : E0,n−1
θ0,n−1−−−→ E1,n−2 ⊗ Ω1S
θ1,n−2−−−→
E2,n−3 ⊗ S2(Ω1S)
θ2,n−3−−−→ · · · θi,n−i−−−→ Ei,n−1−i ⊗ Si(Ω1S).
For i = n− 1 one obtains a coupling
θn−1 : E0,n−1 −−→ En−1,0 ⊗ Sn−1(Ω1S) = E0,n−1∨ ⊗ Sn−1(Ω1S),
which for families of hypersurfaces has been studied by Carlson, Green and
Griffiths (see [3]). For families of Calabi-Yau manifolds, the importance of this
coupling was brought up by physicists and they studied it in detail. We will
call it the Yukawa coupling, if the fibres are Calabi-Yau manifolds, and the
Griffiths-Yukawa coupling in general. We define its length to be
ς(f) = Min{i ≥ 1; θi = 0} − 1.
We will write ς(M(ν)d,n) instead of ς(f), if the family is universal, hence if the
induced morphism S →M (ν)d,n is dominant and generically finite.
Theorem 0.1 (Section 2 and 7). For n ≥ 3 and d ≥ n + 1 consider the
sub-moduli stacks
M(n−1)d,n ⊂M(n−2)d,n ⊂ · · · ⊂ M(2)d,n ⊂M(1)d,n ⊂Md,n.
Then
(a) ς(M(ℓ)d,n) = n− ℓ for ℓ = n− [d2 ] + 1, . . . , n− 1.
(b) ς(M(ℓ)d,n) = n− ℓ− 1 for ℓ = 1, . . . , n− [d2 ].
Remark that for ℓ = 1 Theorem 0.1 implies that ς(M(1)d,n) = n−2, if and only
if 2n > d. In particular, for families of Calabi-Yau hypersurfaces belonging to
M(1)n+1,n, the Yukawa coupling is always zero.
For families of canonically polarized manifolds, or for families of minimal
models of Kodaira dimension zero, the maximality of ς(f) implies rigidity, i.e.
that for dim(S) > 0 and dim(T ) > 0 there can not exist a generically finite
morphism from S × T to the corresponding moduli scheme, which is induced
by a family. We will say shortly, that S is rigid in the moduli stack or, if
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(f : X → S,L) is a universal family for a sub-moduli stack M of Md,n, that
M is rigid in Md,n.
The observation that the maximality of the length of the Griffiths-Yukawa
coupling implies rigidity has implicitly been used in [22], Proof of 6.4 and 6.5,
and it was stated explicitly in the survey [23], Section 8. A similar result has
been shown by S. Kova´cs and, for families of Calabi-Yau manifolds, by K-F.
Liu, A. Todorov, S.-T. Yau and the second named author in [16].
Together with Theorem 0.1 it implies thatM(1)d,n is rigid inMd,n for d ≥ 2n.
As we will see in Section 3 the same holds true for n + 1 ≤ d < 2n, although
ς(f) < n− 1.
Theorem 0.2. A universal family g : Z → S for M(1)d,n is rigid.
As well known (see 1.3), for n ≥ 4 or for n = 3 and d ≥ 5 all deformations
of a hypersurface in Pn are again hypersurfaces in Pn, hence the rigidity in
Theorem 0.2 is independent from the polarization chosen for g : Z → S.
Let us remark, that the rigidity of families also follow from a strong positivity
property of the sheaf of logarithmic differential forms on compactifications of
Md,n. To be more precise, let Y be a projective manifold and S ⊂ Y the
complement of a normal crossing divisor Γ. Assume that for some (d, n) and
for all generically finite morphisms S → Md,n, factoring through the moduli
stack, the sheaf Ω1Y (log Γ) is big (see [22], Definition 1.1). Then all families
f : X → S, as above, are rigid. By [1] the moduli stack M3,3 has this property.
However, as we will see, this no longer holds true for n ≥ 3 and d ≥ n+ 1.
Theorem 0.3. Assume that for n ≥ 3, for d ≥ n+1, and for some ν ≤ n− 1
the morphism Sν → M (ν)d,n is generically finite and induced by a family. Then
there exists a (d − 3)-dimensional manifold T , and for r = [ν
2
] a generically
finite morphism Sν × T×r →Md,n which is induced by a family.
In particular, the moduli stack M(2)d,n always deforms in a non-trivial way in
Md,n.
As pointed out by S.-T. Yau, the sub-moduli stack M(3)5,4 has been studied
before by S. Ferrara and J. Louis in [12]. There it is shown, that M
(3)
5,4 has a
natural structure of a ball quotient (see Remark 8.7), and that ς(M(3)5,4) ≤ 2.
As a byproduct of the calculation of variations of Hodge structures for fam-
ilies in M(2)d,n (Section 7, see also [13], Section 3) we show that for a universal
family g : Z → S in M(3)5,4 the set of CM-points is dense in S, i.e. the set of
points s ∈ S where the fibre g−1(s) has complex multiplication (see Section
8). Together with Theorem 0.3 this will imply that the Zariski closure of the
set of CM-points contains a 4-dimensional subvariety M .
Theorem 0.4. There exists infinitely many quintic threefolds with complex
multiplication. More precisely, there exists a finite and rigid map
M5,1 ×M5,1 −−→M5,4
with image M , such that the CM-points are dense in M .
The arguments used in the proof of 0.4 do not extend to the case n ≥ 5 and
d = n + 1. They are related to the ones used by B. van Geemen and E. Izadi
in [13]. In particular in [13] quintic surfaces with complex multiplication are
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studied in Section 6.
This note grew out of discussions started when the first named author visited
the Institute of Mathematical Science and the Department of Mathematics at
the Chinese University of Hong Kong. His contributions to the present version
were written during two visits to the I.H.E.S., Bures sur Yvette. He would like
to thank the members of those three Institutes for their hospitality.
Shing-Tung Yau, drew our attention to the the work of S. Ferrara and
J. Louis [12], an article he was studying to understand similar questions. Bert
van Geemen found an error in the first version of Section 8, and he pointed
out the relation between our Sections 7 and 8 the Sections 3 and 6 of [13]. We
both would like to thank them, and He´le`ne Esnault for their interest and help.
1. Moduli of Hypersurfaces and the Jacobian ring
Let us recall some well known vanishing theorems for sheaves of (logarithmic)
differential forms on Pn.
Lemma 1.1. Let F be a non-singular hypersurface in Pn of degree d.
(a) Hq(Pn,ΩpPn ⊗OPn(ν)) = 0 for
i. q = 0, and ν ≤ p.
ii. 0 < q and ν > 0.
iii. q < n and ν < 0.
iv. q = n, and ν ≥ p− n.
v. p 6= q, and ν = 0.
(b) Hq(Pn,ΩpPn(logF )⊗OPn(ν)) = 0 for
i. p+ q < n, and ν < 0.
ii. p+ q > n, and ν > −d.
Proof. a) In [15], 7.3.9, for example, one finds a proof for i) and for ii). Then
Serre duality implies iii) and iv), and v) is obvious.
b, i) is a very special and known case of [11], 6.4., and ii) follows again by
Serre duality. 
Consider for n > 1 and d ≥ n + 1 a family (f : X → S,L) ∈ Md,n(S) of
hypersurfaces in Pn of degree d. The polarization L on X is only determined
up to ⊗f ∗B for invertible sheaves B on S. For d = n+1 the sheaf ωX is trivial,
and for d > n+1 it is equivalent to Ld−n−1. So for d > n+1 the moduli stack
Md,n is finite over the moduli stack of canonically polarized manifolds.
Notation 1.2. We will call (f : X → S,L) ∈Md,n(S) normalized, if
OP(f∗L)(X ) = OP(f∗L)(d),
and we will write E = f∗L. If M is a sub-moduli stack with coarse moduli
scheme M we call (f : X → S,L) a universal family forM, if it is normalized,
and if the induced morphism S →M is dominant and generically finite. Often
we will not mention the polarization, and just write (f : X → S) ∈Md,n(S).
Replacing S by some finite covering, one can always choose L such that the
family is normalized.
Lemma 1.3. Assume that d > n ≥ 4 or that n = 3 and d ≥ 5. For
(F,OF (1)) ∈Md,n(C),
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and for any family f : X → S ′ with F = f−1(s) there exists a neighborhood S
of s and an invertible sheaf L with L|F = OF (1) and with (X ,L) ∈ Md,n(S).
Proof. The infinitesimal deformations of F ⊂ Pn are given by H0(F,OF (F )),
whereas those of F are classified by H1(F, TF ). Using the exact sequence
0 −−→ TF −−→ TPn |F −−→ OF (F ) −−→ 0
it is sufficient to show that H1(F, TPn|F ) = 0. Since
TPn = Ω
n−1
Pn ⊗OPn(n + 1)
this follows from the exact sequence
0 −−→ TPn(−d) −−→ TPn −−→ TPn |F −−→ 0,
and 1.1, a) for 2 < n and d 6= n+1, and for d = n+1 provided 2 6= n− 1. 
Notations 1.4. We will also consider the moduli stack Md,1 of families of d
disjoint points in P1. SoMd,1(S) consists of a P1 bundle P(E) with a subvariety
X ⊂ P(E) e´tale and finite over S of degree d. Again, the family is normalized
if OP(E)(X ) = OP(E)(d).
Let us recall next the construction and properties of the Jacobian ring of
the hypersurface F , mainly due to Carlson, Green and Griffiths. We follow
the presentation given in [14].
One starts with the commutative diagram of exact sequences
0 0y y
0 −−−→ Ω1Pn −−−→
n+1⊕
OPn(−1) −−−→ OPn −−−→ 0y y y=
0 −−−→ Ω1Pn(logF ) −−−→ VF (−1) −−−→ OPn −−−→ 0y y
OF =−−−→ OF ,
(1.1)
where the upper horizontal sequence is the tautological one, and where VF (−1)
is defined by push out. The second horizontal sequence in (1.1) splits, and as
explained in [14], Chapter 2 and Proposition 3.7, one obtains an exact sequence
0 −−→ OPn(−F ) −−→
n+1⊕
OPn(−1) −−→ Ω1Pn(logF ) −−→ 0, (1.2)
and its dual
0 −−→ Ωn−1Pn (logF )⊗OPn(n + 1− d) −−→
n+1⊕
OPn(1) −−→ OPn(d) −−→ 0
Let us write for simplicity ΩpPn(logF )(−µ) instead of ΩpPn(logF ) ⊗ OPn(−µ),
and Hq(F) = Hq(Pn,F).
As in [15], Appendix B, one obtains a quasi-isomorphism between
Ωn−pPn (logF )(−(p+ 1)d+ n+ 1)
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and the wedge product complex
0 −−→
(n+1p )⊕
OPn(p(1− d)) −−→ · · · −−→
n+1⊕
OPn(1− d) ψ−−→ OPn. (1.3)
Recall that the Jacobian ideal is defined as
Jµ = Im{
n+1⊕
H0(OPn(µ+ 1− d)) ψ−−→ H0(OPn(µ))},
and Rµ = H
0(Pn,OPn(µ))/Jµ. The multiplication on polynomials defines a
multiplication Rµ × Rν → Rµ+ν , obviously surjective for µ, ν ≥ 0. For σ =
(n + 1)(d− 2)
R• =
σ⊕
µ=0
Rµ
is a graded ring, called the Jacobian ring. Macaulay’s theorem says:
Rσ = C and Rµ ⊗ Rσ−µ −−→ Rσ (1.4)
is a perfect pairing (see [3]). For a real number a, we will denote the integral
part by [a] and the roundup by paq = −[−a].
Lemma 1.5.
(a) For µ ≥ p(d− 1)− n and r ≤ p the cohomology of the complex
0 −−→
(n+1p )⊕
H0(OPn(µ+ p(1− d))) −−→
(n+1p−1)⊕
H0(OPn(µ+ (p− 1)(1− d)))
−−→ · · · −−→
n+1⊕
H0(OPn(µ+ 1− d)) −−→ H0(OPn(µ)) −−→ 0
at
(n+1r )⊕
H0(OPn(µ+ r(1− d))) is isomorphic to
Hp−r(Ωn−pPn (logF )(µ+ n + 1− d(p+ 1))).
(b) For −d < µ+ n + 1− d(p+ 1) ≤ 0, hence for
p = p
µ+ n+ 1− d
d
q
one finds
Rµ ≃ Hp(Ωn−pPn (logF )(µ+ n+ 1− d(p+ 1))).
(c) Writing T ℓPn(− logF ) = ∧ℓTPn(− logF ), one has
Rℓd ≃ Hℓ(Ωn−lPn (logF )(n+ 1− d)) = Hℓ(T ℓPn(− logF )).
(d) For ν = d the multiplication Rµ×Rd → Rµ+d in R• corresponds under
the isomorphisms in b) and c) to the cup-product
Hp(Ωn−pPn (logF )(µ+ n + 1− d(p+ 1)))⊗H1(T 1Pn(− logF ))
−−→ Hp+1(Ωn−p−1Pn (logF )((µ+ d) + n + 1− d(p+ 2))).
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Proof. Hq(Ωn−pPn (logF )(µ+ n+ 1− d(p+ 1))) is isomorphic to the q-th hyper-
cohomology of the complex (1.3). For all ℓ ≤ p one has µ + ℓ(1 − d) > −n.
By 1.1, iii) and iv), the second spectral sequence of the hypercohomology of
(1.3) degenerates, and one obtains 1.5, a). Part b) and c) are special cases of
a). The compatibility of the multiplication and the cup-product in d) follows
from an easy local calculation (see [14]). 
Remark 1.6. For p = pµ+n+1−d
d
q write µ+ n + 1− d = pd− δ. If d does not
divide µ+ n + 1 one finds 0 < δ < d. Obviously for σ = (n + 1)(d− 2)
σ − µ+ n+ 1− d = nd− µ− n− 1 = nd− pd− (d− δ).
The Macaulay duality Rµ ≃ Rσ−µ is the Serre duality
Hp(Ωn−pPn (logF )(−δ)) ≃ Hn−p(ΩpPn(logF )(δ − d)).
If δ = 0, hence µ = (p+ 1)d− n− 1, one finds
p
σ − µ+ n+ 1− d
d
q = n− 1− p.
In this case one should identify Rµ with the primitive cohomology of F
Hp(Ωn−pPn (logF )) = H
p(Ωn−1−pF )prim,
and the Macaulay duality becomes
Hp(Ωn−1−pF )prim ≃ Hn−1−p(ΩpF )prim.
Remark 1.7. Lemma 1.5, b), also allows to calculate the dimension of Rµ.
Let us just remark, that for µ < d− 1 one has Rµ = H0(OPn(µ)), whereas
dim(Rd−1) = dim(H
0(OPn(µ)))− dim(Jd−1) = dim(H0(OPn(µ)))− n− 1.
In particular, for µ = 1, . . . , d− 1 the dimension of Rµ is strictly increasing.
Lemma 1.8. Assume that d ≥ n + 1 and that ℓ ≤ n − 1. Then there is an
inclusion Rℓd → Hℓ(F, T ℓF ), and for ℓ < n − 1 both are equal, except possibly
for d = n+ 1 and n = 2ℓ+ 1.
Proof. One has
Hℓ(F, T ℓF ) = H
ℓ(F,Ωn−1−ℓF ⊗ ω−1F ),
and that the residue map gives exact sequences
Hℓ(Ωn−ℓPn (n+ 1− d)) −−→ Hℓ(Ωn−ℓPn (logF )(n+ 1− d)) −−→
Hℓ(F,Ωn−1−ℓF ⊗ ω−1F ) −−→ Hℓ+1(Ωn−ℓPn (n + 1− d)). (1.5)
By 1.1, for ℓ ≤ n − 1 and for d > n + 1 the left hand side in (1.5) vanishes.
For d = n + 1 the map
Hℓ−1(F,Ωn−1−ℓF ) −−→ Hℓ(Ωn−ℓPn )
is surjective.
For ℓ < n − 1 and d > n + 1 the right hand side of (1.5) vanishes as well,
whereas for d = n + 1 one needs the additional condition ℓ+ 1 6= n− ℓ. 
The following elementary calculations will be crucial for estimating the
length of the Griffiths-Yukawa coupling.
Lemma 1.9. Assume that d ≥ n+ 1.
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(a) The product map
Rµ ⊗ Sn−1(Rd) −−→ Rµ+(n−1)d
is non-trivial if and only if 0 ≤ µ ≤ 2d− 2(n+ 1).
(b) The product map
Rµ ⊗ Sn(Rd) −−→ Rµ+nd
is zero for all µ ≥ 0 if and only if d < 2(n+ 1).
(c) Let V be a subspace of Rd, and let
ς(V ⊂ Rd, µ) = ς(V, µ)
denote the largest integer ν for which the product map
Rµ ⊗ Sν(V ) −−→ Rµ+νd
is non-zero (or 0 if this map is always zero). If ς(V, d− n− 1) < n− 1
then
ς = ς(V, 0) = · · · = ς(V, 2(d− n− 1))
and ς ≥ ς(V, 2(d− n− 1) + 1) ≥ · · · ≥ ς(V, σ) = 0.
Proof. In a) and b) we know, that the product maps are surjective. Hence a)
follows, since Rµ+(n+1)d = 0, if and only if σ ≥ µ+ (n+ 1)d.
For b) remark that 2(n+1) > d is equivalent to nd > σ. Hence there exists
some µ > 0 with Rµ+nd 6= 0 if and only if d < 2(n+ 1).
Consider for µ and ρ ≥ 0 the commutative diagram
Rρ ⊗Rµ ⊗ Sν(V ) −−−→ Rρ ⊗ Rµ+νd
α
y y
Rµ+ρ ⊗ Sν(V ) −−−→ Rµ+νd+ρ.
(1.6)
Since α is surjective, one finds
ς(V, µ) ≥ ς(V, µ+ ρ) for ρ ≥ 0. (1.7)
The multiplication map
Rµ ⊗ V ⊗ Sν(V ) −−→ Rµ ⊗ Sν+1(V ) −−→ Rµ+νd+d
factors through the composite
Rµ ⊗ V ⊗ Sν(V ) −−→ Rµ ⊗Rd ⊗ Sν(V ) −−→ Rd+µ ⊗ Sν(V ) −−→ Rµ+νd+d,
hence
ς(V, µ)− 1 ≤ ς(V, µ+ d). (1.8)
For ς = ς(V, 0), the image W of R0 ⊗ Sς(V ) = Sς(V ) in Rςd is non zero. By
the Macaulay duality the map Rσ−ςd ⊗W −−→ Rσ is surjective, and (1.6) for
µ = 0, ν = ς and ρ = σ− ςd implies that ς(V, σ− ςd) ≥ ς. Together with (1.7)
one finds that ς = ς(V, µ) for µ = 0, . . . , σ − ςd.
By assumption ς(V, d− n− 1) < n− 1, hence (1.8) implies that
ς ≤ ς(V, d) + 1 ≤ ς(V, d− n− 1) + 1 ≤ n− 1,
and σ − ςd ≥ σ − (n− 1)d ≥ 2(d− n− 1). 
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2. Cyclic coverings
Let W be a projective manifold, let N be an invertible sheaf, and let σ be
a section of N d whose zero divisor D has normal crossings. As in [11] one has
a normal cyclic covering given by
Z = Spec(
d−1⊕
i=0
N (i)−1) with N (i) = N i(−[ i ·D
d
]). (2.1)
Here [ i·D)
d
] = x i·D
d
y denotes the integral part of the Q-divisor i·D
d
. We will call
Z the variety, obtained by taking the d-th root out of σ (or D). If δ : Z ′ →W
is a desingularization of Z, such that δ∗D is a normal crossing divisor, then by
[11], 3.22, one has
Rbδ∗Ω
a
Z′(log(δ
∗D)) =
{
ΩaW (logD)⊗
⊕d−1
i=o N (i)
−1
for b = 0
0 for b > 0.
(2.2)
In terms of function fields, Z is the normalization of W in the Kummer exten-
sion
C(W )
(
d
√
D
d · c1(N )
)
where c1(N ) stands for a Cartier divisor given by a meromorphic section of N
and where A
B
denotes a function f ∈ C(W ) with divisor A−B.
Consider for ι > 0 the bundle πι : Pι = P(OW ⊕N ι)→W.
For ι = d there are three natural maps
id⊕ σ : O −−→ O ⊕N d, id⊕ 0 : O −−→ O ⊕N d,
and 0⊕ id : N d −−→ O ⊕N d,
inducing sections sσ, s0 and s∞ of πd : Pd → W , respectively. We will write
E• = s•(W ) for the image.
The divisors E∞ and Eσ do not meet, whereas E0 ∩Eσ is isomorphic to the
zero divisor D of σ. Remark that E0 + Eσ is a normal crossing divisor if D is
non-singular. One has
OPd(Eσ) = OPd(E0) = OPd(1), and OPd(E∞) = OPd(1)⊗ π∗dN−d.
The map
π∗1(OW ⊕N d) −−→ Sd(π∗1(OW ⊕N )) −−→ OP1(d)
defines a morphism µ : P1 → Pd of degree d, which is the cyclic covering
obtained by taking the d-th root out of (d− 1)E0+E∞ or, using the notation
introduced above, it is the Kummer covering defined by
d
√
(d− 1)E0 + E∞
d · c1(OPd(d)⊗ π∗dN−d)
= d
√
E∞ + d · c1(π∗dN )
E0
.
If D is reduced, hence N (i) = N i, for i = 0 . . . , d− 1, one finds
Z = µ−1(Eσ) ⊂ P1.
Assume that (f : X → S,L) ∈ Md,n(S) is a normalized family of hyper-
surfaces. For the locally free sheaf E = f∗(L) on S we choose W to be the
total space of the Pn-bundle p : P(E) → S, and N = OP(E)(1). The divisor
D = X given by a section σ of OP(E)(d), and taking the d-th root one obtains
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the cyclic covering Z → P(E) of degree d. As explained above, Z is embedded
in P1.
The map
π∗1p
∗(OS ⊕ E) −−→ π∗1(OP(E) ⊕OP(E)(1)) −−→ OP1(1)
defines a morphism η : P1 → P(OS ⊕ E), which contracts E∞ to the section of
P(OS⊕E) given by 0⊕ id : E → OS⊕E , and which is an embedding elsewhere.
In particular, η defines an embedding of Z into the Pn+1-bundle P(OS ⊕E).
Since
p∗π1∗(OP1(1)|Z) = p∗(OP(E) ⊕OP(E)(1)) = OS ⊕ E
this embedding is defined by the relative sections of OP1(1)|Z . Altogether one
obtains
Lemma 2.1. Let (f : X → S,L) ∈ Md,n(S) be a normalized family of hy-
persurfaces, let E = f∗L and let π1 : Z → P(E) be the covering obtained by
taking the d-th root out of X . Then g = p ◦ π1 : Z → S with the polarization
π∗1(OP(E)(1)) is again a normalized family, embedded in P(OS⊕E). The section
of P(OS ⊕E), given by 0⊕ id : E → OS ⊕E , is disjoint from Z. Blowing it up
one obtains an embedding of Z in the P1 bundle P1 = P(OP(E) ⊕OP(E)(1)).
Lemma 2.1 allows to iterate the construction of cyclic coverings. Starting
with a normalized family
(f : Z0 = X → S,L) ∈Md,n(S),
and writing E = f∗L we obtain new families
(gν : Zν → S,Nν) ∈Md,n+ν(S),
by taking successively the d-th root out of Zν−1 ⊂ P(O⊕ν−1S ⊕ E).
Notation 2.2. We will call (gν : Zν −−→ S,Nν) ∈ Md,n+ν(S) the family
obtained as the ν-th iterated d fold covering of
(f : Z0 = X → S,L) ∈Md,n(S).
Again, we will often write (gν : Zν → S) ∈Md,n+ν(S).
Let M(ν)d,n+1 be the moduli stack of families of hypersurfaces of degree d in
Pn+ν , obtained in this way, and letM
(ν)
d,n+ν be the image ofM(ν)d,n+ν in the coarse
moduli scheme Md,n+ν .
Lemma 2.3. The morphism Md,n →M (ν)d,n+ν is quasi-finite.
Proof. Let X ⊂ Pn be a smooth hypersurface of degree d and let π1 : Z1 → Pn
be the cyclic covering obtained by taking the d-th root out of X .
The infinitesimal deformations of Z1 are given by H
1(Z1, TZ1), whereas the
ones of the pair (Pn, X) are given by H1(Pn, TPn(− logX)). Since TPn(− logX)
is a direct factor of π1∗TZ1 (see [14], 3.1) the natural map
ϕ : H1(Pn, TPn(− logX)) −−→ H1(Z1, TZ1)
is injective. By 1.8 H1(Z1, TZ1) contains H
1(Pn, TPn(− logX)) and by con-
struction the image of ϕ lies in this subspace. Repeating this argument, one
obtains an injection
H1(Pn, TPn(− logX)) −−→ Hν(Zν , TZν).
In particular the fibres of Md,n →M (ν)d,n+ν are zero-dimensional. 
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Lemma 1.9 allows to give the first estimates for the length ς(g) of the
Griffiths-Yukawa coupling for universal families for M(ν)d,n.
Lemma 2.4. Let f : X → S be a universal family for Md,n, and let for
ν ∈ {1, . . . , d− n− 1}
(gν : Zν → S) ∈Md,n+ν
be the family obtained as the ν-th iterated d fold covering of f : X → S.
(i) ς(f) = n− 1.
(ii) ς(g1) = n− 1, for n+ 1 < d < 2(n+ 1).
(iii) ς(g1) = n for d ≥ 2(n+ 1).
(iv) Assume for some 1 ≤ ν < d − n one has ς(gν) < n − 1 + ν. Then
ς(gν) = ς(gν+1).
Proof. Let us write
⊕
R
(ν)
• for the Jacobian ring of the general fibre Zν of
gν : Zν → S.
The tangent vectors to S in s are given by Rd = H
1(Pn, TPn(− logX)) and
i) follows from 1.9, a), for µ = d− n− 1.
As we have seen in the proof of 2.3 Rd is contained in
R
(1)
d = H
1(Pn+1, TPn+1(− logZ1)) ⊂ H1(Z1, TZ1),
hence by induction also in
R
(ν−1)
d = H
1(Pn+ν−1, TPn+ν−1(− logZν−1)) ⊂ H1(Zν−1, TZν−1).
The Galois action for the covering Zν → Pn+ν−1 induces a decomposition
Hq,p(Zν) = H
q,p(Pn+ν−1)⊕
d−1⊕
i=1
Hq,p(Zν)i
in eigenspaces, and the action of Rd = H
1(Pn, TPn(− logX)) respects the de-
composition.
For i 6= 0 one has (see [11], for example)
Hq,p(Zν)i = H
p(Pn+ν−1,Ωq
Pn+ν−1(logF )(−i)),
and by 1.5, b), for µ = d(p+ 1)− i− n− ν, hence for p = pµ+n+ν−d
d
q, and for
q = n+ ν − 1 one finds Hq,p(Zν)i = R(ν−1)µ . One finds
Hq,p(Zν) = H
q,p(Pn+ν−1)⊕
d−1⊕
i=1
R
(ν−1)
d(p+1)−i−n−ν . (2.3)
The cup-product with Rd ⊂ H1(Pn+ν−1, TPn+ν−1(− logZν−1)) is trivial on the
first factor, and it is induced by the multiplication with Rd ⊂ R(ν−1)d on the
others.
Let us consider first the case ν = 1 and d − n − 1 ≥ 1. By 1.9, a), the
multiplication Rµ⊗Sn−1(Rd)→ R(n−1)d+µ is nonzero for µ = 0, . . . , 2(d−n−1),
hence for at least one of the Rµ, occurring in the decomposition (2.3). Also,
Rµ ⊗ Sn(Rd) → Rnd+µ is zero whenever d divides µ + n + 1, hence for all Rµ
not in (2.3). Then ii) and iii), follow directly from 1.9, a) and b).
Assume now, that for some d − n − 1 ≥ ν > 0 one has ς(gν) < n − 1 + ν.
For V = Rd as a subspace of R
(ν)
d , using the notation introduced in 1.9, c),
one finds
ς = ς(V ⊂ R(ν), d− n− 1) = ς(gν) < n− 1 + ν = dim(Zν).
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Hence the assumptions made in 1.9, c), hold true, for R
(ν)
• instead of R•, and
R(ν)µ ⊗ Sς(Rd) −−→ R(ν)ςd+µ
is non zero for µ = 0, . . . , 2(d − n − 1 − ν), hence at least for one of the Rµ
occurring in the decomposition (2.3). On the other hand
R(ν)µ ⊗ Sς+1(Rd) −−→ R(ν)ςd+d+µ
is always zero. This implies that ς(gν+1) = ς, as claimed in iv). 
Lemma 2.4 allows to proof the second part of Theorem 0.1.
Corollary 2.5. For n+ 1 ≤ d < 2n, and for 0 ≤ ℓ ≤ n− [d
2
] one has
ς(M(ℓ)d,n) = n− ℓ− 1.
Proof. Remark that a universal family gℓ : Zℓ → S forM(ℓ)d,n is obtained as the
ℓ-th iterated d-fold covering of f : X → S ∈ Md,j, for [d2 ] ≤ j = n − ℓ ≤ n.
This implies that 2(j + 1) > d, and replacing in Lemma 2.4, iii) and iv), n by
j and one finds ς(g1) = · · · = ς(gη) = j − 1, for η = 1, . . . , d − j − 1. The
condition d ≥ n+ 1 implies that d− j − 1 ≥ n− j = ℓ. 
3. Product subvarieties of the moduli stack
Proposition 3.1. Let f : X0 → S = S1 × · · · × Sm be a smooth family of
polarized m-folds with general fibre F , such that dimSi ≥ 1, for i = 1, . . . , m,
and such that the induced map from S1 × · · · × Sm to the moduli space is
generically finite. Then dimSi ≤ h0(F, ω2F ), for i = 1, . . . , m.
In particular, if f : X0 → S1 × · · · × Sm is a smooth family of Calabi-Yau
m-folds dimS1 = · · · = dimSm = 1.
Remark that by [22], Corollary 6.4, there can not exist families over products
with more than m components.
Proof of 3.1. Let Yi be a non-singular projective compactification of Si with
Γi = Yi \ Si a normal crossing divisor. Choose any extension
f : X −−→ Y = Y1 × · · · × Ym
of X0 → S with X projective manifold, and with ∆ = X \X0 a normal crossing
divisor. By construction, Γ = Y \ S is a normal crossing divisor, as well.
As in [22], Section 4, consider the sheaves
F p,q = Rqf∗(Ω
p
X/Y (log∆)⊗ ω−1X/Y ), p + q = m
with the Higgs (or Kodaira-Spencer) maps
τp,q : F
p,q −−→ F p−1,q+1 ⊗ Ω1Y (log Γ).
They induce the q-th iterated Kodaira-Spencer map
τ q = τm−q+1,q−1 ◦ · · · ◦ τm,0 : Fm,0 = OY −−→ Fm−q,q ⊗ Sq(Ω1Y (log Γ)).
By [22], Proof of Corollary 6.4, Y can only be the product of m = dimF non
trivial factors if the m-th iterated Kodaira-Spencer map τm 6= 0. One obtains
an injection
OY −−→ Rmf∗ω−1X/Y ⊗ Sm(Ω1Y (log Γ)),
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hence, writing pi for the projection to the i-th factor, a non trivial map
ϕ : f∗ω
2
X/Y −−→ Sm(Ω1Y (log Γ)) =⊕
j1+···+jm=m
Sj1p∗1Ω
1
Y1
(log Γ1)⊗ · · · ⊗ Sjmp∗mΩ1Ym(log Γm). (3.1)
By [22] the sheaf f∗ω
2
X/Y is big (or ample with respect to some dense open
subset), hence the image K of ϕ is big, as well. Since the restriction of each
of the direct factors in (3.1) to the general fibre of one of the projections is
trivial, except the one for j1 = · · · = jm = 1, the map ϕ factors through a
non-trivial map
ϕ : f∗ω
2
X/Y −−→ p∗1Ω1Y1(log Γ1)⊗ · · · ⊗ p∗mΩ1Ym(log Γm).
For i = 1, . . . , m, the restriction of the latter to a general fibre of the i-th
projection gives a non-trivial map
f∗ω
2
X/Y |Yj −−→
⊕
Ω1Yj (log Γj),
and the composite with the projection to one of the direct factors must be
non-trivial. Since f∗ω
2
X/Y |Yj is again big, Bogomolov’s lemma implies that this
projection is surjective on some open dense subset. In particular,
rank(Ω1Yj (log Γj)) ≤ rank(f∗ω2X/Y |Yj) = h0(F, ω2F ).

The bound in 3.1 is far from being optimal. In fact, one could hope that one
has the following injectivity of wedge products of tangent spaces.
Conjecture 3.2. Let f : X0 → S = S1 × · · · × Sℓ = S be a smooth family of
polarized manifolds with general fibre F , such that dimSi ≥ 1, for i = 1, . . . , ℓ,
and such that the induced map from S1 × · · · × Sℓ to the moduli space is
generically finite. Then for all 1 ≤ k ≤ ℓ the composition
⊕
1≤i1<···<ik≤ℓ
p∗i1(TSi1 )⊗ · · · ⊗ p∗ik(TSik ) −−→
(kℓ)⊕
(R1f∗TX0/S)
⊗k −−→ Rkf∗T kX0/S
is injective. In particular∑
1≤i1<···<ik≤ℓ
dim(Si1) · · · · · dim(Sik) ≤ hk(F, T kF )
for a general fibre F of f and for T k• = ∧kT•.
Note that over a local bases one can easily find examples, where for k > 0
the above wedge product map is not injective.
If the general fibre of f is a Calabi-Yau m-fold, or more generally a m-
dimensional manifold of Kodaira dimension zero, then the conjecture follows
from 3.1, for k = ℓ = m. In fact, as we have seen in the proof of 3.1 the m-th
iterated Kodaira-Spencer map has to be non-trivial, and its image must lie in
p∗1Ω
1
Y1
(log Γ1)⊗ · · · ⊗ p∗mΩ1Ym(log Γm).
So the map in 3.2 is non trivial, and by 3.1 it is injective.
We will give below an affirmative answer to 3.2 for families of Calabi-Yau
manifolds, and for families of hypersurfaces in Pn of degree larger than or equal
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to n+ 1.
Let V be an irreducible polarized complex variation of Hodge structures over
the product of quasi-projective manifolds S1 × · · · × Sℓ, and let
pi : S1 × · · · × Sℓ −−→ Si
denote the projections.
Proposition 3.3. There exist polarized complex variation of Hodge structures
Vi on Si, 1 ≤ i ≤ ℓ, and a Hodge isometry V ≃ p∗1(V1)⊗ · · · ⊗ p∗ℓ(Vℓ).
Proof. We have to consider the case ℓ = 2. The general case follows by induc-
tion. Let ρ : π1(S1) × π1(S2) → Gln(C) denote the underlying representation
of the fundamental group. Let G1 and G2 be the Zariski closure of the image
of the representations
ρ : π1(S1)× {e2} −−→ Gln(C), and ρ : {e1} × π1(S2) −−→ Gln(C),
respectively. By [7] G1 and G2 are semi simple algebraic groups. By construc-
tion ρ factors through the natural representation of G1 ×G2 in Gln(C),
π1(S1)× π1(S2) ρ−−−→ Gln(C)
❩
❩❩⑦
(τ1,τ2)
xγ
G1 ×G2.
By Schur’s Lemma the representation γ can be decomposed as tensor product
of representations γ = γ1 ⊗ γ2 with
γ1 : G1 −−→ Gln1(C), and γ2 : G2 −−→ Gln2(C).
In this way one obtains a decomposition ρ = ρ1 ⊗ ρ2 with
ρ1 : π1(S1) −−→ Gln1(C), and ρ2 : π1(S2) −−→ Gln2(C).
Claim 3.4. The local systems V1 and V2, given by ρ1 and ρ2, respectively,
are underlying polarized complex variations of Hodge structures.
Proof. By [7], p. 9, the local system given by the restriction of ρ to π1(S1)×
{e2} decomposes as a direct sum of irreducibles polarized complex variation of
Hodge structures. Each of them corresponds to an irreducible representation
ρj over C. Since
ρ⊕n21 = ρ|π1(S1)×{e2} =
∑
j
ρj
one finds ρj = ρ1 for all j. In particular, V1 admits a polarized complex varia-
tion of Hodge structures. 
By Claim 3.4 and by the functoriality of polarized complex variation of
Hodge structures, V1 ⊗ V2 is a local system, underlying a polarized complex
variation of Hodge structures. Note that ρ = ρ1⊗ ρ2 is irreducible over C. By
[7], Prop. 1.13, (or by [20], Lemma 4.1, in the projective case) a C-irreducible
local system admits at most one polarized complex variation of Hodge struc-
tures. Hence the original polarized complex variation of Hodge structures on
V coincides with the one coming from the tensor product V1 ⊗ V2. 
Proposition 3.5. f : X → S = S1 × · · · × Sℓ be a smooth family of minimal
m-folds, such that the induced map from S1 × · · · × Sℓ to the corresponding
moduli space is generically finite.
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(a) If the fibres of f are Calabi-Yau m-folds (or more generally, if ΩmX/S is
the pullback of an invertible sheaf on S), the composition
⊕
1≤i1<···<ik≤ℓ
p∗i1(TSi1 )⊗· · ·⊗p∗ik(TSik ) −−→
(kℓ)⊕
(R1f∗TX0/S)
⊗k −−→ Rkf∗T kX0/S
is injective for 1 ≤ k ≤ ℓ. In particular,∑
1≤i1<···<ik≤ℓ
dim(Si1) · · · · · dim(Sik) ≤ hk(F, T kF ) = hk(F,Ωm−k).
(b) Assume that f : X → S = S1 × · · · × Sℓ is a smooth normalized family
of hypersurfaces in Pn of degree d ≥ n + 1. Then the natural maps⊕
1≤i1<···<ik≤ℓ
p∗i1(TSi1 )⊗ · · · ⊗ p∗ik(TSik ) −−→
Rkp∗(Ω
n−k
P(E)/S(logX )(n+ 1− d))⊗ det(E)−1 −−→ Rkf∗T kX0/S
are both injective for all 1 ≤ k ≤ ℓ. In particular,∑
1≤i1<···<ik≤ℓ
dim(Si1) · · · · · dim(Sik) ≤
hk(Pn,Ωn−kPn (logF )(−(d− (n+ 1))) ≤ hk(F, T kF ).
Proof. a) Consider the polarized Q-variation of Hodge structures
V = Rmf∗QX/S.
By assumption, the rank of f∗Ω
m
X/S is one, and there exists an irreducible direct
factor V′ of V whose system of Hodge bundles contains f∗Ω
m
X/S. Then V
′ is a
polarized complex variation of Hodge structures with the Hodge decomposition⊕
p+q=m
Ep,q
with Em,0 = f∗Ω
m
X/S . The Kodaira-Spencer map, injective by assumption,
factors through
TS ⊗ Em,0 −−→ Em−1,1.
By Proposition 3.3 one finds a decomposition of polarized complex variations
of Hodge structures
V′ = p∗1V1 ⊗ · · · ⊗ p∗ℓVℓ.
Let us write the Hodge bundles of Vi for i = 1, . . . , ℓ as⊕
p+q=mi
F p,qi .
Comparing the Hodge bundles in the tensor product decomposition one finds
ℓ⊗
j=1
p∗jF
mj ,0
j = E
m,0, and
⊕
1≤i1<···<ik≤ℓ
(
k⊗
j=1
p∗ijF
mij−1,1
ij
⊗
ℓ⊗
j=k+1
p∗ijF
mij ,0) ⊂ Em−k,k.
16 ECKART VIEHWEG AND KANG ZUO
Here we write {1, . . . , ℓ} as the disjoint union of {i1, . . . , ik} and {ik+1, . . . , iℓ}.
Then
rankFm1,01 = · · · = rankFmℓ,0ℓ = 1 and∑
1≤i1<···<ik≤ℓ
rankF
mi1−1,1
i1
· · · · · rankFmik−1,1ik ≤ rankEm−k,k.
The injectivity of the Kodaira-Spencer map implies that Fmi,0⊗TSi → Fmi−1,1
is injective for 1 ≤ i ≤ ℓ, hence that⊕
1≤i1<···<ik≤ℓ
p∗i1(TSi1 )⊗ · · · ⊗ p∗ik(TSik ) −−→ Em−k,k ⊗ (Em,0)−1
⊂ Rkf∗(Ωm−kX/S )⊗ (Em,0)−1 = Rkf∗T kX/S
is injective, as well. One obtains 3.5, a).
b) Consider as in 2.1 for X ⊂ P(E) the d fold cyclic cover of P(E) obtained
by taking the d-th root out of X ⊂ P(E). It gives rise to a family g : Z → S
of hypersurfaces in P(OS ⊕ E) of degree d. The Galois action on Z induces a
decomposition of Rng∗(CZ) into eigenspaces
Rng∗(CZ) =
d−1⊕
i=0
Rng∗(CZ)i.
For i 6= 0, each factor is a polarized complex variation of Hodge structures,
with system of Hodge bundles
En−q,qi = R
qp∗(Ω
n−q
P(E)/S(logX )(−i)).
Observe that for those i
En,0i ≃ p∗ωP(E)/S(d− i) ≃ p∗OBP (E)(d− i− (n + 1)) = det(E).
So for d > n+ 1 the polarized complex variation of Hodge structures
V = Rng∗(CZ)d−(n+1)
has the property that En,0d−(n+1) ≃ det(E).
For d = n + 1 we consider as in 1.6 the primitive part V of the variation of
Hodge structures Rn−1f∗(CX ), which is isomorphic to the variation of mixed
Hodge structures Rnp∗(CP(E)\X ). Again the first Hodge bundle E
n,0 is of rank
one and isomorphic to det(E).
Claim 3.6. For d > n + 1 the Kodaira-Spencer map
θn,0 : E
n,0
d−(n+1) ⊗ TS −−→ En−1,1d−(n+1)
is injective.
Proof. Taking residues along the divisor X ⊂ P(E) of
θn,0 : p∗Ω
n
P(E)/S(logX )(n + 1 − d)⊗ TS −−→ R1p∗Ωn−1P(E)/S(logX )(n + 1 − d)
one obtains the Kodaira-Spencer map
τn−1,0 : f∗(Ω
n−1
X/S ⊗ ω−1X/S)⊗ TS = TS −−→ R1f∗(Ωn−2X/S ⊗ ω−1X/S),
which is injective. On the other hand, by 1.1 the residue map on
p∗Ω
n
P(E)/S(logX )(n+ 1− d)
is injective, as well. 
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Let V′ be the irreducible direct factor of V containing En,0d−(n+1). Remark
that for d = n + 1 one has a mixed variation of Hodge structures, but it is
isomorphic a polarized variation of Hodge structures of weight n−1. Hence in
both cases by Proposition 3.3 one finds a decomposition of polarized complex
variation of Hodge structures
V′ = p∗1V1 ⊗ · · · ⊗ p∗ℓVℓ.
Let us write again the Hodge bundles of Vi for i = 1, . . . , ℓ as⊕
p+q=mi
F p,qi .
Comparing the Hodge bundles in the above tensor product decomposition one
finds as above
ℓ⊗
j=1
p∗jF
mj ,0 = det(E) and
⊕
1≤i1<···<ik≤ℓ
(
k⊗
j=1
p∗ijF
mij−1,1
ij
⊗
ℓ⊗
j=k+1
p∗ijF
mij ,0
ij
) ⊂ En−k,kd−(n+1).
Hence,
rankFm1,01 = · · · = rankFmℓ,0ℓ = 1 and∑
1≤i1<···<ik≤ℓ
rankF
mi1−1,1
i1
· · · · · rankFmik−1,1ik ≤ rankEn−k,kd−(n+1).
Claim 3.6 implies that Fmi,0 ⊗ TSi → Fmi−1,1 is injective for 1 ≤ i ≤ ℓ, hence
that ⊕
1≤i1<···<ik≤ℓ
p∗i1(TSi1 )⊗ · · · ⊗ p∗ik(TSik ) −−→ E
n−k,k
d−(n+1) ⊗ det(E)−1
is injective, as well. The sheaf En−ℓ,ℓd−(n+1) is a sub sheaf of
Rℓp∗(Ω
n−ℓ
P(E)/S(logX )(n+ 1− d)),
and one obtains the first inclusion in 3.5.
Claim 3.7. The residue map
Rℓp∗(Ω
n−ℓ
P(E)/S(logX )(n+ 1− d)) −−→
Rℓf∗(Ω
n−ℓ−1
X/S ⊗OX (n + 1− d)) ≃ Rℓf∗T ℓX/S ⊗ det(E) (3.2)
is injective.
Proof. For the isomorphism in (3.2) remark that the sheaf on the right hand
side is
Rℓf∗(T
ℓ
X/S ⊗ ωX/S(n+ 1− d)) = Rℓf∗T ℓX/S ⊗ det(E).
For the injectivity it is sufficient to consider a point s in S, and to apply
1.8. 
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4. Irreducibility of certain local systems and rigidity
Recall that Deligne has shown in [6] that for the primitive cohomology of
a universal family f : X → S for Md,n the monodromy representation is
irreducible. This was extended (although not stated explicitly) by Carlson
and Toledo in [4] to the local systems (Rng∗CZ)i, obtained as eigenspaces of
the variation of Hodge structures of the d-fold cyclic covering g : Z → S, for
certain values of d and i. We use a different argument to obtain this result for
d < 2(n+ 1). It will be needed to prove Theorem 0.2.
Lemma 4.1. Assume that n+ 1 ≤ d < 2(n+ 1).
(i) For
i = 1, . . . , d− n− 1 and i = n + 1, . . . , d− 1
the polarized complex variations of Hodge structures (Rng∗CZ/S)i are
irreducible.
(ii) In i) the length of the Griffiths-Yukawa coupling of (Rng∗CZ/S)i is n−1,
whereas for d− n− 1 < i < n+ 1 it is strictly smaller than n− 1.
(iii) For i 6= 0 the first Hodge bundle En,0i of (Rng∗CZ/S)i is non-zero, if
and only if i ≤ d− n− 1.
(iv) rankEn,0d−n−1 < rankE
n,0
d−n−2 < · · · < rankEn,01
< rankEn−1,1d−1 < rankE
n−1,1
d−2 < · · · < rankEn−1,1n+1 .
Proof. Remark that 1.5, b), allows to identify the rank of the sheaves in iv)
with
dimR0, dimR1, · · · , dimRd−n−2, dimRd−n, dimRd−n+1, · · · , dimR2d−2(n+1).
Since 2d− 2(n+ 1) < d, iv) follows from 1.7. Part iii) follows from 1.5, b),
and ii) follows from 1.9, a) and b).
Let us assume that for some 1 ≤ i ≤ d−n−1 the local system (Rng∗CZ/S)i
is a direct sum of irreducible non-trivial sub-systems V1i ⊕· · ·⊕Vℓi , with ℓ > 1.
Using complex conjugation, this is equivalent to the existence of a direct sum
decomposition V1d−i⊕· · ·⊕Vℓd−i of (Rng∗CZ/S)d−i in irreducible non-trivial local
sub-systems. Remark that (Rng∗CZ/S)i⊕ (Rng∗CZ/S)d−i is defined over R and
polarized by restricting the polarization of (Rng∗CZ/S)prim. By [7], a polarized
complex variation of Hodge structures over a quasi-projective manifold can
be written as a direct sum of irreducible ones, orthogonal to each other. In
particular, we may assume that the direct factors Vιi ⊕ Vιd−i are orthogonal
with respect to the polarization. Let us write
n−1⊕
p=0
Eι n−p,pi and
n⊕
p=1
Eι n−p,pd−i
for the system of Hodge bundles for Vιi and V
ι
d−i. Let us use again the abbre-
viation F(ν) = ⊗OP(E)(ν). For j = i or j = d− i one has
Eι n−p,pj ⊂ Rpp∗(Ωn−pP(E)/S(logX )(−j)).
Part i) of 4.1 for d = n + 2, or more general for i = d− n− 1, follows from
the next Claim, as the (n, 0)-Hodge bundle of (Rng∗CZ/S)d−n−1 is of rank one.
Claim 4.2. For ι = 1, . . . , ℓ one has Eι n,0i 6= 0. In particular i ≤ d− n− 2.
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Proof. The restriction of
⊕ℓ
ι=1E
ι n−p,p
i to a point s ∈ S is R(p+1)d−n−1−i. As-
sume that E1n,0i = 0, but E
1n−p,p
i 6= 0, for some p > 0. By 1.5, d), the
multiplication with Rd respects the decomposition, and the image of
Rd−n−1−i × Sp(Rd) −−→ R(p+1)d−n−1−i
lies in
ℓ⊕
ι=2
(Eι n−p,pi )s,
contradicting the surjectivity of the multiplications maps in the Jacobian ring.

The cup product on Vιi induces
Φι1 : E
ι n−p,p
i ⊗R1p∗(TP(E)/S(− logX )(2i−d)) −−→ Rp+1p∗(Ωn−p−1P(E)/S (logX )(i−d)),
and
Φι2 : E
ι n−p,p
i ⊗ p∗(OP(E)(i)) −−→ Rpp∗(Ωn−pP(E)/S(logX )).
Claim 4.3. The image of Φι1 is E
ι
d−i
n−p−1,p+1.
Proof. Remark, that by 1.5 and 1.6, for all points s ∈ S, the restriction of the
map Φι1 to s is induced by the multiplication map
R(p+1)d−n−1−i ⊗ R2i −−→ R(p+1)d−n−1+i.
Let us write V ι(p+1)d−n−1−i for the subspace of R(p+1)d−n−1−i, corresponding to
Eιi
n−p,p and similarly V ιpd−n−1+i for the subspace of Rpd−n−1+i, corresponding
to Eι n−p,pd−i .
Since 2(d− n− 1− i) ≤ d− 2i, one finds by 1.7 that
R2(d−n−1−i) = H
0(OPn(2(d− n− 1− i))).
In particular r2 ∈ R2(d−n−1−i) is non-zero, for r ∈ Rd−n−1−i \{0}. Assume that
for some t ∈ R2i one has t · r 6= 0. The Macaulay duality, and the surjectivity
of the multiplication maps in R• allows to choose some t
′ ∈ R(n−1)d with
r2 · t′ · t 6= 0 in Rσ = R(n+1)(d−2). Then (t′ · r) · (t · r) 6= 0. Since t′ · r ∈ V ιnd−n−1−i
the orthogonality of the decomposition implies that t · r ∈ V ιd−n−1+i.
So the image of Φι1 is contained in E
ι n−p−1,p+1
d−i , for all ι. On the other
hand, the multiplication maps Rν ⊗ Rµ are surjective for all ν, µ ≥ 0. Hence
Im(Φ11) ∪ · · · ∪ Im(Φℓ1) spans
ℓ⊕
ι=1
Eι n−p−1,p+1d−i ,
and one obtains Claim 4.3. 
Next define F ι n−p,p = Φι2(E
ι n−p,p
i ⊗ p∗(OP(E)(i))).
Claim 4.4. For p = 0, . . . , n− 1
ℓ⊕
ι=0
F ι n−p,p = Rpp∗(Ω
n−p
P(E)/S(logX )).
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Proof. Again we take a point s ∈ S. By 1.5 and 1.6 the restriction of
n−1⊕
p=0
Rpp∗(Ω
n−p
P(E)/S(logX )
to s is isomorphic to
Rd−n−1 ⊕ R2d−n−1 ⊕ · · · ⊕ Rnd−n−1,
whereas the systems of Hodge bundles for (Rng∗CZ)i and (R
ng∗CZ)d−i, re-
stricted to s are
Rd−n−1−i ⊕ R2d−n−1−i ⊕ · · · ⊕ Rnd−n−1−i, and
Rd−n−1+i ⊕ R2d−n−1+i ⊕ · · · ⊕Rnd−n−1+i.
Here we use again d < 2(n+ 1), or equivalently σ = (n+ 1)(d− 2) < nd.
For p = 0, . . . , n− 1 the decompositions of the last two local systems induce
the decompositions
R(p+1)d−n−1−i =
ℓ⊕
ι=1
V ι(p+1)d−n−1−i and R(p+1)d−n−1+i =
ℓ⊕
ι=1
V ι(p+1)d−n−1+i
and the image of the multiplication map
V ι(p+1)d−n−1−i ⊗ Rd −−→ R(p+2)d−n−1−i
is contained in V ι(p+2)d−n−1−i. By 4.3 we also know, that the image of
V ι(p+1)d−n−1−i ⊗R2i −−→ R(p+2)d−n−1+i
is contained and generically isomorphic to V ι(p+1)d−n−1+i.
By our choice of F ι n−p,p, its restriction to s is the image W ι(p+1)d−n−1 of the
multiplication map
V ι(p+1)d−n−1−i ⊗ Ri −−→ R(p+1)d−n−1.
The surjectivity of this map implies that
R(p+1)d−n−1 =
ℓ∑
ι=1
W ι(p+1)d−n−1.
For Uη = W
1
(p+1)d−n−1 ∩
∑ℓ
ι=2W
ι
(p+1)d−n−1 the image of
Uη ⊗ Ri −−→ R(p+1)d−n+i
lies in V 1(p+1)d−n−1+i ∩
⊕ℓ
ι=2 V
ι
(p+1)d−n−1+i, hence it is zero. Then
Uη × Rσ−(p+1)d+n+1 −−→ Rσ
is zero. The Macaulay duality (1.4) implies that Uη = 0, and applying this to
all intersections one finds
R(p+1)d−n−1 =
ℓ⊕
ι=1
W ι(p+1)d−n−1.

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As in Remark 1.6 for En−p,p = Rpp∗(Ω
n−p
P(E)/S(logX )) the Higgs bundle
(E, θ) =
( n−1⊕
p=0
En−p,p,
n−1⊕
p=0
θn−p,p
)
is, up to a shift by (−1, 0) in the bidegrees, the one corresponding to (Rn−1f∗CX )prim.
By definition of F ι n−p,p the image of F ι n−p,p⊗R1p∗TX lies in F ι n−p−1,p+1, hence
we constructed a decomposition in a direct sum of sub Higgs bundles
( n−1⊕
p=0
En−p,p,
n−1⊕
p=0
θn−p,p
)
=
ℓ⊕
ι=1
( n−1⊕
p=0
F ι n−p,p,
n−1⊕
p=0
θιn−p,p
)
. (4.1)
Consider next a general Lefschetz pencil of hypersurfaces of degree d
Ψ : P˜n ⊂ Pn × P1 −−→ P1
smooth over P1 \ {s1, . . . , sr}.
By [8] the fibres of Ψ have at most one rational double point of type A1, i.e.
a singularity given locally analytic as the zero set of the equation x21+ . . .+x
2
n
in Cn.
Let τ : C → P1 be a finite covering, C0 = τ−1(P1 \ {s1, . . . , sr}), such that
the morphism C0 → Md,n lifts to a morphism ρ : C0 → S. The pullback of the
families over S and over P1 \ {s1, . . . , sr} to C0 are isomorphic.
Replacing C by some covering, one can write Pn×C = P(EC) for a locally free
sheaf EC on C, such that the closure X¯C of X×SC0 is the zero-set of a section of
OP(EC )(d). Finally we choose an embedded desingularization δC : PC → P(EC)
of X¯C .
Let D → P1 be a 2-fold covering, totally ramified in the points s1, . . . , sr.
Then X¯D is locally given by the equation t2 − x21 + . . .+ x2n in Cn+1. Blowing
up the singular point, one obtains an embedded desingularization of X¯D, such
that the total transform XD+E is a normal crossing divisor, (E)red ∼= Pn, and
E = 2Ered. We will assume that C → P1 factors through D.
We extend Z×SC0 to the cyclic covering ZC of PC , obtained by taking the d-
th root out of XC+E. Remark that fD : XD → D is semi-stable. For ZC → C
to be semi-stable one has to choose C such that the ramification orders over
s1, . . . , sr are all divisible by 2d. We will assume that this additional condition
holds true.
The Higgs bundle τ ∗(E, θ) has a natural extension to a Higgs bundle (E¯, θ¯)
on C with a Higgs field with logarithmic poles along C \ C0.
Claim 4.5. The pullback of the direct sum decomposition (4.1) to C0 extends
to a decomposition
( n−1⊕
p=0
E¯n−p,p,
n−1⊕
p=0
θ¯n−p,p
)
=
ℓ⊕
ι=1
( n−1⊕
p=0
F¯ ι n−p,p,
n−1⊕
p=0
θ¯ιn−p,p
)
of (E¯, θ¯) over C.
Proof. By (2.2) the Hodge bundles of the canonical extension of τ ∗(E, θ) are
the locally free sheaves
RpgC∗(Ω
n−p
PC/C
(log(XC + Γ))⊗N (i)−1),
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where N (i) = δ∗(OP(EC)(1))⊗OPC(−[ iEd ]), and where Γ is the pullback of C\C0.
The decomposition (Rng∗CZ)i = V
1
i ⊕ · · ·⊕Vℓi induces a decomposition of the
system of Hodge bundles
ℓ⊕
ι=1
( n−1⊕
p=0
E¯ιi
n−p,p,
n−1⊕
p=0
θ¯ιi n−p,p
)
,
with E¯ιi
n−p,p|C0 = τ ∗Eιi n−p,p.
The map Φι2|C0 extends to the cup product map
Φ¯ι2 : E¯
ι n−p,p
i ⊗ p¯∗(N i) −−→ RppC∗(Ωn−pPC/C(logXC + Γ)⊗OPC ([
iE
d
])).
If D = C, since 2i < d, the divisor [ iE
d
] is zero. Let us first show that over D
the cup-product
Φ¯2 : R
ppD∗(Ω
n−p
PD/D
(log(XD + Γ)⊗N−i)⊗ pD∗N i
−−→ RppD∗(Ωn−pPD/D(log(XD + Γ))) (4.2)
is surjective. It is sufficient to verify, for ν = 1, . . . , i, the surjectivity of the
product map
RppD∗(Ω
n−p
PD/D
(log(XD + Γ))⊗N−i+ν−1)⊗ pD∗N
−−→ RppD∗(Ωn−pPD/D(log(XD + Γ))⊗N−i+ν).
For this one can use the pullback under δD of the tautological map
n+1⊕
OP(ED)(−1) −−→ OP(ED),
and the induced Koszul complex
N−n−1 αn+1−−−→
n+1⊕
N−n αn−−→ · · · α2−−→
n+1⊕
N−1 α1−−→ OPD .
Tensorizing with Ωn−p
PD/D
(log(XD + Γ))⊗N−i+ν one has to verify that
Rp
′
pD∗(Ω
n−p
PD/D
(log(XD + Γ))⊗N−i+ν−µ = 0 (4.3)
for µ = 1, . . . , n+ 1 and for p′ ≥ p+ µ− 1. In fact, this implies by descending
induction on µ, that
Rp+µ−1pD∗(Coker(αµ)⊗ Ωn−pPD/D(log(XD + Γ))⊗N−i+ν) = 0.
Since 0 < i− ν + µ < d the sheaves
Rp
′
pD∗(Ω
n−p
PD/D
(log(XD + Γ))⊗N (i−ν+µ)−1 (4.4)
are direct factors of the higher direct image of Ωn−pZD/D (see [11], for example),
hence locally free, and by 1.1 they are trivial. Claim 4.2 allows to assume that
i ≤ d− n− 2, hence for µ ≤ 2
2(i− ν + µ) ≤ 2(i− ν + 2) ≤ 2(i+ 1) ≤ 2d− 2n− 2 < d.
So for µ ≤ 2 the sheaves in (4.3) and (4.4) coincide.
In general, the sheaves in (4.3) and (4.4) differ at most by
Hp
′−1(E,Ωn−p−1E (log(X ∩ E))⊗OE(E)),
which is zero by 1.1, b), for p′ ≥ p+ 2.
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Remark that the sheaves RppD∗(Ω
n−p
PD/D
(logXD+Γ)) and pD∗N i are compat-
ible with base change, whereas RppC∗(Ω
n−p
PC/C
(log(XC + Γ) ⊗ N (i)−1) is larger
than the pullback of the corresponding sheaf from D. This is due to the non-
semi-stability of ZD → D in p ∈ C \ C0.
As the pullback of the direct sum decomposition of the Higgs bundles of the
i-th eigensheaf on D, we only get a direct sum decomposition G1⊕ · · ·⊕Gℓ of
a subsheaf of
n−1⊕
p=0
RppC∗(Ω
n−p
PC/C
(log(XC + Γ))OPC([
iE
d
])),
containing
n−1⊕
p=0
RppC∗(Ω
n−p
PC/C
(log(XC + Γ))OPC).
By [4], Section 5, all eigenvalues of the local monodromy of a Lefschetz pencil
for the local system corresponding to the i-th eigenspace, are one, except for
one eigenvector δ. Moreover, the local monodromy is of the form x 7→ x±h(x)δ.
Over C0 we have the decomposition τ
∗V1i ⊕ · · · ⊕ τ ∗Vℓi . Hence if the local
monodromy is non-trivial, δ must belong to one of the Vιi, say for ι = 1. Then
for ι 6= 1 the Hodge bundles for Vιi are contained in the pullback of the Hodge
bundle on the curve D, and the image of the direct factor G2⊕· · ·⊕Gℓ in the
direct sum of the cokernels of
RppC∗(Ω
n−p
PC/C
(log(XC + Γ)⊗N−i) βp−−→ RppC∗(Ωn−pPC/C(log(XC + Γ)⊗N (i)
−1
)
is zero. This implies that
n−1⊕
p=0
RppC∗(Ω
n−p
PC/C
(log(XC + Γ)⊗N−i) = G′1 ⊕G2 ⊕ · · · ⊕Gℓ,
for the subsheaf G′1 = G1 ∩⊕n−1p=0 ker(βp) of G1. 
By [21] (E¯, θ¯) is a poly-stable Higgs bundle of degree zero, hence 4.5 is a
decomposition in sub Higgs bundles, necessarily of degree zero. Applying [21]
again, one obtains a decomposition
τ ∗(Rn−1f∗(CX )prim)|C0 =
ℓ⊕
ι=1
WιC0 (4.5)
of C-local systems over C0. Recall that X ×S C0 is isomorphic to the pullback
of the family
Ψ : P˜n0 = Ψ
−1(P1 − {s1, . . . , sr})→ P10 = P1 − {s1, . . . , sr})
By Deligne [6], I, 1.5, (see also [24], 15.27 and 15.28) the underlying repre-
sentation of the polarized variation of Hodge structures (Rn−1Ψ∗CP˜n0 )prim
ρ : π1(P
1
0) −−→ Sp(Hn−1(F,Q)prim)
into the symplectic group with respect to the polarization <,> is irreducible
over C. In fact, as explained in [6], II, Section 4.4, one also has the stronger
result, that the image of the monodromy representation is Zariski dense in
Sp(Hn−1(F,Q)prim), which is almost simple over C. Since the Zariski density
property of a representation of π1(X) of an algebraic manifold X in an almost
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simple algebraic group remains true under the base change, the pull back of ρ
to a finite covering C of P1 is also irreducible over C.
Hence 4.5 implies that ℓ = 1, contradicting our choice of i. 
Example 4.6. Let f : X → S be a universal family of hypersurfaces in Pn of
degree d. Let (g : Z → S) ∈ Md,n+1(S) the family of hypersurfaces in Pn+1
obtained by taking the d-th root out of X . By Lemma 2.4, iii), ς(g) = n for
d ≥ 2(n+ 1). So by [23], Section 9, the family g is rigid.
In 4.6 for d < 2(n+ 1) one has ς(g) = n− 1, and the family
(g : Z → S) ∈ Md,n(S)
would be a candidate for a non-rigid family. Theorem 0.2 says that this is not
the case.
Proof of Theorem 0.2. Let g : Z → S be a universal family for M(1)d,n+1, ob-
tained by taking the d-th root out of X → S. It remains to show, that the fam-
ily g : Z → S is rigid inMd,n+1 under the assumption that n+1 < d < 2(n+1).
Assume there exists a morphism h : Z ′ → S × S ′, with S × S ′ → Md,n+1
generically finite and some point s′0 ∈ S ′ such that the restriction of h to
h−1(S × {s′0}) is isomorphic to g : Z → S. By Proposition 3.3 one has a
decomposition
Rnh∗CZ′ =
⊕
j
p∗1V
j
S ⊗ p∗2VjS′,
where pi denote the projections and where V
j
S and V
j
S′ are irreducible polarized
complex variations of Hodge structures on S and S ′, respectively. Let us write
Eq,pS,j and E
q,p
S′,j for the corresponding Hodge bundles, and F
n−p,p for the Hodge
bundles of Rnh∗CZ . The local Torelli theorem implies that the morphism
TS×S′ −−→ F n,0∨ ⊗ F n−1,1
=
(⊕
j
Ep,0S,j ⊗ En−p,0S′,j
)∨ ⊕⊕
j
(
Ep−1,1S,j ⊗ En−p,0S′,j ⊕ Ep,0S,j ⊗En−p−1,1S′,j
)
is injective. Then for at least one j0 the restriction of the Higgs field
(Ep,0S,j0 ⊗En−p,0S′,j0 )⊗ p∗2TS′ −−→ Ep,0S,j0 ⊗ En−p−1,1S′,j0
must be non trivial. This implies that r = rankVj0S′ ≥ 2, and that Ep,0S,j0, En−p,0S′,j0
and En−p−1,1S′,j0 are all non-zero. The local system V
j0
S is irreducible over C, hence
V
j0
S is isomorphic to one of the eigenspaces (R
ng∗CZ/S)j0. In particular, 4.1,
ii), implies that j0 < d− n− 1.
Restricting everything to S × {s′0} ≃ S one obtains
V
j0
S ⊗ Cr ⊂ Rnh∗CZ′|S×{s′0} = Rng∗CZ .
Here Cr is the trivial local system. As a constant variation of Hodge structures,
it contains non-trivial parts in bidegrees (n − p, 0) and (n − p − 1, 1). One
obtains r ≥ 2 irreducible factors V1, . . . ,Vr of Rng∗CZ , and up to a shift in
the bidegrees, they are all isomorphic to (Rng∗CZ)j0.
By 4.1, ii), the length of the Griffiths-Yukawa coupling of the latter is n−1,
and Vι can only be isomorphic to one of the (R
ng∗CZ)i(ι), with
i(ι) ∈ {1, . . . , d− n− 1} or i(ι) ∈ {n+ 1, . . . , d− 1}.
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In fact, due to the bidegrees of the Cr part, one can find some ι and ι′ with
i(ι) ∈ {1, . . . , d− n− 1} and i(ι′) ∈ {n + 1, . . . , d− 1}.
However, by 1.7, the rank of the first non-vanishing Hodge bundles of the
variations of Hodge structures (Rng∗CZ)i(ι) determines i(ι), and i(ι) must be
equal to j0, obviously a contradiction. 
5. Iterated cyclic coverings
Starting with a family (f : X → S) ∈ Md,n(S), we constructed in 2.1 and
2.2 new families
(gp : Zp → S) ∈Md,n+p(S).
For simplicity we will write again g = g1 and Z = Z1. By construction, Z2 is
obtained by taking the d-th root out of Z ⊂ P(OS ⊕ E). By 2.1 blowing up
a section of P(OS ⊕ E), disjoint to Z, we obtain an embedding of Z to a P1
bundle P1 and a blowing up Y of Z2 with center a d-fold e´tale multisection of
Z2 → S is obtained by taking the d-th root out of Z ⊂ P1. The contraction
Y ψ−−→ Z2 ⊂ P(OS ⊕OS ⊕ E)
is again given by the pullback of OP1(1) to Y .
Since P1 is a P
1-bundle over P(E), there is a morphism Y → P(E) whose
fibres are curves. We will show in this section, that this family of curves is
isotrivial with the Fermat curve Σd of degree d as general fibre.
Recall that Σd is the projective curve with equation x
d + yd + zd = 0, or
equivalently, the cyclic cover of P1 obtained by taking the d-th root out of the
divisor of the d-th roots of 1. We will use different coordinates and represent
Σd as covering
Σd
α′−−→ P1 β′−−→ P1,
where β ′ is the Kummer covering given by d
√
1
0
and α′ the one given by d
√
∞
β′∗0 .
Writing GΣd = Gal(Σd/P
1) we fix a primitive d-th root of unit ξd and a gener-
ator ηΣd of GΣd which acts on d
√
∞
β′∗0 by multiplication with ξd.
Let V be the normalization of the fibre product Z ×P(E) Y or, in different
terms, the cyclic covering obtained by taking the d-th root out of the pullback
of the divisor X ⊂ P(E) to P1. Writing H• = c1(O•(1)) in the sequel, this
covering is given by d
√
X
d·HP(E)
. Again we choose a generator ηZ of the Galois
group GZ = Gal(Z/P(E)), acting on d
√
X
d·HP(E)
by multiplication with ξd.
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Construction 5.1. One has a commutative diagram of morphisms between
normal varieties
V ′
γ′−−−→ Y ′ τ ′−−−→ P′1 µ
′−−−→ P(E)× P1x δx δ1x δdx
Vˆ
γˆ−−−→ Yˆ τˆ−−−→ Pˆ1 µˆ−−−→ Pˆdy ρy ρ1y ρdy
V
γ−−−−−−−→
d
√
π∗X
d·π∗HP(E)
Y τ−−−−−→
d
√
µ∗Eσ
d·HP1
P1
µ−−−−−−−−−−→
d
√
E∞+d·π∗dHP(E)
E0
Pd
y πy π1y πdy
Z π1−−−→ P(E) =−−−→ P(E) =−−−→ P(E)
with:
(a) δ, δ1, δd, ρ, ρ1 and ρd are birational.
(b) π is a family of curves, π1 and πd are P
1 bundles.
(c) All the vertical arrows are finite coverings of degree d. Here the symbol
d
√
f under an arrow indicates, that the corresponding finite morphism
is the Kummer covering given by the d-root of f .
Proof. The morphisms τ : Y → P1 and P1 → Pd have been considered already
in Section 2, and γ : V → Y is just the Kummer covering defined by
d
√
π∗X
d · π∗HP(E) .
To complete the construction, we just have to explain δd and ρd. Consider on
Pd = P(OP(E) ⊕OP(E)(d)) the tautological morphism
π∗d(OP(E) ⊕OP(E)(d)) −−→ OPd(1).
Recall that E0 is the zero set of the section given by the first direct factor,
whereas Eσ is given by id⊕ π∗dσ. Taking the direct sum of both sections, one
obtains
OPd ⊕OPd −−→ π∗d(OP(E) ⊕OP(E)(d)) −−→ OPd(1)
and the image of the composite Φ is OPd(1)⊗ I, where I is the sheaf of ideals
of E0 ∩ Eσ. The morphism ρd is obtained by blowing up I. Let Dˆ1 be the
exceptional divisor. Then (ρd◦πd)−1(X ) is of the form Dˆ1+Dˆ2. The morphism
δd is just the blowing down of Dˆ2. It is given by the surjection
π∗d(OP(E) ⊕OP(E)) −−→ ρ∗d(OPd(1)(−Dˆ1).
Taking normalizations we obtain the diagram in 5.1, and a), b) and c). 
Construction 5.2. In 5.1 one has moreover:
(d) V ′ ∼= Z × Σd.
(e) There is a diagonal embedding
G = Gal(Z × Σd/Y ′) −−→ G′ = GZ ×GΣd,
i.e. an embedding whose image is generated by (ηZ , ηΣd).
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(f) Taking quotients of Z × Σd by G and G′ one obtains morphisms
Z × Σd γ
′−−→ Y ′ α′−−→ P(E)× P1.
Proof. Let us write Eˆ• for the proper transform of E• under ρd. Then µˆ is the
Kummer covering given by
d
√
Eˆ∞ + d · πˆ∗dHP(E)
Eˆ0 + Dˆ1
,
where πˆd = ρd ◦ πd. The morphism µ′ is given by
d
√
δdEˆ∞ + d · δdπˆ∗dHP(E)
δdEˆ0 + δdDˆ1
= d
√
P(E)× {∞}+ d ·HP(E) × P1
P(E)× {0}+ X × P1 .
Since E0 + π
∗
d(X ) is a normal crossing divisor, the section Eˆσ does not meet
Eˆ0 nor Dˆ2, and δd(Eˆσ) neither meets
δd(Eˆ0) = P(E)× {0} nor δd(Eˆ∞) = P(E)× {∞}.
This allows to choose coordinates in P1 with δd(Eˆσ) = P(E)× {1}.
Remark that we can choose HP1 to be (µ
∗E0)red, hence τˆ is the Kummer
covering given by
d
√
ρ∗1µ
∗Eσ
ρ∗1µ
∗E0
= d
√
µˆ∗Eˆσ
µˆ∗Eˆ0
,
hence τ ′ is given by
d
√
µ′∗P(E)× {1}
µ′∗P(E)× {0} .
Since the last function is the d-th root out of the pullback of a function on
P(E)× P1, one may reverse the order and obtains
Y ′ α′−−−−−−−−−−−−−−−−→
d
√
β∗(P(E)×{∞}+d·HP(E)×P1)
β∗(P(E)×{0}+X×P1)
P(E)× P1 β−−−−−−→
d
√
P(E)×{1}
P(E)×{0}
P(E)× P1. (5.1)
Then the composite, considered in f),
V ′
γ′−−−−−−−−−−−−→
d
√
α′∗β∗(X×P1)
α′∗β∗(d·HP(E)×P1)
Y ′ α′−−−−−−−−−−−−−−−−→
d
√
β∗(P(E)×{∞}+d·HP(E)×P1)
β∗(P(E)×{0}+X×P1)
P(E)× P1 (5.2)
is the product of the two cyclic coverings of P(E) and P1, given by
f1 =
d
√
X
d ·HP(E) and f2 =
d
√
β ′∗∞
β ′∗0
,
respectively, where β ′ : P1 → P1 is the d-fold cover ramified at 0 and 1. The
total space of the first covering is Z, and the one of the second is Σd. We
obtain d) and an embedding of G into GZ × GΣd . For the generators ηZ and
ηΣd , acting on f1 and f2 by multiplication with ξd, the automorphism ηZ ×ηΣd
leaves the function
d
√
β∗(P(E)× {∞}+ d ·HP(E) × P1)
β∗(P(E)× {0}+ X × P1)
invariant, hence it generates G as a subgroup of GZ×GΣd, as claimed in e). 
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One can also reconstruct Y and the sheaf τ ∗OP1(1), defining the morphism
to P(OS ⊕OS ⊕E) with image Z2, starting from the data in 5.2. To this aim,
write E ′ = P(E)× β ′∗∞, and let ζ : Πˆ→ P(E)× P1 be the blowing up of the
non singular subscheme
β∗(P(E)× {∞}) ∩ β∗(X × P1) = (P(E)× E) ∩ (X × P1).
Writing πˆ1 : Πˆ → P(E) for the morphism induced by the projection to P(E)
one has πˆ∗1(X ) = Bˆ1 + Bˆ2, where Bˆ2 is the exceptional divisor for ζ . Let us
also write Eˆ for the proper transform of E ′ under ζ . Blowing down Bˆ1 one
obtains a morphism η : Πˆ → Π to the total space of some projective bundle
π1 : Π→ P(E).
Construction 5.3. Using the notations introduced above one has:
(g) A finite morphism αˆ : Yˆ → Πˆ of degree d and totally ramified over
Eˆ + πˆ∗1(X ) − Bˆ2 = Eˆ + Bˆ1, and nowhere else. In particular Y ′ is
non-singular.
(h) A finite morphism α : Y → Π of degree d with ramification locus η(Eˆ).
(i) Let Υ = (αˆ∗Eˆ)red. Then the sheaf OYˆ(Υ) ⊗ αˆ∗π∗1OP(E)(1) defines the
morphism from Yˆ to P(OS ⊕OS ⊕ E) with image Z2.
Proof. To verify those properties, let us return to the description of Y ′ in (5.1).
Recall that Pˆd → P(E)× P1 is given by the blowing up of
(P(E)× {∞}) ∩ (X × P1),
hence Πˆ is finite over Pˆd. By (5.2) Yˆ is the covering of Πˆ, given by
d
√
ζ∗β∗(P(E)× {∞}+ d ·HP(E) × P1)
ζ∗β∗(P(E)× {0}+ X × P1) =
d
√
ζ∗(P(E)×E ′ + d ·HP(E) × P1)
d · ζ∗(P(E)× {0}) + ζ∗(π∗1X )
.
Obviously Bˆ2 cancels out, hence it is not in the discriminant locus, and the
latter is non-singular. This implies g), and since Bˆ1 is blown down under η,
part h) as well.
For i) recall that the sheaf τ ∗OP1(1) on Y defines the morphism to
P(OS ⊕OS ⊕ E),
with image Z2. Hence the sheaf ρ∗τ ∗OP1(1) is the one we are looking for.
By part g) the divisor Υ + (αˆ∗Bˆ1)red is the reduced ramification divisor of
the covering αˆ : Yˆ → Πˆ. Returning to the notations in 5.1 one has
Υ = (τˆ ∗µˆ∗(Eˆ∞))red and (αˆ
∗Bˆ1)red = (τˆ
∗µˆ∗Dˆ1)red.
Remark that µˆ∗(Eˆ∞)red is the zero set of a section of ρ
∗
1(OP1(1)⊗π∗1OP(E)(−1)),
and that both, µˆ∗(Eˆ∞)red and µˆ
∗Dˆ1 are unramified for τˆ : Yˆ → Pˆ1. Hence
OYˆ(Υ + (αˆ∗Bˆ1)red) = τˆ ∗(ρ∗1OPˆ1(1)⊗ ρ∗1π∗1OP(E)(−1)⊗OPˆ1((µ∗Dˆ1)red)),
and one finds
ρ∗τ ∗OP1(1) = OYˆ(Υ)⊗ ρ∗π∗OP(E)(1).

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6. Deformation of iterated coverings
Remark that the description of Yˆ and of the sheaf defining a morphism with
image Z2 in 5.2, f), and in 5.3, g) and i), is just using data given by Σd, by
Z and by the group action. This allows to replace the Fermat curve Σd by
any curve Σ obtained as a d-fold cyclic covering of P1, totally ramified over
a reduced divisor Γ in P1 of degree d. The d-fold Kummer covering Σ → P1
is given by d
√
f for f = Γ
d·0
. We keep the convention, that Z is the family of
hypersurfaces in P(OS⊕E) obtained by taking the d-th root out of a normalized
family X ⊂ P(E). We fix a generator ηZ of the Galois group, acting on d
√
X
d·HP(E)
by multiplication with ξd.
One has a 2d-fold covering Z ×Σ→ P(E)×P1 with Galois group GZ ×GΣ.
We choose a generator ηΣ, acting on
d
√
f by multiplication with ξd and we
define G ⊂ GZ ×GΣ to be the subgroup generated by (ηZ , ηΣ).
By abuse of notations we will not add any additional index to the varieties
and maps considered in the last section, keeping however in mind, that the di-
agram in 5.1 does not exists in general. Let us collect the surviving properties:
Lemma 6.1. Let E = P(E)× Γ. One has a commutative diagram
Z × Σ γ′−−−→ Y ′ α′−−−→ P(E)× P1
δ
x xζ
Yˆ αˆ−−−→ Πˆ πˆ−−−→ P(E)
where
(i) γ′ is the quotient by G and α′ is the quotient by G′/G.
(ii) ζ is the blowing up of E ∩ (X × P1) with exceptional divisor Bˆ2.
(iii) αˆ is the finite covering, totally ramified over Eˆ + Bˆ1, where Eˆ and
Bˆ1 denote the proper transforms of E and X × P1, respectively. In
particular Yˆ is non singular.
(iv) δ is the blowing up of a non-singular subvariety, consisting of d copies
of X . The exceptional divisor ∆2 is a P1 bundle over d disjoint copies
of X .
Proof. Obviously Z × Σ/G′ = P(E) × P1, and one obtains i). In ii) remark
that E ∩ (X × P1) consists of d disjoint copies of X . For iii) remark that
α′ : Y ′ → P(E)× P1 is the Kummer covering defined by
d
√
E + d ·HP(E) × P1
d · P(E)× 0 + X × P1 .
So Bˆ2 is not part of the ramification locus. ∆2 is the preimage of Bˆ2 hence
a covering of a P1-bundle, ramified along two disjoint sections. One obtains
iv). 
Corollary 6.2. If in 6.1 Σ is the Fermat curve Σd, then αˆ : Yˆ → Πˆ coincides
with the morphism considered in 5.3, g).
It remains to reconstruct the non-singular model Z2 of Yˆ , and the invertible
sheaf defining the contraction from Yˆ → Z2. Taking 5.3 as a model, and using
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the notation from 6.1, we define the divisor Υ = (αˆ∗Eˆ)red and the invertible
sheaf
N = OYˆ(Υ)⊗ πˆ∗OP(E)(1).
We will write gˆ2 = p ◦ πˆ ◦ αˆ : Yˆ → S, and ∆i = αˆ∗Bi
Lemma 6.3.
(i) The sheaf N is generated by global sections.
(ii) gˆ2∗N = E ⊕O⊕2S .
(iii) The image of the morphism φ : Yˆ → P(gˆ2∗N ), defined by gˆ∗2gˆ2∗N , is
non-singular.
(iv) φ|Yˆ\(Υ+∆1) is an embedding, φ|∆1 is a P1 bundle over X and φ contracts
Υ to a section of P(gˆ2∗N )→ S.
(v) φ factors as
Yˆ ρ−−→ Y ψ−−→ Z2,
where Y → S and g2 : Z2 → S are smooth and where ρ contracts ∆1
to X ⊂ Y and where ψ contracts ρ(Υ) to a section of g2.
Proof. Let us write OΠˆ(i, j) for the pullback of pr∗1OP(E)(i) ⊗ pr∗2OP1(j). By
definition
N = OYˆ(Υ)⊗ αˆ∗OΠˆ(1, 0), (6.1)
hence it is globally generated outside of Υ. On the other hand one has
OYˆ(Υ−∆1) = OYˆ((Υ + ∆2)− (∆1 +∆2)) = αˆ∗OΠˆ(1,−1),
and hence
N = OYˆ(∆1)⊗ αˆ∗OΠˆ(0, 1). (6.2)
Then N is also globally generated outside of ∆1, and since ∆1∩Υ = ∅ i) holds
true.
The covering αˆ is obtained by taking the d-th root out of
Eˆ + (d− 1) · Dˆ1 + d · Dˆ2.
The corresponding invertible sheaf is the pullback OΠˆ(d(d− 1), d) of
pr∗1OP(E)(d(d− 1))⊗ pr∗2OP1(d).
As in Section 2 this implies that
αˆ∗OYˆ =
d−1⊕
i=0
OΠˆ(−i(d− 1),−i)(i · Dˆ2 + [
i(d− 1)
d
] · Dˆ1)
= OΠˆ ⊕
d−1⊕
i=1
OΠˆ(i− d,−i)(Dˆ2),
and
αˆ∗N = πˆ∗1OP(E)(1)⊕OΠˆ(−1,−d+ 1)(Eˆ + Dˆ2)⊗ πˆ∗1OP(E)(1)
⊕
d−2⊕
i=1
OΠˆ(i− d,−i)(Dˆ2)⊗ πˆ∗1OP(E)(1) (6.3)
= OΠˆ(1, 0)⊕OΠˆ(0, 1)⊕
d−2⊕
i=1
OΠˆ(1 + i− d,−i)(Dˆ2).
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In this decomposition, applying πˆ∗ to the right hand side of this decomposition,
one obtains zero. Hence
gˆ2∗N = πˆ∗(OΠˆ(1, 0)⊕OΠˆ(0, 1)).
We obtain part ii), as well as the existence of the morphism φ.
The sheaf gˆ2∗N is locally free, and by “cohomology and base change” one
may assume in iii) that S is a point. By (6.1) and (6.2) outside of Υ∪∆1 the
morphism φ factor through an e´tale morphism, the one to P(E)× P1. On the
other hand, it separates points on each fibre of πˆ1, hence of αˆ, hence it is an
embedding on the complement of Υ ∪∆1.
The morphism αˆ∗N (−Υ) → αˆ∗N induces an isomorphism for all of the
direct factors in (6.3), except of the second one. Therefore N|Υ = OΥ. By
construction Υ is isomorphic to Pn and since Υ+∆2 is a fibre of a morphism,
this also implies that OΥ(Υ) = OPn(−1). So φ contracts Υ to a point. Since
for each point p ∈ Υ the restriction of φ to a transversal curve is an embedding,
the image point of Υ is a non-singular point of φ(Yˆ).
As in (6.1) and in (6.2) we can reverse the role of Υ and ∆1, and repeating
the arguments used above one finds in this case that N|∆1 = αˆ∗OΠˆ(1, 0)|∆1.
So φ : ∆1 → φ(∆1) is a P1 bundle over X , with O∆1(∆1) fibrewise isomorphic
to OP1(−1), and φ(Yˆ) is smooth in a neighborhood of φ(∆1). 
The moduli scheme Md,1 of d distinct points in P
1 is irreducible and of
dimension d−3, for d ≥ 3. Let T → Md,1 be a generically finite and surjective
morphism from a non-singular projective variety T . Assume that T → Md,1
is induced by a normalized family g0 : W0 → T of points in P1. So for
some vectorbundle F of rank 2 there is an embedding W0 → P(F), with
OP(F)(d) = OP(F)(W0).
By 2.1 we obtain a family g : W → T of non-singular degree d-curves in
P(OT ⊕ F). By assumption, one of the fibres is the Fermat curve Σd, say
the one over t0 ∈ T . Let X → S be a universal family for Md,n, and let
(Z → S) ∈ Md,n(S) be the family of cyclic covers, obtained in 2.1. For
each point t ∈ T 6.1 and 6.3 gives a family Z2t → S × {t}. Of course, the
explicit construction of this family in 6.1 extends to families of curves Σ, and
6.3 extends by base change.
So there exists a family (Z2 → S × T ) ∈ Md,n+2(S × T ). Obviously, a
general fibre of this family has only one automorphism of degree d, hence the
curve Σ as well as the corresponding fibre in Z are uniquely determined. One
obtains:
Proposition 6.4. For n ≥ 3 and d ≥ n + 1 consider the sub-moduli stack
M(2)d,n of Md,n, and a universal family g2 : Z2 → S2 for M(2)d,n. Then there
exists a (d− 3)-dimensional manifold T , and generically finite morphisms
ϕ′ : T −−→ M (1)d,2 and ϕ : S = S2 × T −−→Md,n
with:
(a) ϕ is induced by a normalized family g : Z → S.
(b) Let t0 ⊂ T be a point whose image in Md,1 is the moduli point of the
Fermat curve. Then the restriction of g to S × {t0} coincides with h2.
(c) If for some t ∈ T the point ϕ′(t) is the moduli point of a curve Σ, then
g−1((s, t)) is the quotient of g−12 (s)× Σ by the action of Z/d.
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Proof of Theorem 0.3. By induction we may assume that there is a generically
finite morphism Sν × T×(r−1) → Md,n−2, which is induced by a family. Then
applying 6.4 one obtains a generically finite morphism
Sν × T×r −−→M (2)d,n × T −−→ Md,n,
again induced by a family. 
7. Variation of Hodge structures for iterated coverings
Keeping the notations from Section 5 we will compare the variations of
Hodge structures of the normalized family
(g2 : Z2 → S) ∈Md,n+2(S),
with the one of (f : X → S) ∈ Md,n(S). As it will turn out, this can be done
using only the properties stated in 5.2, and 5.3, and the results carry over to
the slightly more general situation considered in 6.1 and 6.3.
Recall that in 5.1 or 6.3, v), we considered a blowing up ψ : Y → Z2 with
center a section of g2. So obviously on has
Claim 7.1. There exists a constant Q variation of Hodge structures W′ with
Rn+1(g2 ◦ ψ)∗QY = W′ ⊕ Rn+1g2∗QZ2 .
Moreover, W′ is trivial for n even and of rank one, concentrated in bidegree
(n+1
2
, n+1
2
) for n odd.
Let us compare next the variations of Hodge structures for Y ′, Yˆ and Y .
Remark that Y ′ fibrewise only has quotient singularities, hence the Hodge
structures of the fibres of the morphism g′2 : Y ′ → S are pure. In the sequel
(−j) denotes the Tate twist of a variation of Hodge structures, i.e. the shift
of the bigrading by (j, j).
Claim 7.2. The morphisms ρ : Yˆ → Y and δ : Yˆ → Y ′ induce Hodge
isometries
Rn+1(g2 ◦ ψ ◦ ρ)∗QYˆ ≃ Rn+1(g2 ◦ ψ)∗QY ⊕ Rn−1g2∗QX (−1)
and
Rn+1(g2 ◦ ψ ◦ ρ)∗QYˆ ≃ Rn+1g′2∗QY ′ ⊕
d⊕
Rn−1g2∗QX (−1).
Moreover,
Rn+1(g2 ◦ ψ)∗QY ≃ Rn+1g′2∗QY ′ ⊕
d−1⊕
Rn−1g2∗QX (−1).
Proof. The first two equalities follow from the explicit description in 6.3, v),
and 6.1, iv), of ρ and δ as blowing up with centers isomorphic to X and to
d copies of X , respectively. For the last one remark, that the exceptional
divisors ∆1 of ρ and ∆2 of δ meet transversally in d sections of the P
1-bundle
∆1 → X . 
Recall next, that Y ′ = Z ×Σ/G, where G ∼= Z/d is diagonally embedded in
GZ × GΣ. Write Hb(Σ,QΣ)i for the direct factor of the constant variation of
Q(ξd)-Hodge structures H
b(Σ,Q(ξd)Σ), where the generator ηΣ of GΣ acts by
multiplication with ξid, and correspondingly (R
ag∗QZ)i for the sub-variation of
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Q(ξd)-Hodge structure of R
ag∗Q(ξd)Z where ηZ acts in the same way. Remark
that
(Rag∗QZ)i ⊗Hb(Σ,QΣ)d−i
has a Q-structure. Obviously one obtains:
Claim 7.3.
Rn+1g′2∗QY ′ =
( ⊕
a+b=n+1
Rag∗QZ ⊗Hb(Σ,QΣ)
)G
=
⊕
a+b=n+1
d−1⊕
i=0
(Rag∗QZ)i ⊗Hb(Σ,QΣ)d−i.
Of course in the decomposition in 7.3 one only has to consider b = 0, 1 and
2. Since
H0(Σ,QΣ)d−i = H
2(Σ,QΣ)d−i = 0
for i 6= 0, and since
(Rag∗QZ)0 = R
ap∗QP(O⊕E) = 0
for a odd, the direct factors for i = 0 in the decomposition in Claim 7.3
vanish for n even. For n odd, they are constant variation of Hodge structures,
concentrated in bidegree (n+1
2
, n+1
2
). One obtains:
Proposition 7.4. There exist constant Q variations of Hodge structures W′
and W and a Hodge isometry
Rn+1g2∗QZ2⊕W′ ≃
d−1⊕
1
(Rng∗QZ)i⊗H1(Σ,QΣ)d−i⊕
d−1⊕
Rn−1f∗QX (−1)⊕W.
If n is even, W′ = W = 0. If n is odd, W and W′ are concentrated in bidegree
(n+1
2
, n+1
2
).
The Proposition 7.4, applied to Σ = Σd, allows to complement Corollary
2.5.
Proof of Theorem 0.1. Part b) has been shown in 2.5. For a) start with a
family f : X → S, coming from a dominant and generically finite morphism
S → Md,n−ℓ. Replacing S by some covering, we may assume that the family
is normalized. Since
ℓ ≥ n− [d
2
] + 1, hence d ≥ 2(n− ℓ+ 1),
2.4, iii), implies that for the d-fold covering family ς(g1) = n − ℓ. Using the
decomposition in 7.4 one finds ς(g2) = n − ℓ. Since n − ℓ is strictly smaller
than the dimension of the fibres, one can apply 2.4, iv), and the length of the
Griffiths-Yukawa coupling remains n − ℓ for all families, obtained by further
d-fold coverings. 
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8. Quintic threefolds with complex multiplication
Recall the definition of the special Mumford-Tate group (called Hodge group
in [17] and [18]), Let V be a Q-vector space with a Hodge structure of weight k.
By [6] the Hodge structure on V is given by a homomorphism of real algebraic
groups
h : S −−→ Gl(V )R,
where S is the real algebraic group obtained from C∗ by restriction of scalars
from C to R. Let U1 denote the subgroup U1 = {z ∈ C∗; zz¯ = 1}. The special
Mumford-Tate group Hg(V ) = Hg(V, h) is the smallest algebraic subgroup of
Gl(V ) defined over Q, with
h(U1) ⊂ Hg(V, h)R = Hg(V, h)⊗Q R.
It is also the largest Q algebraic subgroup of Gl(V ), which leaves all Hodge
tensors invariant, i.e. all elements
η ∈ [( m⊗V )⊗ ( m′⊗V ∨)] k(m−m′)2 , k(m−m′)2 .
For a manifold F consider the Hodge structure V = Hdim(F )(F,Q)prim. The
special Mumford-Tate group of F is Hg(F ) = Hg(V ), necessarily a reductive
group.
One says that F (or a Q Hodge structure) has complex multiplication, if
Hg(HdimF (F,Q)prim, h) (or Hg(V )) is a commutative group. One also says
that F (or V ) is of CM type in this case.
Note that for a Calabi-Yau 3-fold F
H3(F,Q)prim = H
3(F,Q),
as H1(F,Q) = 0, hence that Hg(F ) = Hg(H3(F,Q)). If F is a surface, again
Hg(F ) = Hg(H2(F,Q)) since NS(F )⊗Q is invariant under Hg(F ).
Lemma 8.1.
(a) If V and W are two Q-Hodge structures of weight k, then
Hg(V ⊕W ) ⊂ Hg(V )× Hg(W ) ⊂ Gl(V )×Gl(W ) ⊂ Gl(V ⊕W ),
and the projections
Hg(V ⊕W ) −−→ Hg(V ), and Hg(V ⊕W ) −−→ Hg(W )
are surjective.
(b) The special Mumford-Tate group does not change under Tate twists,
i.e. Hg(V (−1)) = Hg(V ).
(c) The special Mumford-Tate group of a Hodge structures concentrated in
bidegree (p, p) is trivial.
(d) If V and W are two Q polarized Hodge structures, then V ⊗W has
complex multiplication, if and only if both, V and W have complex
multiplication.
Proof. Assume in a) that the Hodge structures on V and W are given by
h1 : S −−→ Gl(V )R and h2 : S −−→ Gl(W )R,
respectively. Obviously
Hg(V, h1)R × Hg(W,h2)R ⊂ Gl(V )R ×Gl(W )R ⊂ Gl(V ⊕W )R
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is defined over Q and it contains the image of the homomorphism
(h1, h2) : U
1 −−→ GL(V )R ×GL(W )R ⊂ Gl(V ⊕W )R.
By definition this implies that
Hg(V ⊕W,h1 ⊕ h2) ⊂ Hg(V, h1)× Hg(W,h2).
The image of the projection
Hg(V ⊕W,h1 ⊕ h2) ⊂ Hg(V, h1)×Hg(W,h2) −−→ Hg(V, h1)
is an Q−algebraic subgroup G ⊂ Hg(V, h1). Since GR contains the image of
h1 : U
1 → GL(V )R one finds G = Hg(V, h1).
The parts (b) and (c) are obvious, and d) is Prop. 1.2 in [2]. 
Let f : X → S be a universal family of five points in P1, and let g1 : Z1 → S
be the family of the 5-th cyclic covers of P1 ramified on X . Note that this
family is one of the example in [9]. The Galois group G = Z/5 acts fibrewise
by automorphisms on the family g1 : Z1 → S. We consider the induced family
g1 : Jac(Z1/S)→ S of Jacobians. Let ξ = e 2
√−1π
5 . Then Z(ξ) acts as a sub-ring
of the endomorphism ring of Jac(Z1/S)→ S via the action of ξ on g1 : Z1 → S.
The intersection form <,> on the Q-variation of Hodge structures
R1g1,∗QZ1 = R
1g1,∗QJac(Z1)
is defined by taking cup product of 1-formes along the fibres of g1 : Z1 → S.
Claim 8.2. For l ∈ Z(ξ) and for all x, y ∈ R1g1,∗QZ1 |s0 = H1(g−11 (s0),Q) one
has < lx, y >=< x, l¯y >.
Proof. In fact, the corresponding property holds true for all cyclic coverings of
degree n. Let σ be a generator of G = Z/n. Then
< σx, σy >=< x, y >, ∀x, y ∈ H1(g−11 (s0),Q).
Let
H1(g−11 (s0),Q) =
n−1⊕
i=1
Vi,
be the decomposition in eigenspaces, i.e. σ(v) = ξiv for all v ∈ Vi. Then
< Vi, Vj >= 0 for all i, j with i + j 6= n. On the other hand, for x ∈ Vi and
y ∈ Vn−i, the equality σ¯ = σ−1, implies that
< σx, y >= ξi < x, y >=< x, ξiy >=< x, (ξn−i)−1y >
=< x, σ−1y >=< x, σ¯y > .

We are therefore in the situation of [5], 4.9. The following construction is
similar to [10] In fact, the second family in [10] lies in the degeneration of
g1 : Z1 → S.
As in [10], one starts with the group G, constructed by Deligne. For a com-
pact open subgroup K ⊂ G(Af) the quotient KMC(G, h0) is the moduli space
of isomorphism classes of principally polarized Abelian varieties of dimension
6, together with the given Z(ξ)-action satisfying the property in Claim 8.2 and
a level 1 structure ([5], 4,12 and [10], Section 2). For a suitable choice of K,
the family of Jacobians induces a generically finite morphism
φ : S −−→ KMC(G, h0).
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Claim 8.3. The map φ : S → KMC(G, h0) is dominant.
Proof. Since dimS = 2, and since φ is generically finite, we only need to show
that
dim(KMC(G, h0)) = 2.
After base change we may assume that there exists a universal family
π : A −−→ KMC(G, h0),
together with an Z(ξ)-action on the fibres. This leads the eigenspace decom-
position of R1π∗(QA) as polarized complex variation of Hodge structures
R1π∗(QA)⊗Q(ξ) = V(ξ)⊕ V(ξ2)⊕ V(ξ3)⊕ V(ξ4).
Since < lx, y >=< x, l¯y >, the intersection form <,> induces a perfect duality
between V(ξi) and V(ξ5−i).
Next we determine the ranks of the Hodge bundles in the corresponding
decomposition. Note that the pull back of R1π∗(QA) together with the Z(ξ)-
action is just R1g1,∗(QJac(Z1)) together with the Z(ξ)-action. We only need to
determine the ranks of the Hodge bundles in the decomposition
R1g1,∗(QJac(Z1))⊗Q(ξ) = W(ξ)⊕W(ξ2)⊕W(ξ3)⊕W(ξ4).
Writing hp,q(ξi) for the rang of the (p, q) Hodge bundle of W(ξi) one has
h0(Ω1P1(5− i)) = h1,0(ξi), and h1(P1,O(−i)) = h0,1(ξi).
Then one finds
(h1,0(ξ), h0,1(ξ)) = (3, 0), (h1,0(ξ2), h0,1(ξ2)) = (2, 1),
(h1,0(ξ3), h0,1(ξ3)) = (1, 2), and (h1,0(ξ4), h0,1(ξ4)) = (0, 3).
In particular, V(ξ) and V(ξ4) are unitary local subsystems. The perfect duality
between V(ξ2) and V(ξ3) implies that the corresponding the Higgs bundles
E1,0(ξ2) −−→ E0,1(ξ2)⊗ Ω1
KMC(G,h0)
, E1,0(ξ3) −−→ E0,1(ξ3)⊗ Ω1
KMC(G,h0)
are dual to each other. This gives a precise description of the rang of the
differential map
d : T
KMC(G,h0) −−→ S2E0,1 ⊂ E1,0⊗2
of the natural inclusion of KMC(G, h0) into the moduli space of the polar-
ized Abelian varieties in terms of the above eigenspace decomposition. Since
V(ξ), V(ξ4) are unitary, the differential map d factors over
d : T
KMC(G,h0) −−→ (E1,0(ξ2)⊕ E1,0(ξ3))∨ ⊗ (E0,1(ξ2)⊕ E1,0(ξ3)).
Since the Higgs field preserves the eigenspace decomposition
(E1,0(ξ2)⊕ E0,1(ξ2))⊕ (E1,0(ξ3)⊕E0,1(ξ3)),
and d factors further through the diagonal map
d : T
KMC(G,h0) −−→ E1,0(ξ2)∨ ⊗E0,1(ξ2)⊕ E1,0(ξ3)∨ ⊗E0,1(ξ3)
≃ (E1,0(ξ2)∨ ⊗ E0,1(ξ2))⊕2.
The generical injectivity of d implies that the Kodaira-Spencer map on the
each copy
θ1,0 : TKMC(G,h0) −−→ E1,0(ξ2)∨ ⊗ E0,1(ξ2)
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also is injective. Hence,
2 ≤ dim(KMC(G, h0)) ≤ rank(E1,0(ξ2)∨ ⊗ E0,1(ξ2)) = 2.

Corollary 8.4. Let S ′ be the set of s ∈ S such that g−11 (s) has complex mul-
tiplication. Then S ′ is dense in S.
Proof. By ([18], Section 2, [5], 5.1 and 5.2) the set of CM points in KMC(G, h0)
is dense. 
Consider now the second and third iterated 5-fold coverings g2 : Z2 → S and
g3 : Z3 → S. Replacing S by an e´tale covering, we may assume that F : X → S
consists of 5 disjoint sections, hence f∗QX (−1) is constant, and concentrated
in bidegree (1, 1). Proposition 7.4 implies that one has a decomposition
R2g2∗QZ2 ⊕W′ ≃
d−1⊕
1
(R1g1∗QZ1)i ⊗H1(Σd,QΣd)d−i ⊕W,
with W′ and W constant and concentrated in degree (1, 1). In particular,
R2g2∗QZ2 is a sub-variation of Q-Hodge structures of
R1g1∗QZ1 ⊗H1(Σd,QΣd)⊕W.
Applying 7.4 a second time, one finds
R3g3∗QZ3 ≃
d−1⊕
1
(R2g2∗QZ2)i ⊗H1(Σd,QΣd)d−i ⊕
d−1⊕
R1g1∗QZ1(−1),
and R3g3∗QZ3 is a sub-variation of Q-Hodge structures in
R1g1∗QZ1 ⊗H1(Σd,QΣd)⊗H1(Σd,QΣd)⊕W⊗H1(Σd,QΣd)
⊕
d−1⊕
R1g1∗QZ1(−1).
Corollary 8.5. The set S of points s ∈ S for which g−12 (s) and g−13 (s) both
have complex multiplication is dense in S.
Proof. Choose in 8.4 a point s ∈ S ′ such that F1 = g−11 (s) has complex multi-
plication.
Claim 8.6. F1 × Σ5,, F1 × Σ5 × Σ5 and W ⊗ H1(Σ5,QΣ5) have all complex
multiplication.
Proof. It is well known that the Jacobian of every Fermat curve is of CM type
(apply for example the results in [19]). Hence the first and the second part of
8.6 follows from 8.1, d), whereas the last one follows from 8.1, c) and d). 
Writing F3 = g
−1
3 (s) one has inclusions of polarized Q-Hodge structures
H2(F2,QF2) ⊂ H1(F1,QF1)⊗H1(Σ5,QΣ5)
and
H3(F3,QF3) ⊂ H1(F1,QF1)⊗H1(Σ5,QΣ5)⊗H1(Σ5,QΣ5)
⊕H1(Σ5,QΣ5)⊗W⊕H1(F1,QF1)(−1).
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By Lemma 8.1, a), b) and d), and by Claim 8.6
Hg(H1(F1,QF1)⊗H1(Σ5,QΣ5))
and
Hg(H1(F1,QF1)⊗H1(Σ5,QΣ5)⊗H1(Σ5,QΣ5)⊕
H1(Σ5,QΣ5)⊗W⊕H1(F1,QF1)(−1))
are both commutative.
By Deligne [7], a polarized Q-Hodge structure is semi simple. Hence, the
above inclusions of Hodge structures induce direct sum decompositions of po-
larized Q-Hodge structures. By the second part of Lemma 8.1, a), one has
surjective homomorphisms
Hg(H1(F1,QF1)⊗H1(Σ5,QΣ5)) −−→ Hg(H2(F2,QF2))
and
Hg(H1(F1,QF1)⊗H1(Σ5,QΣ5)⊗H1(Σ5,QΣ5))×Hg(H1(Σ5,QΣ5)⊗W)×
Hg(H1(F1,QF1)(−1)) −−→ Hg(H3(F3,QF3))
Since the groups on the left hand sides are commutative, the groups on the
right hand sides are commutative, as well. 
Proof of Theorem 0.4. Up to now, we only constructed a two-dimensional sub-
scheme of M5,4 with a dense set of CM-points. To get the second copy of M5,1
we apply 6.4. There we constructed a generically finite morphism S×S →M5,4
which is induced by a family g′ : Z ′ → S×S. Let us assume again, that Σ is a
curve with complex multiplication, corresponding to a point s ∈ S. Restricting
g′ to S×{s} one obtains a family gs : Zs → S satisfying the assumptions made
in Section 7 (for Z1 instead of X ). By Proposition 7.4 one finds an inclusion
R3gs∗QZs/S ⊂ (R2g2∗QZ2/S)⊗H1(Σ,QΣ)⊕
4⊕
R1g1∗QZ1/S(−1).
The set of points in s′ ∈ S = S×{s} where both, H2(F2,QF2) and H1(F1,QF1)
have complex multiplication, is dense, and repeating the argument used to
prove 8.5 one obtains that the CM−points are dense in the image of S× S in
M5,4.
The map S × S → M5,4 is rigid. Otherwise one would get an extension
g′ : Z ′ −−→ S × S × T,
such that dimT ≥ 1 and the induced map S × S × T → M5,4 is generically
finite. Hence, by Proposition 3.1 dimS = dim T = 1, a contradiction. 
Remark 8.7. The construction in this Section is related to the one in [12].
There it is shown that, starting from a universal family f : X → S for M5,1
and the corresponding second iterated 5-fold covering g3 : Z3 → S, one obtains
variations of Hodge structures R3g3∗QZ3 which provide a uniformization of
M
(3)
5,4 as a two-dimensional ball quotient.
Let V1 be the variation of Q-Hodge structures of the 5-fold covering g1 :
Z1 → S. By [9] V1 is the direct sum of two unitary local systems and of two non-
unitary local systems, dual to each other. Moreover, by adding stable points
Deligne and Mostow have defined a partial compactification (M5,1)st ⊃ M5,1
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(see [9], page 25 and Section 4), such that each of the two non-unitary local
systems induces a uniformization of (M5,1)st as a two dimensional ball quotient.
In Corollary 8.4 the variation of Q-Hodge structures V3, given by the family
g3 : Z3 → S is a direct factor of
V1 ⊗H1(Σ5,Q)⊗2 ⊕W⊗H1(Σ5,Q)⊕ V⊕41 .
This implies that every C-irreducible non unitary direct factor of V3 provides
a uniformization of (M5,1)st as a ball quotient.
Remark that the family (g′ : Z ′ → S × S) ∈ M5,4(S × S) considered at the
end of the proof of 0.4 gives the product of two 2-dimensional ball quotients
in a partial compactification of M5,4.
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