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Esta tese trata do projeto de controladores dinâmicos H2 ou H∞ via realimentação de sáıda para
sistemas lineares com comutação cont́ınuos e discretos no tempo. Inicialmente, apresentamos a
śıntese via realimentação de estado de forma a colocar em evidência as principais dificuldades
para a obtenção da solução do problema de projeto mais realista, correspondente ao controle
via realimentação dinâmica de sáıda. As condições obtidas são necessárias e suficientes para
a existência de solução com uma estrutura particular para as chamadas desigualdades de Lya-
punov ou Riccati-Metzler. Tratamos também da śıntese via realimentação de estado de sistemas
sujeitos a incertezas limitadas em norma e politópicas. No que diz respeito às incertezas limita-
das em norma, as condições são válidas inclusive se as mesmas apresentarem estrutura do tipo
linear fracionária (LFT). No caso de incertezas politópicas, as condições podem ser empregadas
como uma alternativa para o projeto de controle de sistemas com parâmetros lineares variantes
no tempo (LPV). Aplicamos os resultados teóricos para a solução de três problemas de cunho
essencialmente práticos, a saber, a regulação da tensão de sáıda de conversores de potência CC-
CC, a estimação da aceleração vertical de uma suspensão automotiva e o controle do ângulo de
rolamento de uma aeronave.
Palavras-chave: Sistemas de controle por realimentação, sistemas lineares, sistemas com
comutação.
Abstract
This thesis is concerned to the output feedback H2 or H∞ control design for continuous-time
and discrete-time switched linear systems. Initially, we present the state feedback synthesis in
order to put in evidence the main difficulties we have to face towards the solution of the more
realistic output feedback control design problem. The conditions are necessary and sufficient
regarding the existence of a structured solution of the Lypunov or Riccati-Metzler inequalities.
We also treat the state feedback synthesis for switched linear systems subject to norm bounded or
polytopic uncertainties. In the former case, the conditions hold even if the uncertainty presents
the linear fractional structure (LFT), and in the latter one, the conditions can be used as an
alternative to the linear parameter varying control (LPV). The theoretical results are applied
to three practical problems, namely, the output voltage regulation of DC-DC converters, the
vertical stroke estimation in automotive suspensions and aircraft roll angle control.
Keywords: Feedback control systems, linear systems, switched systems.
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Nos anos 50, o estudo de sistemas práticos de engenharia contendo relés e/ou histerese repercu-
tiu no aparecimento de sistemas complexos exibindo comportamentos extremamente não lineares
e caracterizados pela interação de dinâmicas cont́ınuas e discretas. Estes sistemas, denomina-
dos h́ıbridos, só atráıram a atenção da comunidade cient́ıfica a partir de meados dos anos 90,
devido ao desenvolvimento e a implementação dos microcontroladores digitais, [Lin, Zhai &
Antsaklis, 2006]. Particularmente, uma subclasse especial composta pelos denominados sistemas
com comutação foi colocada em destaque graças a sua grande aplicação em várias áreas da en-
genharia tais como: controle de sistemas mecânicos, controle de processos, sistemas de potência,
controle de aeronaves, indústria automotiva, eletrônica de potência, dentre outras. Sendo que as
três últimas aplicações são ilustradas nesta tese através do controle do ângulo de uma aeronave,
da estimação da aceleração vertical de uma suspensão semi-ativa automotiva e da regulação da
tensão de sáıda de conversores de potência clássicos (boost, buck e buck-boost), respectivamente.
Veja também [DeCarlo, Branicky, Pettersson & Lennartson, 2000], [Sun & Ge, 2005] para mais
exemplos de aplicação.
Basicamente, os sistemas com comutação são constitúıdos de vários subsistemas e uma regra
que seleciona em cada instante de tempo qual deles deve ser ativado para compor a trajetória
do sistema global. Eles exibem propriedades bastante interessantes que colocam em evidência a
sua complexidade indicando a necessidade de um cuidado especial na sua modelagem e análise
matemática. Por exemplo, mesmo que todos os seus subsistemas sejam estáveis, um sistema
com comutação pode apresentar trajetórias divergentes. Por outro lado, a comutação adequada
de subsistemas instáveis pode gerar trajetórias estáveis. Tendo em vista estes dois importantes
comportamentos, podemos concluir que a estabilidade depende não somente da dinâmica dos
subsistemas mas também das propriedades da regra de comutação, [Lin & Antsaklis, 2009].
Além disso, podemos separar o estudo deste tema em dois importantes grupos a depender desta
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2 1. Introdução
regra. No primeiro, a regra é arbitrária e as condições obtidas devem garantir estabilidade e
desempenho do sistema global para a mesma atuando como perturbação. No segundo, a regra
é um sinal de controle que deve ser projetado de forma a atingir os mesmos objetivos. Ambos
os grupos são tratados e formalmente definidos nesta tese, entretanto, damos mais destaque ao
segundo. As referências [DeCarlo et al., 2000], [Liberzon & Morse, 1999], [Shorten, Wirth, Mason,
Wulff & King, 2007] e [Lin & Antsaklis, 2009], e os livros [Liberzon, 2003] e [Sun & Ge, 2005]
são bastante adequados para dar ińıcio ao estudo do tema.
Para a função de comutação atuando como controle, a literatura apresenta várias condições
suficientes para a estabilidade global, obtidas a partir da adoção de diferentes funções de Lya-
punov, tais como, funções de Lyapunov quadráticas, [Feron, 1996], [Ji, Wang & Xie, 2005b]
e [Skafidas, Evans, Savkin & Petersen, 1999], múltiplas, [Branicky, 1998], [Ji, Guo, Wang &
Xie, 2006] e [Zhao & Hill, 2008], poliedrais, [Lin & Antsaklis, 2004] e quadrática por partes,
[Geromel & Colaneri, 2006a], [Geromel & Colaneri, 2006b] e [Hu, Ma & Lin, 2006]. As condições
obtidas diferem principalmente no grau de conservadorismo, na resolubilidade numérica e na
possibilidade de generalização para o tratamento de problemas de śıntese de controle.
No que diz respeito ao projeto via realimentação de estado para sistemas a tempo cont́ınuo,
podemos citar as referências [Skafidas et al., 1999], [Xie & Wang, 2005] e [Ji et al., 2006]. A
primeira propõe uma regra de comutação para selecionar um ganho adequado, dentre um con-
junto de ganhos dados, de forma a assegurar a estabilidade assintótica global do sistema em
malha fechada. Nas demais, a proposta é mais abrangente uma vez que elas tratam do projeto
simultâneo de uma regra de comutação e de um conjunto de ganhos de realimentação de es-
tado que asseguram a estabilidade e também, no caso da última referência, um custo garantido
H∞ de desempenho. Embora [Ji et al., 2006] apresente condições menos conservadoras do que
as quadráticas propostas nas duas primeiras referências, elas não são expressas em termos de
desigualdades matriciais lineares (LMIs1) o que torna o problema muito dif́ıcil de ser resolvido
numericamente. Mais recentemente, [Zhao & Hill, 2008] fornece condições para o problema de
controle H∞ de sistemas não-lineares. Para sistemas a tempo discreto, existem poucos resulta-
dos na literatura sobre o assunto, veja por exemplo [Lin & Antsaklis, 2008]. Sobre o controle
com comutação de sistemas robustos podemos citar [Zhai, Lin & Antsaklis, 2003] que trata da
estabilizabilidade quadrática de sistemas politópicos para ambos os domı́nios de tempo. Entre-
tanto, as condições obtidas são restritas a dois subsistemas e, além disso, os casos mais gerais
representados pelos projetos via realimentação de estado e de sáıda não são tratados.
Para o projeto via realimentação de sáıda, são raros os trabalhos encontrados na literatura.
Podemos citar, por exemplo, o artigo [Ji et al., 2005b] onde um controlador com comutação e
1do inglês Linear Matrix Inequalities
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estrutura de observador foi projetado para sistemas a tempo discreto de tal forma a assegurar
a estabilidade do sistema em malha fechada através da adoção de condições de estabilidade
quadráticas. Baseando-se em condições menos conservadoras obtidas a partir de uma função
de Lyapunov quadrática por partes, destacamos o artigo [Geromel, Colaneri & Bolzern, 2008],
que fornece condições para o projeto de uma regra de comutação dependentes apenas da sáıda
medida, para sistemas cont́ınuos e discretos no tempo, assegurando um custo garantido H2 de
desempenho.
Dando continuidade aos estudos realizados na dissertação de mestrado [Deaecto, 2007], que
trata basicamente da análise e da śıntese de controle H2 via realimentação de estado de sistemas
lineares com comutação cont́ınuos no tempo, esta tese propõe soluções tratáveis numericamente
para resolver o problema de projeto de controle H2 e H∞ via realimentação de estado e de sáıda
para ambos os domı́nios de tempo. Basicamente, o objetivo principal é o projeto conjunto de
duas estruturas de controle, a saber, uma regra de comutação e um controlador (dinâmico, de
ordem completa, no caso de realimentação de sáıda ou estático no caso de realimentação de
estado) assegurando estabilidade e desempenho. Principalmente no caso de realimentação de
sáıda, não encontramos na literatura nenhum trabalho que trata deste problema. É importante
mencionar que as condições obtidas são necessárias e suficientes para que as desigualdades de
Lyapunov-Metzler ou de Riccati-Metzler tenham uma solução com uma estrutura desejada. Esta
tese também trata do controle robusto via realimentação de estado para incertezas do tipo li-
mitadas em norma e politópicas. Como aspectos importantes, podemos mencionar que, para
o primeiro tipo de incertezas, as condições são válidas mesmo se elas apresentarem estrutura
linear fracionária (LFT2). Para o segundo tipo, as condições obtidas podem ser utilizadas como
uma alternativa para o controle de sistemas cujos parâmetros são lineares e variantes no tempo
(LPV3). Para sistemas politópicos, a solução do problema de controle só foi encontrada para
tempo cont́ınuo e baseia-se na adoção de uma estrutura especial dependente de parâmetros para
a matriz de Metzler. Infelizmente, esta estrutura só foi determinada para o caso cont́ınuo e,
portanto, a solução do problema continua em aberto para o caso discreto.
É importante mencionar que em todos os casos aqui tratados as soluções obtidas permitem
a generalização para condições alternativas mais simples que podem ser resolvidas com uma
busca unidimensional acoplada à solução de um conjunto de LMIs, [Boyd, Ghaoui, Feron &
Balakrishnan, 1994]. Estas condições são baseadas nas desigualdades de Lyapunov-Metzler
definidas pela primeira vez em [Geromel & Colaneri, 2006a] e [Geromel & Colaneri, 2006b] para
sistemas cont́ınuos e discretos no tempo, respectivamente. Por fim, apresentamos soluções para
2do inglês Linear Fractional Transformation
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os problemas de aplicação já mencionados anteriormente. Para tais, tratamos da estabilidade
de sistemas afins com comutação que são mais dif́ıceis de lidar do que os sistemas lineares pois
envolvem vários pontos de equiĺıbrio. Os resultados correspondentes são utilizados na regulação
da tensão de sáıda de conversores clássicos CC-CC, e a sua validade é comprovada através de
resultados de simulações numéricas e de uma implementação prática. Considerando que a regra
de comutação é arbitrária mas que pode ser medida em cada instante de tempo, desenvolvemos
um filtro com comutação dependente da regra, para ser utilizado na estimação da aceleração
vertical de uma suspensão automotiva. Por último, estritamente para podermos comparar os
resultados, projetamos o controle com comutação do ângulo de rolamento de uma aeronave com
o modelo proposto em [Hespanha & Morse, 2002].
Muito embora a lista de śımbolos fornecida anteriormente contenha as principais notações

















em que Uj para j ∈ {1, · · · ,N} são matrizes de mesmas dimensões. Em particular, considerando
{P1, · · · ,PN} matrizes simétricas definidas positivas, a sua combinação Pλ terá esta mesma ca-
racteŕıstica para todo λ ∈ Λ.
Uma matriz quadrada Π = {πji} ∈ RN×N com todos os seus elementos fora da diagonal
principal não-negativos é denominada matriz de Metzler, [Luenberger, 1979]. Para N dado,
todas as matrizes de Metzler de mesma dimensão constituem o conjunto M. Dois subconjuntos
são utilizados no estudo dos sistemas dinâmicos com comutação a tempo cont́ınuo e a tempo






πji = 0 (1.3)





πji = 1 (1.4)
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As matrizes de Metzler apresentam inúmeras propriedades importantes e úteis. Como sempre
existe um escalar c > 0 de tal forma que Π+cI seja uma matriz com todos os seus elementos não-
negativos, então pode-se aplicar à matriz Π ∈ M uma generalização do Teorema de Frobenius-
Perron, [Luenberger, 1979]. Ficará claro em seguida, que as classes Mc e Md de matrizes de













sendo que Pj > 0 para todo j ∈ {1, · · · ,N}, Π = {πji} ∈ Mc no caso do estudo de sistemas a
tempo cont́ınuo e Π = {πji} ∈ Md no caso do estudo de sistemas a tempo discreto. De forma
coerente, as desigualdades
[
A′iPi + PiAi + Ppi •
Ei −I
]
< 0, i ∈ K (1.6)
com Pi > 0, foram denominadas desigualdades de Lyapunov-Metzler em [Geromel & Colaneri,




A′iPi + PiAi + Ppi • •





< 0, i ∈ K (1.7)
com Pi > 0, receberam a denominação de desigualdades de Riccati-Metzler em [Geromel &
Deaecto, 2009]. De fato, ambas as desigualdades (1.6) e (1.7) diferem das clássicas de Lyapunov e
de Riccati, ver [Boyd et al., 1994], apenas devido ao termo Ppi, essencial no estudo de sistemas com
comutação. As versões para o tempo discreto de (1.6) e (1.7) receberam as mesmas denominações.
Esta tese está dividida em sete caṕıtulos organizados como segue:
• Cap. 1: Introduz o tema a ser tratado apresentando o estado da arte e a organização da
tese.
• Cap. 2: Apresenta os conceitos fundamentais necessários para os desenvolvimentos dos
caṕıtulos seguintes, como o estudo de estabilidade e as definições dos critérios de desem-
penho adotados, para a regra de comutação atuando como perturbação e como controle,
para ambos os domı́nios de tempo.
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• Cap. 3: Apresenta o projeto de controle H2 via realimentação de estado e de sáıda para
ambos os domı́nios de tempo.
• Cap. 4: Apresenta o projeto de controle H∞ via realimentação de estado e de sáıda
para ambos os domı́nios de tempo. No caso da śıntese via realimentação de sáıda para
tempo cont́ınuo, apresentamos duas propostas de solução baseadas em dois métodos de
linearização diferentes.
• Cap. 5: Apresenta condições para o projeto de controle robusto via realimentação de
estado de sistemas com incertezas limitadas em norma e sistemas politópicos. Para os
últimos as condições obtidas contemplam apenas o domı́nio do tempo cont́ınuo.
• Cap. 6: Apresentamos três aplicações práticas para sistemas com comutação.
• Cap. 7: Conclusões e perspectivas para trabalhos futuros são apresentadas.




Neste caṕıtulo, apresentamos resultados preliminares, alguns já dispońıveis na literatura, que
são fundamentais no decorrer desta tese, como por exemplo, o estudo da estabilidade e a definição
de alguns critérios de desempenho para sistemas com comutação. Estes sistemas, representados
por Gσ, são variantes no tempo e caracterizados por possúırem uma função de comutação σ(t) que
seleciona em cada instante de tempo um dos N subsistemas dispońıveis. A Figura 2.1 apresenta
dois esquemas ilustrativos considerando as duas situações distintas da regra de comutação σ(·).
No da esquerda, a regra σ(·) é uma perturbação e o objetivo de controle é garantir a estabilidade
e o desempenho de Gσ para qualquer σ ∈ Σ. No da direita, a regra σ(·) é uma função de
controle dependente do estado que deve ser determinada de forma a atingir os mesmos objetivos.
Mais especificamente, vamos considerar um sistema linear variante no tempo Gσ descrito pelas
equações no espaço de estado
h ◦ x(t) = Aσ(t)x(t) +Hσ(t)w(t), x(0) = 0 (2.1)
z(t) = Eσ(t)x(t) +Gσ(t)w(t) (2.2)
sendo que a notação h ◦ x(t) denota o operador diferencial h ◦ x(t) = ẋ(t) para o tempo cont́ınuo
e o operador um passo a frente h ◦ x(t) = x(t + 1) para o tempo discreto. O vetor x ∈ Rnx
é o estado, suposto dispońıvel para realimentação, w ∈ Rnw é a entrada exógena, z ∈ Rnz é
a sáıda controlada e σ(t) : t ≥ 0 → K é a função de comutação. Esta função seleciona em
cada instante de tempo um subsistema Gi = (Ai,Hi,Ei,Gi), i ∈ K dentre os N dispońıveis, com
matrizes (Ai,Hi,Ei,Gi) de dimensões compat́ıveis e pode representar, como mencionado acima,
duas situações distintas, a saber:
• Perturbação: A função de comutação σ(t) : t ≥ 0 → K é uma função arbitrária, constante
por partes. Neste caso, o objetivo do controle é preservar estabilidade e desempenho do
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xi ∈ Ki ∈ K
σ(x)
Figura 2.1: Sistemas com comutação
sistema em consideração. Geralmente, impõe-se um tempo de permanência1 T > 0 a esta
função σ(t). A determinação do mı́nimo valor de T > 0 necessário para atingir este objetivo
corresponde a uma linha de pesquisa bastante explorada na literatura, [Liberzon, 2003].
Definindo o conjunto de funções de comutação fact́ıveis
DT = {σ(·) : tk+1 − tk ≥ T ∀ k ∈ N}
sendo tk e tk+1 instantes onde ocorrem comutações sucessivas, dois casos extremos devem
ser colocados em evidência. Se T → ∞, a função de comutação é constante em relação ao
tempo. Por outro lado, se T → 0+, a função de comutação é arbitrária σ ∈ Σ.
• Controle: A regra de comutação é da forma σ(x(t)) sendo σ(·) : Rnx → K uma função
de realimentação de estado a ser determinada. Neste caso, o objetivo principal do controle
é projetar σ(·) de forma a assegurar estabilidade e garantir um bom desempenho para o
sistema em malha fechada.
Nesta tese focamos nossa atenção no segundo item, ou seja, quando σ(·) é uma função
de controle, mas também apresentamos alguns resultados referentes ao primeiro item quando
T → 0+, caracterizando uma perturbação σ(·) arbitrária. Discutimos condições de estabilidade
baseadas em funções de Lyapunov quadrática v(x) = x′Px e quadrática por partes do tipo mı́-
nimo v(x) = mini∈K x
′Pix. Como uma consequência natural, cabe aqui questionar a possibilidade
de utilizar a função de Lyapunov do tipo máximo V (x) = maxi∈K x
′Pix no estudo da estabilidade
de sistemas com comutação. Entretanto, de acordo com o que foi mostrado em [Liberzon, 2003],
[Deaecto, 2007] e [Deaecto & Geromel, 2008] não é posśıvel garantir estabilidade a partir de
1do inglês dwell time
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condições baseadas em funções de Lyapunov deste tipo. Devido às vantagens referentes ao grau
de conservadorismo, à resolubilidade numérica e à possibilidade de generalização para o trata-
mento de problemas de projeto com realimentação de estado e de sáıda, a técnica que utilizamos
nesta tese é baseada em uma função de Lyapunov do tipo mı́nimo. Ademais, os dois critérios
a serem definidos para a certificação do desempenho de um sistema com comutação se igualam,
respectivamente, ao quadrado das normas H2 e H∞ de sistemas lineares invariantes no tempo
(LTI2) quando a regra de comutação é fixa, ou seja, σ(·) = i ∈ K para todo t ≥ 0. Vale ressaltar
que os resultados referentes à regra de comutação σ(·) arbitrária que apresentamos em seguida
são inéditos.
2.1 Estabilidade
Consideramos um sistema linear com a realização no espaço de estado
h ◦ x(t) = Aσ(t)x(t), x(0) = x0 (2.3)
z(t) = Eσ(t)x(t) (2.4)
Nosso objetivo é estabelecer condições sob as quais a origem x = 0 de (2.3)-(2.4) seja um ponto
de equiĺıbrio globalmente assintoticamente estável. Tendo em vista esta finalidade iniciamos
o estudo utilizando a técnica de análise mais simples baseada em uma função de Lyapunov
quadrática v(x) = x′Px com P > 0. Neste caso, a regra σ(·) atua como perturbação com T → 0+
sendo, portanto, arbitrária. Como ficará claro em seguida, esta função de Lyapunov fornece
condições muito conservadoras e, por este motivo, propomos na próxima subseção condições
mais abrangentes baseadas em uma função de Lyapunov do tipo mı́nimo, não-convexa, mais
elaborada do que a quadrática. Utilizando a função v(x) = x′Px, as seguintes desigualdades
matriciais lineares
A′iP + PAi + E
′
iEi < 0, i ∈ K (2.5)
para o tempo cont́ınuo ou
A′iPAi − P + E ′iEi < 0, i ∈ K (2.6)
para o tempo discreto, se satisfeitas garantem a estabilidade do sistema em questão para qualquer
regra de comutação arbitrária e satisfazem a desigualdade ‖z‖22 < x′0Px0. De fato, para o tempo
cont́ınuo, levando em conta a LMI (2.5) e que para algum instante t ≥ 0 a regra é dada por
2do inglês Linear Time Invariant
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σ(t) = i ∈ K, a derivada de v(x(t)) em relação a uma trajetória qualquer do sistema resulta em
v̇(x(t)) = x(t)′(A′iP + PAi)x(t)
< −z(t)′z(t)
< 0 (2.7)
o que garante a estabilidade assintótica global para qualquer regra σ ∈ Σ. Integrando ambos os











sendo a última desigualdade consequência do fato de v(x(∞)) = 0, pois o sistema é globalmente
assintoticamente estável. Por outro lado, para o tempo discreto, considerando a LMI (2.6) e uma
trajetória qualquer do sistema, temos
v(x(t+ 1))− v(x(t)) = x(t)′(A′iPAi − P )x(t)
< −z(t)′z(t)
< 0 (2.9)
o que garante a estabilidade assintótica global de (2.3)-(2.4). Ademais, somando ambos os lados













pois a estabilidade assintótica implica que v(x(∞)) = 0. Portanto, do que foi exposto, as LMIs
(2.5) e (2.6), conhecidas como condições de estabilidade quadráticas, garantem a estabilidade
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assintótica global do sistema (2.3)-(2.4) satisfazendo a desigualdade ‖z‖22 < v(x0) = x′0Px0. No
entanto, como podemos notar, elas exigem a existência de uma única matriz definida positiva
P satisfazendo todas as N desigualdades simultaneamente e, portanto, constituem resultados
bastante conservadores.
Nesta tese, com o intuito de obter condições mais gerais do que as quadráticas, para ambas
as situações descritas anteriormente de σ(·), utilizamos uma técnica baseada na seguinte função






com Pi > 0 para todo i ∈ K, a qual como será discutido em seguida, fornece condições bastante
favoráveis sob o ponto de vista de análise e projeto de controle. Devemos atentar que o emprego
desta função requer algum cuidado, pois ela é não-convexa e não-diferenciável nos pontos x ∈
R
nx onde o mı́nimo indicado não é único. Na literatura, temos observado que a utilização de
funções não-convexas na análise da estabilizabilidade de sistemas com comutação pode gerar
condições cada vez menos conservadoras do que as existentes, como as necessárias e suficientes
propostas em [Lin & Antsaklis, 2004] e [Zhao & Hill, 2008], baseadas em funções de Lyapunov
poliedrais e funções de Lyapunov múltiplas generalizadas, respectivamente. Tendo em vista a
sua grande aplicação no estudo de sistemas com comutação, estas funções tornaram-se tema de
estudo para a referência [Blanchini & Savorgnan, 2008]. Entretanto, o desafio aqui é propor não
somente condições pouco conservadoras, mas que sejam tratáveis numericamente e permitam
a generalização para a śıntese de controladores via realimentação de estado e de sáıda. Os
resultados desta tese mostram que a função (2.11) cumpre estas exigências. A seguir, vamos
apresentar condições de estabilidade derivadas da função de Lyapunov (2.11) considerando as
duas situações da regra de comutação, isto é, σ(·) como perturbação e como controle.
2.1.1 σ - perturbação
Nesta subseção, consideramos que a regra de comutação σ(t) é arbitrária. Vale ressaltar
que os resultados aqui apresentados são inéditos e contêm como casos particulares as condições
de estabilidade quadráticas discutidas anteriormente. Na verdade, para o tempo discreto eles
representam uma melhoria significativa em relação aos resultados preliminares apresentados no
artigo [Deaecto, Geromel & Daafouz, 2010e] que serviram de base para o projeto de um filtro
ótimo dependente da trajetória. Este projeto é visto em detalhes no Caṕıtulo 6, mas desde já
destacamos que a estrutura utilizada referente às posições relativas das variáveis matriciais Pi e
Pj foi crucial para o êxito dos resultados de [Deaecto, Geromel & Daafouz, 2010e].
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Vamos supor que a função de comutação σ : t ≥ 0 → K seja arbitrária. O próximo teorema
fornece as condições de estabilidade para o sistema (2.3)-(2.4), obtidas a partir da função de
Lyapunov (2.11).
Teorema 2.1 O sistema linear com comutação (2.3)-(2.4) é globalmente assintoticamente es-
tável e a desigualdade ‖z‖22 ≤ mini∈K x′0Pix0 é válida para todo σ ∈ Σ se as seguintes afirmações
forem satisfeitas:
1. Tempo cont́ınuo: Existirem matrizes Pi > 0 para todo i ∈ K e um escalar γ > 0 satis-
fazendo as desigualdades
[
A′iPj + PjAi + γ(Pi − Pj) •
Ei −I
]
< 0, i,j ∈ K×K (2.12)











> 0, i,j ∈ K×K (2.13)
Prova: Consideramos a função de Lyapunov (2.11) e assumimos que em algum instante genérico
t ≥ 0 a regra de comutação é dada por σ(t) = i ∈ K. Para a prova da primeira parte, aplicamos
o complemento de Schur em relação à última linha e coluna de (2.12) de forma a obter A′iPj +
PjAi + γ(Pi − Pj) + E ′iEi < 0. Definindo o conjunto I(x) = {j ∈ K : v(x) = x′Pjx}, a derivada




= x(t)′(A′iPj + PjAi)x(t)
< γx(t)′(Pj − Pi)x(t)− x(t)′E ′iEix(t)
< −z(t)′z(t)
< 0 (2.14)
o que prova a estabilidade assintótica global da origem. Podemos notar que a primeira desigual-
dade segue de (2.12) e a segunda é uma consequência do fato de x(t)′Pix(t) ≥ x(t)′Pjx(t) pois
j ∈ I(x(t)) e i ∈ K. Agora, integrando ambos os lados da segunda desigualdade de (2.14) de
3A derivada D+v(x(t)) pode ser calculada através da aplicação do Teorema de Danskin, [Lasdon, 1970]. Para
maiores detalhes ver [Geromel & Colaneri, 2006a] e mais recentemente [Deaecto & Geromel, 2008].
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t = 0 a t → ∞ e, tendo em vista que v(x(∞)) = 0, pois o sistema é assintoticamente estável,
obtemos a desigualdade ‖z‖22 ≤ v(x0) = mini∈K x′0Pix0 que é válida para todo σ ∈ Σ. A prova
da segunda parte é obtida de maneira similar. O complemento de Schur aplicado em relação às
duas últimas linhas e colunas de (2.13) fornece A′iPiAi −Pj + γ(Pi −Pj) +E ′iEi < 0. Logo, para
uma trajetória qualquer do sistema temos
v(x(t+ 1))− v(x(t)) = min
ℓ∈K
x(t)′(A′iPℓAi − Pj)x(t)
≤ x(t)′(A′iPiAi − Pj)x(t)
< γx(t)′(Pj − Pi)x(t)− x(t)′E ′iEix(t)
< −z(t)′z(t)
< 0 (2.15)
provando a estabilidade assintótica global. Em (2.15), a segunda desigualdade vem de (2.13) e a
terceira deve-se ao fato de x(t)′Pix(t) ≥ x(t)′Pjx(t), para quaisquer i ∈ K e j ∈ I(x(t)). Somando
ambos os lados da terceira desigualdade de (2.15) de t = 0 a t → ∞, obtemos ‖z‖22 ≤ v(x0) =
mini∈K x
′
0Pix0 válida para todo σ ∈ Σ, pois a estabilidade assintótica implica que v(x(∞)) = 0.
Assim, a prova está conclúıda. 
Podemos notar que uma condição necessária para a factibilidade das desigualdades (2.12) e
(2.13) é que cada matriz do conjunto {A1, · · · ,AN} seja estável. Esta restrição é obtida para i = j
e concorda com os demais resultados encontrados na literatura para a regra de comutação σ(t)
arbitrária. Além disso, fazendo Pi = Pj = P para todo i,j ∈ K × K, obtemos exatamente (2.5)
e (2.6) para os casos de tempo cont́ınuo e de tempo discreto, respectivamente, evidenciando que
as desigualdades do Teorema 2.1 contêm as condições de estabilidade quadráticas. O exemplo
seguinte, inspirado em um dos exemplos de [Shorten et al., 2007], ilustra este fato através do
cálculo da região de factibilidade de cada método (caso quadrático e primeira parte do Teorema
2.1) para dois subsistemas a tempo cont́ınuo cada qual com um parâmetro que faremos variar
em um conjunto pré-estabelecido.












e E1 = E2 = I, inspiradas no exemplo de [Shorten et al., 2007]. Variamos os parâmetros α e β
nos intervalos de [−2, 0] e [−5, 0], respectivamente. Para cada variação aplicamos a condição
14 2. Conceitos Fundamentais












Figura 2.2: Região de factibilidade
de estabilidade quadrática (2.5) e a condição (2.12) da primeira parte do Teorema 2.1 para
γ = 10, analisando a factibilidade das mesmas para cada par (α, β). A Figura 2.2 apresenta
as regiões de factibilidade de ambos os métodos, sendo que a área abaixo da curva mais interna
refere-se à condição (2.5) e aquela abaixo da curva mais externa refere-se à condição (2.12).
Podemos notar que a região correspondente à (2.12) excede aquela obtida utilizando (2.5) em
uma faixa considerável que está em destaque na figura. Esta faixa poderia ser ainda maior com
a determinação adequada do escalar γ. Este exemplo ilustra que (2.12) contém a desigualdade
(2.5) e nos fornece um bom indicativo do grau de suficiência de um método em relação ao outro.









com x0 = [1 1]
′ e as matrizes dadas em (2.16) com α = −1 e β = −3, que segundo ilustrado
na Figura 2.2 são fact́ıveis somente para as condições do Teorema 2.1. A solução de (2.17) foi
obtida fixando-se o valor de γ e minimizando o custo δ(γ) em relação às demais variáveis. Para
este caso, a factibilidade ocorre para γ > 0,63. A Figura 2.3 apresenta o comportamento de δ(γ)
em relação a γ o que nos permite determinar δ∗ = 27,99 correspondente a γ∗ = 6,7. 
Vale ressaltar que no caso cont́ınuo a condição (2.12) do Teorema 2.1 para γ = 0 é equivalente
à condição de estabilidade quadrática (2.5). De fato, para cada Pj, j ∈ K as N desigualdades
de (2.12), uma para cada subsistema Ai, i ∈ K, devem ser satisfeitas simultaneamente. No caso
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Figura 2.3: Custo garantido δ em função de γ
discreto isto não é observado, pois em cada desigualdade, as variáveis Pi e Pj estão relacionadas
entre si, mesmo para γ = 0. Ademais, quando este escalar é nulo notamos que as restrições
são similares às obtidas em [Daafouz, Riedinger & Iung, 2002] e [Lin & Antsaklis, 2009], sendo
que a única diferença é que as matrizes Pi e Pj estão permutadas. Veremos no Caṕıtulo 6 que
a posição relativa destas variáveis é importante para o tratamento de observadores lineares e
problemas de filtragem. Quanto à resolubilidade numérica, vale ressaltar que a solução destas
condições é obtida facilmente através de uma busca unidimensional em relação ao escalar γ > 0
e a solução de um conjunto de LMIs. A seguir, vamos considerar σ como controle e determinar
sob quais condições esta regra conduz a origem do sistema para a estabilidade assintótica global
assegurando um custo garantido de desempenho.
2.1.2 σ - controle
Primeiramente, devemos mencionar que os resultados desta subseção já foram estudados em
[Geromel & Colaneri, 2006a] e [Geromel & Colaneri, 2006b] para os tempos cont́ınuo e discreto,
respectivamente. Entretanto, eles são essenciais devido à sua grande importância como base
teórica para os caṕıtulos seguintes. A regra de comutação foi escolhida a partir da função de
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sendo que nos pontos x(t) onde o mı́nimo indicado em (2.11) ocorrer para mais de um ı́ndice,
esta regra seleciona um deles arbitrariamente. Neste contexto, o objetivo de controle se atém em
obter condições para que σ(·) seja estabilizante, isto é, faça da origem x = 0 do sistema (2.3)-(2.4)
um ponto de equiĺıbrio globalmente assintoticamente estável. As condições de estabilidade são
dadas no teorema a seguir.
Teorema 2.2 Para o sistema (2.3)-(2.4), a regra de comutação (2.18) é globalmente estabi-
lizante e a desigualdade ‖z‖22 < mini∈K x′0Pix0 é válida se as seguintes afirmações forem satis-
feitas:
1. Tempo cont́ınuo: Existirem matrizes Pi > 0 para todo i ∈ K e uma matriz de Metzler
Π ∈ Mc satisfazendo as desigualdades de Lyapunov-Metzler
[
A′iPi + PiAi + Ppi •
Ei −I
]
< 0, i ∈ K (2.19)
2. Tempo discreto: Existirem matrizes Pi > 0 para todo i ∈ K e uma matriz de Metzler










> 0, i ∈ K (2.20)
Prova: A prova da primeira parte pode ser encontrada em [Geromel & Colaneri, 2006a] e a prova
da segunda em [Geromel & Colaneri, 2006b]. 
Como já discutido na referência [Geromel & Colaneri, 2006a], a factibilidade da desigualdade
(2.19) depende da existência de uma combinação convexa estável de A ∈ co{A1, · · · ,AN}. No
entanto, para ambos os domı́nios de tempo, nenhuma propriedade de estabilidade é exigida das
matrizes {A1, · · · ,AN} consideradas individualmente. De fato, uma condição necessária para
que a desigualdade (2.19) seja fact́ıvel é que cada matriz (Ai + (πii/2)I), i ∈ K seja estável,
mas como πii ≤ 0 pois Π ∈ Mc, a matriz Ai não precisa ser Hurwitz4. De forma equivalente
para o tempo discreto, uma condição necessária para a factibilidade de (2.20) é que cada matriz
√
πiiAi, i ∈ K seja estável, mas como 0 ≤ πii < 1 pois Π ∈ Md, a matriz Ai não precisa ser
Schur5. Além disso, o resultado do Teorema 2.2 continua válido inclusive na eventual existência
4Uma matriz Hurwitz é aquela cujos autovalores têm parte real negativa.
5Uma matriz Schur é aquela cujos autovalores têm módulo menor do que 1.
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de modos deslizantes, o que é uma propriedade importante que resulta da escolha de uma função
de Lyapunov do tipo mı́nimo, [Geromel & Colaneri, 2006a]. Em [Deaecto, 2007] e [Deaecto
& Geromel, 2008] foi mostrado que esta propriedade não é garantida quando uma função de
Lyapunov do tipo máximo é utilizada, para maiores detalhes veja também [Liberzon, 2003].
Embora as propriedades adquiridas com a utilização das desigualdades de Lyapunov-Metzler
sejam interessantes, as condições do Teorema 2.2 são bastante dif́ıceis de resolver devido ao pro-
duto de variáveis {Π,P1, · · · ,PN}, o que torna as desigualdades (2.19) e (2.20) não-convexas.
No entanto, como mencionado em [Geromel & Colaneri, 2006a] e [Geromel & Colaneri, 2006b],
estas desigualdades permitem a obtenção de condições mais simples, embora mais conservado-
ras baseadas em uma subclasse de matrizes de Metzler com os mesmos elementos na diagonal
principal. Neste caso, as condições tornam-se LMIs quando um escalar é fixado e podem ser
resolvidas sem grandes dificuldades. Para a obtenção de melhores resultados fazemos uma busca
unidimensional em relação ao referido escalar. O próximo corolário apresenta estas condições.
Corolário 2.1 As condições do Teorema 2.2 continuam válidas se as seguintes afirmações forem
satisfeitas:
1. Tempo cont́ınuo: Existirem matrizes Pi > 0 para todo i ∈ K e um escalar γ > 0 satisfazendo
as desigualdades modificadas de Lyapunov-Metzler
[
A′iPi + PiAi + γ(Pj − Pi) •
Ei −I
]
< 0, i 6= j ∈ K×K (2.21)
2. Tempo discreto: Existirem matrizes Pi > 0 para todo i ∈ K e um escalar 0 ≤ γ < 1










> 0, i 6= j ∈ K×K (2.22)
com Rij = γPi + (1− γ)Pj.
Prova: Veja as referências [Geromel & Colaneri, 2006a] para a prova da primeira parte e [Geromel
& Colaneri, 2006b] para a prova da segunda. 
As condições do Corolário 2.1 são LMIs quando o escalar γ > 0 é fixado. Logo, elas podem ser
resolvidas facilmente com qualquer rotina dispońıvel na literatura para a solução de LMIs e uma
busca unidimensional. Ademais, elas mantêm intactas as mesmas caracteŕısticas presentes nas
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condições do Teorema 2.2, ou seja, nenhuma propriedade de estabilidade é exigida de cada matriz
Ai ∈ {A1, · · · ,AN} isolada. De fato, uma condição necessária para a factibilidade de (2.21) e
(2.22) é que Ai − (γ/2)I seja Hurwitz e que
√
γAi seja Schur para todo i ∈ K, respectivamente.
Adicionalmente, as condições de estabilidade apresentadas no Teorema 2.2 e no Corolário 2.1
generalizam os conceitos de estabilidade quadrática e de custo garantido para sistemas lineares
com comutação sujeitos à regra σ(·) arbitrária. De fato, impondo as restrições adicionais Pi = P
para todo i ∈ K temos, para o tempo cont́ınuo, que∑Nj=1 πjiPj = 0, ∀i ∈ K e γ(Pj−Pi) = 0, ∀i 6=
j ∈ K × K em (2.19) e (2.21), respectivamente. Para o tempo discreto,
∑N
j=1 πjiPj = P, i ∈ K
e γPi + (1− γ)Pj = P, i 6= j ∈ K×K em (2.20) e (2.22), respectivamente. Em ambos os casos,
para as restrições Pi = P, ∀i ∈ K a regra de comutação torna-se naturalmente arbitrária. A
seguir, vamos definir os critérios de desempenho que utilizamos no decorrer desta tese.
2.2 Critérios de Desempenho
Quando lidamos com problemas de projeto de controladores ou filtros é importante definir
uma medida, geralmente uma norma, para a certificação da qualidade do projeto realizado.
Via de regra o valor desta norma é minimizada de forma a assegurar o melhor desempenho do
sistema. Para sistemas lineares e invariantes no tempo duas medidas são comumente utilizadas
na literatura, a saber, as normas H2 e H∞ que são calculadas a partir de suas funções de
transferência. Infelizmente, elas não podem ser definidas da mesma forma para os sistemas com
comutação, uma vez que os mesmos são lineares porém variantes no tempo. Por este motivo, faz-
se necessária a definição de novos ı́ndices de desempenho para quantificar a qualidade do projeto
realizado. Estes ı́ndices denominados custos funcionais H2 e H∞ são definidos levando em conta
o sistema (2.1)-(2.2) de tal forma que sem comutação, ou seja, para σ(t) = i ∈ K para todo t ≥ 0,
eles sejam iguais, respectivamente, ao quadrado das normas H2 e H∞, válidas sob a condição
de invariância no tempo. Ademais, eles são dif́ıceis de calcular devido à natureza da função
de comutação considerada e, portanto, um limitante superior para cada um deles é geralmente
proposto, o que viabiliza a determinação do sinal de controle através da sua minimização.
2.2.1 Custo funcional H2
Uma vez que, no tempo cont́ınuo, a norma H2 só é definida para sistemas LTIs estritamente
próprios, assumimos que Gi = 0 para todo i ∈ K em (2.1)-(2.2). Basicamente, este ı́ndice
fornece uma medida da distância relativa do estado em relação ao seu ponto de equiĺıbrio dada
uma condição inicial de tal forma que a sua minimização implica geralmente no aumento da
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velocidade de convergência para este ponto. Aplicando sucessivamente entradas impulsivas do
tipo w(t) = δ(t)ek, sendo ek ∈ Rnw a k-ésima coluna da matriz identidade de dimensão nw × nw,





‖zk‖22 + e′kG′σ(0)Gσ(0)ek (2.23)
Note que Gσ(0) = 0 para sistemas cont́ınuos no tempo. Por outro lado, na ausência de comutação,
ou seja, quando σ(t) = i ∈ K para todo t ≥ 0, o valor deste custo se iguala ao quadrado da norma
H2 da função de transferência do subsistema Gi = (Ai,Hi,Ei,Gi) da entrada w para a sáıda z.
Como já foi dito, quando a função de comutação é variante no tempo, o cálculo do custo (2.23)
torna-se bastante dif́ıcil e, portanto, determinamos um limitante superior do mesmo utilizando os
resultados de estabilidade da seção anterior. Tanto para o tempo cont́ınuo como para o discreto,
o ponto crucial para a utilização daqueles resultados é perceber que o sistema (2.1)-(2.2) pode
ser escrito de forma equivalente àquele tratado na Seção 2.1.
De fato, para o tempo cont́ınuo podemos notar que (2.1)-(2.2) com condições iniciais nulas e
entrada exógena w(t) = δ(t)ek é equivalente às mesmas equações sujeitas à condição inicial x0 =
Hσ(0)ek e entrada w(t) = 0. Esta equivalência pode ser comprovada considerando w(t) = δ(t)ek





Como a condição inicial antes da aplicação do impulso é x(0) = 0 e, imediatamente após, o
estado salta para x(0+) = Hσ(0)ek, conclúımos que o sistema (2.1)-(2.2) pode ser alternativamente
representado por (2.3)-(2.4) com a condição inicial x0 = Hσ(0)ek.
Para o tempo discreto, temos que (2.1)-(2.2) com o impulso aplicado em t = −1, isto é,
w(t) = δ(t + 1)ek, e com x(−1) = 0 e σ(−1) = σ(0) é equivalente ao sistema (2.3)-(2.4) com a
condição inicial x0 = Hσ(0)ek. De fato, para (2.1)-(2.2), temos
x(−1) = 0 → zk(−1) = Gσ(0)ek
x(0) = Hσ(0)ek → zk(0) = Eσ(0)Hσ(0)ek
x(1) = Aσ(0)Hσ(0)ek → zk(1) = Eσ(1)Aσ(0)Hσ(0)ek
x(2) = Aσ(1)Aσ(0)Hσ(0)ek → zk(2) = Eσ(2)Aσ(1)Aσ(0)Hσ(0)ek
... → ...
x(t) = Aσ(t−1) · · ·Aσ(0)Hσ(0)ek → zk(t) = Eσ(t)Aσ(t−1) · · ·Aσ(0)Hσ(0)ek
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que é válida para todo t ∈ N e k = 1, · · · ,nw. Por outro lado, podemos notar que para (2.3)-(2.4)
com a condição inicial especificada, obtemos os mesmos termos anteriores com exceção daquele
correspondente a t = −1. Logo, se desejarmos calcular o custo funcional H2 para o sistema (2.1)-
(2.2) utilizando a representação alternativa (2.3)-(2.4) com x0 = Hσ(0)ek, devemos acrescentar o
termo referente a t = −1, isto é, zk(−1)′zk(−1) = e′kG′σ(0)Gσ(0)ek como um fator de correção na
definição (2.23).
Assim, do que foi exposto anteriormente, podemos utilizar os resultados da seção anterior
para assegurar a estabilidade do sistema com comutação mais geral (2.1)-(2.2) e, baseado no
custo garantido daquela seção, calcular um limitante superior para (2.23). Vamos realizar este
cálculo utilizando primeiramente condições mais simples obtidas a partir da função de Lyapunov
v(x) = x′Px. Assim, se existir P > 0 satisfazendo as condições (2.5) ou (2.6) para o tempo
cont́ınuo ou discreto, respectivamente, então a desigualdade ‖zk‖22 < x′0Px0 com x0 = Hσ(0)ek



















com Gσ(0) = 0 para sistemas cont́ınuos no tempo, válido para todo σ ∈ Σ. Desejamos relembrar
que as condições (2.5) e (2.6) constituem resultados bastante conservadores pois exigem a existên-
cia de uma única variável P > 0 satisfazendo as N desigualdades simultaneamente. Condições
menos conservadoras são apresentadas a seguir.
σ - perturbação
Considerando a regra σ(t) arbitrária, podemos recorrer às condições menos conservadoras
obtidas a partir da função de Lyapunov (2.11), as quais fornecem um custo garantido menor do
que o obtido no caso quadrático. O próximo teorema apresenta estas condições.
Teorema 2.3 O sistema linear com comutação (2.1)-(2.2) é globalmente assintoticamente es-










com Gσ(0) = 0 no caso de tempo cont́ınuo, é válida se as condições do Teorema 2.1 forem
satisfeitas.
Prova: Como o sistema (2.1)-(2.2) pode ser escrito na forma equivalente (2.3)-(2.4) com a
condição inicial x0 = Hσ(0)ek, a prova segue diretamente dos resultados de estabilidade do Teo-
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o que prova o teorema proposto. 
Podemos notar que a determinação do limitante (2.26) exige que o projetista forneça o valor
de σ(0). Entretanto, veremos em seguida, outras propostas de custo garantidoH2 onde este dado
adicional não é obrigatório. A seguir, vamos apresentar o cálculo de um custo garantido para
(2.23) levando em conta σ(·) atuando como sinal de controle.
σ - controle
Para problemas onde σ(·) atua como sinal de controle, o objetivo principal é determinar uma
regra de comutação através da minimização de um limitante superior de (2.23) que assegure
um custo garantido H2 de desempenho. Geralmente, tendo em vista a dificuldade no cálculo
anaĺıtico do custo verdadeiro J2(σ), a qualidade do projeto é analisada através da determinação
de um limitante inferior. Neste caso, quanto menor a distância entre os limitantes, melhor é a
qualidade do resultado obtido, pois menor é a distância entre o custo garantido e o verdadeiro.
Esta técnica de análise não será abordada nesta tese, mas foi utilizada em vários trabalhos da
literatura, veja por exemplo [Deaecto, 2007], [Deaecto & Geromel, 2008] e [Geromel et al., 2008].
Nosso foco aqui é o projeto de uma estratégia de comutação sub-ótima que estabiliza o sistema
(2.1)-(2.2). As condições obtidas estão apresentadas no próximo teorema.
Teorema 2.4 Para o sistema (2.1)-(2.2), a regra de comutação (2.18) é globalmente estabi-










com Gσ(0) = 0 no caso de tempo cont́ınuo, é válida se as condições do Teorema 2.2 forem
satisfeitas.
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Prova: A prova é idêntica à realizada no Teorema 2.3 sendo, portanto, omitida. 
O custo garantido do Teorema 2.4 também pode ser obtido considerando as condições alter-
nativas do Corolário 2.1. É importante notar que o valor do limitante apresentado nos teoremas
anteriores depende explicitamente do valor de σ(0) = ℓ. É posśıvel determinar um custo garan-
















{θ : tr(H ′iPiHi +G′iGi) ≤ θ, i ∈ K} (2.29)
são válidas e determinam a condição inicial de pior caso. Alternativamente, tendo em vista que
a condição σ(0) = ℓ é fixada pelo projetista, ele pode escolher aquela que fornece o menor valor








o qual fornece valores menores ou iguais aos obtidos em (2.29), mas é mais dif́ıcil de resolver,
uma vez que o problema de otimização envolvido deve considerar a minimização conjunta em













propõem um novo limitante mais simples do que o ótimo fornecido em (2.30), pois depende apenas
de um ı́ndice e, além disso, constitui um resultado menos conservador do que (2.29). Neste caso,








sendo Φ(γ) o conjunto convexo formado por todas as soluções fact́ıveis do Teorema 2.1 para σ(·)
arbitrário ou do Corolário 2.1 para σ(·) dependente do estado, com γ > 0 fixado. A solução é
simples pois o problema de otimização depende de um único ı́ndice e as condições são descritas em
termos de LMIs sendo, portanto, facilmente resolvidas. Posteriormente, é realizada uma busca
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unidimensional em relação ao escalar γ, o que nos fornece o menor valor do custo em relação a
todas as variáveis do problema {γ,P1, · · · ,PN}. Veremos nos próximos caṕıtulos que esta será a
escolha adotada tendo em vista a simplicidade de solução e a qualidade do resultado obtido.
2.2.2 Custo funcional H∞
Nosso objetivo é definir um ı́ndice de desempenho que como a norma H∞ estabeleça um
limitante para a influência da perturbação de pior caso w na sáıda z do sistema. Neste caso,
vamos considerar (2.1)-(2.2) excitado por entradas exógenas w(t) ∈ Rnw com normas finitas, ou
seja, w ∈ L2. O vetor de sáıda z(t) ∈ Rnz obtido como a resposta a estas entradas permite-nos






Vale ressaltar que quando a regra de comutação é fixa σ(t) = i ∈ K para todo t ≥ 0, o ı́ndice
(2.33) se iguala ao quadrado da norma H∞ da função de transferência do subsistema Gi, i ∈ K
da entrada w para a sáıda z. Entretanto, quando a função de comutação σ(·) é variante no
tempo o custo (2.33) torna-se bastante dif́ıcil de calcular e, por este motivo, a ideia consiste em






e certificar o desempenho do sistema através da minimização deste limitante. Para o caso em
que a função de Lyapunov é quadrática v(x) = x′Px, temos que, dado ρ > 0, se existir P > 0
satisfazendo as seguintes LMIs
[







< 0, i ∈ K (2.35)
para sistemas a tempo cont́ınuo ou
[
A′iPAi − P + E ′iEi •
H ′iPAi +G
′
iEi −ρI +H ′iPHi +G′iGi
]
< 0, i ∈ K (2.36)
para sistemas a tempo discreto, então a desigualdade (2.34) vale para qualquer σ ∈ Σ. Ademais,
podemos notar que as desigualdades (2.35) e (2.36) são mais restritas do que (2.5) e (2.6), res-
pectivamente, sendo estas últimas obtidas das primeiras fazendo ρ → ∞. Assim, se as condições
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(2.35) ou (2.36) forem satisfeitas, então de acordo com os resultados de estabilidade quadrática
da seção anterior, o sistema é globalmente assintoticamente estável. Para o tempo cont́ınuo,
considerando a função de Lyapunov v(x) = x′Px, P > 0 e que para algum t ≥ 0 a regra de
comutação é dada por σ(t) = i ∈ K, a derivada relativa a uma trajetória qualquer do sistema
(2.1)-(2.2) satisfaz
v̇(x(t)) = (Aix(t) +Hiw(t))
′Px(t) + x(t)′P (Aix(t) +Hiw(t))
< −z(t)′z(t) + ρw(t)′w(t) (2.37)
sendo a desigualdade obtida multiplicando à esquerda de (2.35) pelo vetor [x(t)′ w(t)′] e à direita
pelo seu transposto e, posteriormente, rearranjando os termos. Logo, integrando ambos os lados












pois devido à estabilidade assintótica do sistema e à condição inicial x(0) = 0 verificamos que
v(x(∞)) = v(x(0)) = 0. Portanto, ‖z‖22−ρ‖w‖22 < 0 para qualquer w ∈ L2 e, consequentemente,
a desigualdade (2.34) vale. Analogamente para o caso discreto, temos
v(x(t+ 1))− v(x(t)) = (Aix(t) +Hiw(t))′P (Aix(t) +Hiw(t))− x(t)′Px(t)
< −z(t)′z(t) + ρw(t)′w(t) (2.39)
sendo a desigualdade obtida multiplicando à esquerda de (2.36) pelo vetor [x(t)′ w(t)′] e à direita
pelo seu transposto e, posteriormente, rearranjando os termos. Agora, somando ambos os lados














pois a estabilidade do sistema e a condição inicial x(0) = 0 garantem v(x(∞)) = v(x(0)) =
0. Desta forma, ‖z‖22 − ρ‖w‖22 < 0 também é satisfeita para qualquer w ∈ L2 e função de
comutação σ(·) arbitrária, o que implica na validade da desigualdade (2.34). Podemos obter o
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menor limitante superior de J∞(σ) satisfazendo (2.35) para o caso cont́ınuo ou (2.36) para o caso
discreto através da minimização do escalar ρ. Para a obtenção de um valor de custo garantido
H∞ menor do que o quadrático, recorremos às condições resultantes da função de Lyapunov
(2.11). Os teoremas a seguir apresentam estas condições considerando as duas situações para
σ(·). Vale ressaltar que para o caso da regra σ(·) ser arbitrária, os resultados que apresentaremos
a seguir são inéditos. Entretanto, aqueles referentes à regra σ(·) como sinal de controle já foram
apresentados em [Deaecto, Geromel & Daafouz, 2010b].
σ - perturbação
O teorema a seguir fornece um procedimento para o cálculo de (2.34) considerando as condições
de estabilidade do Teorema 2.1 obtidas a partir da escolha da função de Lyapunov (2.11). A ideia
central adotada para o estudo de estabilidade é generalizada para levar em conta a existência da
perturbação exógena de pior caso w ∈ L2.






A′iPj + PjAi + γ(Pi − Pj) • •













Pj + γ(Pj − Pi) • • •
0 ρI • •
PiAi PiHi Pi •







> 0, i,j ∈ K×K (2.42)
então o sistema (2.1)-(2.2) é globalmente assintoticamente estável para qualquer regra de comu-
tação σ ∈ Σ e (2.34) vale.
Prova: Para a realização desta prova, consideramos que as condições (2.41) e (2.42) são satisfeitas
e supomos que para algum instante t ≥ 0 a regra de comutação é dada por σ(t) = i ∈ K. De
acordo com a primeira parte do Teorema 2.1, a estabilidade assintótica do sistema está garantida,
pois o primeiro bloco diagonal de (2.41) é negativo. Aplicando o complemento de Schur em relação
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à última linha e coluna de (2.41) e rearranjando os termos, temos
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Agora, definindo o conjunto I(x) = {j ∈ K : v(x) = x′Pjx}, a derivada direcional de uma
























< −z(t)′z(t) + ρw(t)′w(t) + γx(t)′(Pj − Pi)x(t)
< −z(t)′z(t) + ρw(t)′w(t) (2.44)
sendo que a primeira desigualdade segue de (2.43) multiplicando à esquerda pelo vetor [x(t)′ w(t)′]
e à direita pelo seu transposto e a segunda vem do fato de que x(t)′Pix(t) ≥ x(t)′Pjx(t) pois
j ∈ I(x(t)) e i ∈ K. A estabilidade assintótica do sistema e a condição inicial x(0) = 0 implicam
que v(x(∞)) = v(x(0)) = 0. Assim, integrando ambos os lados de (2.44) de t = 0 a t → ∞,
conclúımos que a desigualdade ‖z‖22 − ρ‖w‖22 < 0 é verificada para todo σ ∈ Σ e todo w ∈ L2 e,
portanto, a (2.34) também se verifica.
A prova da parte discreta é feita de maneira análoga. Aplicando o complemento de Schur
em relação às duas últimas linhas e colunas de (2.42) e rearranjando os termos de maneira
conveniente, obtemos
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Ademais, para uma trajetória qualquer do sistema, segue



























< −z(t)′z(t) + ρw(t)′w(t) + γx(t)′(Pj − Pi)x(t)
< −z(t)′z(t) + ρw(t)′w(t) (2.46)
2.2 Critérios de Desempenho 27
com a segunda desigualdade obtida de (2.45) multiplicando à esquerda pelo vetor [x(t)′ w(t)′]
e à direita pelo seu transposto e a terceira desigualdade obtida do fato de que x(t)′Pix(t) ≥
x(t)′Pjx(t) pois j ∈ I(x(t)) e i ∈ K. Da estabilidade assintótica do sistema, garantida pela
condição (2.13) do Teorema 2.1, e de x(0) = 0, temos que v(x(∞)) = v(x(0)) = 0. Somando
ambos os lados de t = 0 a t → ∞, conclúımos que a desigualdade ‖z‖22 − ρ‖w‖22 < 0 é válida
para todo σ ∈ Σ e w ∈ L2, levando à validade de (2.34), o que prova o teorema proposto. 
Como já discutido anteriormente, a técnica baseada em uma função de Lyapunov do tipo mı́-
nimo fornece resultados menos conservadores do que os obtidos utilizando a função de Lyapunov
v(x) = x′Px. Isto é, assegurando a factibilidade das condições do Teorema 2.5, o valor corres-
pondente de ρ certamente será menor ou igual àquele que assegura a factibilidade das condições
de estabilidade quadrática. A seguir, apresentamos o cálculo de (2.34) considerando σ(·) como
sinal de controle.
σ - controle
Neste caso, a obtenção de um custo garantido (2.34) é baseada na função de Lyapunov (2.11),
na regra (2.18) e nas versões a tempo cont́ınuo e a tempo discreto de um conjunto de desigualdades
matriciais denominadas desigualdades de Riccati-Metzler.
Teorema 2.6 Para ρ > 0 dado, a regra de comutação (2.18) é globalmente estabilizante e o
sistema linear (2.1)-(2.2) satisfaz a restrição (2.34) se as seguintes afirmações forem satisfeitas:
1. Tempo cont́ınuo: Existirem matrizes Pi > 0 para todo i ∈ K e uma matriz de Metzler




A′iPi + PiAi + Ppi • •





< 0, i ∈ K (2.47)
2. Tempo discreto: Existirem matrizes Pi > 0 para todo i ∈ K e uma matriz de Metzler







Pi • • •
0 ρI • •
PpiAi PpiHi Ppi •







> 0, i ∈ K (2.48)
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Prova: A prova é uma consequência imediata das desigualdades do Teorema 2.2, da estabilidade
global do ponto de equiĺıbrio x = 0 e da função de Lyapunov (2.11). Para o tempo cont́ınuo,
aplicando o complemento de Schur em relação à última linha e coluna de (2.47) e rearranjando
os termos, temos
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Da primeira parte do Teorema 2.2, a estabilidade do sistema é garantida pois o primeiro bloco
diagonal de (2.47) é negativo. Considerando o conjunto I(x) = {i ∈ K : v(x) = x′Pix} e que
para algum instante de tempo t ≥ 0 a regra é dada por σ(x(t)) = i ∈ I(x(t)), multiplicando































< −z(t)′z(t) + ρw(t)′w(t) (2.50)
sendo que a segunda desigualdade decorre diretamente de (2.49) e a última vem do fato de que
x′Pix ≤ x′Pjx como uma consequência de i ∈ I(x(t)), j ∈ K e
∑N
j=1 πjix(t)
′Pjx(t) ≥ 0, pois com




























Logo, integrando ambos os lados de (2.50) de t = 0 a t → ∞, como v(x(∞)) = v(x(0)) = 0,
pois o sistema é assintoticamente estável e a condição inicial é dada por x(0) = 0, a desigualdade
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(2.34) é satisfeita para todo w ∈ L2, inclusive para aquele de pior caso. A prova da segunda
parte segue o mesmo padrão. Aplicando o complemento de Schur sucessivamente em relação às
duas últimas linhas e colunas de (2.48) e rearranjando os termos, temos
[



















sendo que, de acordo com o Teorema 2.2, a estabilidade é garantida pois, fazendo-se ρ → ∞ em
(2.48), obtemos exatamente as condições (2.20).
Além disso, levando em conta que i ∈ I(x(t)) e que Π ∈ Md, ou seja, [π1i · · · πNi]′ ∈ Λ,
podemos observar que a função de Lyapunov associada a uma trajetória qualquer do sistema
satisfaz









































< −z(t)′z(t) + ρw(t)′w(t) (2.53)
onde a primeira desigualdade é devido ao fato de Π ∈ Md e a segunda vem de (2.52). Finalmente,
somando ambos os lados de (2.53) de t = 0 a t → ∞ e, tendo em vista que v(x(∞)) = v(x(0)) = 0,
a desigualdade (2.34) é válida para todo w ∈ L2, o que prova o teorema. 
No caso do sistema a tempo cont́ınuo, a derivada D+v(x(t)) calculada em (2.50) admite uma
interpretação simples e interessante, sobretudo quando a função v(x(t)) não for diferenciável, isto
é, quando I(x(t)) for composto por mais de um elemento. As funções quadráticas vi(x) = x
′Pix
que obviamente são cont́ınuas e diferenciáveis definem como indicado em (2.11) a função de Lya-
punov v(x) = mini∈K vi(x) e a regra de comutação σ(x(t)) = argmini∈K vi(x(t)). Considerando
que em um determinado instante de tempo o conjunto I(x(t)) contenha mais de um elemento,












, ∀ℓ ∈ I(x(t)) (2.54)
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a qual, tendo em vista (2.49), para ℓ = i satisfaz v̇i(x(t)) < −z(t)′z(t) + ρw(t)′w(t). Entretanto,
como vi(x(t)) = vℓ(x(t)), ∀ℓ ∈ I(x(t)), apenas ocorrerá comutação de i para ℓ 6= i se v̇ℓ(x(t)) <
v̇i(x(t)) para algum ℓ ∈ I(x(t)) implicando em que v̇ℓ(x(t)) admita o mesmo limitante superior
que v̇i(x(t)). Por outro lado, com a mesma regra de comutação, em t
+ > t arbitrariamente
próximos temos v(x(t+)) = vj(x(t
+)) em que
j = arg min
ℓ∈I(x(t))
v̇ℓ(x(t)) (2.55)
fazendo com que D+v(x(t)) coincida com a derivada v̇j(x(t)). Com w(t) = 0, esta mesma
interpretação pode ser adotada para as condições de estabilidade6.
O mesmo comentário realizado anteriormente permanece válido. As desigualdades do Teo-
rema 2.6 podem ser dif́ıceis de resolver devido ao produto de variáveis {Π,P1, · · · ,PN}. Entre-
tanto, se o sistema possuir apenas dois subsistemas, a matriz de Metzler Π ∈ R2×2 contém apenas
dois escalares desconhecidos e a solução pode ser obtida através de buscas unidimensionais en-
volvendo dois escalares e um conjunto de LMIs. Este procedimento torna-se inviável a medida
que o número de subsistemas aumenta.
O corolário a seguir apresenta condições alternativas mais simples baseadas em matrizes
de Metzler com elementos iguais na diagonal principal. Para esta subclasse, desenvolvemos
desigualdades matriciais alternativas dependentes somente dos elementos da diagonal principal
πii, sendo o escalar γ dado por γ = −πii > 0 para o tempo cont́ınuo e 0 ≤ γ = πii < 1 para o
tempo discreto. Estas condições representam uma generalização dos resultados apresentados em
[Geromel & Colaneri, 2006a] e [Geromel & Colaneri, 2006b] para o tempo cont́ınuo e discreto,
respectivamente, e são mais conservadoras do que aquelas obtidas no teorema anterior, mas
podem ser facilmente resolvidas por uma busca unidimensional em relação a γ e por qualquer
rotina dispońıvel na literatura para a solução de LMIs.
Corolário 2.2 Para ρ > 0 dado, as condições do Teorema 2.6 continuam válidas se as seguintes
afirmações forem verdadeiras:
1. Tempo cont́ınuo: Existirem matrizes Pi > 0 para todo i ∈ K e um escalar γ > 0 satisfazendo




A′iPi + PiAi + γ(Pj − Pi) • •





< 0, i 6= j ∈ K×K (2.56)
6Da mesma forma, a estabilidade global é garantida inclusive diante da ocorrência de modos deslizantes. De
fato, para maiores detalhes ver [Geromel & Colaneri, 2006a], [Deaecto & Geromel, 2008] e [Liberzon, 2003].
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2. Tempo discreto: Existirem matrizes Pi > 0 para todo i ∈ K e um escalar 0 ≤ γ < 1







Pi • • •
0 ρI • •
RijAi RijHi Rij •







> 0, i 6= j ∈ K×K (2.57)
com Rij = γPi + (1− γ)Pj.
Prova: Inicialmente, consideramos γ = −πii > 0 e como Π ∈ Mc, então γ−1
∑N
j 6=i=1 πji = 1
para todo i ∈ K. Multiplicando (2.56) por πji, somando para todo j 6= i ∈ K e, finalmente,















πjiγ(Pj − Pi) (2.58)
provando a primeira parte do corolário. Para a segunda parte, consideramos 0 ≤ γ = πii < 1 e
como Π ∈ Md então (1− γ−1)
∑N
j 6=i=1 πji = 1. Multiplicando (2.57) por πji, somando para todo
















concluindo a prova do corolário em decorrência do Teorema 2.6. 
Para σ(·) atuando como controle, a possibilidade de obter condições tratáveis numericamente
para ambos os domı́nios de tempo, permite-nos afirmar que os resultados baseados na função de
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Lyapunov (2.11) são melhores quando comparados com muitos métodos existentes na literatura.
Por este motivo, a restrição da variável Π a uma subclasse de matrizes de Metzler com elementos
iguais na diagonal principal será uma estratégia bastante explorada nos demais caṕıtulos desta
tese. Em termos numéricos, o Teorema 2.5 e o Corolário 2.2 fornecem condições que podem ser




com Φ(γ) sendo o conjunto de todas as soluções fact́ıveis do Teorema 2.5 referente à regra σ(·)
arbitrária ou do Corolário 2.2 quando então σ(·) é uma função dependente do estado. Sempre
que o escalar γ é fixado, o conjunto Φ(γ) é definido por LMIs e, consequentemente, o problema
(2.60) é resolvido facilmente. Isto torna posśıvel determinar, por uma busca unidimensional, o
valor de γ∗ tal que ρ(γ∗) = infγ>0 ρ(γ).
2.3 Considerações finais
Neste caṕıtulo, fornecemos alguns resultados preliminares que são utilizados como base teórica
para o desenvolvimento dos problemas de projeto de controle ou de filtragem a serem tratados
nos caṕıtulos seguintes. Basicamente, apresentamos condições para a estabilidade assintótica
global de sistemas com comutação, considerando a regra σ(·) atuando como uma perturbação
e, posteriormente, como controle e definimos dois critérios para a análise do seu desempenho,
denominados custos funcionais H2 e H∞. É importante ressaltar que na ausência de comutação,
isto é, para σ(t) = i ∈ K para todo t ≥ 0, estes critérios se igualam aos quadrados das normas
H2 e H∞ do subsistema LTI correspondente. As condições obtidas são baseadas em uma função
de Lyapunov do tipo quadrática por partes. Ela permite a obtenção de resultados satisfatórios
sob o ponto de vista do grau de conservadorismo e da resolubilidade numérica. Ademais, para
a regra de comutação arbitrária os resultados obtidos são inéditos e contêm as condições de
estabilidade quadráticas dispońıveis na literatura. Um exemplo simples inspirado em [Shorten
et al., 2007] ilustrou este fato e nos forneceu uma ideia do grau de conservadorismo do método
proposto. Quanto aos resultados referentes à regra σ(·) como um sinal de controle, destacamos
que eles não exigem nenhuma propriedade de estabilidade de cada subsistema isolado e, além
disso, permitem a obtenção de condições que podem ser facilmente resolvidas através de uma
busca unidimensional e rotinas dispońıveis para a solução de LMIs. Como veremos nos próximos
caṕıtulos, uma outra vantagem da técnica utilizada é a possibilidade de generalização para o
tratamento de problemas de projeto de controle com realimentação linear de estado e de sáıda.
Caṕıtulo 3
Projeto de Controle H2
De posse de toda a base teórica desenvolvida no caṕıtulo anterior, estamos em condições de
tratar problemas mais gerais como os de śıntese de controle para σ(·) atuando como uma variável
de decisão. Este é o assunto deste caṕıtulo, que aborda o projeto de controleH2 via realimentação
de estado e de sáıda para ambos os domı́nios de tempo. Considerando primeiramente que o
estado está dispońıvel para realimentação, o objetivo é o projeto simultâneo de uma regra de
comutação e de um conjunto de ganhos matriciais de realimentação de estado, que garantam a
estabilidade do sistema assegurando um custo garantido H2 de desempenho. Este problema já
foi abordado em [Deaecto, 2007] e [Deaecto & Geromel, 2008] para o tempo cont́ınuo e coloca
em evidência as principais dificuldades a serem superadas no tratamento do problema mais geral
e mais realista, correspondente ao projeto de controle dinâmico H2 via realimentação de sáıda.
Este projeto já foi realizado em [Geromel et al., 2008], mas considerando somente a śıntese da
função de comutação. Na verdade, esta referência propõe condições necessárias e suficientes
para a existência de uma solução com uma estrutura particular das desigualdades de Lyapunov-
Metzler. Estas condições visam a śıntese de um filtro dinâmico de ordem completa, cujo objetivo
é fornecer as informações necessárias para construir a regra de comutação. Neste caṕıtulo, nosso
objetivo é mais abrangente uma vez que desejamos projetar simultaneamente duas estruturas
de controle, a saber, uma regra de comutação e um controlador dinâmico de ordem completa.
Ambas as estruturas são dependentes apenas da sáıda medida, de forma a atingir os mesmos
objetivos traçados no caso de realimentação de estado, isto é, estabilidade e custo garantido H2.
Como no caso mais simples tratado em [Geromel et al., 2008], a solução é obtida através de
condições necessárias e suficientes resultantes de uma mudança de variáveis adequada. Ademais,
vale ressaltar que estas condições permitem a derivação para outras mais simples que podem ser
resolvidas através de uma busca unidimensional e rotinas dispońıveis para a solução de LMIs. A
validade e eficácia dos resultados teóricos propostos são ilustrados através de exemplos.
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3.1 Formulação do problema
Vamos considerar um sistema linear com comutação descrito pelas equações no espaço de
estado
h ◦ x(t) = Aσ(t)x(t) +Bσ(t)u(t) +Hσ(t)w(t), x(0) = 0 (3.1)
y(t) = Cσ(t)x(t) +Dσ(t)w(t) (3.2)
z(t) = Eσ(t)x(t) + Fσ(t)u(t) (3.3)
com os vetores x ∈ Rnx , u ∈ Rnu, w ∈ Rnw , z ∈ Rnz e y ∈ Rny sendo o estado, a entrada
de controle, a entrada exógena, a sáıda controlada e a sáıda medida, respectivamente. Como
anteriormente, a função de comutação σ(t) : t ≥ 0 → K = {1, · · · ,N} seleciona, em cada











, i ∈ K (3.4)
sendo as matrizes de cada realização no espaço de estado Gi de dimensões compat́ıveis.
Neste contexto, nosso objetivo principal consiste em projetar simultaneamente um controlador
Cσ, com uma estrutura a ser definida, e uma regra de comutação σ(·) de forma a fazer com que
a origem x = 0 do sistema (3.1)-(3.3) seja um ponto de equiĺıbrio globalmente assintoticamente
estável. Ademais, assumindo que a entrada w é do tipo impulsiva, isto é, w(t) = δ(t)ek, com
ek ∈ Rnw representando a k-ésima coluna da matriz identidade nw ×nw, desejamos assegurar um






em que zk é a sáıda correspondente a um impulso unitário aplicado no k-ésimo canal.
Basicamente, dois esquemas de controle são levados em consideração. No primeiro, o estado
x é suposto dispońıvel para a realimentação, isto é Ci = I e Di = 0 para todo i ∈ K, levando
a um controlador com comutação caracterizado por u(t) = Kσ(x(t))x(t), em que o conjunto
{K1, · · · ,KN}, composto por ganhos matriciais de realimentação de estado, deve ser determinado
juntamente com a regra de comutação σ(·). Podemos observar que neste caso, o controlador Cσ
é completamente definido pelas matrizes de ganho Kσ. No segundo esquema, somente a sáıda
medida y é suposta dispońıvel, o que leva a um controlador dinâmico com realimentação de sáıda








Figura 3.1: Esquema de controle
Cσ caracterizado por u(t) = Kσ(y[0,t]) ∗y(t), sendo Ki(t) para cada i ∈ K a resposta ao impulso do
controlador linear Ci que deve ser determinada em conjunto com a regra de comutação σ(y[0,t]),
onde y[0,t] é a trajetória y(τ), ∀τ ∈ [0,t]. Alternativamente, a resposta ao impulso Kσ(t) para
cada σ = i ∈ K é descrita pela seguinte realização no espaço de estado
h ◦ x̂(t) = Âσ(t)x̂(t) + B̂σ(t)y(t), x̂(0) = 0 (3.6)
u(t) = Ĉσ(t)x̂(t) (3.7)
na qual x̂ ∈ Rnx é a variável de estado do controlador e as matrizes (Âi,B̂i, Ĉi) para todo i ∈ K
o definem. Esta representação é obrigatória para o projeto de controle proposto, uma vez que
necessitamos da variável interna x̂ para a implementação de σ(·). De fato, consideramos que em
cada instante de tempo, a função de comutação depende exclusivamente da variável de estado
do controlador x̂, ou seja, ela é expressa na forma σ(x̂(t)) como ilustra a Figura 3.1.
Os resultados referentes ao projeto de controle H2 que serão aqui apresentados são baseados
nas condições do Teorema 2.2, mais especificamente nas desigualdades (2.19) ou (2.20) para o
tempo cont́ınuo ou discreto, respectivamente. Entretanto, podemos notar que estas condições
são mais indicadas para a análise e inadequadas para a śıntese de controle. A dificuldade reside
nos produtos PiAi em (2.19) e PpiAi em (2.20), os quais não permitem a linearização direta dos
ganhos de matrizes devido à pré-multiplicação de Ai (e não pós-multiplicação) pelas variáveis Pi
e Ppi, respectivamente. Além disso, para o tempo discreto, podemos notar que para cada i ∈ K, o
termo PpiAi depende de todos os Pj para j ∈ K. O próximo corolário apresenta uma versão dual
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das condições do Teorema 2.4 que é mais indicada para o tratamento de problemas de projeto
de controle.
Corolário 3.1 Para o sistema (2.1)-(2.2), a regra de comutação (2.18) com Pi = S
−1
i > 0 é






é válida se as seguintes afirmações forem satisfeitas:
1. Tempo cont́ınuo: Existirem matrizes Si > 0 para todo i ∈ K e uma matriz de Metzler




i + SiSqiSi •
EiSi −I
]
< 0, i ∈ K (3.9)
2. Tempo discreto: Existirem matrizes Si > 0 para todo i ∈ K e uma matriz de Metzler












> 0, i ∈ K (3.10)
Prova: A prova de ambas as partes é bastante simples e será feita simultaneamente. Lembrando
que S−1i = Pi e, portanto, Sqi = Ppi para todo i ∈ K, temos na primeira parte que, multiplicando
(3.9) de ambos os lados por diag{S−1i ,I} obtemos (2.19). Na segunda parte, multiplicando ambos
os lados de (3.10) por diag{S−1i ,Sqi,I}, obtemos (2.20), o que prova o corolário proposto. 
Como já mencionado, a pós-multiplicação das matrizes Ai pelas variáveis Si para todo i ∈ K
torna as condições do corolário anterior mais adequadas para o tratamento de problemas de
projeto de controle. Entretanto, podemos observar o aparecimento dos termos não lineares SiSqiSi
e S−1qi na diagonal principal das desigualdades (3.9) e (3.10), respectivamente, cuja linearização
representa o principal desafio para resolver o problema de projeto previamente estabelecido.
3.2 Realimentação de estado
Nesta seção, nosso objetivo é tratar o problema de projeto de controle com realimentação de
estado. Vamos supor que x(t) ∈ Rnx pode ser medido para todo t ≥ 0, ou seja, que o sistema
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(3.1)-(3.3) com Ci = I e Di = 0 para todo i ∈ K pode ser reduzido para a seguinte realização no
espaço de estado
h ◦ x(t) = Aσ(t)x(t) +Bσ(t)u(t) +Hσ(t)w(t), x(0) = 0 (3.11)
z(t) = Eσ(t)x(t) + Fσ(t)u(t) (3.12)
Desejamos generalizar as condições propostas no Corolário 3.1 de forma a calcular um conjunto
de ganhos {K1, · · · ,KN} e uma função de comutação σ(x) : Rnx → K tal que o sistema em
malha fechada (3.11)-(3.12) com a entrada de controle
u(t) = Kσ(t)x(t) (3.13)
seja globalmente assintoticamente estável, assegurando um limitante superior para (3.5). Apli-
cando o controle com realimentação de estado (3.13) no sistema com comutação (3.11)-(3.12),
obtemos o seguinte sistema em malha fechada
h ◦ x(t) = (Aσ(t) +Bσ(t)Kσ(t))x(t) +Hσ(t)w(t), x(0) = 0 (3.14)
z(t) = (Eσ(t) + Fσ(t)Kσ(t))x(t) (3.15)
que apresenta a mesma estrutura do sistema (2.1)-(2.2) estudado no caṕıtulo anterior. Entre-
tanto, como já discutido, as condições do Teorema 2.2 não podem ser diretamente aplicadas
devido à posição das variáveis K1, · · · ,KN , o que impossibilita a linearização. Por este motivo,
vamos utilizar as condições duais propostas no Corolário 3.1.
3.2.1 Tempo cont́ınuo
O próximo teorema fornece condições que permitem a determinação de ganhos de realimenta-
ção Ki, i ∈ K e uma regra de comutação σ(x) responsáveis por garantir a estabilidade assintótica
global do sistema em malha fechada (3.14)-(3.15) e assegurar um custo garantido H2 de desem-
penho.
Teorema 3.1 Se existirem matrizes simétricas Si, Tij, matrizes Yi para j 6= i ∈ K × K e uma




j 6=i=1 πjiTij •
EiSi + FiYi −I
]
< 0, i ∈ K (3.16)
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[
Tij + Si •
Si Sj
]
> 0, i 6= j ∈ K×K (3.17)




e os ganhos de realimentação de estado Ki = YiS
−1
i para todo i ∈ K fazem com que a origem
x = 0 do sistema em malha fechada (3.14)-(3.15) seja um ponto de equiĺıbrio globalmente as-
sintoticamente estável. Ademais, a desigualdade J2(σ) < mini∈K tr(Qi) é satisfeita sempre que





> 0, i ∈ K (3.19)
sejam válidas.
Prova: Como Π ∈ Mc, aplicando o complemento de Schur em relação à última linha e coluna
de (3.17), obtemos Tij > SiS
−1
j Si−Si que multiplicado de ambos os lados por πji e somado para





















> SiSqiSi, i ∈ K (3.20)
Assim, usando (3.20) obtemos (3.9) com as matrizes (Ai, Ei) substitúıdas pelas de malha fechada





i Hσ(0) e, portanto, o limitante (3.8) vale. A prova segue do Corolário 3.1. 
Vale ressaltar que o resultado do teorema anterior foi obtido sem a introdução de qualquer
conservadorismo nas condições do Corolário 3.1. De fato, podemos observar na desigualdade
(3.20) que escolhendo Tij = SiS
−1
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o que evidencia que as condições do Corolário 3.1 são recuperadas sem a introdução de conser-
vadorismo. Ademais, é importante notar que o termo
∑N
j 6=i=1 πjiTij não possui sinal definido
pois πji ≥ 0 para todo j 6= i ∈ K × K e o complemento de Schur aplicado em (3.17) fornece
Tij > SiS
−1
j Si − Si, com Si > 0 para j 6= i ∈ K×K. Isto nos permite concluir que as condições
do presente teorema não exigem a existência de ganhos de realimentação de estado Ki, tais que
as matrizes de malha fechada Ai + BiKi sejam Hurwitz para todo i ∈ K. Em outras palavras,
mesmo que todos os subsistemas sejam individualmente não controláveis, as condições do Teo-
rema 3.1 garantem a estabilidade global do sistema em malha fechada (3.14)-(3.15) graças à regra
de comutação. Estas propriedades são ilustradas no Exemplo 3.1.
Entretanto, no que diz respeito à resolubilidade numérica, a desigualdade (3.16) é não-convexa
devido ao produto de variáveis (Π, Tij) para todo i 6= j ∈ K × K, tornando uma vez mais as
condições do Teorema 3.1 muito dif́ıceis de serem resolvidas. Desta forma, como realizado no
caṕıtulo anterior, contornamos esta dificuldade utilizando condições alternativas mais simples,
obtidas restringindo as matrizes de Metzler a uma subclasse com os mesmos elementos na diagonal
principal. Obviamente, estas condições são mais conservadoras.
Corolário 3.2 Para qualquer escalar γ > 0, o resultado do Teorema 3.1 permanece válido sempre




He{AiSi +BiYi} − γSi • •






para todo i 6= j ∈ K×K.
Prova: A prova segue o mesmo padrão daquela apresentada em [Geromel & Colaneri, 2006a].
Consideramos uma matriz de Metzler Π ∈ Mc com os mesmos elementos na diagonal principal,
isto é, γ = −πii =
∑N
j 6=i=1 πji ≥ 0 o que implica em γ−1
∑N
j 6=i=1 πji = 1 para todo i ∈ K.
Aplicando o complemento de Schur em relação a última linha e coluna de (3.22), multiplicando







j Si − Si) •
EiSi + FiYi −I
]
< 0, i ∈ K (3.23)
Então, escolhendo Tij arbitrariamente próximo de SiS
−1
j Si − Si para todo i 6= j ∈ K×K, como
por exemplo, Tij = SiS
−1
j Si − Si + ǫI com ǫ > 0 arbitrariamente pequeno, a desigualdade (3.17)
é satisfeita e (3.23) reduz-se a (3.16). Isto prova o corolário proposto como consequência do
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Teorema 3.1. 
Para cada escalar γ > 0 fixado, as condições apresentadas no Corolário 3.2 são LMIs e
podem ser resolvidas em tempo polinomial com a ajuda de qualquer rotina dispońıvel para esta
finalidade. Posteriormente, uma busca unidimensional é realizada para otimizar o resultado com
relação ao escalar γ. Ademais, podemos destacar que como no caso do Teorema 3.1, as condições
do corolário não exigem que cada subsistema individual seja controlável. Este aspecto pode
ser facilmente notado observando que uma condição necessária para a factibilidade de (3.22) é
que He{(Ai + BiKi − γ/2I)Si} < 0. Logo, as matrizes (Ai + BiKi − γ/2I) devem ser Hurwitz
para todo i ∈ K. Entretanto, como γ > 0, a estabilidade de cada matriz em malha fechada
Ai+BiKi, i ∈ K não é exigida. A seguir, vamos apresentar as condições de projeto para sistemas
a tempo discreto.
3.2.2 Tempo discreto
O próximo teorema permite determinar ganhos de realimentação de estado Ki, i ∈ K e uma
regra de comutação σ(x) responsáveis por garantir a estabilidade assintótica global do sistema
(3.14)-(3.15) para o tempo discreto, assegurando um custo garantido H2 de desempenho. Vale
lembrar que, neste contexto, os resultados são inéditos. Veremos que como no caso cont́ınuo, eles
possuem natureza não-convexa, mas podem ser significativamente simplificados.
Teorema 3.2 Se existirem matrizes simétricas Si, Tij, matrizes Ji, Yi para i, j ∈ K×K e uma





AiSi +BiYi Vi •









> 0, i, j ∈ K×K (3.25)
com Vi = Ji + J ′i −
∑N




e os ganhos de realimentação de estado Ki = YiS
−1
i para todo i ∈ K fazem com que a origem
x = 0 do sistema em malha fechada (3.14)-(3.15) seja um ponto de equiĺıbrio globalmente as-
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sintoticamente estável. Ademais, a desigualdade J2(σ) < mini∈K tr(Qi) é satisfeita sempre que





> 0, i ∈ K (3.27)
sejam válidas.





























onde a segunda desigualdade foi obtida aplicando o complemento de Schur em relação à última












> 0, i ∈ K (3.29)
também vale. Logo, obtemos a condição (3.10) substituindo as matrizes (Ai,Ei) pelas de malha
fechada (Ai+BiKi, Ei+FiKi) para todo i ∈ K. A prova decorre do Corolário 3.1, pois de (3.27)




i Hσ(0) o que garante a validade de (3.8). 
Como pode ser verificado, as escolhas fact́ıveis Ji = S
−1






qi + ǫI com ǫ > 0
arbitrariamente pequeno fornecem Vi = S−1qi − ǫI ≈ S−1qi . Isto significa que, para este caso em
particular, o Lema A.1 foi aplicado sem a introdução de qualquer conservadorismo. Por outro
lado, as condições do Teorema 3.2 mantêm as mesmas dificuldades de implementação verificadas
anteriormente devido ao produto de variáveis (Π, Tij) para todo i,j ∈ K×K. O corolário a seguir
apresenta as condições alternativas mais simples de resolver.
Corolário 3.3 Para qualquer escalar 0 ≤ γ < 1, o resultado do Teorema 3.2 permanece válido
sempre que existirem matrizes simétricas Ti para todo i ∈ K e as desigualdades (3.24) e (3.25)
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AiSi +BiYi Ji + J
′
i −Rij •









> 0, i, j ∈ K×K (3.31)
com Rij = γTi + (1− γ)Tj, para todo i 6= j ∈ K×K.
Prova: A prova segue o mesmo padrão daquela apresentada em [Geromel & Colaneri, 2006b]
e baseia-se no fato de que adotando uma matriz de Metzler Π ∈ Md com πii = γ, a igualdade
(1 − γ)−1∑Nj 6=i=1 πjiRij =
∑N
j=1 πjiTj vale para todo i ∈ K. Assim, multiplicando (3.30) por
πji ≥ 0, somando para todo j 6= i ∈ K×K e, finalmente, multiplicando o resultado por (1−γ)−1,
obtemos (3.24) com Tij = Tj para todo i,j ∈ K × K. Ademais, adotando Tij = Tj para todo
i,j ∈ K × K, temos que as desigualdades (3.31) reduzem-se a (3.25), o que prova o corolário
proposto. 
Como no caso cont́ınuo, as condições do Teorema 3.2 e do Corolário 3.3 não exigem a existência
de ganhos de realimentação de estado Ki, para todo i ∈ K, de forma que as matrizes de malha
fechada Ai+BiKi sejam Schur para todo i ∈ K. Embora as condições do Corolário 3.3 sejam mais
conservadoras do que as do Teorema 3.2, esta caracteŕıstica permanece intacta, indicando que
elas mantêm as mesmas propriedades intŕınsecas, mas são mais fáceis de resolver. Além disso, o
número de variáveis matriciais é consideravelmente menor pela imposição de Tij = Tj para todo
i,j ∈ K×K. Isto certamente aumenta o conservadorismo, mas facilita a implementação numérica.
O Exemplo 3.2 ilustra este fato e mostra a importância do compromisso entre a qualidade do
resultado e a facilidade de implementação.
Como discutido no caṕıtulo anterior, o fato de σ(0) ser arbitrário e escolhido pelo projetista,
permite-nos tratar o problema de śıntese fazendo σ(0) = i no limitante apresentado em (3.8).










com Φ(γ) sendo o conjunto de soluções fact́ıveis do Corolário 3.2 para o tempo cont́ınuo ou do
Corolário 3.3 para o tempo discreto (considerando também a otimização com relação a Ti e Ji)
com σ(0) = i nas LMIs (3.19) ou (3.27). A solução deste problema é simples e a otimização em
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γ pode ser realizada por uma busca unidimensional como será ilustrado no Exemplo 3.2.
3.3 Realimentação de sáıda
Nesta seção, nosso objetivo principal é tratar o problema de projeto de controle H2 com reali-
mentação de sáıda. Mais especificamente, desejamos projetar simultaneamente um controlador
dinâmico de ordem completa com a realização no espaço de estado
h ◦ x̂(t) = Âσ(t)x̂(t) + B̂σ(t)y(t), x̂(0) = 0 (3.33)
u(t) = Ĉσ(t)x̂(t) (3.34)
e uma regra de comutação σ(y[0,t]) para o sistema (3.1)-(3.3), dependentes apenas da sáıda medida
y, de forma a garantir estabilidade assintótica assegurando um limitante superior para o custo
funcional H2 apresentado em (3.5). Conectando o sistema (3.1)-(3.3) e o controlador dinâmico
(3.33)-(3.34), obtemos um sistema aumentado em malha fechada dado por
h ◦ x̃(t) = Ãσ(t)x̃(t) + H̃σ(t)w(t) (3.35)
z(t) = Ẽσ(t)x̃(t) (3.36)



















Desejamos determinar as matrizes (Âi,B̂i,Ĉi) e uma função de comutação σ(·) tal que o sistema
em malha fechada satisfaça as condições do Corolário 3.1. Em outras palavras, as desigualdades
(3.9) ou (3.10) com (Ai,Hi,Ei) substitúıdas por (Ãi,H̃i,Ẽi) para todo i ∈ K devem ser satisfeitas






, det(V ) 6= 0 (3.38)
a qual assegura que a estratégia de comutação é dependente somente da sáıda medida. De fato,
a regra de comutação do Corolário 3.1 é tal que
argmin
i∈K
x̃′S̃−1i x̃ = argmin
i∈K
x̂′Ŷix̂ = σ(x̂) (3.39)
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o que coloca em evidência a sua dependência somente da medida y(t) através da variável de
estado do controlador x̂(t). Portanto, a estrutura (3.38) é obrigatória sempre que queremos
impor uma função de comutação dependente exclusivamente das medidas de sáıda do sistema.
Além disso, é importante observar que o fato de S−1i possuir três blocos de matrizes constantes
não implica no mesmo para a matriz Si. Isto está claro no lema a seguir.
Lema 3.1 Seja V uma matriz não-singular dada. Para quaisquer matrizes simétricas Y e Xi


















Prova: Das três condições XiY + UiV
′ = I, XiV + UiŶi = 0 e U
′
iY + X̂iV
′ = 0, obtemos
Ui = (I −XiY )V ′−1, Ŷi = V ′(Y −X−1i )−1V e X̂i = V −1(Y XiY − Y )V ′−1. Ademais, como pode
ser observado, estas matrizes verificam a quarta condição U ′iV + X̂iŶi = I. Com efeito,
U ′iV + X̂iŶi = V
−1
(
































> 0, i ∈ K (3.44)
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o que deixa claro que a desigualdade (3.40) implica S̃i > 0 e, assim, a prova está conclúıda. 
Uma consequência importante e, de certa forma inesperada, apresentada na prova deste lema
é que ele assegura a existência de uma matriz Γ̃ constante (independente do ı́ndice i ∈ K)
que lineariza o produto Γ̃′S̃iΓ̃,∀i ∈ K. Na verdade, veremos a seguir, que esta propriedade é
essencial para a determinação de condições necessárias e suficientes para o problema de projeto
de controle com realimentação de sáıda associadas à existência de solução das desigualdades de
Lyapunov-Metzler com a estrutura (3.38).
Embora o problema de projeto de controle H2 com realimentação de sáıda já tenha sido
tratado em [Geromel et al., 2008], sua proposta é diferente da que acabamos de apresentar, pois
se resume à śıntese de um filtro de ordem completa que permite construir a regra de comutação
desejada. Portanto, esta referência trata de um problema mais simples que leva em conta apenas
o projeto da função de comutação, pois considera u = 0. Para este caso em particular, utilizando
uma estrutura diferente da adotada nesta tese, [Geromel et al., 2008] fornece resultados baseados
em condições necessárias e suficientes para ambos os domı́nios de tempo. Nossa proposta é mais
abrangente, uma vez que desejamos projetar uma regra de comutação junto com um controlador
dinâmico de ordem completa (u 6= 0). Portanto, o sistema apresenta uma realimentação linear
adicional entre u e y a ser determinada em conjunto com a função de comutação. Como ficará
claro em seguida, mesmo tratando-se de um problema mais geral do que o abordado em [Geromel
et al., 2008], as condições de Lyapunov-Metzler obtidas também são necessárias e suficientes para
ambos os domı́nios de tempo graças à linearização introduzida pela matriz Γ̃.
3.3.1 Tempo cont́ınuo
Tendo em vista os resultados apresentados em [Geromel et al., 2008] os quais, como já men-
cionado, abordam um problema mais simples do que o especificado aqui, uma consequência
natural é utilizar a mesma estratégia de linearização e generalizar os resultados para tratar um
problema mais amplo que corresponde ao projeto conjunto de uma regra de comutação e de
um controlador dinâmico de ordem completa. Isto foi realizado para o caso H∞ em [Deaecto &
Geromel, 2010] levando em conta apenas sistemas a tempo cont́ınuo, mas a solução considerando
a estratégia proposta em [Geromel et al., 2008] só foi posśıvel com a introdução de algum con-
servadorismo.
Nossa proposta nesta subseção é de propor condições necessárias e suficientes para assegurar
a factibilidade das desigualdades (3.9) com as matrizes (Ai,Hi,Ei) substitúıdas por (Ãi,H̃i,Ẽi)
para todo i ∈ K, impondo que as matrizes S̃i tenham a estrutura particular (3.38). O próximo
teorema apresenta este resultado.
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Teorema 3.3 Considerando o sistema (3.35)-(3.36), existem matrizes Âi, B̂i e Ĉi para todo
i ∈ K tais que as desigualdades (3.9) sejam satisfeitas, com S̃i > 0 tendo a estrutura particular
(3.38), se e somente se existirem matrizes simétricas Y , Xi e Tij, matrizes Mi, Li, Wi para todo









j 6=i=1 πjiTij •














> 0, i 6= j ∈ K×K (3.46)




x̂′V ′(Y −X−1i )−1V x̂ (3.47)
e o controlador dinâmico de ordem completa com a realização no espaço de estado (3.33)-(3.34)
definido pelas matrizes
Âi = V
−1(Mi − Y AiXi − Y BiWi − LiCiXi)(I − Y Xi)−1V (3.48)
B̂i = V
−1Li (3.49)
Ĉi = Wi(I − Y Xi)−1V (3.50)
em que V é uma matriz arbitrária não-singular, fazem com que a origem x = 0 do sistema em
malha fechada seja um ponto de equiĺıbrio globalmente assintoticamente estável, satisfazendo a











> 0, i ∈ K (3.51)
sejam válidas.
Prova: Para a suficiência, assumimos que as desigualdades (3.45) e (3.46) são satisfeitas. Do
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Γ̃′ÃiS̃iΓ̃ =
[















Para obtê-las utilizamos as mudanças de variáveis (3.48)-(3.50) e o Lema 3.1 que fornece U ′i =
V −1(I − Y Xi). Por outro lado, observamos que
Γ̃′(S̃iS̃
−1
j S̃i − S̃i)Γ̃ = Γ̃′
(
(S̃i − S̃j) + (S̃i − S̃j)S̃−1j (S̃i − S̃j)
)
Γ̃






, i 6= j ∈ K×K (3.56)
com Ξij = (Xi−Xj)+(Xi−Xj)(Xj −Y −1)−1(Xi−Xj), onde a terceira igualdade foi obtida uti-
lizando o Lema A.2 para calcular (Γ̃′S̃jΓ̃)
−1. Aplicando o complemento de Schur sucessivamente
em relação às duas últimas linhas e colunas de (3.46), obtemos
Tij > Y
−1 −Xi + (Xi − Y −1)(Xj − Y −1)−1(Xi − Y −1)
> Ξij, i 6= j ∈ K×K (3.57)
sendo que a última desigualdade segue da primeira escrevendo Xi−Y −1 = (Xi−Xj)+(Xj−Y −1)






































Assim, das manipulações algébricas realizadas, estamos em condições de concluir que (3.45)






< 0, i ∈ K (3.59)
e, portanto, (3.9) vale uma vez que Γ̃ ∈ R2nx×2nx é não singular. Além disso, podemos verificar












i H̃σ(0). Isto indica que a desigualdade J2(σ) < mini∈K tr(Qi) implica no custo
garantido (3.8) do Corolário 3.1, concluindo a prova da suficiência. Para provar a necessidade,
vamos supor que o sistema em malha fechada satisfaz a primeira parte do Corolário 3.1 para
alguma matriz S̃i > 0 tal que S̃
−1
i > 0 tenha a estrutura dada em (3.41). Particionando S̃i em
quatro blocos como indicado em (3.41), definindo Γ̃ como em (3.43) e realizando o produto Γ̃′S̃iΓ̃,
obtemos (3.52), o que nos permite concluir que Γ̃′S̃iΓ̃ > 0 implica em Xi > Y
−1 > 0 para todo
i ∈ K. Assim, de (3.57) escolhendo Tij arbitrariamente próximo de Ξij para todo i 6= j ∈ K×K,
como por exemplo, Tij = Ξij + ǫI com ǫ > 0 arbitrariamente pequeno, a desigualdade (3.46) é
satisfeita. Ademais, esta escolha particular das variáveis de matrizes Tij , i 6= j ∈ K×K implica













i H̃σ(0) + ǫI
com ǫ > 0 arbitrariamente pequeno, a desigualdade (3.60) é verdadeira e, portanto, o custo (3.8)
também é verificado. Finalmente, de acordo com o Lema 3.1 que fornece Ŷi = V
′(Y −X−1i )−1V
com det(V ) 6= 0 obtemos a função de comutação (3.39). A prova está conclúıda. 
Eliminando a influência da entrada de controle u no sistema, as condições do Teorema 3.3 são
equivalentes às apresentadas no Teorema 5 de [Geromel et al., 2008], pois ambas são necessárias
e suficientes. De fato, impondo Wi = 0 para todo i ∈ K, o que equivale a fazer u(t) = 0 para







iEiXi < 0, i ∈ K (3.62)
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He{Y Ai + LiCi}+ E ′iEi < 0, i ∈ K (3.63)
para Mi = −A′i − E ′iEiXi, i ∈ K. Por outro lado, aplicando o complemento de Schur em (3.46)
em relação a Xj, obtemos
[
Tij +Xi −XiX−1j Xi •
I −X−1j Xi Y −X−1j
]
> 0, i 6= j ∈ K×K (3.64)
o qual multiplicado de ambos os lados por diag{X−1i ,I} e definindo X−1i = Zi fornece
[
ZiTijZi + Zi − Zj •
Zi − Zj Y − Zj
]
> 0, i 6= j ∈ K×K (3.65)
Multiplicando a desigualdade (3.62) de ambos os lados por X−1i = Zi, considerando (3.63) e
















iEi < 0, i ∈ K (3.66)
He{XAi + LiCi}+ E ′iEi < 0, i ∈ K (3.67)
[
Rij − Zj •




Rii − Zi 0
0 0
]
, i 6= j ∈ K×K (3.68)
que juntamente com (3.51), multiplicado de ambos os lados por diag(I,I,X−1i ) e permutando a
segunda e terceira linhas e colunas, são equivalentes às condições de projeto apresentadas em
[Geromel et al., 2008]. De fato, a partir das condições do Teorema 3.3, fazendo Rii = Zi − ǫI
com ǫ > 0 arbitrariamente pequeno, obtemos aquelas de [Geromel et al., 2008]. Inversamente,
assumindo que as condições de [Geromel et al., 2008] são satisfeitas, o lado esquerdo da desigual-
dade (3.68) é definido positivo enquanto que o seu lado direito é definido negativo, fazendo com
que as condições do Teorema 3.3 sejam válidas.
Um comentário interessante sobre o resultado do Teorema 3.3 é que as desigualdades matri-
ciais (3.45) são não lineares devido ao produto de variáveis (Π, Tij), i 6= j ∈ K × K, Π ∈ Mc.
Embora, a não linearidade esteja somente no segundo bloco da diagonal principal, a dificuldade
de linearização é grande, pois além do produto de variáveis mencionado, as matrizes Tij para
todo i 6= j ∈ K×K não são definidas positivas. Geralmente, elas não possuem sinal definido pois
como Xi > 0, a desigualdade (3.46) não impõe Tij > 0. Entretanto, esta desvantagem, vista sob
50 3. Projeto de Controle H2
o ponto de vista da factibilidade, torna-se um ponto positivo pois não exige, como uma condição
necessária, que o par (Ai,Bi) seja Hurwitz para todo i ∈ K. Felizmente, considerando nova-
mente uma subclasse de matrizes de Metzler com os mesmos elementos na diagonal principal,
obtemos condições alternativas que são mais conservadoras, mas mais simples de resolver pois
são descritas em termos de LMIs quando um escalar γ > 0 é fixado. Além disso, elas preservam
as mesmas propriedades intŕınsecas das condições do teorema que acabamos de apresentar. O
próximo corolário apresenta estas condições.
Corolário 3.4 Para qualquer escalar γ > 0, o resultado do Teorema 3.3 continua válido sempre





He{Y Ai + LiCi} • •
Ai +M
′
i He{AiXi +BiWi}+ γTj •















para todo i 6= j ∈ K×K.
Prova: A prova segue o mesmo padrão daquela apresentada no Corolário 3.2. Considerando
uma matriz de Metzler Π ∈ Mc com γ = −πii > 0, multiplicando as desigualdades (3.69)
por πji, somando para todo j 6= i ∈ K × K e, posteriormente, multiplicando por γ−1, obtemos
exatamente as condições do Teorema 3.3, se considerarmos as restrições adicionais Tij = Tj para
todo j 6= i ∈ K×K, o que prova o corolário pela validade do Teorema 3.3. 
Sobre este resultado, dois pontos merecem destaque. O primeiro é que as variáveis de matrizes
Tij foram substitúıdas por Tj , o que claramente introduz conservadorismo, mas reduz significa-
tivamente o número de variáveis matriciais, contribuindo para a eficiência numérica. O segundo
ponto refere-se ao primeiro bloco diagonal de (3.69). De fato, podemos observar que a presença
de uma matriz constante Y > 0 na sua diagonal principal exige, como uma condição necessária
para a sua factibilidade, a existência de ganhos de realimentação B̂i tais que as matrizes em
malha fechada Ai + B̂iCi para todo i ∈ K sejam Hurwitz e ainda admitam uma única função de
Lyapunov. Embora esta condição seja necessária, ela não é uma restrição tão dif́ıcil de satisfazer
pois os ganhos B̂i são dependentes do modo. Além disso, a estabilizabilidade dos pares (Ai,Bi)
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não é exigida pois Ti não possui sinal definido, como observado na LMI (3.70). Novamente,
vale ressaltar que as condições são resolvidas facilmente por uma busca unidimensional e rotinas
dispońıveis para a solução de LMIs sendo, portanto, mais interessantes do que as do Teorema
3.3 sob o ponto de vista numérico.
3.3.2 Tempo discreto
Para sistemas a tempo discreto, nosso objetivo principal é fornecer condições para a factibili-
dade de (3.10) com as matrizes (Ai,Hi,Ei) substitúıdas por aquelas em malha fechada (Ãi,H̃i,Ẽi)
para todo i ∈ K, considerando S̃i com a estrutura particular dada em (3.38). Este problema
é mais dif́ıcil de resolver do que aquele do caso cont́ınuo tendo em vista, por exemplo, a mul-
tiplicação de variáveis matriciais de ambos os lados por matrizes constantes. Nossa principal
dificuldade é determinar condições expressas em termos de LMIs, que assegurem a validade das












com Π ∈ Md, Xj > Y −1 > 0 e Vi = Ji + J ′i −
∑N
j=1 πjiTij > 0. Em outras palavras, o desafio
a ser superado para a obtenção de condições que sejam numericamente tratáveis, referentes ao
projeto de controle dinâmico com realimentação de sáıda, é determinar um limitante inferior
para a não linearidade apresentada no lado esquerdo da desigualdade (3.71). Este limitante deve
ser expresso em termos das mesmas variáveis matriciais usadas para determinar o controlador e
a regra de comutação. O próximo lema apresenta as condições para o cálculo deste limitante e
mostra que isto é realizado sem a introdução de nenhum conservadorismo.











> 0, i, j ∈ K×K (3.72)
então, para qualquer Π ∈ Md, a desigualdade (3.71) vale para todo i ∈ K.
Prova: Assumindo que Vi > 0 e que a LMI (3.72) é satisfeita, denotando J̄i = Ji − Y −1 e
aplicando o complemento de Schur sucessivamente em relação às duas últimas linhas e colunas
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de (3.72), temos
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em que a última desigualdade é uma consequência do Lema A.1. 
Vale destacar que o Lema 3.2 não introduz qualquer conservadorismo para a obtenção da
desigualdade (3.71). De fato, escolhendo as variáveis matriciais fact́ıveis Ji, i ∈ K como iguais
às não linearidades do lado esquerdo de (3.71) e Tij = Y
−1 + J̄ ′i (Xj − Y −1)
−1
J̄i + ǫI, com
ǫ > 0 arbitrariamente pequeno, a desigualdade em (3.71) se aproxima arbitrariamente de uma
igualdade. Esta verificação é o ponto chave para a prova da necessidade do próximo teorema.
Em outras palavras, o lema anterior fornece uma representação exata mais simples de uma
não linearidade bastante intrincada e dif́ıcil de trabalhar. De fato, impor um limitante inferior
para a expressão não linear que aparece no lado esquerdo de (3.71) equivale a impor o mesmo
limitante para a função Vi. Isto representa um grande avanço uma vez que esta função depende
linearmente de todas as variáveis matriciais envolvidas, sendo não linear somente com relação ao
produto (Π, Tij), i,j ∈ K × K. Entretanto, o preço a ser pago nesta operação é o aumento do
número de variáveis matriciais, cujo impacto será avaliado posteriormente através de um exemplo
ilustrativo.
Outro resultado importante e fundamental para a obtenção das condições de projeto desejadas
está dispońıvel no lema seguinte. Ele é baseado nos Lemas A.2 e A.3, dispońıveis no apêndice, e
no fato de que Π ∈ Md.
Lema 3.3 Se existirem matrizes simétricas Y , Xi satisfazendo (3.40) e uma matriz de Metzler









Xj − Y −1
)−1
)−1
, i ∈ K (3.74)




















, i ∈ K (3.75)
são verdadeiras.






(Y −X−1j )−1 •




(Y − Ω−1i )−1 •
(I − Y Ωi)−1 (Ωi − Y −1)−1
]
(3.76)
para todo i ∈ K. As igualdades correspondentes aos elementos (2,1) e (2,2) seguem imediata-
mente de (3.74), enquanto aquela correspondente ao elemento (1,1) é decorrente das identidades
(Y −X−1j )−1 = Y −1 + Y −1(Xj − Y −1)−1Y −1 (3.77)
(Y − Ω−1i )−1 = Y −1 + Y −1(Ωi − Y −1)−1Y −1 (3.78)
que podem ser verificadas facilmente através do Lema A.3, e da hipótese de que Π ∈ Md. 
O ponto fundamental para a obtenção da igualdade (3.75) é que πij ≥ 0 para todo i,j ∈ K×K
e que
∑N
j=1 πji = 1. Logo, o Lema 3.3 é um resultado espećıfico para o caso discreto e de grande
importância para a obtenção das condições de projeto desejadas. De fato, as não-linearidades
do lado esquerdo de (3.75) ficam concentradas apenas no elemento (2,2) do lado direito. Logo, o
problema de projeto é simplificado e se resume em encontrar um limitante adequado para a não
linearidade presente em (2,2).
Teorema 3.4 Considerando o sistema (3.35)-(3.36), existem matrizes Âi, B̂i e Ĉi para todo
i ∈ K tais que as desigualdades (3.10) sejam satisfeitas, com S̃i > 0 tendo a estrutura particular
(3.38), se e somente se existirem matrizes simétricas Y , Xi e Tij, matrizes Mi, Ji, Li, Wi para
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Y Ai + LiCi Mi Y • •
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> 0 , i ∈ K (3.79)










> 0, i, j ∈ K×K (3.80)
com Vi = Ji + J ′i −
∑N
j=1 πjiTij. Ademais, assumindo que as desigualdades (3.79) e (3.80) sejam
satisfeitas, a função de comutação definida por
σ(x̂) = argmin
i∈K
x̂′V ′(Y −X−1i )−1V x̂ (3.81)
e o controlador dinâmico de ordem completa com a realização no espaço de estado (3.33)-(3.34)
definido pelas matrizes dadas em (3.48)-(3.50) fazem com que a origem x = 0 do sistema em
malha fechada seja um ponto de equiĺıbrio globalmente assintoticamente estável, satisfazendo a











> 0, i ∈ K (3.82)
sejam válidas.
Prova: Para provar a suficiência, assumimos que as desigualdades (3.79) e (3.80) são válidas e
verificamos que as identidades (3.52)-(3.55) são verdadeiras, utilizando as mudanças de variáveis
(3.48)-(3.50) e U ′i = V









Xj − Y −1
)−1
)−1
, i ∈ K (3.83)
e para Γ̃ dado em (3.43), temos que as expressões































3.3 Realimentação de sáıda 55
são verificadas. Note que a última igualdade é obtida da substituição direta de (3.52) e do
resultado do Lema 3.3, e a desigualdade segue do Lema 3.2. As manipulações algébricas indicadas











> 0, i ∈ K (3.85)
são válidas. Isto garante que as desigualdades (3.10) também valem, pois Γ̃ é não singular. Além












i H̃σ(0), indicando que J2(σ) < mini∈K tr(Qi) equivale ao custo garantido (3.8). A
prova da suficiência decorre do Corolário 3.1.
Para provar a necessidade, vamos supor que o sistema em malha fechada satisfaz (3.10) para
alguma matriz S̃i > 0, tal que S̃
−1
i > 0 tenha a estrutura (3.38). O produto de matrizes Γ̃
′S̃iΓ̃
dado em (3.52) permite-nos concluir que Xi > Y
−1 > 0 para todo i ∈ K. Logo, escolhendo as
variáveis matriciais Ji = Ωi e Tij dada por
Tij = Y
−1 + (Ωi − Y −1)(Xj − Y −1)−1(Ωi − Y −1) + ǫI (3.87)
para todo i,j ∈ K × K com ǫ > 0 arbitrariamente pequeno, a desigualdade (3.80) é satisfeita.
Ademais, levando em conta que Π ∈ Md, depois de algumas manipulações algébricas, verificamos
que as matrizes Ωi podem ser reproduzidas a partir das variáveis anteriores (considerando um
erro da ordem de ǫ), ou seja










πji(Xj − Y −1)−1
)
(Ωi − Y −1)− ǫI





πji(Xj − Y −1)−1
)−1
− ǫI
= Ωi − ǫI (3.88)
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para todo i ∈ K. Logo, com esta escolha particular de Ji e Tij , a desigualdade (3.85) é satisfeita,




i H̃σ(0) + ǫI, com ǫ > 0 arbi-
trariamente pequeno, a desigualdade (3.86) vale e o custo (3.8) é verificado. Ademais, utilizando
novamente o Lema 3.1, a função de comutação dada em (3.81) foi obtida considerando a identi-
dade Ŷi = V
′(Y −X−1i )−1V , como em (3.39), para uma matriz arbitrária não singular V . Desta
forma, conclúımos a prova do teorema proposto. 
O resultado apresentado é importante por vários motivos. Primeiramente, o projeto com
realimentação de sáıda é um assunto raramente tratado na literatura, principalmente utilizando
uma técnica diferente daquela baseada em uma função de Lyapunov quadrática, que como já
discutido anteriormente fornece resultados muito conservadores, como por exemplo [Ji et al.,
2005b]. As desigualdades de Lyapunov-Metzler amenizam significativamente esta desvantagem,
mas por serem não-convexas são mais complicadas de resolver. Entretanto, como observado no
caso cont́ınuo, a exigência de uma matriz de Lyapunov comum para todo i ∈ K ainda persiste.
De fato, eliminando-se todas as linhas e colunas a menos da primeira e da terceira, uma condição
necessária para a factibilidade de (3.79) é a existência de ganhos de realimentação de estado B̂i
tais que o conjunto de matrizes Ai+B̂iCi admita uma única matriz de Lyapunov Y > 0 para todo
i ∈ K. Entretanto, os ganhos B̂i são dependentes do modo para todo i ∈ K, o que contribui para
a redução do conservadorismo. Ademais, a estabilizabilidade dos pares (Ai,Bi) não é exigida. A
não-convexidade das condições que acabamos de obter é um tema que merece nossa atenção e,
por este motivo, o próximo corolário fornece condições alternativas mais simples de resolver.
Corolário 3.5 Para qualquer escalar 0 ≤ γ < 1, o resultado do Teorema 3.4 permanece válido
sempre que Vi = Ji + J ′i − Rij, com Rij = γTi + (1 − γ)Tj para todo i 6= j ∈ K× K, e Tij = Tj
para todo i,j ∈ K×K.
Prova: A prova é idêntica à realizada no Corolário 3.3 e, portanto, será omitida. 
Do ponto de vista numérico, os Corolários 3.4 e 3.5 fornecem condições que podem ser resolvi-
das sem grandes dificuldades através de rotinas dispońıveis para a solução de LMIs e uma busca
unidimensional. Retomando a discussão realizada no primeiro caṕıtulo. Uma vez que a condição
inicial σ(0) = ℓ pode ser livremente escolhida pelo projetista, podemos realizar o projeto com










sendo que Φ(γ) denota o conjunto de soluções fact́ıveis do Corolário 3.4 para o tempo cont́ınuo
ou do Corolário 3.5 para o tempo discreto (considerando também a otimização em relação à
variável Ji, i ∈ K) para σ(0) = i em (3.51) e (3.82). Para o escalar γ fixado, as condições são
LMIs e, portanto, o problema (3.89) é resolvido sem dificuldade. Posteriormente, é realizada
uma busca unidimensional para encontrar o valor de γ∗ que fornece o menor custo garantido H2.
Ademais, das equações (3.48)-(3.50) o controlador dinâmico de ordem completa é determinado.
Do Lema 3.1, obtemos Ŷi = V
′(Y −X−1i )−1V , o que torna posśıvel a implementação da regra de
comutação.
3.4 Exemplos
Nesta seção, apresentamos dois exemplos para ilustrar os resultados teóricos obtidos. O
primeiro foi inspirado em um dos exemplos de [Xie & Wang, 2005] e trata do controle com co-
mutação de dois subsistemas em tempo cont́ınuo, individualmente instáveis e não-controláveis.
Como ficará claro em seguida, a estabilizabilidade ocorre somente com a atuação conjunta
da regra de comutação e do controlador Cσ. O segundo ilustra os resultados teóricos referen-
tes ao tempo discreto e foi inspirado em um sistema massa-mola apresentado em [Geromel &
Deaecto, 2009], que corresponde a uma representação simplificada de estruturas flex́ıveis, [Wie
& Berstein, 1992]. Calculamos os custos garantidos, utilizando as condições dos Teoremas 3.2
e 3.4 e os comparamos com aqueles obtidos a partir dos Corolários 3.3 e 3.5, respectivamente.
Esta comparação foi feita para analisar o grau de conservadorismo introduzido pela escolha de
condições alternativas mais simples de resolver. Para ambos os exemplos, ilustramos o controle
H2 via realimentação de estado e de sáıda.
Exemplo 3.1 Consideramos o sistema com comutação (3.1) inspirado em um dos exemplos de






















































É importante notar que ambos os subsistemas são instáveis, não-controláveis e que uma regra de
comutação σ(·) com u ≡ 0 capaz de estabilizar o sistema com comutação não é conhecida.
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Figura 3.2: Trajetórias do sistema em malha fechada (Realimentação de estado)
Realimentação de estado
Adotando a hipótese de que o estado está dispońıvel para a realimentação, resolvemos o




























os quais junto com a regra de comutação (3.18) garantem a estabilidade do sistema em malha
fechada. Isto pode ser observado na Figura 3.2 que mostra no lado esquerdo as trajetórias do
sistema e no lado direito o esforço de controle. A condição inicial utilizada foi de x0 = Hσ(0) = H2,
sendo σ(0) igual ao ı́ndice ótimo i = 2 obtido resolvendo-se o problema (3.32). Tendo em vista
as trajetórias apresentadas na Figura 3.2, podemos concluir que a interação conjunta de ambos
os sinais de controle σ(x(t)) e u(x(t)) foi essencial para garantir a estabilidade assintótica do
sistema em malha fechada. Vale ressaltar que as condições do corolário são fact́ıveis apenas para
γ > 16 e que o valor γ = 200 utilizado na obtenção da solução acima foi obtido através de busca
unidimensional aproximada. O custo garantido resolvendo-se (3.32) foi de 6,04. Com a atuação
da poĺıtica de comutação (3.18) calculamos via simulação numérica o valor do custo verdadeiro
J2(σ) = 2,73 < 6,04.
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Figura 3.3: Trajetórias do sistema em malha fechada (Realimentação de sáıda)
Realimentação de sáıda









, D1 = D2 = 1 (3.94)
esteja dispońıvel, utilizamos as condições do Corolário 3.4 e resolvemos o problema (3.89) para
γ = 200, calculado através de busca unidimensional aproximada. Também neste caso a factibili-
dade ocorre somente para γ > 16. Obtivemos como solução as seguintes funções de transferência






(s− 0,92)(s+ 22,74) (3.95)
que obviamente não dependem da escolha particular da matriz não singular V ∈ R2×2. Entre-
tanto, para a implementação da regra de comutação, é obrigatória a utilização da realização no
espaço de estado (3.33)-(3.34) de forma a obter a variável interna do controlador x̂(t), essencial
para a determinação da regra de comutação σ(x̂(t)) em cada instante de tempo. Certamente,
podemos obter diferentes realizações para cada função de transferência que dependem de uma
escolha adequada da matriz de transformação de similaridade V . Utilizando a realização no
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A Figura 3.3 mostra na parte superior as trajetórias do estado x(t) e do controlador x̂(t) para
as condições iniciais











e na inferior o esforço de controle em função do tempo. O custo garantido obtido resolvendo-se
(3.89) foi de 20,89. Como realizado anteriormente, calculamos numericamente o custo verdadeiro
J2(σ) = 2,33 < 20,89.
Comparando com o valor do limitante superior para o caso de realimentação de estado,
podemos observar que este é bem maior, o que já era esperado tendo em vista a abrangência
e complexidade dos problemas com realimentação de sáıda. Entretanto, este exemplo coloca
em evidência o caráter sub-ótimo das soluções propostas, pois o custo verdadeiro do controle
via realimentação de sáıda (2,33) é ligeiramente menor do que o custo verdadeiro do controle
via realimentação de estado (2,73). Mais uma vez, confirma-se que a minimização do custo
garantido, geralmente não corresponde à minimização do custo verdadeiro. Este exemplo mostra
a importância da atuação conjunta de ambos os sinais de controle, a entrada u(·) e a regra de
comutação σ(·) que foram essenciais para garantir a estabilidade global do sistema em malha
fechada. 
O próximo exemplo corresponde a uma posśıvel aplicação prática dos resultados teóricos
envolvendo sistemas a tempo discreto. Mais especificamente, nosso objetivo é ilustrar não so-
mente a validade dos resultados obtidos, como também analisar a influência da utilização de uma
subclasse de matrizes de Metzler com os mesmos elementos na diagonal principal, bem como o
efeito da redução do número de variáveis fazendo Tij = Tj para todo i,j ∈ K×K nas condições
dos Teoremas 3.2 e 3.4. Estas foram as duas principais fontes de conservadorismo introduzidas
para a obtenção das condições mais simples apresentadas no Corolário 3.3, para o controle via
realimentação de estado, ou no Corolário 3.5, para o controle via realimentação de sáıda.
Exemplo 3.2 Consideramos um sistema massa-mola LTI, utilizado geralmente como uma re-
presentação simplificada de fenômenos essenciais encontrados em estruturas flex́ıveis, e definimos
dois critérios conflitantes associados à sáıda controlada z. A ideia deste exemplo foi baseada
na referência [Geromel & Deaecto, 2007] que trata do controle H2 multi-objetivo utilizando a
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técnica de comutação. Nosso objetivo é determinar um conjunto de controladores e uma regra
de comutação que garantam a estabilidade do sistema assegurando um custo garantido H2 de
desempenho. Para a aplicação direta dos resultados deste caṕıtulo consideramos A1 = A2 = A,
B1 = B2 = B, H1 = H2 = H, C1 = C2 = C e D1 = D2 = D. O modelo é linear dado em tempo
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com m1 = m2 = 0,5, k = 1 e f = 0,0025 em unidades compat́ıveis. A sáıda medida correspon-
dente à posição da massa é dada por
C =
[
0 1 0 0
]
, D = 0,1 (3.99)
Este sistema foi discretizado com um peŕıodo de amostragem Ts = 1 e os critérios conflitantes
associados com a sáıda controlada z foram definidos pelas matrizes
E1 =
[
0 5 0 0




0 1 0 0













O primeiro critério (E1,F1) indica penalidade em relação ao estado do sistema e o segundo (E2,F2)
indica penalidade em relação à entrada de controle. Como discutido anteriormente, as condições
dos Corolários 3.3 e 3.5 são fáceis de resolver através de LMIs e uma busca unidimensional
com relação ao escalar 0 ≤ γ < 1. Ademais, para este exemplo em particular, as condições
dos Teoremas 3.2 e 3.4 também são numericamente simples de resolver realizando duas buscas
unidimensionais envolvendo dois escalares. De fato, podemos notar que como a comutação ocorre
entre dois controladores, o número de subsistemas envolvidos se iguala a dois (N = 2). Logo, os
elementos πij da matriz Π ∈ R2×2 presentes nos Teoremas 3.2 e 3.4 podem ser parametrizados
por dois escalares 0 ≤ p < 1 e 0 ≤ q < 1 que obedecem as propriedades das matrizes de Metzler
πij ≥ 0 e
∑N







As soluções dos problemas foram obtidas através da minimização de um custo garantido H2
que denotamos δ(·). Na Figura 3.4, as duas curvas no lado esquerdo apresentam a evolução de
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Figura 3.4: Minimização de δ
δ em relação a γ e os gráficos 3D no lado direito apresentam a evolução de δ em relação aos
escalares p e q, sendo os gráficos superiores relacionados aos resultados para realimentação de
estado e os inferiores para realimentação de sáıda. A Tabela 3.1 fornece os valores dos custos
garantidos mı́nimos para cada situação, sendo δγ o valor obtido por busca unidimensional e δΠ o




Tabela 3.1: Custo garantido H2
Podemos observar que os custos são significativamente menores quando todas as variáveis de
estado podem ser utilizadas na realimentação, indicando que o desempenho do sistema é melhor
do que o obtido medindo-se apenas a posição da massa x2. Ademais, sempre que forem posśıveis
de implementar, as condições dos Teoremas 3.2 e 3.4 são mais adequadas uma vez que oferecem
resultados melhores do que as versões alternativas apresentadas nos Corolários 3.3 e 3.5. Isto
pode ser verificado pela comparação dos valores dos custos δγ e δΠ. A seguir, vamos comprovar
a validade da teoria utilizando os resultados mais conservadores obtidos pelos corolários.
3.4 Exemplos 63




















Figura 3.5: Trajetórias do sistema em malha fechada (Realimentação de estado)
Realimentação de estado
Considerando, primeiramente, que o estado está dispońıvel para realimentação, resolvemos
as condições do Corolário 3.3 para γ∗ = 0,25, obtendo um custo garantido ótimo de δ∗ = 0,47,
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−0,40 −0,24 −0,72 −0,60
]
(3.105)
que junto com σ(·) garantem a estabilidade assintótica global do sistema em malha fechada. A
Figura 3.5 apresenta no lado esquerdo a trajetória da posição da massa x2(t) e no lado direito
o esforço de controle u em função do tempo para x2(0) = 0,015. Nesta situação, obtivemos via
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Figura 3.6: Trajetórias do sistema em malha fechada (Realimentação de sáıda)
simulação numérica o custo verdadeiro J2(σ) = 0,18 < 0,47, o que mostra a validade da teoria
desenvolvida e a qualidade do resultado proposto para o projeto via realimentação de estado.
Realimentação de sáıda
Considerando agora que apenas a posição da massa pode ser medida, utilizamos as condições
do Corolário 3.5 para γ∗ = 0,45, calculado por busca unidimensional, obtendo um custo garantido
ótimo de δ∗ = 2,28 e os seguintes compensadores dinâmicos
K1(z) =
−1,28(z − 0,80)(z2 + 0,71s+ 0,95)
(z + 0,69)(z + 0,13)(z2 + 0,65z + 1,51)
(3.106)
K2(z) =
−0,87(z − 0,72)(z2 + 0,65z + 0,88)
(z2 + 0,59z + 0,15)(z2 + 0,28z + 1,10)
(3.107)
Adotando V = I, usando a representação no espaço de estado (3.33)-(3.34), obrigatória para a
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que definem a regra de comutação (3.47). A Figura 3.6 apresenta na parte superior esquerda
a evolução de x2(t) para x2(0) = 0,015 e no lado direito x̂2(t) para x̂2(0) = 24,01, bem como
o esforço de controle u(t) na parte inferior. O custo verdadeiro obtido por simulação numérica
foi de J2(σ) = 1,28 < 2,28. Os resultados apresentados ilustram a validade e a eficácia da
teoria proposta bem como nos dá uma ideia do grau de conservadorismo envolvido na escolha de
condições alternativas mais simples de resolver. 
3.5 Considerações finais
Neste caṕıtulo, tratamos do projeto de controle H2 para sistemas com comutação. Apresen-
tamos como passo preliminar o controle via realimentação de estado, já tratado no caso de tempo
cont́ınuo em [Deaecto, 2007] e [Deaecto & Geromel, 2008], com o objetivo de colocar em evidência
as principais dificuldades a serem superadas na solução do problema mais geral correspondente
ao controle dinâmico via realimentação de sáıda. Mais especificamente, tratamos do projeto con-
junto de uma regra de comutação e de um controlador dinâmico de ordem completa, dependentes
somente da sáıda medida, responsáveis por assegurar estabilidade e um custo garantido H2 de
desempenho. Não encontramos na literatura nenhum trabalho que trata deste problema. Ade-
mais, utilizando uma estratégia de linearização adequada, mostramos que as condições obtidas
para ambos os domı́nios de tempo são necessárias e suficientes para assegurar a existência de
uma solução com estrutura especial das desigualdades de Lyapunov-Metzler. Elas equivalem às
condições propostas em [Geromel et al., 2008] quando a influência da entrada de controle u é
eliminada. Apresentamos também condições alternativas que embora sejam mais conservadoras
são mais simples de resolver através de uma busca unidimensional e rotinas dispońıveis para a
solução de LMIs. Dois exemplos ilustraram a validade e a eficiência da teoria proposta, con-
siderando tanto o projeto via realimentação de estado quanto via realimentação de sáıda. O
primeiro coloca em evidência a importância da interação conjunta de ambas as estruturas de
controle em consideração, a saber, a regra de comutação σ(·) e o controlador Cσ. O segundo
analisa a influência da utilização de condições mais conservadoras na qualidade do resultado
obtido, o que coloca em evidência um compromisso entre qualidade do resultado e dificuldade
na solução. Em ambos os casos, é aparente a determinação de soluções sub-ótimas, sobretudo
quando condições mais simples do ponto de vista numérico são resolvidas.
Caṕıtulo 4
Projeto de Controle H∞
Neste caṕıtulo, vamos tratar o problema de projeto de controle H∞ para sistemas com comu-
tação cont́ınuos e discretos no tempo. Mais especificamente, nosso objetivo principal é a śıntese
simultânea de uma regra de comutação σ(·) e um controlador Cσ que garanta estabilidade assin-
tótica global do sistema em malha fechada impondo um limitante superior para o ganho L2 entre
a entrada exógena e a sáıda controlada. Como no caṕıtulo anterior, apresentamos o controle
via realimentação de estado como passo preliminar para a solução do problema mais geral que
corresponde ao projeto de controle via realimentação de sáıda. Para a śıntese via realimentação
de estado, a literatura apresenta alguns trabalhos, como as referências [Ji et al., 2006] e [Lin &
Antsaklis, 2008] para o tempo cont́ınuo e discreto, respectivamente, que tratam do problema em
consideração propondo condições baseadas em funções de Lyapunov múltiplas. Estas condições
não são descritas em termos de LMIs e, por este motivo, tornam a solução do problema ex-
tremamente dif́ıcil. Por outro lado, no que se refere ao controle H∞ via realimentação de sáıda,
são raros os trabalhos dispońıveis. Sobre este tema, destacamos [Deaecto & Geromel, 2010]
e [Deaecto & Geromel, 2009a] que tratam do problema de projeto conjunto de uma regra de
comutação e de um controlador dinâmico de ordem completa para sistemas a tempo cont́ınuo,
baseando-se na mesma estratégia de linearização proposta em [Geromel et al., 2008]. Também
podemos destacar a referência [Deaecto, Geromel & Daafouz, 2010b] que resolve o mesmo pro-
blema de projeto para ambos os domı́nios de tempo, mas adotando uma matriz de transformação
diferente, que permite a obtenção de condições necessárias e suficientes para a solução das de-
sigualdades de Riccati-Metzler definidas em [Geromel & Deaecto, 2009]. Os resultados que apre-
sentamos a seguir também estão dispońıveis nas referências [Deaecto & Geromel, 2010], [Deaecto
& Geromel, 2009a], [Deaecto, Geromel & Daafouz, 2010b], [Deaecto, Geromel & Daafouz, 2010c],
[Deaecto, Geromel & Daafouz, 2010d] e [Deaecto, Geromel & Daafouz, 2010a]. Todas fornecem
condições alternativas tratáveis numericamente.
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4.1 Formulação do problema
Consideramos um sistema linear com comutação com a realização no espaço de estado
h ◦ x(t) = Aσ(t)x(t) +Bσ(t)u(t) +Hσ(t)w(t), x(0) = 0 (4.1)
y(t) = Cσ(t)x(t) +Dσ(t)w(t) (4.2)
z(t) = Eσ(t)x(t) + Fσ(t)u(t) +Gσ(t)w(t) (4.3)
sendo os vetores x ∈ Rnx , u ∈ Rnu , w ∈ Rnw , z ∈ Rnz e y ∈ Rny o estado, a entrada de controle,
a entrada exógena tal que w ∈ L2, a sáıda controlada e a sáıda medida, respectivamente. A
função de comutação σ(t) : t ≥ 0 → K = {1, · · · ,N} seleciona a cada instante de tempo um











, i ∈ K (4.4)
sendo que as matrizes de cada realização no espaço de estado Gi possuem dimensões compat́ıveis.
Nosso objetivo principal consiste em projetar simultaneamente um controlador Cσ e uma regra
de comutação σ(·) de forma a fazer da origem x = 0 do sistema (4.1)-(4.3) um ponto de equiĺıbrio
globalmente assintoticamente estável assegurando que a desigualdade
sup
w∈L2
‖z‖22 − ρ‖w‖22 < 0 (4.5)
seja satisfeita para um escalar ρ dado. É importante notar que para uma regra de comutação
fixada, ou seja, σ(t) = i ∈ K para todo t ≥ 0, a quantidade ρ se iguala ao quadrado da norma
H∞ da função de transferência do i-ésimo subsistema em malha fechada da entrada w para a
sáıda z. As estruturas dos controladores abordadas neste caṕıtulo são as mesmas consideradas
no caṕıtulo anterior.
Basicamente, vamos generalizar os resultados do Teorema 2.6 para tratar o problema de
śıntese de controle via realimentação de estado e de sáıda. Podemos notar que nas desigualdades
(2.47) e (2.48) os produtos PiAi e PpiAi não permitem a linearização direta das matrizes de
ganho devido à pré-multiplicação pelas variáveis Pi e Ppi. Desta forma, o próximo corolário
fornece condições duais mais indicadas para problemas de śıntese.
Corolário 4.1 Para ρ > 0 dado, a regra de comutação (2.18) com Pi = S
−1
i > 0 é globalmente
estabilizante e o sistema linear (2.1)-(2.2) satisfaz a restrição (4.5) se as seguintes afirmações
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forem satisfeitas:
1. Tempo cont́ınuo: Existirem matrizes Si > 0 para todo i ∈ K e uma matriz de Metzler




He{AiSi}+ SiSqiSi • •





< 0, i ∈ K (4.6)
2. Tempo discreto: Existirem matrizes Si > 0 para todo i ∈ K e uma matriz de Metzler







Si • • •











> 0, i ∈ K (4.7)
Prova: A prova decorre do Teorema 2.6 multiplicando ambos os lados das desigualdades (4.6)
e (4.7) por diag{S−1i ,I,I} e diag{S−1i ,I,Sqi,I}, respectivamente, e lembrando que S−1i = Pi e
Sqi = Ppi para todo i ∈ K. 
Por serem mais adequadas para o projeto de controle devido à posição das variáveis Si na
multiplicação AiSi em ambas as desigualdades (4.6) e (4.7), elas serão utilizadas nas próximas
seções. Obviamente, a principal dificuldade no problema de śıntese é a linearização dos ter-
mos não lineares SiSqiSi e S
−1
qi que aparecem na diagonal principal das condições (4.6) e (4.7),
respectivamente.
4.2 Realimentação de estado
Os resultados que apresentamos em seguida, referentes ao tempo cont́ınuo foram retirados
de [Deaecto & Geromel, 2010] e aqueles referentes ao tempo discreto são inéditos. Supondo que
o estado esteja dispońıvel para realimentação e considerando uma entrada de controle u(t) =
Kσ(t)x(t) conectada ao sistema (4.1)-(4.3), obtemos a seguinte realização no espaço de estado
para o sistema em malha fechada
h ◦ x(t) = (Aσ(t) +Bσ(t)Kσ(t))x(t) +Hσ(t)w(t), x(0) = 0 (4.8)
z(t) = (Eσ(t) + Fσ(t)Kσ(t))x(t) +Gσ(t)w(t) (4.9)
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Neste caso, como já mencionado, desejamos determinar simultaneamente a regra de comutação
σ(x) e os ganhos K1, · · · ,KN de forma a garantir a estabilidade assintótica global do sistema e
assegurar que a desigualdade (4.5) seja satisfeita.
4.2.1 Tempo cont́ınuo
As condições de projeto são obtidas a partir do resultado apresentado no Corolário 4.1 e estão
apresentadas no teorema a seguir.
Teorema 4.1 Para ρ > 0 dado, se existirem matrizes simétricas Si, Tij, matrizes Yi para j 6=






j 6=i=1 πjiTij • •
H ′i −ρI •




< 0, i ∈ K (4.10)
[
Tij + Si •
Si Sj
]
> 0, i 6= j ∈ K×K (4.11)




e os ganhos de realimentação de estadoKi = YiS
−1
i para todo i ∈ K fazem com que a origem x = 0
do sistema em malha fechada (4.8)-(4.9) seja um ponto de equiĺıbrio globalmente assintoticamente
estável satisfazendo a desigualdade (4.5).
Prova: A prova segue os mesmos passos daquela apresentada no Teorema 3.1 e será, portanto,
apenas apresentada em linhas gerais. Consideramos que as desigualdades (4.10) e (4.11) são
válidas. Aplicando o complemento de Schur em relação à última linha e coluna de (4.11), obtemos
a desigualdade Tij > SiS
−1
j Si − Si. Multiplicando-a de ambos os lados por πji e somando para
todo j 6= i ∈ K×K temos, como mostrado em (3.20), que∑Nj 6=i=1 πjiTij > SiSqiSi vale para todo
i ∈ K. Isto nos permite concluir que as desigualdades (4.6) com as matrizes (Ai, Ei) substitúıdas
por aquelas de malha fechada (Ai + BiKi,Ei + FiKi) são satisfeitas. Logo, a prova decorre do
Corolário 4.1. 
Podemos observar que as condições de projeto via realimentação de estado são obtidas sem
que nenhum conservadorismo seja introduzido nas condições do Corolário 4.1. Isto é fácil de
verificar escolhendo Tij = SiS
−1
j Si − Si + ǫI, j 6= i ∈ K×K com ǫ > 0 arbitrariamente pequeno.
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Com esta escolha, foi mostrado em (3.21) que
∑
j 6=i πjiTij ≈ SiSqiSi e, portanto, as condições
do Corolário 4.1 são recuperadas. Ademais, o Teorema 4.1 não exige a existência de ganhos
matriciais de realimentação de estado Ki tais que as matrizes Ai + BiKi sejam Hurwitz para
todo i ∈ K, o que torna posśıvel a estabilizabilidade do sistema com comutação mesmo que todos
os subsistemas individuais sejam não controláveis. Esta propriedade só é posśıvel pois o termo
∑N
j 6=i=1 πjiTij que aparece na diagonal principal de (4.10) não possui sinal definido, pois πji ≥ 0
para todo j 6= i ∈ K×K e o complemento de Schur aplicado em (4.11) fornece Tij > SiS−1j Si−Si
com Si > 0 para j 6= i ∈ K × K. Como as condições do Teorema são não lineares devido ao
produto (Π, Tij) para todo i 6= j ∈ K×K, o próximo corolário apresenta condições alternativas
mais simples.
Corolário 4.2 Para qualquer escalar γ > 0, o resultado do Teorema 4.1 permanece válido sempre







He{AiSi + BiYi} − γSi • • •
H ′i −ρI • •
EiSi + FiYi Gi −I •








para todo i 6= j ∈ K×K.
Prova: A prova é idêntica à realizada no Corolário 3.2 e, portanto, será omitida. 
Note que as condições do corolário são mais conservadoras do que aquelas do Teorema 4.1. En-
tretanto, elas podem ser resolvidas através de rotinas computacionais dispońıveis para a solução
de LMIs e uma busca unidimensional com relação ao escalar γ > 0. Assim como no Teorema 4.1,
elas garantem a estabilidade do sistema com comutação. Devemos ressaltar que a factibilidade
das condições (4.13) não requer que as matrizes Ai + BiKi sejam Hurwitz para todo i ∈ K. O
Exemplo 4.1 composto por dois subsistemas instáveis e não controláveis, já utilizado no caṕıtulo
anterior, ilustra a validade do Corolário 4.2.
4.2.2 Tempo discreto
O próximo teorema apresenta condições de projeto via realimentação de estado para sistemas
a tempo discreto baseadas no Corolário 4.1.
Teorema 4.2 Para ρ > 0 dado, se existirem matrizes simétricas Si, Tij, matrizes Ji, Yi para
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Si • • •
0 ρI • •
AiSi +BiYi Hi Vi •












> 0, i, j ∈ K×K (4.15)
com Vi = Ji + J ′i −
∑N




e os ganhos de realimentação de estadoKi = YiS
−1
i para todo i ∈ K fazem com que a origem x = 0
do sistema em malha fechada (4.8)-(4.9) seja um ponto de equiĺıbrio globalmente assintoticamente
estável satisfazendo a desigualdade (4.5).
Prova: Segue o mesmo procedimento utilizado na prova do Teorema 3.2. Considerando que as
desigualdades (4.14) e (4.15) são satisfeitas temos, como mostrado em (3.28), que a utilização




j Ji, obtido aplicando o complemento de Schur em relação à










Logo a desigualdade (4.14) com S−1qi no lugar de Vi é satisfeita e, portanto, as condições do
Corolário 4.1 são atendidas para as matrizes (Ai,Ei) substitúıdas por (Ai+BiKi, Ei+FiKi) para
todo i ∈ K, concluindo, assim, a prova do teorema. 
Note que a generalização do Corolário 4.1 para tratar do problema de projeto via realimen-
tação de estado foi realizada sem a introdução de conservadorismo. De fato, como discutido no
caṕıtulo anterior, as escolhas particulares Ji = S
−1






qi + ǫI com ǫ > 0 arbi-
trariamente pequeno fornecem Vi = S−1qi − ǫI ≈ S−1qi . O único inconveniente deste resultado é a
dificuldade na solução numérica devido ao produto de variáveis (Π, Tij) para todo i,j ∈ K ×K.
O próximo corolário apresenta condições alternativas mais simples de resolver.
Corolário 4.3 Para qualquer escalar 0 ≤ γ < 1, o resultado do Teorema 4.2 permanece válido
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sempre que existirem matrizes simétricas Ti para todo i ∈ K e as desigualdades (4.14) e (4.15)







Si • • •
0 ρI • •
AiSi +BiYi Hi Ji + J
′
i −Rij •












> 0, i, j ∈ K×K (4.19)
sendo Rij = γTi + (1− γ)Tj para todo i 6= j ∈ K×K.
Prova: A prova é idêntica àquela apresentada no Corolário 3.3 e, portanto, será omitida. 
Assim como no caso cont́ınuo, os resultados do Teorema 4.2 e do Corolário 4.3 não exigem
a existência de ganhos de realimentação de estado Ki de tal forma que cada matriz em malha
fechada Ai+BiKi seja Schur. De fato, levando em conta a discussão anterior a qual nos permitiu
concluir que S−1qi > Vi e, aplicando o complemento de Schur em relação à terceira linha e coluna




Si − (AiSi +BiYi)′Sqi(AiSi +BiYi) • •
H ′iSqi(AiSi +BiYi) ρI −H ′iSqiHi •




> 0, i ∈ K (4.20)
Multiplicando de ambos os lados por diag{S−1i ,I,I}, temos que o primeiro elemento da diagonal
principal torna-se (Ai + BiKi)
′Ppi(Ai + BiKi) − Pi < 0 que é uma condição necessária para a
factibilidade de (4.14). Uma vez que Π ∈ Md, conclúımos que as matrizes (Ai + BiKi) não
precisam ser estáveis. Racioćınio análogo pode ser adotado para o resultado do Corolário 4.3.
Como pode ser verificado, as condições propostas pelos Corolários 4.2 e 4.3 reduzem-se a LMIs
sempre que o parâmetro γ > 0 é fixado. Logo a determinação da solução ótima global pode ser




com Φ(γ) sendo o conjunto de soluções fact́ıveis do Corolário 4.2 para o tempo cont́ınuo ou do
Corolário 4.3 para o tempo discreto (neste caso considerando também a otimização com relação a
Ti e Ji), o que nos permite determinar, por busca unidimensional γ
∗ tal que ρ(γ∗) = infγ>0 ρ(γ).
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4.3 Realimentação de sáıda
Nesta seção, supomos que apenas a sáıda medida y esteja dispońıvel para realimentação.
Nosso objetivo principal é a śıntese simultânea de uma regra de comutação σ(·) e um controlador
dinâmico de ordem completa com a realização no espaço de estado
h ◦ x̂(t) = Âσ(t)x̂(t) + B̂σ(t)y(t), x̂(0) = 0 (4.22)
u(t) = Ĉσ(t)x̂(t) (4.23)
com x̂ sendo o estado do controlador, de forma a garantir estabilidade assegurando que a de-
sigualdade (4.5) seja satisfeita. Conectando o controlador (4.22)-(4.23) em (4.1)-(4.3), obtemos
o sistema aumentado
h ◦ x̃(t) = Ãσ(t)x̃(t) + H̃σ(t)w(t) (4.24)
z(t) = Ẽσ(t)x̃(t) + G̃σ(t)w(t) (4.25)


















, G̃i = Gi (4.26)
com as variáveis (Âi,B̂i,Ĉi) a serem determinadas juntamente com a função de comutação σ(·).
Desejamos que as condições do Corolário 4.1 sejam satisfeitas para as matrizes (Ai,Hi,Ei,Gi)
substitúıdas por aquelas de malha fechada (Ãi,H̃i,Ẽi,G̃i) para alguma matriz definida positiva
S̃i ∈ R2nx×2nx com a estrutura particular





, det(V ) 6= 0 (4.27)
a qual assegura que a estratégia de comutação depende somente da sáıda medida através da
variável de estado do controlador x̂(t). De fato, temos
argmin
i∈K




É importante destacar que como demonstrado no Lema 3.1, a presença de três blocos de matrizes
constantes em S̃−1i não implica no mesmo para a matriz S̃i. Ademais, a existência de uma matriz








que lineariza o produto Γ̃′S̃iΓ̃, ∀i ∈ K é o ponto chave para a obtenção das condições necessárias
e suficientes que serão apresentadas em seguida.
Uma outra abordagem, também tratada neste caṕıtulo, foi apresentada em [Deaecto &
Geromel, 2010] e [Deaecto & Geromel, 2009a] e é baseada na estratégia adotada em [Geromel
et al., 2008]. Ela não leva em conta o resultado dispońıvel no Lema 3.1 e, portanto, fornece
condições de projeto mais conservadoras. Ademais, estas condições foram obtidas somente para
o domı́nio do tempo cont́ınuo. Para o tempo discreto, o produto de variáveis matriciais de am-
bos os lados por matrizes constantes dificulta o processo de linearização, o que impossibilita a
determinação de resultados tratáveis numericamente.
4.3.1 Tempo cont́ınuo
Para destacar as principais dificuldades encontradas na solução do problema de controle com
realimentação de sáıda, apresentamos primeiramente as condições de projeto mais conservadoras,
já dispońıveis nas referências [Deaecto & Geromel, 2010] e [Deaecto & Geromel, 2009a]. Posteri-
ormente, resolvemos o mesmo problema utilizando uma estratégia de linearização diferente a qual
nos permitiu obter condições necessárias e suficientes. Para ambos os casos, o objetivo principal
é assegurar a factibilidade das condições (2.47) do Teorema 2.6 com as matrizes (Ai,Hi,Ei,Gi)
substitúıdas por (Ãi,H̃i,Ẽi,G̃i) para todo i ∈ K.
Teorema 4.3 Seja ρ > 0 dado. Considerando o sistema (4.24)-(4.25), existem matrizes Âi,
B̂i e Ĉi para todo i ∈ K tais que as desigualdades (2.47) sejam satisfeitas com P̃i > 0 tendo a
estrutura particular (4.27) se existirem matrizes simétricas Y , Xi e Tij, matrizes Li, Wi para






j 6=i=1 πjiTij • •
H ′i −ρI •


















< 0, i ∈ K (4.31)







Tij +Xi • • •
Xi −Xj Xj • •
Xi 0 Xj •







> 0, i 6= j ∈ K×K (4.32)
Ademais, assumindo que as desigualdades (4.30), (4.31) e (4.32) sejam satisfeitas, a função de
comutação σ(t) definida por
σ(x̂) = argmin
i∈K
x̂′V ′(Y −X−1i )−1V x̂ (4.33)
e o controlador dinâmico de ordem completa com a realização em espaço de estado (4.22)-(4.23)
definido pelas matrizes
Âi = V
−1MiZi(Y − Zi)−1V (4.34)
B̂i = V
−1Li (4.35)
Ĉi = −WiZi(Y − Zi)−1V (4.36)
sendo Zi = X
−1
i , a matriz V arbitrária não-singular e
Mi = A
′

















fazem com que a origem x = 0 do sistema em malha fechada seja um ponto de equiĺıbrio global-
mente assintoticamente estável satisfazendo a desigualdade (4.5).
Prova: Assumindo que as desigualdades (4.30) e (4.31) são satisfeitas. As matrizes Mi apresen-









j 6=i=1 πjiTij • • •
















para todo i ∈ K também sejam satisfeitas. De fato, aplicando o complemento de Schur em
relação à ultima linha e coluna de (4.38) e utilizando o Lema da Eliminação A.4 apresentado
no apêndice, obtemos Mi dado em (4.37) e as duas desigualdades resultantes correspondem ao
complemento de Schur de (4.30) e (4.31) em relação à última linha e coluna.
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Por outro lado, aplicando o complemento de Schur em relação às duas últimas linhas e colunas
de (4.32), temos
[
Tij +Xi −XiX−1j Xi Xi −Xj
Xi −Xj Xj − Y −1
]
> 0 (4.39)
Multiplicando esta desigualdade de ambos os lados por diag{X−1i ,X−1j } e lembrando que Zi =
X−1i , obtemos
[
ZiTijZi + Zi − Zj Zj − Zi
Zj − Zi Zj − ZjY −1Zj
]
> 0 (4.40)
Agora, levando em conta que a matriz Y ∈ Rnx×nx é definida positiva e Zj ∈ Rnx×nx é simétrica,
e utilizando o resultado do Lema A.1 segue que ZjY
−1Zj ≥ 2Zj−Y . Desta forma, a desigualdade
(4.40) implica que
[
ZiTijZi + Zi − Zj Zj − Zi
Zj − Zi Y − Zj
]
> 0 (4.41)
vale para todo i 6= j ∈ K × K. Consequentemente, Y > Zi > 0 para todo i ∈ K. Do
complemento de Schur em relação à última linha e coluna de (4.41), levando em conta que










Zj − Zi + (Zj − Zi)(Y − Zj)−1(Zj − Zi)
)
Xi (4.42)
Paralelamente, considerando qualquer matriz não singular V ∈ Rnx×nx e que Y > Zi > 0
para todo i ∈ K, podemos determinar Ŷi = V ′(Y −Zi)−1V > 0 de Zi := Y −V Ŷ −1i V ′ = X−1i > 0
de forma que as matrizes P̃i ∈ R2nx×2nx para todo i ∈ K particionadas como indicado em (4.27)

















o que deixa claro que a positividade de P̃i é assegurada se e somente se Y > Zi > 0 para todo
i ∈ K. Agora, definindo Ωij = (Y −Zi)(Y −Zj)−1(Y −Zi)− (Y −Zi) e utilizando o fato de que
Ŷi = V
′(Y − Zi)−1V , temos
V Ŷ −1i (Ŷj − Ŷi)Ŷ −1i V ′ = Ωij (4.45)
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A desigualdade foi obtida escrevendo (Y − Zi) = (Zj − Zi) + (Y − Zj) e realizando os produtos
indicados na matriz Ωij. Assim, obtemos Ωij = (Zj − Zi) + (Zj − Zi)(Y − Zj)−1(Zj − Zi) para
todo i 6= j ∈ K×K, e a desigualdade indicada em (4.46) segue de (4.42).
Adicionalmente, considerando o conjunto de variáveis obtidas de (4.34)-(4.36), ou seja




Li := V B̂i (4.48)
Wi := −ĈiŶ −1i V ′Xi (4.49)
para todo i ∈ K, é simples verificar que o conjunto (Mi, Li,Wi) define de forma única as matrizes
(Âi, B̂i, Ĉi) para todo i ∈ K e vice-versa. Uma importante consequência deste fato é que as ma-
trizes do controlador com realimentação de sáıda determinadas desta forma, junto com a matriz
definida positiva P̃i apresentada em (4.27) permitem-nos concluir que as seguintes identidades
Ũ ′i P̃iÃiŨi =
[
AiXi +BiWi Ai
Y AiXi + Y BiWi + LiCiXi −Mi Y Ai + LiCi
]
(4.50)
Ũ ′i P̃iH̃i =
[
Hi
























j=1 πjiP̃j • •
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para todo i ∈ K multiplicadas pela direita pela matriz diag{Ũi,I,I} e pela esquerda por sua
transposta. Logo, do Teorema 2.6 o controlador dinâmico de ordem completa com a realização
definida pelas matrizes (Âi, B̂i, Ĉi) para todo i ∈ K e a regra de comutação σ(x̂) asseguram
a estabilidade assintótica global, satisfazendo a desigualdade (4.5). Desta forma, conclúımos a
prova deste teorema. 
Analisando o resultado do Teorema 4.3, verificamos que uma condição necessária para a
factibilidade de (4.31) é que He{Y Ai + LiCi} < 0 para todo i ∈ K. Isto só é posśıvel se
existirem ganhos dependentes dos modos B̂i tais que as matrizes Ai + B̂iCi para todo i ∈ K
sejam quadraticamente estáveis. A presença da matriz de Metzler no primeiro bloco da diagonal
principal de (4.30) com o fato de Tij não possuir sinal definido não exigem que He{AiXi+BiWi} <
0, o que certamente reduz o conservadorismo. O próximo corolário apresenta uma versão mais
simples de resolver.
Corolário 4.4 Para qualquer escalar γ > 0, o resultado do Teorema 4.3 continua válido sempre





He{AiXi +BiWi}+ γTj • •
H ′i −ρI •











Tj +Xi • • •
Xi −Xj Xj • •
Xi 0 Xj •








para todo i 6= j ∈ K×K.
Prova: A prova é idêntica àquela apresentada no Corolário 3.4. 
Estas condições podem ser resolvidas sem grandes dificuldades através de uma busca unidi-
mensional com relação ao escalar γ > 0 e a solução de um conjunto de LMIs. Como verificado na
prova do teorema anterior, a obtenção das condições de projeto só foi posśıvel graças à introdução
do limitante superior ZjY
−1Zj ≥ 2Zj − Y nas desigualdades (4.40). O próximo teorema, apre-
senta uma outra solução para o mesmo problema, sem a necessidade de recorrer à utilização de
limitantes. Utilizando a matriz de transformação Γ̃ independente dos ı́ndices dos modos, definida
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em (4.29), podemos linearizar o produto Γ̃′S̃iΓ̃ e obter condições necessárias e suficientes para a
existência de solução das desigualdades de Riccati-Metzler com a estrutura (4.27).
Teorema 4.4 Seja ρ > 0 dado. Considerando o sistema (4.24)-(4.25), existem matrizes Âi, B̂i e
Ĉi para todo i ∈ K tais que as desigualdades (4.6) sejam satisfeitas com S̃i > 0 tendo a estrutura
particular (4.27) se e somente se existirem matrizes simétricas Y , Xi e Tij, matrizes Mi, Li,






































> 0 , i 6= j ∈ K×K (4.57)
Ademais, assumindo que as desigualdades (4.56) e (4.57) são satisfeitas, a função de comutação
dada em (4.33) e o controlador dinâmico de ordem completa com a realização em espaço de
estado (4.22)-(4.23) definido pelas matrizes
Âi = V
−1(Mi − Y AiXi − Y BiWi − LiCiXi)(I − Y Xi)−1V (4.58)
B̂i = V
−1Li (4.59)
Ĉi = Wi(I − Y Xi)−1V (4.60)
sendo V uma matriz arbitrária não-singular, fazem com que a origem x = 0 do sistema em malha
fechada seja um ponto de equiĺıbrio globalmente assintoticamente estável satisfazendo (4.5).
Prova: A prova é idêntica àquela do Teorema 3.3. Vamos iniciar pela suficiência. Consideramos
que as desigualdades (4.56) e (4.57) são satisfeitas. Utilizando (4.29) e Ui = (I − XiY )V ′−1
dado no Lema 3.1, verificamos que as identidades (3.52)-(3.55) são verdadeiras. Por outro lado,









sendo que nenhum conservadorismo foi introduzido para a sua obtenção.
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He{Γ̃′S̃iÃ′iΓ̃}+ Γ̃′S̃iS̃qiS̃iΓ̃ • •





< 0 , i ∈ K (4.62)
e, portanto, a desigualdade (4.6) vale uma vez que Γ̃ ∈ R2nx×2nx é não singular, o que conclui
a prova da suficiência em decorrência do Corolário 4.1. Para provar a necessidade, vamos supor
que (4.6) é satisfeita para alguma matriz S̃i > 0 com a estrutura (4.27). Realizando o produto
Γ̃′S̃iΓ̃, obtemos (3.52) e, portanto, Xi > Y
−1 > 0 para todo i ∈ K. Logo, de (3.57), escolhemos
Tij arbitrariamente próximo de Ξij para todo i 6= j ∈ K×K, como por exemplo, Tij = Ξij + ǫI
com ǫ > 0 arbitrariamente pequeno e Ξij = Y
−1 − Xi + (Xi − Y −1)(Xj − Y −1)−1(Xi − Y −1).
Desta escolha temos que a desigualdade (4.57) é satisfeita. Para esta verificação basta aplicar
o complemento de Schur sucessivamente em relação às duas últimas linhas e colunas de (4.57).
Ademais, de (3.56) e da escolha de Tij , escrevendoXi−Y −1 = (Xi−Xj)+(Xj−Y −1) e realizando
os produtos indicados em Ξij, temos que (4.62) vale, ou seja, (4.56) também vale, o que conclui
a prova do teorema. 
As condições que acabamos de apresentar possuem as mesmas caracteŕısticas daquelas forneci-
das no Teorema 4.3. De fato, as mesmas desigualdades He{Y Ai + LiCi} < 0 e He{AiXi +
BiWi} +
∑N
j 6=i=1 πjiTij < 0 aparecem como condições necessárias para a factibilidade de (4.56).
Como já mencionado, a exigência da condição de estabilidade quadrática presente na primeira
desigualdade é atenuada pelo fato dos ganhos B̂i das matrizes de malha fechada Ai+ B̂iCi serem
dependentes do modo. Além disso, o termo
∑N
j 6=i=1 πjiTij da segunda desigualdade contribui
para a redução do conservadorismo uma vez que o par (Ai,Bi) não precisa ser Hurwitz. O ponto
essencial deste resultado é, sem dúvida, resolver o problema de projeto via realimentação de sáıda
sem a introdução de conservadorismo nas condições do Corolário 4.1.
Corolário 4.5 Para qualquer escalar γ > 0, o resultado do Teorema 4.4 continua válido sempre








He{Y Ai + LiCi} • • •
Ai +M
′



























para todo i 6= j ∈ K×K.
Prova: A prova é idêntica à apresentada no Corolário 3.4 sendo, portanto, omitida. 
Observamos que embora sejam condições mais conservadoras do que as apresentadas no Teo-
rema 4.4, elas mantêm intactas as mesmas caracteŕısticas intŕınsecas. De fato, como no teorema
anterior nenhuma propriedade de estabilidade é exigida das matrizes de malha fechada represen-
tadas pelo par (Ai,Bi), uma vez que a matriz Ti não possui sinal definido de acordo com (4.64),
pois Xi > 0 para todo i ∈ K. Ademais, este corolário permite obter as condições de projeto




sendo Φ(γ) o conjunto de soluções fact́ıveis do Corolário 4.4 ou 4.5 para γ > 0 fixado. O valor
de γ∗ pode ser obtido por busca unidimensional, isto é ρ(γ∗) = infγ>0 ρ(γ).
4.3.2 Tempo discreto
Para o tempo discreto, a principal dificuldade na solução do problema em questão é a obtenção













com Π ∈ Md, Xj > Y −1 > 0 e Vi = Ji + J ′i −
∑N
j=1 πjiTij > 0 sejam satisfeitas para todo i ∈ K.
O Lema 3.2 mostra que isto é posśıvel, ou seja, podemos determinar um limitante inferior para a
não linearidade do lado esquerdo de (4.66) expresso em termos das mesmas variáveis matriciais
usadas na implementação do controlador dinâmico e da regra de comutação. Ademais, como
discutido no caṕıtulo anterior, este limitante é obtido sem a introdução de conservadorismo, o
que configura um resultado bastante importante uma vez que o lado direito da desigualdade (4.66)
é mais simples de lidar, já que ele é não linear somente em relação ao produto (Π,Tij), i,j ∈ K×K.
Analogamente aos casos anteriores, nosso objetivo é fornecer condições para a factibilidade de
(4.7) com as matrizes (Ai,Hi,Ei,Gi) substitúıdas por (Ãi,H̃i,Ẽi,G̃i) para todo i ∈ K.
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Teorema 4.5 Seja ρ > 0 dado. Considerando o sistema (4.24)-(4.25), existem matrizes Âi, B̂i e
Ĉi para todo i ∈ K tais que as desigualdades (4.7) sejam satisfeitas com S̃i > 0 tendo a estrutura
particular (4.27) se e somente se existirem matrizes simétricas Y , Xi e Tij, matrizes Mi, Li,













Y • • • • •
I Xi • • • •
0 0 ρI • • •
Y Ai + LiCi Mi Y Hi + LiDi Y • •
Ai AiXi +BiWi Hi I Vi •






















> 0, i, j ∈ K×K (4.68)
com Vi = Ji + J ′i −
∑N
j=1 πjiTij. Ademais, assumindo que as desigualdades (4.67) e (4.68) são
satisfeitas, a função de comutação
σ(x̂) = argmin
i∈K
x̂′V ′(Y −X−1i )−1V x̂ (4.69)
e o controlador dinâmico de ordem completa com a realização em espaço de estado (4.22)-(4.23)
definido pelas matrizes dadas em (4.58)-(4.60) fazem com que a origem x = 0 do sistema em
malha fechada seja um ponto de equiĺıbrio globalmente assintoticamente estável satisfazendo a
desigualdade (4.5).
Prova: A prova é idêntica àquela do Teorema 3.4. Iniciaremos pela suficiência assumindo que
as desigualdades (4.67) e (4.68) são válidas. Além disso, utilizando o Lema 3.1 e a matriz de
posto completo (4.29) verificamos que as identidades (3.52)-(3.55) são verdadeiras. Por outro
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vale para todo i ∈ K, com Ωi igual ao lado esquerdo da desigualdade (4.66). Logo, as identidades







Γ̃′S̃iΓ̃ • • •











> 0, i ∈ K (4.71)
também vale para todo i ∈ K. A prova da suficiência segue em decorrência do Corolário 4.1
pois Γ̃ é não singular. A prova da necessidade é obtida assumindo que as desigualdades (4.7)
são válidas para alguma matriz S̃i com a estrutura (4.27). O produto Γ̃
′S̃iΓ > 0 implica que
Xi > Y
−1 > 0 para todo i ∈ K. Logo, escolhendo as variáveis matriciais Ji = Ωi e
Tij = Y
−1 + (Ωi − Y −1)(Xj − Y −1)−1(Ωi − Y −1) + ǫI (4.72)
para todo i,j ∈ K×K, temos que a desigualdade (4.68) é satisfeita. Ademais, com esta escolha
particular e levando em conta que Π ∈ Md temos, como mostrado em (3.88), que Vi = Ωi−ǫI para
todo i ∈ K. Isto significa que a desigualdade (4.70) se aproxima arbitrariamente de uma igualdade
o que implica na validade de (4.71) e, como consequência (4.67) também vale. Finalmente, a
função de comutação é dada em (4.69) com a matriz Ŷi = V
′(Y − X−1i )−1V para det(V ) 6= 0
fornecida pelo Lema 3.1. 
Este resultado é importante pois fornece uma solução expressa em condições necessárias e su-
ficientes para a factibilidade das desigualdades de Riccati-Metzler apresentadas no Corolário 4.1,
generalizadas para resolver um problema bastante abrangente e realista. Nós não encontramos na
literatura nenhuma proposta de solução para este problema que envolve a determinação conjunta
de uma regra de comutação e um controlador dinâmico de ordem completa dependentes apenas
da sáıda medida e que assegura um custo garantido H∞ de desempenho. Como apresentado
anteriormente, o produto de variáveis (Π,Tij) para todo i,j ∈ K × K dificulta a resolubilidade
numérica principalmente quando o número de subsistemas é maior do que dois. Uma vantagem,
entretanto, das condições que acabamos de apresentar é a possibilidade de derivar condições
alternativas restringindo as matrizes de Metzler àquelas com os mesmos elementos na diagonal
principal.
Corolário 4.6 Para qualquer escalar 0 ≤ γ < 1 o resultado do Teorema 4.5 permanece válido
sempre que Vi = Ji + J ′i − Rij com Rij = γTi + (1 − γ)Tj para todo i 6= j ∈ K × K e Tij = Tj
para todo i,j ∈ K×K.
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Prova: A prova é idêntica ao do Corolário 3.3 e, portanto, será omitida. 
Notamos que com este corolário as condições tornam-se mais simples de resolver com uma





sendo Φ(γ) o conjunto de soluções fact́ıveis do Corolário 4.6 para γ > 0 fixado. O valor de γ∗
pode ser obtido por busca unidimensional, isto é ρ(γ∗) = infγ>0 ρ(γ). A seguir apresentamos
alguns exemplos para ilustrar a teoria desenvolvida neste caṕıtulo.
4.4 Exemplos
Nesta seção, apresentamos três exemplos para ilustrar a teoria desenvolvida. Dois deles
já foram utilizados no caṕıtulo anterior e são baseados em proposições elaboradas em [Xie &
Wang, 2005] e [Geromel & Deaecto, 2009] e o terceiro foi retirado de [Lin & Antsaklis, 2008].
Mais especificamente, o primeiro consiste de dois subsistemas instáveis e não-controláveis em
tempo cont́ınuo que deve ser estabilizado considerando a atuação conjunta do controlador e da
regra de comutação. No segundo, que ilustra a teoria para o tempo discreto, mostramos e com-
paramos o comportamento do custo garantido H∞ em função de γ, utilizando as condições mais
conservadoras apresentadas nos corolários e, em função dos elementos de Π ∈ Md, utilizando as
condições necessárias e suficientes fornecidas pelos teoremas. Para ambos os exemplos realizamos
o projeto via realimentação de estado e de sáıda. No terceiro, comparamos a técnica desenvolvida
neste caṕıtulo com a fornecida em [Lin & Antsaklis, 2008] referente ao projeto via realimentação
de estado para sistemas em tempo discreto.
Exemplo 4.1 Consideramos o mesmo sistema tratado no Exemplo 3.1 com a equação (4.1)
definida pelas matrizes (3.90) e a sáıda controlada (4.3) representada por dois critérios conflitantes













Primeiramente, supondo que o estado está dispońıvel para a realimentação, resolvemos o pro-
blema (4.21) com as condições do Corolário 4.2 e realizando uma busca unidimensional aproxi-
mada com relação ao parâmetro γ. Obtivemos como resultado γ∗ ≈ 200, um custo garantido de
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Figura 4.1: Trajetórias do sistema em malha fechada (Realimentação de estado)























A Figura 4.1 apresenta as trajetórias do estado x(t) e da entrada de controle u(t) em função do
tempo para w(t) = texp(−0,5t), ∀ t ≥ 0. O custo verdadeiro obtido por simulação numérica
foi de ‖z‖22/‖w‖22 ≈ 4,46 o que é muito menor do que o limitante superior de pior caso ρ(γ∗).
De fato, o custo verdadeiro leva em conta uma entrada particular dada e não a entrada de pior
caso. As trajetórias apresentadas na Figura 4.1 comprovam a eficiência da técnica proposta para
o projeto via realimentação de estado.
Realimentação de sáıda
Agora, levando em conta que apenas a sáıda medida y, definida pelas matrizes (3.94) está
dispońıvel para a realimentação, resolvemos o problema (4.65) com as condições do Corolário
4.5. Este problema é bastante simples pois pode ser descrito em termos de LMIs quando γ > 0
é fixado. Realizando uma busca unidimensional aproximada em relação ao escalar γ, obtivemos
como solução γ∗ ≈ 500 que fornece ρ∗ ≈ 137,09 e as seguintes funções de transferência para os
controladores dinâmicos de ordem completa
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Figura 4.2: Trajetórias do sistema em malha fechada (Realimentação de sáıda)
K1(s) =
8,74(s− 33,92)





Como já mencionado, a realização no espaço de estado destas funções de transferência é obri-
gatória tendo em vista a importância da variável interna x̂(t) para a determinação de σ(x̂(t))















essenciais para a implementação da regra de comutação (4.33). A Figura 4.2 mostra as trajetórias
do sistema em malha fechada em função do tempo para a regra de comutação σ(x̂), submetidas
à mesma entrada externa do caso anterior. Os gráficos da parte superior apresentam à esquerda
o estado do sistema x(t), à direita o estado do controlador x̂(t) e na parte inferior o esforço de
controle u(t). Determinamos também que o custo verdadeiro foi de ‖z‖22/‖w‖22 ≈ 9,43 o que,
novamente, é menor do que o limitante superior de pior caso ρ(γ∗) mas, como esperado, maior
do que o mesmo ı́ndice fornecido pelo controle com realimentação de estado.
Vale ressaltar que tanto para o projeto via realimentação de estado como via realimentação de
sáıda, as condições dos Corolários 4.2 e 4.5, respectivamente, são fact́ıveis apenas para γ > 16.
Para fins de comparação, utilizamos as condições do Corolário 4.4 cuja busca unidimensional
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fornece o mesmo valor γ∗ ≈ 500 o que implica em um limitante superior de ρ∗ ≈ 168,00, que
é maior do que o obtido anteriormente. Para este caso, as trajetórias dos estados x(t) e x̂(t),
bem como o esforço de controle u podem ser encontradas em [Deaecto & Geromel, 2010] e são
ligeiramente diferentes daquelas apresentadas na Figura 4.2. Este exemplo deixa claro a validade
e eficiência da teoria proposta. 
Outro exemplo que ilustra a validade da técnica proposta no Corolário 4.5 foi inspirado no
exemplo de [Hespanha & Morse, 2002] e está apresentado no Caṕıtulo 6. Em linhas gerais ele
trata do controle do ângulo de rolamento de uma aeronave obtido através da comutação entre dois
controladores dinâmicos. Desta forma, nosso objetivo é comparar a técnica emṕırica de [Hespanha
& Morse, 2002] com a apresentada nesta tese. Como será observado, nosso método exige um
esforço de controle bem inferior ao requisitado com a técnica de [Hespanha & Morse, 2002], além
de utilizar uma regra de comutação que seleciona automaticamente, em cada instante de tempo,
o controlador mais adequado sem a necessidade de nenhuma interferência do projetista. Isto
ficará mais claro no Caṕıtulo 6. A seguir, apresentamos alguns exemplos para ilustrar a validade
da teoria desenvolvida para sistemas a tempo discreto.
Exemplo 4.2 Consideramos o Exemplo 3.2 resolvido no caṕıtulo anterior. Ele consiste em um
sistema LTI massa-mola com dois critérios conflitantes associados à sáıda controlada z. Logo,
utilizamos o sistema (4.1) definido pelas matrizes (3.98), com sáıda medida (4.2) definida por
(3.99) e sáıda controlada (4.3) dada por (3.100) com G1 = G2 = 0 de dimensões compat́ıveis.
Este sistema foi discretizado considerando um peŕıodo de amostragem de Ts = 1. Como no
caṕıtulo anterior, parametrizamos a matriz Π ∈ Md presente nos Teoremas 4.2 e 4.5 por dois
escalares 0 ≤ p < 1 e 0 ≤ q < 1 dispostos como em (3.101). Para comparar os resultados
obtidos utilizando as condições alternativas mais simples fornecidas pelos Corolários 4.3 e 4.6
com os obtidos utilizando as condições necessárias e suficientes propostas nos Teoremas 4.2 e 4.5,
obtivemos o comportamento de ρ em relação ao(s) parâmetro(s) em questão.
Na Figura 4.3, as duas curvas da esquerda mostram a evolução de ρ em relação ao escalar
γ e os dois gráficos 3D da direita mostram o perfil de ρ em relação aos escalares p e q. Os
gráficos superiores referem-se ao projeto via realimentação de estado e os inferiores ao projeto




Tabela 4.1: Custo garantido H∞
garantidos mı́nimos para cada situação, sendo ργ seu valor obtido por busca unidimensional e
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Figura 4.3: Minimização de ρ
ρΠ o valor fornecido considerando a busca de dois parâmetros p e q. Analisando os valores da
tabela conclúımos, como esperado, que os custos são bem maiores para o caso de realimentação
de sáıda, uma vez que somente a medida da posição da massa x2(t) está dispońıvel para a śıntese
do controle dinâmico. Comparando, ambas as colunas, chegamos à conclusão de que as condições
necessárias e suficientes fornecidas pelos teoremas, sempre que forem posśıveis de resolver, são
as mais indicadas. Entretanto, quando o número de subsistemas aumenta esta tarefa torna-se
bastante dif́ıcil e os resultados apresentados nos corolários, embora mais conservadores, são os
numericamente viáveis.
Realimentação de estado
Considerando o resultado do Teorema 4.2, obtivemos os seguintes resultados: matriz Π∗ ∈ Md









11,34 −6,24 2,69 3,95
−6,24 34,14 −0,08 0,93
2,69 −0,08 4,08 1,90





































5,06 −2,81 2,53 2,61
−2,81 5,08 1,34 1,47
2,53 1,33 8,57 6,74


















−4,71 −18,23 −55,16 −48,43
]
(4.82)
Para uma entrada externa de w(t) = e−0,05tsin(0,5t) obtivemos as trajetórias apresentadas na
Figura 4.4. Para esta entrada em particular o custo verdadeiro obtido via simulação numérica
foi de ‖z‖22/‖w‖22 ≈ 0,35.
Realimentação de sáıda
Considerando que apenas a posição da massa está dispońıvel para a realimentação e utilizando
as condições propostas no Teorema 4.5, obtivemos p∗ = 0, q∗ = 1, um limitante superior de
ρ∗ = 1,51 e as seguintes funções de transferência dos controladores dinâmicos
K1(z) =
−1,63(z − 0,82)(z2 + 0,74z + 1,11)
(z + 0,59)(z + 0,16)(z2 + 0,38z + 2,33)
(4.83)
K2(z) =
−0,72(z − 0,82)(z2 + 0,78z + 1,00)































Figura 4.5: Trajetórias do sistema em malha fechada (Realimentação de sáıda)
Novamente, lembramos que para fins de implementação é importante utilizar a realização no
espaço de estado destas funções de transferência como indicado em (4.58)-(4.60) de forma a
obter a variável x̂ que é essencial para calcular a regra de comutação em cada instante de tempo.
Obviamente, podemos obter diversas realizações através de uma escolha adequada da matriz de
transformação de similaridade V . Assim, utilizando a realização no espaço de estado (4.58)-(4.60)









2,72 3,88 1,10 2,56
3,88 5,83 1,20 3,28
1,10 1,20 1,00 1,56
















1,41 1,80 0,84 1,60
1,80 2,59 0,73 1,70
0,84 0,73 1,05 1,47








importantes para implementar σ(x̂). A Figura 4.5 apresenta no topo as trajetórias de x2(t) e
x̂2(t) e na parte inferior o esforço de controle u(t) em função do tempo. Utilizando a mesma
entrada externa do caso anterior, obtivemos ‖z‖22/‖w‖22 ≈ 1,10.
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Vale lembrar que o motivo dos custos verdadeiros serem bem inferiores aos garantidos tanto
para o projeto via realimentação de estado quanto para o projeto via realimentação de sáıda
deve-se ao fato dos custos garantidos levarem em conta a entrada externa de pior caso. Com este
exemplo, ilustramos a validade dos resultados para o domı́nio do tempo discreto. 
Comparando as simulações apresentadas neste caṕıtulo com as do caṕıtulo anterior para o
controle H2, notamos que as trajetórias obtidas referentes ao controle H∞ apresentam tempo de
estabilização mais elevado, mas por outro lado, resultaram em uma magnitude menor da entrada
de controle u. Logo, os ı́ndices desempenho definidos no Caṕıtulo 2 produzem o mesmo efeito das
normas H2 e H∞ para a função de transferência de um sistema LTI, ou seja, reduzem o tempo
de estabilização quando se trata de controle H2 e o esforço de controle no caso de controle H∞.
A seguir, vamos apresentar um exemplo retirado do artigo recente [Lin & Antsaklis, 2008] que
trata do projeto via realimentação de estado para sistemas com comutação em tempo discreto.






















com H1 = H2 = [1 1]
′ e sáıda controlada dada por E1 = E2 = [1 0] com F1, F2, G1 e G2 sendo
matrizes nulas de dimensões compat́ıveis. Aplicando as condições do Corolário 4.6 obtivemos






















Na referência [Lin & Antsaklis, 2008] o mesmo problema foi resolvido utilizando um método
baseado em BMIs1. Este método é caracterizado pelo produto de diversas variáveis escalares
e matriciais, cuja solução é obtida através da discretização exaustiva no espaço de parâmetros
definido pelos escalares desconhecidos acoplados a rotinas dispońıveis para a solução de LMIs.
O valor do custo obtido em [Lin & Antsaklis, 2008] foi de ρ∗ = 2,73. Nosso problema é mais
simples uma vez que depende da busca unidimensional de apenas um escalar γ e a solução de um
conjunto de LMIs e, além disso, forneceu um custo garantido menor ρ∗ = 2,53. Considerando as
1do inglês Bilinear Matrix Inequalities
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condições do Teorema 4.5 que envolve a busca de dois escalares (p,q) dispostos como apresentado
em (3.101), obtivemos para p∗ = 1 e q∗ = 0 um custo garantido de ρ∗ = 1,04, que é bem
inferior ao obtido em [Lin & Antsaklis, 2008]. Assim, podemos concluir que para este exemplo
em particular, a técnica proposta, baseada nas condições do Corolário 4.6 e do Teorema 4.5,
mostrou-se mais simples de resolver e, além disso, forneceu resultados melhores do que o obtido
utilizando o método proposto em [Lin & Antsaklis, 2008]. 
4.5 Considerações finais
Neste caṕıtulo, tratamos da śıntese de controle H∞ via realimentação de estado e de sáıda.
Mais especificamente, nosso objetivo foi desenvolver um procedimento para projetar simultane-
amente uma regra de comutação e controladores dinâmicos de ordem completa (para o caso de
realimentação de sáıda) ou estáticos (para o caso de realimentação de estado) de forma a as-
segurar um limitante superior para o ganho L2 entre a entrada exógena e a sáıda controlada,
para ambos os domı́nios de tempo. Tanto para a realimentação de estado como para a reali-
mentação de sáıda, a técnica proposta permitiu a obtenção de condições necessárias e suficientes
para impor a factibilidade das desigualdades de Riccati-Metzler. Ademais, no domı́nio de tempo
cont́ınuo para o caso de realimentação de sáıda, apresentamos também uma técnica de projeto
baseada na estratégia de linearização proposta em [Geromel et al., 2008] que forneceu a solução
do problema, infelizmente, com a introdução de um certo grau de conservadorismo na estrutura
das desigualdades. Neste contexto, os resultados baseados em condições necessárias e suficientes
são ao nosso ver importantes para a śıntese de controle para sistemas com comutação em tempo
cont́ınuo e discreto. Na nossa opinião, esta afirmação tem ainda maior impacto no caso de projeto
via realimentação dinâmica de sáıda pela completa falta de resultados alternativos presentes na
literatura. Tendo em vista a dificuldade na solução numérica, restringimos as matrizes de Metzler
a uma subclasse composta pelos mesmos elementos na diagonal principal e propusemos condições
alternativas que podem ser resolvidas através de uma busca unidimensional e a solução de um
conjunto de LMIs. A validade e a eficiência dos resultados propostos foram ilustrados através de
exemplos. Em um deles a técnica apresentada nesta tese foi comparada com a desenvolvida em
[Lin & Antsaklis, 2008], somente para o caso de śıntese via realimentação de estado, e os valores
de custos obtidos mostraram que nosso método é mais simples de resolver bem como fornece
melhores resultados.
Caṕıtulo 5
Projeto de Controle Robusto
Nos caṕıtulos anteriores estabelecemos procedimentos para o projeto de controle via realimen-
tação de estado ou via realimentação dinâmica de sáıda para sistemas lineares com comutação,
assegurando um custo garantido H2 ou H∞ de desempenho. Neste caṕıtulo, nosso objetivo con-
templa apenas o controle H2 via realimentação de estado, mas considerando sistemas sujeitos a
incertezas paramétricas que podem ser de dois tipos, a saber, limitadas em norma ou politópicas.
Basicamente, vamos generalizar os resultados de estabilidade do Caṕıtulo 2 para tratar o
projeto de controle robusto para sistemas com comutação e estendê-los de forma a obter a śıntese
conjunta via realimentação de estado de uma regra de comutação e de ganhos matriciais que
assegurem a estabilidade e um custo garantido H2 de desempenho. Para sistemas com incertezas
limitadas em norma, estas condições são obtidas para ambos os domı́nios de tempo e, como
será discutido posteriormente, são válidas mesmo se a estrutura do parâmetro incerto possuir
representação do tipo linear fracionária LFT1.
Para sistemas politópicos não encontramos na literatura nenhuma solução para o problema
de projeto aqui proposto. Considerando apenas o estudo de estabilidade, a referência [Zhai
et al., 2003] propõe uma regra de comutação estabilizante para sistemas a tempo cont́ınuo e
a tempo discreto. Entretanto, esta regra é baseada em condições de estabilidade quadráticas,
não leva em conta nenhum critério de desempenho e limita-se a sistemas contendo apenas dois
subsistemas (N = 2). Utilizando os conceitos preliminares apresentados no Caṕıtulo 2, esta-
belecemos condições menos conservadoras válidas para um número arbitrário de subsistemas.
Estes resultados só foram posśıveis graças ao emprego de matrizes de Metzler dependentes de
parâmetros que possuem uma estrutura especial a ser definida posteriormente. Infelizmente, para
o tempo discreto não encontramos uma estrutura adequada para estas matrizes e, portanto, a
śıntese de controle robusto com comutação para o tempo discreto permanece um problema em
1Do inglês Linear Fractional Transformation
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aberto. Uma importante caracteŕıstica dos resultados obtidos é a possibilidade de trabalhar com
sistemas politópicos variantes no tempo. Neste contexto, a técnica proposta pode ser utilizada
como alternativa para o projeto de controle de sistemas LPV2, mas com a vantagem de não exigir
que o parâmetro incerto seja medido a cada instante de tempo.
Como anteriormente, as condições obtidas são baseadas nas desigualdades de Lyapunov-
Metzler que podem ser descritas em termos de LMIs e um escalar positivo. Os resultados deste
caṕıtulo também estão dispońıveis em [Geromel & Deaecto, 2009] e [Deaecto & Geromel, 2009b].
5.1 Formulação do problema
Nesta seção, vamos especificar o problema a ser resolvido para o controle de sistemas lineares
sujeitos a incertezas paramétricas. Ou seja, vamos mostrar como é posśıvel projetar um controle
com comutação que tenha um desempenho melhor do que o controle robusto clássico definido a
partir de um único ganho de realimentação. A especificação será realizada considerando as duas
classes de incertezas mencionadas anteriormente, isto é, as incertezas limitadas em norma e as
incertezas politópicas.
5.1.1 Incertezas limitadas em norma
Considere um sistema linear sujeito a incertezas limitadas em norma com a seguinte realização
no espaço de estado
h ◦ x(t) = Ax(t) +Bgg(t) +Bu(t) +Hw(t), x(0) = 0 (5.1)
v(t) = Cx(t) +Dgg(t) +Duu(t) (5.2)
z(t) = Ex(t) + Fu(t) (5.3)
g(t) = ∆ v(t), ∆ ∈ ∆ (5.4)
sendo x ∈ Rnx o estado, u ∈ Rnu o controle, w ∈ Rnw a entrada externa e z ∈ Rnz a sáıda
controlada. Os vetores v(t) e g(t) são variáveis internas de dimensões compat́ıveis. A matriz ∆
corresponde à incerteza paramétrica e pertence ao conjunto ∆ definido por
∆ =
{
∆ ∈ Rdim(g)×dim(v) : ‖∆‖∞ ≤ 1
}
(5.5)
O sistema (5.1)-(5.4) com ∆ ∈ ∆ representa um modelo clássico de projeto de controle robusto.
De fato, para x(t) dispońıvel para a realimentação, a literatura propõe alguns métodos para
2Do inglês Linear Parameter Varying
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resolver o problema de śıntese de controle, como por exemplo, aqueles baseados na determinação
de um único ganho de realimentação de estado cujo objetivo é estabilizar o sistema em malha
fechada e assegurar um custo garantido válido para todo ∆ ∈ ∆. Uma outra possibilidade
foi proposta nos artigos [Skafidas et al., 1999], [Savkin, Sakafidas & Evans, 1999] e consiste na
determinação de uma regra de comutação de tal forma que ao atuar em um conjunto de ganhos de
realimentação de estado dados assegura a estabilidade assintótica do sistema em malha fechada.
Entretanto, o fato dos ganhos de realimentação de estado serem dados a priori dificulta e limita
o projeto da função de comutação σ(·). Além disso, naquelas referências nenhum critério de
desempenho é adotado. O projeto conjunto de uma regra de comutação e de um conjunto de
ganhos de realimentação de estado foi tratado em [Ji, Wang & Xie, 2005a] mas, assim como nas
duas referências anteriores, utilizando apenas condições baseadas em estabilidade quadrática.
Nosso objetivo é fornecer condições menos conservadoras para ambos os domı́nios de tempo
que nos permitam determinar uma regra de comutação σ(·) : x ∈ Rnx → K e um conjunto de
ganhos de realimentação de estado {K1, · · · ,KN} que minimizem um limitante superior do custo
funcional H2 definido por






sendo zk(t) a sáıda correspondente a um impulso aplicado no k-ésimo canal de entrada externa,
ou seja w(t) = δ(t)ek (caso cont́ınuo) ou w(t) = δ(t + 1)ek (caso discreto) com ek representando
a k-ésima coluna da matriz identidade nw × nw. A lei de controle é expressa na forma
u(t) = Kσ(x(t))x(t) (5.7)
e deve ainda assegurar a estabilidade assintótica global do sistema em malha fechada. Podemos
notar que para um sinal de comutação arbitrário mas constante σ(t) = i para todo t ≥ 0 o
ı́ndice (5.6) se iguala ao máximo com relação a ∆ ∈ ∆ do quadrado da norma H2 da função








F ′1 · · · F ′N
]′
(5.8)
a sáıda z passa a ser definida por N pares de matrizes (Ei,Fi), ∀i ∈ K que podem ser utilizados
para definir critérios diferentes e possivelmente conflitantes. Assim, o problema em questão
esquematizado na Figura 5.1 pode ser interpretado como um problema de controle H2 multi-
objetivo. A seguir, apresentamos a modelagem e formulação do problema no contexto de sistemas
politópicos.









Figura 5.1: Esquema de controle
5.1.2 Incertezas politópicas
Vamos considerar um sistema politópico descrito pela seguinte equação no espaço de estado
ẋ(t) = Aλx(t) +Bλu(t), x(0) = x0 (5.9)
sendo x ∈ Rnx o estado e u ∈ Rnu a entrada de controle. O par de matrizes (Aλ, Bλ) de dimensões






sendo os que pares (Aj, Bj) para todo j ∈ K são matrizes conhecidas e o vetor de incertezas
λ = [λ1, · · · ,λN ]′ ∈ RN pertencente ao simplex unitário Λ definido por
Λ =
{







No contexto de sistemas LPV , veja [Apkarian & Gahinet, 1995] para maiores detalhes, é impor-
tante destacar que o parâmetro λ em (5.10) é variante no tempo, ou seja, λ = λ(t) ∈ Λ para todo
t ≥ 0. Neste caso, o objetivo é determinar um ganho de realimentação de estado Kλ de forma
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seja globalmente assintoticamente estável. De posse dos resultados dispońıveis em [Geromel &
Korogui, 2006] o seguinte lema pode ser provado.
Lema 5.1 Se existir uma matriz simétrica definida positiva S ∈ Rnx×nx, matrizes simétricas
Qi ∈ Rnx×nx e matrizes Yi ∈ Rnu×nx para todo i ∈ K satisfazendo






j +Qj −Qi < 0 (5.13)
para todo i,j ∈ K×K, então o ganho LPV dado porKλ = YλS−1 torna o sistema (5.9) globalmente
assintoticamente estável.
Prova: Multiplicando (5.13) sucessivamente por λj ≥ 0, λi ≥ 0 e somando para todo i ∈ K e
j ∈ K, obtemos






λ < 0 (5.14)
válido para todo λ ∈ Λ. Logo, multiplicando ambos os lados de (5.14) por S−1 = P e rearranjando
os termos vem
(Aλ +BλKλ)
′P + P (Aλ +BλKλ) < 0 (5.15)
Portanto, a prova segue da função de Lyapunov quadrática v(x) = x′Px pois v̇(x) < 0 para todo
x 6= 0 ∈ Rnx . 
Dois pontos devem ser levados em consideração. O primeiro é que as matrizes Q1, · · · ,QN po-
dem ser interpretadas como variáveis de folga e são importantes para reduzir o conservadorismo.
O segundo é que a implementação do controle LPV expresso por u(t) = Kλ(t)x(t) exige que o
parâmetro λ(t) seja medido em cada instante de tempo. Isto nem sempre é posśıvel, o que reduz
a aplicabilidade desta técnica. Além disso, a matriz P não pode ser dependente de parâmetro, a
menos que a sua derivada em relação ao tempo Ṗ (λ(t)) seja inclúıda nas condições de estabilidade.
Por exemplo, substituindo (5.13) por






j +Qj −Qi < 0 (5.16)
com Si > 0 para todo i,j ∈ K×K, depois de algumas manipulações algébricas, obtemos
(Aλ +BλK(λ))
′P (λ) + P (λ)(Aλ +BλK(λ)) < 0 (5.17)
sendo que Kλ = YλS
−1
λ e P (λ) = S
−1
λ dependem não linearmente do parâmetro incerto λ ∈ Λ.
Entretanto, a estabilidade assintótica não pode ser assegurada pois a desigualdade (5.17) não
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implica que a derivada no tempo de v(x) = x′P (λ(t))x seja negativa. A inclusão do termo
dependente de Ṗ (λ(t)) naturalmente impõe alguma limitação sobre ‖λ̇(t)‖ e, geralmente, implica
que P (λ) = P para todo λ ∈ Λ sempre que ‖λ̇(t)‖ é ilimitada.
Desta forma, mostramos em seguida que as condições (5.16) com as restrições adicionais




j Si − Si
)
(5.18)
para todo i,j ∈ K × K e γ > 0, as quais novamente podem ser escritas em termos de LMIs,
asseguram a existência de um conjunto de ganhos de realimentação de estado e uma regra de
comutação σ(t) com as seguintes propriedades:
• O sistema em malha fechada variante no tempo é globalmente assintoticamente estável sem
que nenhuma exigência seja feita sobre a magnitude da derivada no tempo de λ(t) ∈ Λ.
• A entrada de controle u(t) = Kσ(t)x(t) não depende explicitamente do parâmetro λ(t) ∈ Λ,
o que permite a sua implementação sem a necessidade de medi-lo.
O esquema de controle é idêntico ao especificado no caso anterior e está apresentado na Figura
5.1. Ele leva em conta um modelo mais geral do que aquele apresentado em (5.9), ou seja
ẋ = Aλx+Bλu+Hw, x(0) = 0 (5.19)
z = Eσx+ Fσu (5.20)
com entrada externa dada por w(t) = δ(t)ek ∈ Rnw e z(t) ∈ Rnz sendo a sáıda controlada.
Também neste caso, nosso objetivo principal é determinar uma regra de comutação σ(·) : x ∈
R
nx → K e um conjunto de ganhos de realimentação de estado {K1, · · · ,KN} de tal forma a
minimizar um limitante superior do custo






sendo zk a sáıda correspondente à aplicação do impulso no k-ésimo canal. Podemos observar que
para λ(t) = λ ∈ Λ e σ = i ∈ K constantes para todo t ≥ 0, o custo (5.21) se iguala ao máximo
com relação a λ ∈ Λ do quadrado da norma H2 da função de transferência da entrada w para a
sáıda controlada z.
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5.2 Sistemas sujeitos a incertezas limitadas em norma
Nesta seção, aplicamos os resultados de estabilidade propostos no Caṕıtulo 2 para tratar
do controle robusto de sistemas com comutação sujeitos a incertezas limitadas em norma e,
posteriormente, generalizamos estes resultados para resolver o problema de śıntese de controle
levando em conta ambos os domı́nios de tempo.
5.2.1 Controle robusto
Considere um sistema com comutação sujeito a incertezas limitadas em norma descrito pelas
seguintes equações no espaço de estado
h ◦ x(t) = Aσ(t)x(t) +Bgσ(t)g(t), x(0) = x0 (5.22)
v(t) = Cσ(t)x(t) +Dgσ(t)g(t) (5.23)
z(t) = Eσ(t)x(t) (5.24)
g(t) = ∆v(t), ∆ ∈ ∆ (5.25)
onde as matrizes (Ai, Bgi, Ci, Dgi, Ei), i ∈ K possuem dimensões compat́ıveis e são conhecidas.
Podemos notar que por simples manipulações algébricas as variáveis internas (v,g) podem ser
eliminadas fazendo com que o sistema (5.22)-(5.25) possa ser representado alternativamente por
h ◦ x(t) = (Aσ +Bgσ(I −∆Dgσ)−1∆Cσ)x, x(0) = x0, ∆ ∈ ∆ (5.26)
z(t) = Eσ(t)x(t) (5.27)
o que evidencia a dependência fracional da realização no espaço de estado em relação a ∆ ∈ ∆,
sempre que Dgi 6= 0 para algum i ∈ K.
Teorema 5.1 Para o sistema (5.22)-(5.25), a regra de comutação σ(x) = arg mini∈K x
′Pix é
globalmente estabilizante e a desigualdade ‖z‖22 < mini∈K x′0Pix0 é válida se as seguintes afir-
mações forem satisfeitas:
1. Tempo cont́ınuo: Existirem matrizes Pi > 0 para todo i ∈ K e uma matriz de Metzler







A′iPi + PiAi + Ppi • • •
B′giPi −I • •
Ci Dgi −I •







< 0, i ∈ K (5.28)
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2. Tempo discreto: Existirem matrizes Pi > 0 para todo i ∈ K e uma matriz de Metzler









Pi • • • •
0 I • • •
PpiAi PpiBgi Ppi • •
Ci Dgi 0 I •









> 0, i ∈ K (5.29)
Prova: Utilizando a função de Lyapunov quadrática por partes v(x) = mini∈K x
′Pix, definimos o
conjunto I(x) = {i ∈ K : x′Pix = v(x)} e consideramos que para algum instante de tempo t ≥ 0
a regra de comutação é dada por σ(t) = i ∈ I(x(t)). Iniciando pela prova da parte cont́ınua,
temos que a derivada de uma trajetória qualquer do sistema satisfaz, [Geromel & Colaneri, 2006a]
D+v(x(t)) = min
ℓ∈I(x(t))














Por outro lado, levando em conta que v(t) = Cix(t) +Dgig(t), a condição ∆
′∆ ≤ I permite-nos














Logo, aplicando o complemento de Schur sucessivamente em relação às duas últimas linhas e
colunas de (5.28) e rearranjando os termos temos
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Multiplicando (5.32) de ambos os lados, pela esquerda pelo vetor [x(t)′ g(t)′] e pela direita
pelo seu transposto, de (5.30) e (5.31) podemos concluir que D+v(x(t)) < −z(t)′z(t) pois
∑N
j=1 πjix(t)
′Pjx(t) ≥ 0 como uma consequência de i ∈ I(x(t)), e Π ∈ Mc. Integrando esta
desigualdade de ambos os lados de t = 0 a t → ∞, levando em conta que v(x(∞)) = 0 pois o
sistema é assintoticamente estável e que ele evolui de uma condição inicial x(0) = x0, verificamos
que a desigualdade ‖z‖22 < mini∈K x′0Pix0 é satisfeita.
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A prova da parte discreta é similar. Considerando v(x) = mini∈K x
′Pix = minλ∈Λ x
′Pλx e que
Π ∈ Md, ou seja, [π1i · · · πNi]′ ∈ Λ, temos que para uma trajetória qualquer do sistema, as
seguintes desigualdades são satisfeitas




























Por outro lado, aplicando o complemento de Schur sucessivamente em relação às três últimas
linhas e colunas de (5.29), podemos rearranjar os termos da seguinte forma
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Multiplicando (5.34) de ambos os lados, pela esquerda pelo vetor [x(t)′ g(t)′] e pela direita pelo
seu transposto, de (5.31) e (5.33) podemos concluir que v(x(t + 1)) − v(x(t)) < −z(t)′z(t).
Somando ambos os lados desta desigualdade de t = 0 a t → ∞, obtemos ‖z‖22 < mini∈K x′0Pix0
pois v(x(∞)) = 0, como uma consequência da estabilidade assintótica do sistema, e v(x(0)) =
mini∈K x
′
0Pix0, o que prova o teorema proposto. 
Para Π = 0 ∈ Mc ou Π = I ∈ Md, as desigualdades de Riccati Metzler admitem uma solução





















para cada i ∈ K. Como já discutido na Subseção 2.1.2 nenhuma propriedade de estabilidade é
exigida de cada matriz Ai, i ∈ K como uma condição necessária para a validade do Teorema 5.1.
Ademais, este teorema garante a estabilidade do sistema mesmo em caso de modos deslizantes.
Este fenômeno pode ocorrer sempre que o conjunto I(x(t)) possuir mais de um elemento.
Outro ponto interessante que podemos destacar é que as condições obtidas possuem estruturas
idênticas àquelas do caṕıtulo anterior referentes ao projeto de controle H∞ via realimentação de
estado para ρ = 1, mas diferente daquele caṕıtulo, o critério utilizado aqui é do tipo H2. Desta
forma, podemos dizer que o teorema apresenta uma solução para um problema misto H2/H∞.
Além disso, a mesma não linearidade caracterizada pelo produto de variáveis {Π,P1, · · · ,PN}, com
a qual tivemos que lidar nos caṕıtulos anteriores, está também presente nas condições do teorema.
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Novamente, seguindo a proposta de [Geromel & Colaneri, 2006a] e [Geromel & Colaneri, 2006b]
recorremos a condições alternativas mais simples obtidas utilizando matrizes de Metzler com os
mesmos elementos na diagonal principal.
Corolário 5.1 As condições do Teorema 5.1 continuam válidas se as seguintes afirmações forem
verdadeiras:
1. Tempo cont́ınuo: Existirem matrizes Pi > 0 para todo i ∈ K e um escalar γ > 0 satisfazendo







A′iPi + PiAi + γ(Pj − Pi) • • •
B′giPi −I • •
Ci Dgi −I •







< 0, i 6= j ∈ K×K (5.36)
2. Tempo discreto: Existirem matrizes Pi > 0 para todo i ∈ K e um escalar 0 ≤ γ < 1









Pi • • • •
0 I • • •
RijAi RijBgi Rij • •
Ci Dgi 0 I •









> 0, i 6= j ∈ K×K (5.37)
com Rij = γPi + (1− γ)Pj.
Prova: Similar àquelas de [Geromel & Colaneri, 2006a] e [Geromel & Colaneri, 2006b]. 
Embora sejam condições mais conservadoras, elas mantém intactas as mesmas caracteŕısti-
cas intŕınsecas das condições do Teorema 5.1, ou seja, asseguram estabilidade e não exigem que
nenhuma das matrizes dos subsistemas sejam Hurwitz. Por serem mais fáceis de resolver nu-
mericamente elas são utilizadas para a obtenção das condições de projeto via realimentação de
estado que apresentamos na próxima subseção.
5.2.2 Projeto de controle com comutação
Retomando o problema especificado anteriormente, desejamos projetar uma regra de comu-
tação junto com um conjunto de ganhos de realimentação de estado {K1, · · · ,KN} de forma a
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assegurar estabilidade e um custo garantido H2 de desempenho. Levando em conta o particiona-
mento proposto em (5.8) e conectando a entrada u(t) = Kσ(x(t))x(t) em (5.1)-(5.4), obtemos o
sistema em malha fechada
h ◦ x(t) = (A+BKσ)x(t) +Bgg(t) +Hw(t), x(0) = 0 (5.38)
v(t) = (C +DuKσ)x(t) +Dgg(t) (5.39)
z(t) = (Eσ + FσKσ)x(t) (5.40)
g(t) = ∆v(t), ∆ ∈ ∆ (5.41)
Lembrando que a entrada externa é do tipo impulsiva, isto é, w(t) = δ(t)ek para o caso de tempo
cont́ınuo ou w(t) = δ(t + 1)ek para o caso de tempo discreto, sendo ek a k-ésima coluna da
matriz identidade nw × nw, este sistema pode ser representado alternativamente por um outro
equivalente composto pelas mesmas equações com w(t) ≡ 0 e condições iniciais x0 = Hek. Ou em
outras palavras, (5.38)-(5.41) pode ser escrito de forma equivalente a (5.22)-(5.25) e, portanto,
o Teorema 5.1 pode ser generalizado para tratar o problema de śıntese em consideração, mas
levando em conta o custo funcional H2 apresentado em (5.6). O próximo teorema apresenta esta
generalização.
Teorema 5.2 A regra de comutação σ(x(t)) = argmini∈K x(t)
′S−1i x(t) e os ganhos de reali-
mentação de estado Ki = YiS
−1
i para todo i ∈ K fazem com que a origem x = 0 do sistema
em malha fechada (5.38)-(5.41) seja um ponto de equiĺıbrio globalmente assintoticamente estável
satisfazendo
J2(K1, · · · ,KN ,σ) < min
i∈K
tr(H ′S−1i H) (5.42)
se as seguintes afirmações forem verdadeiras:
1. Tempo cont́ınuo: Existirem matrizes simétricas Si, matrizes Yi para todo i ∈ K e uma









j 6=i=1 πjiTij • • •
B′g −I • •
CSi +DuYi Dg −I •







< 0, i ∈ K (5.43)
[
Tij + Si •
Si Sj
]
> 0, i 6= j ∈ K×K (5.44)
2. Tempo discreto: Existirem matrizes simétricas Si, matrizes Yi para todo i ∈ K e uma
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Si • • • •
0 I • • •
ASi +BYi Bg Vi • •
CSi +DuYi Dg 0 I •














> 0, i, j ∈ K×K (5.46)
com Vi = Ji + J ′i −
∑N
j=1 πjiTij.
Prova: A prova da primeira parte é similar àquela do Teorema 3.1 e, portanto, está apresentada
aqui apenas em linhas gerais. Assumimos que as desigualdades (5.43) e (5.44) são satisfeitas.
Aplicando o complemento de Schur em relação à última linha e coluna de (5.44), obtemos Tij >
SiS
−1
j Si − Si. Multiplicando esta desigualdade de ambos os lados por πji e somando para todo




πjiTij > SiSqiSi (5.47)
pois Π ∈ Mc. Utilizando (5.47) conclúımos que se (5.43) é satisfeita então o mesmo ocorre para
(5.28). Para esta verificação, basta multiplicar ambos os lados de (5.28) por diag{P−1i ,I,I,I}
com P−1i = Si e Ppi = Sqi, substituindo as matrizes (Ai,Ci,Ei) pelas correspondentes em malha
fechada (A+BKi,C +DuKi,Ei + FiKi). Desta forma, a prova da primeira parte está conclúıda
pois decorre dos resultados a tempo cont́ınuo do Teorema 5.1.
A prova da segunda parte segue os mesmos procedimentos realizados na prova do Teorema
3.2. Assumindo que (5.45) e (5.46) sejam fact́ıveis, aplicando o resultado do Lema A.1 e o
complemento de Schur em relação à última linha e coluna de (5.46) temos, como mostrado em










é verificada. Portanto, de (5.48) se as desigualdades (5.45) são fact́ıveis, o mesmo ocorre com
as desigualdades (5.29). Esta afirmação pode ser comprovada multiplicando ambos os lados de
(5.29) por diag{P−1i ,I,P−1pi ,I,I} e substituindo as matrizes (Ai,Ci,Ei) pelas matrizes em malha
fechada (A + BKi,C + DuKi,Ei + FiKi). Com isto conclúımos a prova da segunda parte em
decorrência dos resultados a tempo discreto do Teorema 5.1. Por último, lembrando que o
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sistema (5.38)-(5.41) pode ser escrito de forma equivalente a (5.22)-(5.25) com x0 = Hek, para
todo k = 1, · · · ,nw, temos

























onde a primeira e terceira desigualdades seguem das propriedades dos operadores máximo e
mı́nimo aplicados à soma, e a segunda vem do custo garantido do Teorema 5.1. 
A seguir, apresentamos as condições alternativas mais utilizadas para o projeto de controle
devido a sua maior facilidade de implementação numérica.
Corolário 5.2 As condições do Teorema 5.2 continuam válidas se as seguintes afirmações forem
verdadeiras:
1. Tempo cont́ınuo: Existirem matrizes simétricas Si, matrizes Yi para todo i ∈ K e um









He{ASi +BYi} − γSi • • • •
B′g −I • • •
CSi +DuYi Dg −I • •
EiSi + FiYi 0 0 −I •









< 0, i 6= j ∈ K×K (5.50)
2. Tempo discreto: Existirem matrizes simétricas Si, matrizes Yi para todo i ∈ K e um escalar









Si • • • •
0 I • • •
ASi +BYi Bg Ji + J
′
i −Rij • •
CSi +DuYi Dg 0 I •









> 0, i 6= j ∈ K×K (5.51)





> 0, i, j ∈ K×K (5.52)
sendo Rij = γTi + (1− γ)Tj para todo i 6= j ∈ K×K.
Prova: A prova é idêntica às apresentadas nos Corolários 3.2 e 3.3 e, portanto, será omitida. 
O custo garantido mı́nimo pode ser obtido utilizando as condições do Corolário 5.2. Por





tr(H ′S−1i H) (5.53)
sendo Φ(γ) o conjunto de todas as soluções fact́ıveis de (5.43) para γ > 0 fixado. Posteriormente,
uma busca unidimensional em relação ao parâmetro γ é realizada para a obtenção de seu valor
ótimo. A minimização externa é determinada por simples comparação dos custos correspondentes
para cada i ∈ K. Podemos notar que de acordo com o resultado apresentado, nenhuma dificuldade
adicional surge do fato de Dg 6= 0, indicando que o mesmo é válido mesmo se as incertezas
possúırem representação do tipo linear fracionária.
5.3 Sistemas politópicos
A seguir, apresentamos condições para o controle robusto de sistemas politópicos com co-
mutação e as generalizamos para tratar do problema de śıntese via realimentação de estado. O
controle robusto desta classe de sistemas já foi tratado em [Zhai et al., 2003] para ambos os
domı́nios de tempo, mas utilizando condições baseadas em estabilidade quadrática e restringindo
o número de subsistemas a dois. No nosso caso, desejamos obter condições mais abrangentes
considerando um número arbitrário de subsistemas (modos). Como veremos, o ponto chave para
a obtenção deste resultado é a utilização de uma matriz de Metzler com uma estrutura depende
do parâmetro λ ∈ Λ.
5.3.1 Controle robusto
Nesta subseção, nosso objetivo é determinar uma regra de comutação estabilizante para sis-
temas politópicos descritos pelas seguintes equações no espaço de estado
ẋ(t) = Aλσx(t), x(0) = x0 (5.54)
z(t) = Eσx(t) (5.55)
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onde o primeiro sub-́ındice refere-se ao vértice do politopo e o segundo à regra de comutação.
Como já mencionado, o ponto chave para a obtenção das condições de estabilidade é utilizar
uma matriz de Metzler dependente do parâmetro desconhecido, isto é, Π(λ) : Λ → RN×N cujos
elementos são definidos por
πji(λ) :=
{
γλj , j 6= i
γ(λi − 1) , j = i
(5.57)
com γ ≥ 0. Podemos verificar que eles constituem elementos de uma matriz de Metzler Π(λ) ∈
Mc para todo λ ∈ Λ. De fato, pela definição (5.57) todos os elementos fora da diagonal principal

















são verificadas para cada i ∈ K e todo λ ∈ Λ. Além disso, utilizando Π(λ) ∈ Mc definida em


















λj(Pj − Pi) (5.59)
são verdadeiras para cada i ∈ K e todo λ ∈ Λ. Este é um resultado fundamental para o projeto de
controle robusto em questão e que tornou posśıvel a obtenção das condições que apresentaremos
no próximo teorema.
110 5. Projeto de Controle Robusto
Teorema 5.3 Se existirem matrizes simétricas Pi > 0 para todo i ∈ K e um escalar γ ≥ 0
satisfazendo as desigualdades de Lyapunov-Metzler
[
A′jiPi + PiAji + γ(Pj − Pi) •
Ei −I
]
< 0, i,j ∈ K×K (5.60)
então a regra de comutação σ(x(t)) = argmini∈K x(t)
′Pix(t) é globalmente estabilizante e a de-
sigualdade ‖z‖22 < mini∈K x′0Pix0 é válida.
Prova: Assuma que as matrizes simétricas Pi para todo i ∈ K são soluções das desigualdades
(5.60) para algum γ ≥ 0. Logo, aplicando o complemento de Schur em relação à última linha
e coluna de (5.60), multiplicando o resultado por λj ≥ 0 e somando para todo j = 1, · · · ,N ,
obtemos




λj(Pj − Pi) + E ′iEi < 0 (5.61)
Finalmente, uma vez que (5.61) vale para todo λ ∈ Λ, utilizando o resultado apresentado em
(5.59), verificamos que o mesmo ocorre para






iEi < 0 (5.62)
com i ∈ K, Π(λ) ∈ Mc e λ ∈ Λ. Assim sendo, a prova decorre do Teorema 2.2. 
Um ponto interessante sobre o resultado que acabamos de apresentar é que as desigualdades
(5.60) devem ser satisfeitas para todo i,j ∈ K × K inclusive para i = j. Isto implica que uma
condição necessária para a factibilidade das mesmas é que Aii seja Hurwitz para todo i ∈ K.
Em outras palavras, esta condição significa que para cada σ = i ∈ K, deve existir pelo menos
um vetor λ ∈ Λ (no caso λ = ei) de forma que Aλσ obtida da combinação convexa
∑N
j=1 λjAjσ
seja estável, isto é, nenhuma regra de comutação estabilizante é obtida se para algum σ ∈ K a
combinação convexa
∑N
j=1 λjAjσ é instável para todo λ ∈ Λ. Destacamos que o resultado do
teorema continua válido no caso em que λ ∈ Λ for variante no tempo como uma consequência
do fato de que a função de Lyapunov utilizada (2.11) não depende explicitamente de λ(t) ∈ Λ.
5.3.2 Projeto de controle com comutação
Como realizado para o controle de sistemas sujeitos a incertezas limitadas em norma, nesta
subseção desejamos resolver o problema especificado na Subseção 5.1.2, ou seja, determinar uma
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regra de comutação e um conjunto de ganhos de realimentação de estado {K1, · · · ,KN} de forma a
minimizar um limitante superior do custo (5.21). Conectando a entrada de controle u(t) = Kσx(t)
em (5.19)-(5.20) obtemos, o sistema em malha fechada descrito pelas equações
ẋ(t) = (Aλ +BλKσ(t))x(t) +Hw(t), x(0) = 0 (5.63)
z(t) = (Cσ(t) +Dσ(t)Kσ(t))x(t) (5.64)
Como a entrada externa é do tipo impulsiva w(t) = δ(t)ek este sistema pode ser alternativamente
representado pelas mesmas equações com w(t) = 0 para todo t ≥ 0 e x0 = Hek. Isto viabiliza a
utilização do Teorema 5.3.
Teorema 5.4 Se existirem matrizes simétricas Si, matrizes Yi para todo i ∈ K e um escalar




He{AjSi +BjYi} − γSi • •





< 0, i,j ∈ K×K (5.65)
então a regra de comutação σ(x(t)) = argmini∈K x(t)
′S−1i x(t) e os ganhos de realimentação de
estado Ki = YiS
−1
i para todo i ∈ K fazem com que a origem x = 0 do sistema em malha fechada
(5.63)-(5.64) seja um ponto de equiĺıbrio globalmente assintoticamente estável satisfazendo
J2(K1, · · · ,KN ,σ) < min
i∈K
tr(H ′S−1i H) (5.66)
Prova: Considere Pi = S
−1
i para todo i ∈ K. Aplicando o complemento de Schur em relação
à última linha e coluna de (5.65), multiplicando o resultado de ambos os lados por diag{S−1i ,I}
e realizando as seguintes associações Aji → (Aj + BjKi) e Ei → (Ei + FiKi) obtemos (5.60).
Ademais, de forma idêntica à realizada em (5.49) temos que a desigualdade (5.66) é verdadeira,
provando o teorema proposto. 
Retomando a discussão realizada na última subseção, lembramos que o resultado deste teo-
rema também pode ser diretamente utilizado para tratar sistemas politópicos variantes no tempo
λ(t) ∈ Λ, tendo em vista que a função de Lyapunov adotada não depende explicitamente do
parâmetro incerto λ ∈ Λ. Além disso, como no teorema anterior, uma condição necessária para
a factibilidade de (5.65) é a existência de ganhos de realimentação de estado K1, · · · ,KN tais
que as matrizes Aii = Ai + BiKi sejam assintoticamente estáveis para todo i ∈ K. Entretanto,
comparando com os resultados dispońıveis na literatura, conclúımos que esta condição necessária
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está sempre presentes nos resultados obtidos para o controle LPV, como verificamos em (5.13).
Baseado no resultado do Teorema 5.4 o custo garantido associado ao problema de projeto em





tr(H ′S−1i H) (5.67)
sendo Φ(γ) o conjunto de todas as soluções fact́ıveis das desigualdades (5.65). O cálculo do
ı́nfimo pode ser realizado sem grandes dificuldades através de rotinas dispońıveis para a solução
de LMIs e uma busca unidimensional com relação ao parâmetro γ. A minimização é realizada
por simples comparação dos valores dos custos obtidos para cada i ∈ K. A seguir vamos ilustrar
os resultados teóricos apresentados neste caṕıtulo através de um exemplo.
5.4 Exemplo
Este exemplo foi proposto pela primeira vez em [Skafidas et al., 1999] e consiste de dois carros,
cujas massas nominais são m10 = 1 e m20 = 1, conectados por uma mola de constante nominal
κ0 = 1,25. Desejamos realizar o projeto conjunto de controladores matriciais reais {K1, K2} e
de uma regra de comutação σ(x(t)) de tal forma a assegurar estabilidade e um custo garantido
H2. O sistema é cont́ınuo no tempo e possui alguns parâmetros incertos em sua estrutura.
Consideramos duas modelagens diferentes de forma a aplicar os métodos desenvolvidos para os
dois tipos de incertezas em consideração. Para ambos os modelos, a sáıda controlada z(t) é a
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O primeiro penaliza desvios do vetor de estado e admite altas amplitudes da entrada de controle
u(t) de tal forma a fazer com que a primeira massa pare rapidamente. Por outro lado, o segundo
critério penaliza altos valores da entrada u(t) e não leva em conta os desvios do vetor de estado.
Note que apenas um sinal de controle é utilizado para ambas as massas. A seguir, apresentamos
a modelagem e as simulações obtidas para cada tipo de incerteza.
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5.4.1 Incertezas limitadas em norma
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sendo queH foi escolhido convenientemente de forma a mover o sistema da mesma condição inicial
proposta em [Skafidas et al., 1999]. A seguir, analisamos dois casos distintos caracterizados pela
incerteza paramétrica na constante da mola e na massa m2, respectivamente.
• Caso 1 - Como em [Skafidas et al., 1999] a constante da mola é um parâmetro incerto que
satisfaz 0,50 ≤ κ ≤ 2,00. Este intervalo de variação é bem maior do que o utilizado naquela
referência de forma que, para levá-lo em consideração, as demais matrizes do modelo dinâmico
são Dg = 0, Du = 0,
B′g =
[




0,75 −0,75 0 0
]
(5.71)
Note que como Dg = 0, a realização no espaço de estado depende linearmente do parâmetro
incerto. Ademais, para este intervalo de incerteza, o método de [Skafidas et al., 1999] não
fornece uma regra de comutação estabilizante para comutar entre um conjunto de ganhos dados.
Desta forma, as condições propostas no Corolário 5.2 apresentam uma grande vantagem uma
vez que determinam duas estruturas de controle que atuam conjuntamente de forma a assegurar
estabilidade e desempenho. Resolvendo-se o problema de otimização (5.53), verificamos que ele









0,19 −0,70 −0,89 −0,20
]
(5.73)
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−0,71 2,94 4,00 0,65
−0,35 4,00 6,57 0,82
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1,11 −0,76 −0,42 −0,19
−0,76 3,12 4,23 0,70
−0,42 4,23 6,86 0,89








Na Figura 5.2 os dois gráficos da esquerda apresentam as simulações do sistema em malha
fechada sujeito à incerteza variante no tempo ∆ = sen(10t) para todo t ≥ 0. As posições estão em
linhas cont́ınuas e as velocidades em linhas tracejadas. O custo verdadeiro obtido por simulação
numérica foi de J2(K1,K2,σ) = 3,13 < 5,46, bem inferior ao custo garantido obtido resolvendo
(5.53). As simulações apresentadas nos gráficos mostram que as trajetórias convergem para o
ponto de equiĺıbrio utilizando-se um esforço de controle de ≈ 20 e, portanto, ilustram a eficiência
do projeto realizado, mesmo diante de um grande intervalo de incerteza na constante da mola.
• Caso 2 - A massa m2 representa o parâmetro incerto e permite um intervalo de variação
de 0,25 ≤ m2 ≤ 1,75, o que leva a Dg = −0,75, Du = 1,
B′g =
[




1,25 −1,25 0 0
]
(5.76)
Como Dg 6= 0 a incerteza é do tipo linear fracionária e, portanto, a realização no espaço de estado
do sistema depende não linearmente do parâmetro incerto. Para este caso, aplicamos novamente
o resultado do Corolário 5.2 através da resolução do problema (5.53) para γ = 20. Obtivemos
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um custo garantido de 11,39, os ganhos de realimentação de estado
K1 =
[





−0,15 −0,49 −0,17 −1,76
]
(5.78)








2,62 −2,47 −0,23 −1,05
−2,47 3,86 1,43 1,93
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2,59 −2,46 −0,23 −1,04
−2,46 3,87 1,43 1,95
−0,23 1,43 2,29 0,25








utilizadas na implementação da regra de comutação. Para a mesma incerteza do caso anterior
∆ = sen(10t), o custo verdadeiro foi de J2(K1,K2,σ) = 4,28 < 11,39 e as trajetórias obtidas
estão apresentadas nos dois gráficos do lado direito da Figura 5.2. Verificamos novamente que o
método proposto é válido e eficiente. Além disso como vimos, ele pode ser empregado para tratar
sistemas sujeitos a incertezas do tipo linear fracionária sem nenhuma dificuldade adicional. A
seguir apresentamos, o mesmo problema de controle no contexto de sistemas politópicos.
5.4.2 Incertezas politópicas
Vamos considerar que a constante da mola é modelada como um parâmetro incerto variante
no tempo 0,5 ≤ k(t) ≤ 2,0 para todo t ≥ 0 e, desta forma, o sistema com a realização no espaço
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B1 = B2 = B e H iguais as da subseção anterior. Satisfazendo as condições do Teorema 5.4
através da resolução do problema (5.67) para γ = 0,01, obtivemos um custo garantido de 4,25,
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os ganhos de realimentação de estado
K1 =
[




1,96 −2,20 0,78 −2,29
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importantes para a implementação da regra de comutação. Para propostas de simulação consi-






correspondente a κ(t) = 1,25 + 0,75sen(10t) para todo t ≥ 0. A Figura 5.3 mostra na parte
superior as trajetórias do sistema em malha aberta (posições em linhas cont́ınuas e velocidades em
linhas tracejadas) apresentando um comportamento bastante oscilatório. Conectando a entrada
de controle u(t), as trajetórias do sistema em malha fechada bem como o esforço de controle
estão apresentados nos gráficos da parte inferior da Figure 5.3. Note que no gráfico do esforço de
controle foi ilustrado apenas o intervalo de tempo de [1, 5] segundos. A amplitude máxima do
sinal de controle foi de ≈ 40 e ocorreu no intervalo de tempo de [0, 1] segundos. O valor do custo
verdadeiro obtido por simulação foi de J2(K1,K2,σ) ≈ 2,93. Podemos observar que o projeto
realizado mostrou-se bastante eficaz e, além disso, o método proposto forneceu custos menores
quando comparados com aqueles para o caso de incertezas limitadas em norma.
5.5 Considerações finais
Neste caṕıtulo apresentamos o projeto de controle via realimentação de estado para duas
classes de sistemas incertos, a saber, os sistemas sujeitos a incertezas limitadas em normas e os
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Figura 5.3: Trajetórias do estado e do controle - Subseção 5.4.2
sistemas politópicos. Para a primeira classe, as condições foram obtidas para ambos os domı́nios
de tempo e são válidas mesmo se as incertezas apresentarem estrutura do tipo linear fracionária.
Este caso foi ilustrado por um simples exemplo retirado de [Skafidas et al., 1999] que validou o
método proposto colocando em evidência sua eficiência mesmo diante de incertezas do tipo LFT.
Para a outra classe de sistemas, as condições obtidas só foram posśıveis graças a adoção de
uma estrutura especial dependente de parâmetro para a matriz de Metzler que, infelizmente, só
foi encontrada para o domı́nio do tempo cont́ınuo. A grande vantagem do método proposto é que
ele pode ser utilizado como uma alternativa para abordar sistemas do tipo LPV sem necessitar
que o parâmetro incerto seja medido a cada instante de tempo. A técnica proposta foi validada
pelo mesmo exemplo utilizado anteriormente que além de comprovar a sua eficiência mostrou-
se melhor do que o método anterior, tendo fornecido custos menores. Em ambos os casos, o




Nos caṕıtulos anteriores tratamos do problema de projeto de controle com realimentação de
estado e de sáıda de sistemas com comutação. Basicamente, consideramos a śıntese conjunta
de uma regra de comutação e de um conjunto de controladores visando satisfazer os critérios de
desempenho definidos no Caṕıtulo 2. Também realizamos o controle via realimentação de estado
de sistemas sujeitos a incertezas limitadas em norma e politópicas buscando assegurar estabilidade
e um custo garantido H2 de desempenho. Neste caṕıtulo, apresentamos alguns problemas reais
modelados matematicamente como sistemas com comutação. Mais especificamente, tratamos
do problema de controle com realimentação de sáıda do ângulo de rolamento de uma aeronave
[Deaecto, Geromel & Daafouz, 2010b], do projeto de um filtro dependente da trajetória para
estimar a aceleração vertical de uma suspensão semi-ativa automotiva [Deaecto, Geromel &
Daafouz, 2010e], e do projeto de uma regra de comutação para regular a tensão de sáıda de
conversores de potência, cujas tensões na entrada de alimentação e na sáıda para a carga resistiva
são cont́ınuas, sendo por esta razão, denominados conversores CC-CC [Deaecto, Geromel, Garcia
& Pomilio, 2010].
Inicialmente, utilizamos os resultados teóricos desenvolvidos nos Caṕıtulos 3 e 4 para o con-
trole do ângulo de rolamento de uma aeronave. Este projeto já foi realizado em [Hespanha &
Morse, 2002], onde um método de controle emṕırico que necessita da interferência do projetista
durante o processo é utilizado. Com a teoria aqui desenvolvida, o controle é realizado automati-
camente através de uma regra de comutação σ(·) sem a interferência do projetista e de forma a
assegurar um custo garantido H2 ou H∞ de desempenho.
Para estimar a aceleração vertical de uma suspensão semi-ativa automotiva, consideramos
que a regra de comutação é arbitrária σ ∈ Σ mas pode ser medida logo após a sua ocorrência.
Desta forma, utilizamos os resultados preliminares apresentados no Caṕıtulo 2 que, como já
mencionado, possuem uma estrutura adequada para o projeto de filtros e de observadores de
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estado. Utilizando estes resultados, propomos uma solução para o problema de projeto de um
filtro com comutação. Em seguida, destacamos que o filtro projetado é ótimo e possui a estrutura
de observador sendo, portanto, simples de implementar.
Por último, motivados pela grande importância dos sistemas afins na área de eletrônica de
potência, determinamos condições para sua estabilidade global, assegurando um custo quadrático
de desempenho. Estes sistemas são mais elaborados do que os lineares tratados nos caṕıtulos
anteriores, pois possuem vários pontos de equiĺıbrio compondo uma região no espaço de estado
e não somente a origem. Desta forma, utilizamos esta teoria para tratar do problema de re-
gulação da tensão na sáıda de um conversor que é bastante comum em eletrônica de potência.
Consideramos o caso em que o projetista deve fornecer todas as informações do ponto de equi-
ĺıbrio desejado e também, a situação mais realista, em que somente informações parciais deste
ponto são fornecidas. Aplicamos a técnica desenvolvida para a regulação da tensão na sáıda de
três conversores CC-CC clássicos, a saber, boost, buck e buck-boost. O controle proposto para o
conversor boost foi implementado em laboratório.
6.1 Controle do ângulo de rolamento de uma aeronave
Nesta seção, consideramos uma aplicação prática desenvolvida em [Hespanha & Morse, 2002]
que trata do controle do ângulo de rolamento de uma aeronave. O diagrama de blocos do sistema
em malha fechada, bem como as definições de todas as variáveis envolvidas encontram-se naquela





O objetivo de [Hespanha & Morse, 2002] é projetar um controle com comutação que seja rápido
o suficiente e com boas propriedades de rejeição de rúıdo. Para esta finalidade dois controladores
LQG1 distintos foram determinados. O primeiro com função de transferência K1(s) possui uma
largura de faixa pequena e, portanto, fornece uma resposta lenta, mas com pouca sensibilidade ao
rúıdo. O outro com função de transferência K2(s) tem largura de faixa maior sendo, portanto,
mais rápido mas mais senśıvel ao rúıdo. Como indicado em [Hespanha & Morse, 2002], estes




y2(τ) + ẏ2(τ) + ̺u2(τ)
)
dτ (6.2)
1do inglês Linear Quadratic Gaussian
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Figura 6.1: Projeto linear
com ̺ igual a 100 e 0,1 para K1(s) e K2(s), respectivamente. Além disso, foi considerado que a
entrada de perturbação d e o rúıdo de medida ν são processos de rúıdo branco descorrelacionados
com
E{d′(t)d(t)} = δ(t− τ), E{ν ′(t)ν(t)} = µδ(t− τ)
sendo E{·} o operador esperança matemática e µ igual a 10−1 e 10−10 para K1(s) e K2(s),
respectivamente. As funções de transferência dos controladores K1(s) e K2(s) estão dispońıveis
em [Hespanha & Morse, 2002] bem como os resultados das simulações obtidas.
Para fins de comparação simulamos o sistema em malha fechada para uma situação ligeira-
mente diferente daquela tratada em [Hespanha & Morse, 2002]. Os gráficos apresentados na
Figura 6.1 mostram a resposta do sistema em malha fechada para uma entrada de referência
ref quadrada, com d(t) ≡ 0 e para um rúıdo de medida ν(t) injetado no sistema no intervalo
t ∈ [18, 40] [s]. O comutador atua selecionando o primeiro controlador K1(s) no intervalo de
tempo de t ∈ [22, 42] [s] (imediatamente após o rúıdo ser detectado) e o controlador K2(s) nos
outros instantes de tempo. Notamos que, nesta situação, o esforço de controle é bastante elevado.
Neste caso, a estabilidade do sistema está preservada pois em [Hespanha & Morse, 2002] ficou
estabelecido que estes controladores podem comutar com σ(·) arbitrária. Desta forma, neste
exemplo, a regra de comutação foi estabelecida de forma emṕırica, usando o controlador mais
rápido quando não há rúıdo e o mais lento caso contrário.
A teoria desenvolvida nos Caṕıtulos 3 e 4 permite-nos tratar o mesmo problema sob o ponto
de vista de estabilidade global assegurando um custo garantido H2 ou H∞ de desempenho. Em
outras palavras, desejamos controlar o ângulo de rolamento da aeronave, projetando conjunta-
mente uma regra de comutação e controladores dinâmicos de ordem completa via realimentação
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de sáıda. Desta forma, consideramos as equações
h ◦ x(t) = Ax(t) +Bu(t) +Hw(t), x(0) = 0 (6.3)
y(t) = Cx(t) +Dσ(t)w(t) (6.4)
z(t) = Ex(t) + Fσ(t)u(t) (6.5)
sendo as matrizes (A,B,C) obtidas da realização no espaço de estado de Hp(s) e as demais























































Os projetos de controle H2 e H∞ utilizando a teoria proposta nos caṕıtulos anteriores são discu-
tidos a seguir.
Iniciando-se pelo controle H2, resolvemos o problema (3.89) com as condições do Corolário
3.4 e obtivemos, por uma busca unidimensional aproximada, γ∗ ≈ 500, um custo garantido de
δ(γ∗) = 11.79 e as seguintes funções de transferência dos controladores dinâmicos
K1(s) =
1287,96(s+ 55,27)(s+ 1,00)
(s+ 9,41)(s2 + 137,60s+ 1,17× 105) (6.8)
K2(s) =
919191,84(s+ 55,31)(s+ 1,00)
(s+ 279,40)(s2 + 201,50s+ 1.26× 105) (6.9)
que não dependem da escolha da matriz V ∈ R3×3. Utilizamos a realização no espaço de estado






9,30× 10−5 8,47× 10−3 1,86
8,47× 10−3 17,13 119,51








9,01× 10−5 7,00× 10−3 1,39
7,00× 10−3 16,39 −117,10
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Figura 6.2: Projeto conjunto H2 - regra de comutação e controladores
importantes para a implementação da regra de comutação. Os gráficos da Figura 6.2 mostram a
resposta em malha fechada para um rúıdo de medida aplicado ao sistema no intervalo de tempo
de [18, 40] [s], como considerado anteriormente. Comparando as Figuras 6.1 e 6.2 notamos que
a magnitude do sinal de controle resultante das condições do Corolário 3.4 é menor do que a
obtida com o método proposto em [Hespanha & Morse, 2002]. Logo, além de fornecer uma
técnica baseada no controle automático da regra de comutação, a teoria do Caṕıtulo 3 mostrou-
se bastante eficaz pois exigiu um esforço de controle bem inferior ao necessário utilizando a
estratégia de [Hespanha & Morse, 2002].
Para o controle H∞, resolvemos o problema (4.65) utilizando o Corolário 4.5 e obtivemos




(s+ 50,27)(s2 + 10,51s+ 74,45)
(6.11)
K2(s) =
22,04× 104(s+ 0,98)(s+ 50,29)
(s+ 46,00)(s2 + 165,40s+ 7740,00)
(6.12)
A implementação da técnica proposta foi feita utilizando a realização no espaço de estado como






















que permitem a implementação da regra de comutação (4.33). As trajetórias obtidas estão
124 6. Aplicações Práticas




















Figura 6.3: Projeto conjunto H∞- regra de comutação e controladores
apresentadas na Figura 6.3. Como anteriormente, um rúıdo de medida foi aplicado no sistema
no intervalo de [18, 40] [s]. Novamente, analisando e comparando com as figuras anteriores
comprovamos a eficiência do método proposto no Caṕıtulo 4. Podemos notar que neste caso a
magnitude do esforço de controle é ainda muito menor do que a necessária no projeto linear e no
projeto com comutação considerando um critério H2.
6.2 Suspensão semi-ativa automotiva
Nesta seção, retomamos os resultados preliminares apresentados no Caṕıtulo 2 relacionados
à função σ(·) como perturbação para o domı́nio de tempo discreto. Mais especificamente, nosso
objetivo é generalizá-los para tratar do problema de filtragem de sistemas com comutação cuja
solução será posteriormente utilizada para estimar a aceleração vertical de uma suspensão semi-
ativa automotiva. Este é um assunto raramente tratado na literatura e cuja formulação pode ser
realizada de duas maneiras diferentes. A primeira considera o caso em que a regra de comutação
é desconhecida e o modo de operação está relacionado a um estado discreto a ser simultanea-
mente estimado com o vetor de estado cont́ınuo. A segunda, que adotamos aqui, assume que
a regra pode ser medida em tempo real. Neste caso, utilizamos os resultados dispońıveis no
Caṕıtulo 2 que, como já mencionado, são bastante indicados para tratar do projeto de filtros e
de observadores lineares. Devemos ressaltar que a utilização de uma única função de Lyapunov
v(x) = mini∈K x
′Pix permite a determinação de um limitante superior para a quantidade ‖z‖22, o
que viabiliza a obtenção de custos garantidos relacionados aos critérios de desempenho. Ademais,
o filtro linear com comutação ótimo projetado possui estrutura de observador.
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6.2.1 Formulação do problema
Considere um sistema linear com comutação a tempo discreto com a realização
x(t+ 1) = Aσ(t)x(t) +Hσ(t)w(t), x(0) = 0 (6.14)
y(t) = Cσ(t)x(t) +Dσ(t)w(t) (6.15)
z(t) = Eσ(t)x(t) +Gσ(t)w(t) (6.16)
sendo x(t) ∈ Rnx o estado, w(t) ∈ Rnw a entrada externa, y(t) ∈ Rny a sáıda medida e z(t) ∈ Rnz
a sáıda controlada. A função de comutação σ ∈ Σ seleciona em cada instante t ∈ N um dos N
subsistemas dispońıveis. Nosso objetivo é projetar um filtro com comutação de ordem completa
da forma
x̂(t+ 1) = Âσ(t)x̂(t) + B̂σ(t)y(t), x̂(0) = 0 (6.17)
ẑ(t) = Êσ(t)x̂(t) + D̂σ(t)y(t) (6.18)
sendo x̂ o estado do filtro tal que dim(x̂) = dim(x), minimizando uma norma do erro de estimação.
Vamos tratar dos problemas de filtragem H2 e H∞ considerando os funcionais definidos na Seção
2.2. Para ambos os casos podemos calcular um filtro através de condições expressas em termos
de LMIs cuja solução ótima apresenta a estrutura de um observador de estado. Podemos notar
que os sistemas em consideração pertencem à classe de problemas de projeto de filtros LPV
já tratadas e dispońıveis na literatura. A novidade é o emprego de condições dependentes das
matrizes de Lyapunov associadas aos modos de operação fornecidos pela regra σ(t).
6.2.2 Filtro com comutação ótimo
Conectando o filtro de ordem completa com condições iniciais nulas dado em (6.17)-(6.18) no
sistema com comutação (6.14)-(6.16), o erro de estimação e(t) = z(t) − ẑ(t) possui a seguinte
realização no espaço de estado
x̃(t+ 1) = Ãσ(t)x̃(t) + H̃σ(t)w(t), x̃(0) = 0 (6.19)
e(t) = Ẽσ(t)x̃(t) + G̃σ(t)w(t) (6.20)
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Ẽi =
[
Ei − D̂iCi −Êi
]
, G̃i = Gi − D̂iDi (6.22)
para todo i ∈ K. Note que a estrutura (6.19)-(6.20) é idêntica àquela do sistema (2.1)-(2.2)
utilizada no Caṕıtulo 2 para a determinação de custos garantidos para os funcionais H2 e H∞
definidos na Seção 2.2. Logo, para o projeto do filtro ótimo consideramos as versões a tempo
discreto apresentadas nos Teoremas 2.3 e 2.5 para γ = 0. Basicamente, procedemos da seguinte
maneira. Primeiramente, determinamos o filtro ótimo impondo a seguinte estrutura de obser-
vador
Âi = Ai − B̂iCi, Êi = Ei − D̂iCi (6.23)
para todo i ∈ K e, posteriormente, provamos que esta mesma estrutura é válida para todos
os filtros lineares de ordem completa em consideração. Adotando esta estrutura para o filtro,
o teorema a seguir fornece as condições de projeto, assegurando um custo garantido H2 de
desempenho e levando em conta a condição inicial de pior caso.
Teorema 6.1 Considerando o sistema (6.19)-(6.20) se existirem matrizes simétricas Qi, Pi e





PiHi − LiDi Pi •









PiAi − LiCi Pi •





para todo i, j ∈ K×K, então solução do problema de programação convexa
inf
θ,{Qi,Pi,Li,Ki}∈Φ
{θ : tr(Qi) < θ, ∀i ∈ K} (6.26)
com Φ sendo o conjunto de soluções fact́ıveis de (6.24) e (6.25), permite obter B̂i = P
−1
i Li e
D̂i = Ki para todo i ∈ K que junto com (6.23) constituem as matrizes de um filtro com estrutura
de observador que assegura um custo garantido H2 igual a θ.
Prova: A prova é bastante simples e baseia-se no resultado do Teorema 2.3. Logo, considere um
observador de estado com a seguinte realização










6.2 Suspensão semi-ativa automotiva 127
Conectando este observador em (6.14)-(6.16) e considerando x̃(k) = x(k) − x̂(k) ∈ Rnx e
e(t) = z(t)− ẑ(t), temos que o sistema aumentado resultante possui a representação no espaço de
estado dada em (6.19)-(6.20) com Ãi = Ai − ĤiCi, H̃i = Hi− B̂iDi, Ẽi = Ei − D̂iCi e G̃i = Gi −
D̂iDi. Logo, para (6.19)-(6.20), aplicando as condições do Teorema 2.3, conclúımos que as LMIs
(2.13) são satisfeitas se e somente se as LMIs (6.25) também forem. Ademais, como discutido
na Seção 2.2.1 o custo garantido apresentado no Teorema 2.3 pode ser calculado resolvendo-se
problema (2.29) que é o mesmo proposto em (6.26). De fato, aplicando o complemento de Schur





e escolhendo Qi arbitrariamente próximo à expressão do lado direito desta desigualdade, temos
que (2.29) e (6.26) são equivalentes, o que prova o resultado proposto pela validade do Teorema
2.3. 
Este resultado deixa claro a importância das posições das matrizes Pi e Pj nas condições (2.13)
que permitem a generalização direta do Teorema 2.3 para a obtenção das condições de projeto
de um filtro com estrutura de observador. Obviamente, esta generalização, sem a introdução de
conservadorismo, não seria posśıvel se estas matrizes estivessem em posições invertidas como nas
condições fornecidas em [Daafouz et al., 2002]. O próximo teorema mostra que este filtro com
estrutura de observador é ótimo.
Teorema 6.2 O filtro linear dependente de σ(t) com a estrutura (6.17)-(6.18) que resolve o
problema de projeto H2 proposto em (2.29) associado ao erro de estimação (6.19)-(6.20) com
matrizes (6.21) e (6.22) é o filtro com estrutura de observador apresentado no Teorema 6.1.
Prova: Denote θ∗ o valor mı́nimo da função objetivo obtido resolvendo-se o problema (6.26)
para o filtro com estrutura de observador. Agora, considere um filtro da forma (6.17)-(6.18) que
produz o erro de estimação (6.19)-(6.20) e, consequentemente, o custo
inf
θ,{P̃1,··· ,P̃N}
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para todo i,j ∈ K×K. Podemos notar que este problema é convexo sempre que as matrizes da re-
alização no espaço de estado do filtro são fornecidas. Entretanto, a otimização conjunta incluindo
as matrizes do filtro é altamente não convexa. Para contornar esta dificuldade, particionamos as



















sendo que todas as matrizes indicadas são quadradas de dimensões nx×nx. Multiplicando (6.30)







Qi • • •
ZiHi Zi • •
PiHi − LiDi Zi Pi •








para todo i ∈ K, sendo que as mudanças de variáveis Zi = X−1i , Li = −ViB̂i e Ki = D̂i foram










Xij • • • •
Yij Pj • • •
ZiAi ZiAi Zi • •
PiAi − LiCi −Mi PiAi − LiCi Zi Pi •










para todo ∀i,j ∈ K×K com Xij = Pj + VjU ′iZi + ZiUi(V ′j + P̂jU ′iZi) e Yij = Pj + VjU ′iZi, onde
foram consideradas as mudanças de variáveis Wi = ÊiU
′
iZi e Mi = −ViÂiU ′iZi. Desta forma,
podemos concluir que o custo θ̃ do filtro de ordem completa em consideração que corresponde à
solução do problema (6.29) satisfaz θ̃ ≥ θ∗, sendo θ∗ a solução do problema (6.26) associado ao
filtro com estrutura de observador. De fato, podemos observar que eliminando a segunda linha
e coluna de (6.33) obtemos (6.24) e, da mesma forma, eliminando a primeira e terceira linhas e
colunas de (6.34) obtemos (6.25). Vamos mostrar que esta eliminação é posśıvel, ou seja, que
(6.33) e (6.34) reduzem-se a (6.24) e (6.25), respectivamente, impondo Ui = Xi para todo i ∈ K.
Logo, de (6.32) temos que P̂i = −Vi e Vi = Zi−Pi e, consequentemente, Xij = Yij = Zj. Fazendo
Zi → 0 e impondo Mi = PiAi − LiCi e Wi = Ei −KiCi para todo i ∈ K as desigualdades (6.33)
e (6.34) aproximam-se arbitrariamente de (6.24) e (6.25). Desta forma, as matrizes do filtro são



















que são exatamente iguais àquelas obtidas no Teorema 6.1. A prova está conclúıda. 
Do que foi exposto, conclúımos que o problema de projeto de um filtro ótimo de ordem
completa é muito simples. O ponto central é que embora a parametrização de todos os filtros
de ordem completa é muito dif́ıcil, o filtro ótimo apresenta a forma de um observador de estado
que pode ser calculado através de um problema de programação convexa expresso por LMIs.
Ademais, ele é mais simples pois depende apenas de dois ganhos matriciais Lσ(t) e Kσ(t), sendo
mais adequado para a implementação prática. O dois corolários que apresentamos a seguir
fornecem resultados similares associados ao custo H∞ proposto no Teorema 2.5 para γ = 0.
Corolário 6.1 Considerando o sistema (6.19)-(6.20) se existirem matrizes simétricas Pi e ma-







Pj • • •
0 ρI • •
PiAi − LiCi PiHi − LiDi Pi •












com Φ sendo o conjunto de soluções fact́ıveis de (6.36), permite obter B̂i = P
−1
i Li e D̂i = Ki
para todo i ∈ K que junto com (6.23) constituem as matrizes de um filtro com estrutura de
observador que assegura um custo H∞ igual a ρ.
Prova: Idêntica àquela do Teorema 6.1 e, portanto, será omitida. 
De fato este resultado é obtido substituindo diretamente as matrizes do observador de estado
nas condições apresentadas no Teorema 2.5 fazendo γ = 0. Ademais, com as mesmas mudanças
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de variáveis utilizadas no Teorema 6.2 e seguindo o mesmo procedimento de análise, o seguinte
corolário também é verdadeiro.
Corolário 6.2 O filtro linear dependente de σ(t) com a estrutura (6.17)-(6.18) que minimiza
ρ da desigualdade (2.34) associado ao erro de estimação (6.19)-(6.20) com matrizes (6.21) e
(6.22) é o filtro com estrutura de observador apresentado no Corolário 6.1.
O exemplo seguinte coloca em evidência alguns aspectos importantes dos resultados apresen-
tados nos Corolários 6.1 e 6.2 quando comparados com os apresentados em [Daafouz et al., 2002]
e [Dongsheng, Bin, Peng & Zhou, 2007].

























, G1 = G2 = 0
O objetivo é calcular o menor valor de ρ de forma que a desigualdade (2.34) seja verdadeira. A
condição fornecida pelo Teorema 2 de [Dongsheng et al., 2007] adaptada para tratar sistemas
discretos sem atraso mostrou-se infact́ıvel. O resultado de [Daafouz et al., 2002] forneceu um
custo garantido H∞ para este sistema igual a ρ = 1,21 × 104, idêntico ao obtido utilizando o









, D1 = D2 = 0













, D̂1 = −0,3367, D̂2 = 0,5050
e um custo garantido H∞ do erro de estimação igual a ρ∗ = 3,89. Desta forma, conclúımos que
o filtro ótimo com a estrutura de observador proposto é eficiente e simples de implementar. 
A seguir utilizamos estes resultados para o projeto de um filtro ótimo H2 utilizado para
estimar a aceleração vertical de uma suspensão semi-ativa automotiva.
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6.2.3 Projeto de um filtro para suspensão semi-ativa automotiva
A modelagem que utilizamos foi retirada de [Geromel et al., 2008]. Nesta referência a regra
σ(t) atua como um sinal de controle no sistema para melhorar o conforto dos passageiros, e
deve ser projetada em conjunto com um filtro de ordem completa que é responsável por fornecer
as informações necessárias para σ(t) na decisão de comutação. Nosso objetivo é diferente e se
resume em projetar um filtro para estimar a aceleração vertical da suspensão semi-ativa de um























−k∆s + kt∆t −mg
ċ(t) = −βc(t) + βcin(t)
com ξ(t) sendo a posição vertical do corpo com massaM sob ação do amortecedor correspondente
a um quarto do automóvel, ξt(t) a posição vertical do restante do véıculo como pneus, rodas,
freios, etc que não sofrem influência direta do amortecedor e que compõem a massa m e ξr(t) a
posição do perfil da estrada. Os coeficientes β, k e kt são as larguras de faixa do amortecedor
ativo, da rigidez da mola que compõe a suspensão e a rigidez dos pneus, respectivamente. Os
coeficientes ∆s e ∆t são, respectivamente, os comprimentos da mola da suspensão e do pneu em
uma situação sem carga. Finalmente, c(t) e cin(t) correspondem, respectivamente, aos coeficientes
real e desejado do amortecedor passivo. Para simplificar consideramos que o coeficiente c(t) pode
assumir apenas dois valores cmin e cmax a serem especificados posteriormente.
Com o intuito de adequar este modelo ao contexto de sistemas com comutação com σ(t) ∈
{1, 2}, adotamos as etapas delineadas em [Geromel et al., 2008] para obter o modelo final
ẋ(t) = Aσ(t)x(t) +Hw(t), x(0) = 0 (6.38)
y(t) = Cσ(t)x(t) +Dw(t) (6.39)
z(t) = Eσ(t)x(t) (6.40)
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onde os escalares r1 e r2 representam as incertezas nas medidas. Os valores numéricos dos
parâmetros do sistema são M = 400 [Kg], m = 50 [Kg], k = 2,0 × 104 [N/m], kt = 2,5 × 105
[N/m], cmin = 3,0 × 102 [(N.s)/m], cmax = 3,9 × 103 [(N.s)/m], r1 = 2,0 e r2 = 0,5, sendo estes
dois últimos sintonizados de forma conveniente. Com estes valores ambas as matrizes A1, A2 são
estáveis embora apresentem modos oscilantes pouco amortecidos.
Para a utilização dos resultados teóricos desenvolvidos para o sistema (6.14)-(6.16) dis-
cretizamos (6.38)-(6.40) considerando H1 = H2 = H, D1 = D2 = D, um peŕıodo de amostragem
de T = 0,05 [s] e utilizamos um segurador de ordem zero nas entradas. Aplicando as condições
















































A Figura 6.4 apresenta no gráfico da esquerda a trajetória estimada ẑ(t) fornecida pelo filtro
em linhas pontilhadas e em linhas cont́ınuas a trajetória a ser estimada. O filtro é iniciado com
condições iniciais nulas e o sistema é excitado por um impulso discreto de amplitude 1/T aplicado
ao primeiro canal de entrada. Em cada instante t ∈ [0, 60] o sinal de comutação σ(t) ∈ {1,2}
apresentado no gráfico da direita foi gerado por um processo estocástico uniforme. Podemos
notar que após um transitório relativamente pequeno de aproximadamente 10 amostras (≈ 0,5
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Figura 6.4: Simulação do filtro
[s]), o filtro reproduz o sinal a ser estimado com uma boa precisão.
6.3 Conversores CC-CC
Nesta seção, apresentamos um estudo detalhado sobre os sistemas afins cont́ınuos no tempo
tendo como motivação a sua atuação em diversas áreas da engenharia, em especial em eletrônica
de potência. Além disso, aplicamos a teoria desenvolvida para tratar do controle de três dife-
rentes topologias de conversores CC-CC, a saber, boost, buck e buck-boost. Em linhas gerais,
consideramos um sistema afim com a seguinte realização no espaço de estado
ẋ(t) = Aσ(t)x(t) +Hσ(t)w(t), x(0) = x0 (6.41)
sendo x(t) o estado, σ(t) a regra de comutação e w(t) = w uma entrada externa constante no
tempo. Para facilitar a notação, omitimos a dependência do tempo destas variáveis. Podemos
observar que quando w ≡ 0 o sistema, sempre que globalmente assintoticamente estável, apre-
senta um único ponto de equiĺıbrio x = 0. Entretanto, é interessante notar que quando w 6≡ 0
o sistema pode ter vários pontos de equiĺıbrio compondo uma região no espaço de estado. Este
aspecto é bastante explorado na solução de problemas de engenharia.
Nosso objetivo principal é projetar uma regra de comutação de forma a conduzir qualquer
trajetória do sistema para um ponto de equiĺıbrio desejado dentro do que denominamos conjunto
de pontos de equiĺıbrio atinǵıveis a ser precisamente determinado. Este conjunto corresponde a
uma região no espaço de estado composta pelos pontos de equiĺıbrio que podem ser alcançados
por alguma estratégia de controle projetada. Adicionalmente, desejamos cumprir este objetivo,
minimizando um custo garantido quadrático. Este problema é mais complicado do que aquele
especificado no Caṕıtulo 2, uma vez que, agora, dois pontos devem ser levados em consideração:
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1) encontrar o conjunto de pontos de equiĺıbrio atinǵıveis e 2) projetar uma regra que conduza
o estado do sistema ao ponto de equiĺıbrio desejado. Primeiramente, vamos realizar o controle
considerando que todas as informações do ponto de equiĺıbrio de interesse são fornecidas pelo
projetista. Em seguida, tratamos e discutimos o caso mais realista onde a regra de comutação é
implementada utilizando apenas informações parciais do ponto de equiĺıbrio. Levando em conta
as três topologias mencionadas, mostramos que a técnica proposta é eficiente mesmo no caso em
que os pontos de equiĺıbrio são parcialmente conhecidos. Ademais, esta técnica foi implementada
em laboratório para o controle de um conversor boost e os resultados também dispońıveis em
[Garcia, Pomı́lio, Deaecto & Geromel, 2009] podem ser considerados bastante satisfatórios.
6.3.1 Formulação do problema
Considere o sistema afim com comutação definido por
ẋ = Aσx+Hσw, x(0) = x0 (6.42)
z = Eσx (6.43)
sendo x ∈ Rnx o estado, w ∈ Rnw a entrada externa suposta constante para todo t ≥ 0 e z ∈ Rnz a
sáıda controlada. A regra de comutação σ(t) : t ≥ 0 → K seleciona em cada instante de tempo um
subsistema dentre os N dispońıveis. O problema de projeto consiste em determinar uma função
de comutação σ(x(t)) para todo t ≥ 0 e o conjunto Xe de todos os pontos de equiĺıbrio xe ∈ Rnx
que podem ser alcançados levando em conta a atuação de σ(·), isto é, x(t) → xe quando t → ∞.
Obviamente, gostaŕıamos de determinar uma regra σ(·) que permitisse conduzir uma trajetória
qualquer do sistema para qualquer ponto arbitrário no espaço de estado, ou seja, xe ∈ Rnx com
Xe ≡ Rnx. Entretanto, esta regra geralmente não existe e, portanto, devemos determinar a região
Xe ⊂ Rnx dos pontos de equiĺıbrio atinǵıveis junto com a regra σ(·). Idealmente, a regra σ(·) é





(z − Eσxe)′(z − Eσxe)dt (6.44)
para algum xe ∈ Xe. Dada a natureza descont́ınua de σ(t), este problema é muito dif́ıcil de
resolver. Logo, como realizado nos caṕıtulos anteriores, a proposta é substitúı-lo por um problema
mais simples que corresponde a minimizar um limitante superior da função objetivo (6.44). Para
facilitar a notação denotaremos Qi = E
′
iEi ≥ 0 para todo i ∈ K. A técnica utilizada é baseada
em uma função de Lyapunov quadrática que permite comparações simples com alguns resultados
clássicos referentes ao projeto de conversores CC-CC, conhecidos como o método da média das
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variáveis de estado dispońıvel em [Kislovski, Redl & Sokal, 1991]. O próximo lema fornece um
resultado de [Feron, 1996] bastante conhecido e importante sobre este assunto.
Lema 6.1 Considerando o sistema linear (6.42) com w ≡ 0, se existir λ ∈ Λ e uma matriz
P > 0 ∈ Rnx×nx tais que
A′λP + PAλ < 0 (6.45)
então a regra de comutação σ(x) = argmini∈K x
′PAix garante a estabilidade assintótica global
do ponto de equiĺıbrio xe = 0.
A prova deste resultado é simples. Considere a função de Lyapunov quadrática v(x) = x′Px
cuja derivada no tempo de uma trajetória arbitrária do sistema (6.42) com w ≡ 0 fornece







< 0, ∀x 6= 0 (6.46)
sendo que a última desigualdade segue da existência de λ ∈ Λ satisfazendo (6.45). Ademais
como provado em [Feron, 1996] para N = 2 a necessidade também é válida. A seguir, vamos
generalizar este resultado em duas direções. Inicialmente, consideramos uma entrada externa
constante atuando no sistema, o que permite defini-lo como um modelo afim cujos pontos de
equiĺıbrio descrevem uma curva ou uma região no espaço de estado e não somente a origem.
Posteriormente, introduzimos um custo garantido associado a (6.44) para o projeto de σ(·).
6.3.2 Realimentação de estado
Nesta subseção nosso objetivo é determinar um conjunto de pontos de equiĺıbrio Xe tais que
a igualdade limt→∞ x(t) = xe seja verdadeira para qualquer condição inicial x0 ∈ Rnx sempre que
uma regra de comutação σ(x) for aplicada.
Teorema 6.3 Para o sistema afim com comutação (6.42)-(6.43) com entrada w ∈ Rnw constante
para todo t ≥ 0 e o ponto xe ∈ Rnx dado, se existirem λ ∈ Λ e P > 0 ∈ Rnx×nx tais que as
condições
A′λP + PAλ +Qλ < 0 (6.47)
Aλxe +Hλw = 0 (6.48)
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Qiξ + 2P (Aix+Hiw)
)
(6.49)




(z − Eσxe)′(z − Eσxe)dt < (x0 − xe)′P (x0 − xe) (6.50)
Prova: Considere a regra de comutação (6.49) e adote a função de Lyapunov v(ξ) = ξ′Pξ. Sua
derivada em relação ao tempo considerando uma trajetória qualquer do sistema (6.42)-(6.43)
satisfaz

























sendo que a quarta igualdade segue da terceira fazendo x = ξ + xe e a primeira desigualdade
segue das condições (6.47) e (6.48). Uma vez que v̇(ξ) < 0 para todo ξ 6= 0 ∈ Rnx , conclúımos
que xe é um ponto de equiĺıbrio globalmente assintoticamente estável. Ademais, integrando a
primeira desigualdade de t = 0 a t → ∞ e levando em conta que v(ξ(∞)) = 0, obtemos (6.50),
concluindo a prova do teorema. 
É interessante notar que mesmo no caso particular em que Qi = 0, i ∈ K, onde somente a
estabilidade assintótica é levada em consideração, a função de comutação dada no Teorema 6.3 é,
em geral, quadrática em relação ao estado x ∈ Rnx . Outro ponto interessante é que para Qi = Q
independente do modo i ∈ K e para w ≡ 0 este teorema reduz-se ao resultado do Lema 6.1.
A seguir, propomos uma estratégia de comutação linear mais simples de implementar que pode
ser obtida utilizando condições de estabilidade quadráticas mais conservadoras. Por enquanto,
o resultado do Teorema 6.3 admite algumas considerações. A primeira é que para resolver as
condições (6.47) e (6.48) precisamos determinar um vetor espećıfico λ ∈ Λ associado ao ponto de
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equiĺıbrio xe. Devemos notar que a desigualdade (6.47) impõe Aλ assintoticamente estável e que
todos os pontos de equiĺıbrio xe que satisfazem (6.48) compõem o conjunto
Xe =
{
−A−1λ Hλw : Aλ ∈ C, ∀λ ∈ Λ
}
(6.52)
que pode ser numericamente determinado. Somente os pontos xe ∈ Xe são alcançados pela
estratégia de comutação fornecida pelo Teorema 6.3. Logo, o valor de λ associado ao ponto
de equiĺıbrio xe é determinado e, posteriormente, uma solução fact́ıvel da desigualdade (6.47)
é calculada. Uma vez que por construção temos Aλ ∈ C, a matriz P > 0, importante para a









com S > 0 sendo uma matriz arbitrária de dimensões compat́ıveis.
Outro ponto que merece nossa atenção é a interpretação das condições do Teorema 6.3 sob
o contexto do método da média das variáveis de estado apresentado em [Kislovski et al., 1991].
Para esta finalidade, definimos o sistema dinâmico auxiliar
η̇ = Aλη +Hλw, x(0) = x0 (6.54)
ζ = Eλη (6.55)
sendo que, como podemos observar, Aλ ∈ C exige que η(t) → xe ∈ Xe quando t → ∞. Ademais,
alguns cálculos simples colocam em evidência que
∫ ∞
0















Aλt(x0 − xe) dt
< (x0 − xe)′P (x0 − xe) (6.56)
sendo que a primeira desigualdade vem do fato que E ′λEλ ≤ Qλ para todo λ ∈ Λ e a segunda é uma
consequência direta de S > 0 em (6.53). Conclúımos, portanto, que sem nenhuma aproximação,
o sistema afim invariante no tempo (6.54)-(6.55) admite a mesma solução em regime permanente
xe ∈ Xe e o mesmo custo garantido obtido na transição de η(0) = x0 para η(∞) = xe ∈ Xe
do que o sistema afim com comutação sob consideração controlado pela regra de comutação
dada no Teorema 6.3. Esta equivalência permite concluir que a técnica proposta fornece uma
medida precisa e favorável, principalmente, quando nos referimos ao projeto de controle para os
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conversores CC-CC a serem apresentados em seguida. O próximo teorema apresenta uma regra
de comutação linear para o problema de projeto em questão.
Teorema 6.4 Para o sistema afim com comutação (6.42)-(6.43) com entrada w ∈ Rnw constante
para todo t ≥ 0 e o ponto xe ∈ Rnx dado, se existirem λ ∈ Λ e P > 0 ∈ Rnx×nx tais que as
condições
A′iP + PAi +Qi < 0, i ∈ K (6.57)
Aλxe +Hλw = 0 (6.58)
sejam satisfeitas, então a regra de comutação
σ(x) = argmin
i∈K
ξ′P (Aixe +Hiw) (6.59)
com ξ = x− xe garante a estabilidade assintótica global do ponto de equiĺıbrio xe ∈ Rnx e admite
o limitante superior (6.50).
Prova: Considerando novamente a função de Lyapunov quadrática v(ξ) = ξ′Pξ, sua derivada
no tempo ao longo de uma trajetória arbitrária do sistema (6.42)-(6.43) controlada pela regra de
comutação (6.59), satisfaz
v̇(ξ) = ẋ′Pξ + ξ′P ẋ
= 2ξ′P (Aσx+Hσw)
















sendo que a primeira desigualdade segue do fato que A′σP + PAσ < −Qσ para todo σ ∈ K
e, como uma consequência imediata de (6.57) e de (6.58), a segunda desigualdade é obtida.
Finalmente, por uma simples integração obtemos a desigualdade (6.50), concluindo, assim, a
prova do teorema. 
Vale ressaltar que quando w ≡ 0 a estabilidade assintótica global é assegurada por uma
regra de comutação arbitrária. Ademais, comparando com (6.49), a regra de comutação (6.59)
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é linear e, portanto, mais simples e mais adequada para a implementação prática. Entretanto,
as condições (6.57) são mais conservadoras do que as apresentadas em (6.47) uma vez que esta
última exige que apenas uma LMI seja satisfeita enquanto que (6.57) exige que um conjunto de
N LMIs seja fact́ıvel. Logo, sob o ponto de vista de implementação prática, podemos concluir
que se o Teorema 6.4 admitir uma solução, ele é mais indicado do que o Teorema 6.3 pois a
implementação da regra σ(·) é mais simples e, além disso, para a obtenção da matriz P > 0 não
é preciso fornecer o valor de λ ∈ Λ associado ao ponto xe. Assim, qualquer ponto de equiĺıbrio
xe ∈ Xe selecionado pelo projetista, possui a mesma matriz P > 0 e, consequentemente, a mesma
regra de comutação (6.59) é utilizada.
Uma propriedade interessante referente aos sistemas afins com comutação é a convergência
quadrática tratada em [Pavlov, Pogromsky, de Wouw & Nijmeijer, 2007]. Apenas para fins de
comparação, vamos considerar somente sistemas com N = 2 e Q1 = Q2 = 0. A estratégia de
comutação linear (6.59) permite-nos reescrever o sistema (6.42) como
ξ̇ =
{
A1ξ + b1, c
′
eξ ≤ 0




com ξ = x− xe, bi = Aixe +Biw para i = 1,2 e ce = P (b1 − b2). Logo, aplicando as condições do
Teorema 6.4 para qualquer xe ∈ Xe, a existência de uma única matriz de Lyapunov satisfazendo as
desigualdades (6.57) é suficiente para concluir que a origem ξ = 0 é globalmente assintoticamente
estável. Por outro lado, da condição necessária e suficiente dada em ([Pavlov et al., 2007], pag.
1238), não podemos afirmar que este sistema afim seja quadraticamente convergente a menos
que a condição adicional A1 − A2 = Gc′e também seja satisfeita para algum vetor G ∈ Rnx.
Como esperado, o resultado do Teorema 6.4 não é suficiente para assegurar a convergência
quadrática, que por definição impõe um comportamento adequado para a resposta do sistema
sujeito a qualquer entrada limitada e cont́ınua por partes em relação ao tempo.
A próxima subseção é dedicada à aplicação dos resultados teóricos para o controle de três
modelos clássicos de conversores CC-CC. Felizmente, todos eles satisfazem as condições de projeto
especificadas do Teorema 6.4.
6.3.3 Projeto de conversores CC-CC
Nesta subseção, estudamos três topologias clássicas de conversores CC-CC, a saber, buck,
boost e buck-boost, sendo cada uma delas modelada como um sistema dinâmico com comutação
afim com dois subsistemas (N=2) que compartilham as mesmas variáveis de estado. Em cada
instante de tempo a regra de comutação σ(x(t)) ∈ {1,2} seleciona qual dos subsistemas deve ser
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ativado para compor a evolução do estado x(t). Para todos os conversores, iL denota a corrente
no indutor e vC a tensão no capacitor e ambos compõem os elementos da variável de estado
x = [iL vC ]
′. Cada conversor possui duas chaves que operam de forma complementar e cujas
posições no circuito definem cada subsistema. Cada um deles depende de cinco parâmetros os
quais, para fins de simulação, possuem os valores nominais: w = 100 [V], R = 2 [Ω], L = 500 [µH],
Co = 470 [µF] e Ro = 50 [Ω].





R−1o (vC − ve)2 + ̺R(iL − ie)2 dt (6.62)
sendo xe = [ie ve]
′ ∈ Xe um ponto de equiĺıbrio atinǵıvel. O ponto xe e ̺ > 0 constituem
parâmetros que devem ser fornecidos pelo projetista. O custo (6.62) expressa a soma ponderada
do sinal de erro de cada variável de estado correspondente ao valor que compõe o ponto de
equiĺıbrio escolhido. Verificamos que o parâmetro não-negativo ̺ ∈ R desempenha um papel
fundamental no que diz respeito à duração do transitório da tensão e ao valor de pico da corrente.
De fato, para ̺ >> 1 o valor de pico da corrente é reduzido, mas a tensão converge muito
lentamente para o valor de equiĺıbrio. Por outro lado, para ̺ << 1 esta convergência é rápida
mas o pico da corrente geralmente é muito elevado. Consideramos o caso extremo ̺ = 0 que de
acordo com (6.44) implica em






A matriz P > 0 que define a estratégia de comutação do Teorema 6.4 é obtida através da solução




tr(P ) : A′iP + PAi +Qi < 0, ∀i ∈ K
}
(6.64)
que pode ser numericamente resolvido através de rotinas dispońıveis para a solução de LMIs. A
função objetivo do problema (6.64) corresponde àquela do lado direito de (6.50) assumindo que o
vetor desconhecido x0 − xe é uniformemente distribúıdo em uma esfera unitária. Ademais, para
os três modelos CC-CC que analisamos em seguida, verifica-se que o problema (6.62) é sempre







implica que P = ǫPo satisfaz todas as restrições para ǫ > 1. Infelizmente, a matriz Po não





















Figura 6.5: Circuito buck e plano de fase
corresponde à solução ótima global do problema de programação convexa (6.64).
Como já mencionado, com exceção do caso em que Ai = A, ∀i ∈ K, a solução deste problema
não é trivial e exige a utilização de rotinas numéricas. Para N = 2 a estratégia de comutação
(6.59) é particularmente simples de implementar. Na verdade ela pode ser escrita na forma
σ(x) =
{
1 if c′e(x− xe) ≤ 0
2 if c′e(x− xe) > 0
(6.66)
com ce = P ((A1 − A2)xe + (H1 −H2)w). Note que o valor de σ(x(t)) é obtido verificando-se a
posição do estado x(t) em relação à reta c′e(x−xe) = 0 que passa pelo ponto de equiĺıbrio xe ∈ Xe
desejado. Vale ressaltar que para a análise dos conversores mencionados nenhum limite é imposto
à frequência de comutação e, consequentemente, quando a trajetória do sistema evolui sobre uma
superf́ıcie deslizante, a comutação ocorre muito rapidamente, sendo imposśıvel visualizá-la na
simulação, motivo pelo qual este sinal é omitido. A seguir apresentamos a aplicação desta teoria
para os três conversores mencionados anteriormente, apresentando os resultados das simulações
numéricas obtidos.
Conversor Buck
A Figura 6.5 apresenta no topo a estrutura de um conversor buck a qual permite apenas
tensões ve menores do que a tensão de entrada. Da definição do estado x = [iL vC ]
′ o modelo em
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espaço de estado do sistema com comutação (6.42)-(6.43) é definido pelas seguintes matrizes
















e o conjunto de pontos de equiĺıbrio atinǵıveis é calculado como sendo
Xe =
{
(ie, ve) : ve = Roie , 0 ≤ ie ≤ w/(Ro +R)
}
(6.68)
que corresponde a um segmento de reta completamente definido pela carga Ro sempre que R <<








importante para a implementação da estratégia de comutação (6.66). É interessante notar que
para este conversor em particular, o gradiente da reta de comutação não depende do ponto
de equiĺıbrio xe ∈ Xe. A parte inferior da Figura 6.5 mostra em linhas cont́ınuas algumas
trajetórias que partem da origem e chegam aos pontos de equiĺıbrio associados às tensões ve =
{10, 20, · · · , 90} [V]. Note que estes valores de tensão pertencem ao conjunto Xe que está
apresentado em pontilhado. A Figura 6.5 ilustra a eficiência da estratégia de controle proposta.
Podemos notar que para todos os pontos de equiĺıbrio analisados o peŕıodo transitório foi menor
do que 5 [ms]. Entretanto, os picos das correntes foram bastante elevados, próximos a 40 [A] de
amplitude.
Conversor boost
A Figura 6.6 mostra na parte superior um conversor boost bidirecional alimentando uma carga



















e o conjunto de pontos de equiĺıbrio atinǵıveis é dado por
Xe =
{
(ie, ve) : w/(R +Ro) ≤ ie ≤ w/R , v2e + (RRo)i2e − (Row)ie = 0
}
(6.72)




















Figura 6.6: Circuito boost e plano de fase
A tensão de equiĺıbrio que pode ser alcançada utilizando a regra de comutação proposta pertence
ao intervalo 0 ≤ ve ≤ (
√
Ro/4R)w. Este intervalo é bastante adequado uma vez que na prática, a
corrente de equiĺıbrio é limitada à região w/(R+Ro) ≤ ie ≤ w/2R, o que impõe Row/(R+Ro) ≤
ve ≤ (
√
Ro/4R)w. Para esta classe de conversores sempre temos R << Ro e consequentemente








usado para a implementação da regra de comutação (6.66).
A parte inferior da Figura 6.6 apresenta o plano de fase de várias trajetórias do conversor
boost evoluindo da origem em direção aos pontos de equiĺıbrio correspondentes aos valores de
tensão ve = {110, 120, · · · , 240} [V]. O conjunto Xe é mostrado em linhas pontilhadas na Figura
6.6. Para este caso, o peŕıodo transitório foi menor que 60 [ms] mas as correntes apresentaram
picos elevados de aproximadamente 40 [A] de amplitude. A seguir apresentamos as simulações
obtidas para o conversor buck-boost.
Conversor buck-boost
A parte superior da Figura 6.7 apresenta a estrutura de um conversor buck-boost alimentando
uma carga resistiva Ro. O modelo no espaço de estado do sistema com comutação é dado pelas












































O conjunto de pontos de equiĺıbrio atinǵıveis foi calculado como sendo
Xe =
{
(ie, ve) : 0 ≤ ve ≤ Roie , v2e + (RRo)i2e − (Row)ie + wve = 0
}
(6.76)
onde podemos notar que o intervalo das tensões é aproximadamente o mesmo obtido para o
conversor boost quando R << Ro, ou seja, 0 ≤ ve ≤ (
√
Ro/4R)w. Ademais, a solução ótima do














importante para a implementação da estratégia de comutação (6.66). Como nos modelos ante-
riores a parte inferior da Figura 6.7 ilustra o plano de fase das trajetórias do sistema evoluindo
da origem para os pontos de equiĺıbrio associados às tensões ve = {10, 20, · · · , 190} [V]. Neste
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caso, o regime transitório teve uma duração de 60 [ms], bastante próxima daquela obtida para o
conversor boost, e as correntes de pico apresentaram uma amplitude de aproximadamente 35 [A].
As simulações anteriores ilustram que a estratégia de comutação além de simples de implemen-
tar é eficiente para o controle das três topologias de conversores CC-CC estudadas anteriormente.
Ela é linear e depende das duas componentes do ponto de equiĺıbrio xe = [ie ve]
′ ∈ Xe que de-
vem ser fornecidas pelo projetista. Entretanto, na prática, seria interessante controlar o sistema
fornecendo apenas informações parciais do ponto de equiĺıbrio, como por exemplo, estabelecendo
somente o valor da tensão ve que desejamos obter na carga, sem nos preocuparmos em disponi-
bilizar o valor da corrente ie. Desta forma, esta corrente fica livre para se ajustar às posśıveis
alterações do modelo durante o processo devido a dinâmicas não-modeladas e a desvios nos valo-
res nominais, por exemplo. A seguir, apresentamos os resultados obtidos da implementação em
laboratório da técnica aqui proposta para o conversor boost.
6.3.4 Implementação prática
Utilizamos a matriz de Lyapunov de energia Po e aquela resultante das condições (6.57)
para futura comparação dos resultados obtidos. Os dados nominais utilizados são: w = 80 [V],
R = 0,8 [Ω], L = 4,8 [mH], Co = 470 [µF] e Ro = 189 [Ω]. Desejamos regular a tensão de sáıda
em 150 [V ]. Desta forma, utilizando a equação (6.58) que descreve a região Xe, determinamos
que o ponto de equiĺıbrio a ser fornecido para a implementação da regra de comutação é igual
a xe = [1,51 150]
′. Além disso, consideramos como estado inicial o ponto de equiĺıbrio do
subsistema 2, ou seja, x0 = −A−12 B2w = [0,42 79,70]′, pois ao ligar a tensão de alimentação w é
este o subsistema que está ativado.
O aparato experimental foi constrúıdo utilizando uma placa projetada que utiliza IGBTs
do módulo de potência IRAMS10UP60A da International Rectifier. As tensões e correntes de
entrada e sáıda foram medidas utilizando sensores de efeito Hall modelos LV25-P e LA55-P,
respectivamente, ambos da LEM. O algoritmo para a regra de comutação foi implementado em
um microcontrolador TMS320F28335 da Texas Instruments com interrupções periódicas. A cada
interrupção o controlador lê o valor atual do estado através dos sinais dos sensores recebidos do
conversor A/D, realiza os cálculos aritméticos que definem a regra de comutação e, finalmente,
executa a decisão de qual subsistema deve ser ativado. Portanto, a frequência de comutação não
é infinita como suposta nos desenvolvimentos teóricos apresentados, mas limitada a um valor
predefinido. Esta limitação pode provocar uma pequena diferença entre o valor da tensão de
sáıda desejada e o obtido.
Utilizando os dados fornecidos, calculamos a matriz de Lyapunov de energia dada em (6.65)
para a implementação da regra linear (6.59). A Figura 6.8 ilustra a resposta dinâmica do sistema.
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Figura 6.8: Resposta do conversor utilizando Po de energia
















Figura 6.9: Resposta do conversor utilizando o Teorema 6.4
O lado esquerdo expressa os resultados experimentais extráıdos do osciloscópio e o direito a
simulação numérica. Observamos que a tensão de sáıda atinge o valor de regime igual a 149,78
[V] e leva aproximadamente 180 [ms] para atingir 95% deste valor. A corrente não possui
sobrelevação.







A Figura 6.9 apresenta a resposta dinâmica do sistema obtida com a mesma regra de comutação
utilizada anteriormente. Novamente o lado esquerdo apresenta valores experimentais e o direito
a simulação numérica. Neste caso, a tensão de regime permanente é aproximadamente igual a
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150 [V] e o tempo de estabilização é de 50 [ms] . Comparando ambas as figuras observamos
que, como esperado, a convergência da tensão é bem mais rápida com a solução do Teorema
6.4 uma vez que utilizando (6.63) priorizamos a velocidade de convergência da tensão, mas em
contrapartida, obtivemos uma corrente de pico de 3,10 [A]. Além disso, é importante notar que
o valor da tensão na sáıda é muito próximo, mas não exatamente igual ao valor de 150 [V]
desejado. Isto ocorre devido à necessidade do fornecimento prévio de todas as informações do
ponto de equiĺıbrio xe e da limitação da frequência de comutação. Na prática, não lidamos
com valores exatos dos parâmetros do sistema e, além disso, o eventual aquecimento durante
o processo pode contribuir para alterações nos valores nominais. Desta forma, a solução ideal
seria fornecer apenas o valor da tensão de forma que a corrente fosse automaticamente corrigida
de acordo com posśıveis alterações nos componentes do sistema. A próxima seção estabelece o
problema de controle considerando apenas informações parciais do ponto de equiĺıbrio e apresenta
uma posśıvel solução para este problema.
6.3.5 Informações parciais
Como já mencionado e discutido em [Spiazzi & Mattavelli, 2001] um problema de grande
interesse prático é a implementação de uma regra de comutação baseada apenas em informações
parciais, como por exemplo, a tensão de equiĺıbrio ve sem disponibilizar a corrente ie. No contexto
do Teorema 6.3, para o sistema (6.42)-(6.43), a solução deste problema consiste em fazer σ(x)
dada em (6.49) independente da corrente de equiĺıbrio ie. Por simplicidade, consideramos Qi =
Q > 0 para todo i ∈ K. A abordagem adotada em [Spiazzi & Mattavelli, 2001] é utilizada para
a obtenção da solução. A ideia é introduzir um filtro passa baixa com a função de transferência
F (s) = 1/(τs+ 1) de tal forma a estimar o valor da corrente iL em regime permanente.
Escolhendo τ = RoCo, as novas variáveis que constituem o estado x são x = [iL vC îL]
′ e












































e Q1 = Q2 = diag{0, 1/Ro, 0}. O modelo de cada conversor é dado, respectivamente, por
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(A1, A2, H1, H2) = (A2,A2,H1,H2) para o buck, (A1, A2, H1, H2) = (A1,A2,H1,H1) para o boost
e (A1, A2, H1, H2) = (A1,A2,H1,H2) para o buck-boost. É interessante notar que, neste caso, o
conjunto Xe fornecido pelo Teorema 6.3 é composto por pontos da forma xe = [ie ve ie]
′. Logo,





= V, ∀i ∈ K (6.81)
relacionadas à matriz de Lyapunov P ∈ R3×3, à variável V ∈ R1×4 e J = [1 0 1], temos que a
estratégia de comutação dada por σ(x) = argmini∈K(x−xe)′P (Aix+Hiw) passa a não mais de-
pender da corrente de equiĺıbrio ie. De fato, definindo o vetor P (Aix+Hiw) = [fi(x) gi(x) hi(x)]
′,
multiplicando (6.81) pela direita por [x′ w′]′, conclúımos que fi(x) + hi(x) = V [x
′ w′]′ para todo






(iL − ie)fi(x) + (vC − ve)gi(x) + (̂iL − ie)hi(x)
= argmin
i∈K
(iL − îL)fi(x) + (vC − ve)gi(x) (6.82)
Notamos que as funções fi(x) e gi(x) são lineares em relação a x ∈ R3, fazendo com que a
superf́ıcie de comutação seja quadrática. A regra σ(·) obtida é globalmente assintoticamente
estável. Para um valor de tensão ve, o Teorema 6.3 assegura que para qualquer condição inicial,
temos que vC(t) → ve quando t → ∞. Ademais, uma vez que somente o erro vC−ve está presente
na função objetivo, a estratégia de comutação geralmente impõe para o sistema em malha fechada
um transitório de curta duração na tensão sobre a carga a custa de um mais longo para o erro
da corrente iL − îL.
Do Teorema 6.3 segue que a solução do problema de programação convexa apresentado a




tr(P ) : A′λP + PAλ +Qλ ≤ 0
}
(6.83)
sendo Ω o conjunto de todos os pares (V,P ) com P > 0 que satisfazem as restrições de igual-
dade (6.81) e λ ∈ Λ. A desigualdade em (6.83) não é estrita como a indicada em (6.47) pois
as restrições (6.81) geralmente impõem JPAλJ
′ = 0. De fato, pode ser verificado que este é
precisamente o caso dos conversores boost e buck-boost. Como consequência, para preservar a fac-
tibilidade de (6.83), devemos impor JQiJ
′ = 0 para todo i ∈ K que é verdade para as matrizes
em consideração. Aplicando o Teorema 6.3, estes aspectos teóricos levam-nos a concluir que a
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Figura 6.10: Conversores operando sob informações parciais
derivada em relação ao tempo da função de Lyapunov quadrática v(ξ) = ξ′Pξ satisfaz
v̇(ξ) ≤ −ξ′Qσξ (6.84)
e v̇(ξ) = 0 para ξ ∈ R3 da forma ξ = J ′α para algum α ∈ R, ou seja, para todos os pontos do
espaço de estado ξ = [iL − ie vC − ve îL − ie]′ tais que iL = îL = ie + α e vC = ve. Por outro
lado, uma vez que a sáıda do filtro impõe d̂iL/dt = 0 quando iL = îL e vC = ve, a igualdade
iL = îL = ie é verdadeira e a única trajetória tal que v̇(ξ) = 0 é aquela definida pelo ponto de
equiĺıbrio xe ∈ Xe escolhido pelo projetista.
A Figura 6.10 mostra da esquerda para a direita, os planos de fase dos conversores buck, boost e
buck-boost, respectivamente, partindo da origem e considerando o caso em que apenas informações
parciais do ponto de equiĺıbrio são fornecidas. Em todos os casos, o tempo necessário para que
a tensão vC(t) atinja ve foi aproximadamente igual ao obtido anteriormente quando todas as
informações de xe eram fornecidas. Os planos de fase apresentados na Figura 6.44 indicam que
todos os pontos de equiĺıbrio foram alcançados colocando em evidência a eficiência, a qualidade
e o apelo prático da técnica proposta.
6.4 Considerações finais
Neste caṕıtulo realizamos três projetos de engenharia considerando a teoria de sistemas com
comutação. No primeiro, tratamos do controle do ângulo de rolamento de uma aeronave sujeito
a rúıdos de medida. Os resultados das simulações apresentados na Figura 6.3 ilustram que o
método desenvolvido no Caṕıtulo 4 é válido, fornece uma solução baseada no controle automático
da regra de comutação e necessita de um esforço de controle bem inferior àquele obtido quando
a proposta emṕırica de [Hespanha & Morse, 2002] é adotada. No segundo projeto que considera
σ(·) como perturbação, obtivemos condições para a śıntese de um filtro ótimo com estrutura de
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observador para estimar a aceleração vertical de uma suspensão semi-ativa automotiva. A Figura
6.4 ilustra que o projeto realizado de acordo com a teoria proposta é válido e eficaz. Por último,
propusemos condições para a estabilidade assintótica global de sistemas com comutação afins,
bastante utilizados na área de eletrônica de potência, considerando, primeiramente, que todas
as informações do ponto de equiĺıbrio são fornecidas e, posteriormente, que apenas informações
parciais a seu respeito são dispońıveis. Aplicamos esta teoria para a regulação da tensão em três
conversores clássicos CC-CC sendo que o sucesso dos resultados teóricos estão comprovados pela
concordância das simulações numéricas e dos resultados experimentais.
Caṕıtulo 7
Conclusões e Perspectivas
Finalizamos esta tese destacando suas principais contribuições e apresentando algumas linhas
de pesquisa que pretendemos explorar no futuro.
Iniciamos nossa discussão com o caṕıtulo de conceitos fundamentais, que embora contenha na
sua maioria resultados consagrados e já dispońıveis na literatura, apresenta diversos resultados
inéditos importantes. Estes resultados são referentes à regra de comutação σ(·) atuando como
perturbação. Neste caso, as condições obtidas contêm aquelas de estabilidade quadráticas tanto
no que se refere à análise de estabilidade quanto ao cálculo dos custos funcionais H2 e H∞ para
ambos os domı́nios de tempo.
Em seguida, chegamos aos resultados apresentados nos Caṕıtulos 3 e 4 que tratam do projeto
de controle simultâneo de uma regra de comutação e de um controlador (dinâmico de ordem
completa no caso de realimentação de sáıda, ou estático no caso de realimentação de estado)
assegurando estabilidade e um custo garantido H2 ou H∞ de desempenho. Ressaltamos que o
problema proposto leva em conta uma abordagem diferente daquelas dispońıveis na literatura,
principalmente, no que diz respeito ao projeto via realimentação de sáıda. Neste caso, o pro-
blema estudado é mais realista e geral pois trata do projeto simultâneo das duas estruturas de
controle mencionadas. Mesmo abordando um problema mais complexo, a solução foi obtida sem
que nenhum conservadorismo fosse introduzido na estrutura das desigualdades em consideração,
Lyapunov-Metzler (caso H2) ou Riccati-Metzler (caso H∞). Ademais, esta solução permite a
derivação para condições alternativas mais simples de resolver através de uma busca unidimen-
sional e um conjunto de LMIs. Os exemplos apresentados ilustram a validade e a eficácia da
teoria desenvolvida.
Supondo agora que o sistema pode apresentar incertezas em sua estrutura, o Caṕıtulo 5
apresenta o projeto de controle robusto com realimentação de estado para dois tipos de incertezas,
a saber: as incertezas limitadas em norma e as politópicas. Para o primeiro tipo as condições
151
152 7. Conclusões e Perspectivas
foram obtidas para ambos os domı́nios de tempo e são válidas mesmo no caso destas incertezas
possúırem estrutura LFT. Para o caso politópico as condições foram obtidas graças à adoção
de uma subclasse de matrizes de Metzler dependentes de parâmetros que só foi posśıvel ser
determinada para o caso cont́ınuo. Portanto, este problema continua em aberto para o caso
discreto. A grande vantagem deste resultado é que ele pode ser utilizado como alternativa para
o controle de sistemas LPV.
Sobre o caṕıtulo de aplicações, podemos ressaltar os resultados teóricos referentes ao estudo
da estabilidade de sistemas afins com comutação. Embora eles tenham sido bastante satisfatórios
como aplicação na regulação da tensão de sáıda dos conversores clássicos CC-CC, o caso mais
realista obtido através do fornecimento de informações parciais do ponto de equiĺıbrio pode ser,
em alguns casos, muito conservador. Quanto às demais aplicações, ou seja, no que se refere
ao controle do ângulo de rolamento de uma aeronave e ao filtro ótimo projetado para estimar
a aceleração da suspensão de um automóvel, os resultados obtidos mostraram-se adequados e
realistas como pode ser comprovado pelas simulações apresentadas.
Para o futuro, gostaŕıamos de elencar os seguintes temas que serão objeto de nosso esforço
cient́ıfico:
• Controle com comutação para sistemas sujeitos a saltos markovianos sem o conhecimento do
estado da cadeia. Tendo em vista a similitude das condições de projeto com as dos sistemas
com comutação, acreditamos que problemas da área de sistemas markovianos possam ser
tratados de forma genérica e resolvidos através de LMIs.
• Aprimoramento dos resultados alcançados para sistemas com comutação afins para levar
em conta variações nos parâmetros e dinâmicas não modeladas que representam adequada-
mente diversas estratégias de comutação em eletrônica de potência.
• Generalização dos resultados para tratar sistemas com comutação com a inclusão de atrasos
e não linearidades. Em ambos os casos, pretendemos tirar vantagem de que eles possuem
uma parte linear e utilizar o que, em prinćıpio viabiliza a adoção do critério de Popov.
Em suma, entendemos que os resultados obtidos até agora no estudo de sistemas lineares com
comutação formam uma base sólida para que estes objetivos possam ser alçados.
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Apêndice A
Resultados Auxiliares
Neste apêndice apresentamos alguns resultados auxiliares importantes nas deduções de ex-
pressões apresentadas ao longo deste trabalho. Vamos iniciar pela apresentação de um lema
simples mas que é fundamental como ferramenta matemática na determinação de limitantes
tratáveis numericamente de termos não lineares e dif́ıceis de resolver. Esta ferramenta já foi
utilizada em [Geromel, Korogui & Bernussou, 2007] e está apresentada a seguir.
Lema A.1 Para qualquer matriz quadrada G e qualquer matriz definida positiva R de dimensões
compat́ıveis, a seguinte desigualdade
R−1 ≥ G+G′ −G′RG (A.1)
é verdadeira.
Prova: Este resultado segue trivialmente do fato de que (G−R−1)′R(G−R−1) ≥ 0. 
Uma vez que G é uma matriz quadrada arbitrária, podemos notar que a igualdade ocorre
com a escolha particular de G = R−1. Um outro resultado fundamental para a obtenção dos
resultados referentes ao problema de projeto dinâmico com realimentação de sáıda apresentados
nos Caṕıtulos 3 e 4 refere-se ao cálculo da inversa de matrizes particionadas dado a seguir.
Lema A.2 (Inversa de Matrizes) Considere as matrizes X ∈ Rn×n não singular e Y ∈ Rn×m,
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com ∆ = W − ZX−1Y sendo o complemento de Schur com relação a X.

















para X não singular. Podemos notar que esta fatoração corresponde ao produto de duas matrizes
bloco triangulares e uma bloco diagonal de forma que a inversa das mesmas é trivial. 
Juntamente com o cálculo da inversa segue o Lema da Inversa que também foi muito utilizado
para a obtenção dos resultados desta tese.
Lema A.3 (Inversa)Considere as matrizes X ∈ Rn×n não singular, Y ∈ Rn×r e Z ∈ Rr×n
então a igualdade
(X + Y Z)−1 = X−1
(
X − Y (I + ZX−1Y )−1Z
)
X−1 (A.4)
vale se as inversas indicadas existirem.
Prova: Uma maneira posśıvel de provar este lema corresponde à solução do seguinte sistema
(X + Y Z)u = b (A.5)














que nos fornece u = X−1(b− Y v) e, por consequência
v = ZX−1(b− Y v) = (I + ZX−1Y )−1ZX−1b (A.7)
Desta forma a solução do sistema (A.5) é dada por
u = X−1(I − Y (I + ZX−1Y )−1ZX−1)b (A.8)
o que conclui a prova do lema. 
A seguir apresentamos um resultado auxiliar adaptado de [de Oliveira, 1999], utilizado no
Caṕıtulo 3, em especial na análise comparativa com os resultados de [Geromel et al., 2008].
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Prova: A necessidade decorre imediatamente do fato de que as duas matrizes em (A.10) são
obtidas de (A.9) eliminando-se a primeira linha e coluna e a segunda linha e coluna, respectiva-
mente. Para a suficiência, como A33 > 0 aplicamos o complemento de Schur em relação à última
linha e coluna de cada desigualdade em(A.10) de forma a obter
[
A11 − A13A−133 A′13 •
























23 = Z − A12, obtemos (A.9). 
