Linking lineage and population observables in biological branching
  processes by García-García, Reinaldo et al.
Linking lineage and population observables in biological branching processes
Reinaldo Garc´ıa-Garc´ıa,1 Arthur Genthon,1 and David Lacoste1, ∗
1Gulliver, ESPCI Paris, PSL University, CNRS, 75005 Paris, France
Using a population dynamics inspired by an ensemble of growing cells, a set of fluctuation theorems
linking observables measured at the lineage and population levels are derived. One of these relations
implies inequalities comparing the population doubling time with the mean generation time at the
lineage or population levels. We argue that testing these inequalities provides useful insights into
the underlying mechanism controlling the division rate in such branching processes.
I. INTRODUCTION
The question of how a cell controls its size is a
very old one [1], which despite decades of research
is still under intense focus, because the old ex-
periments have only provided incomplete answers
while a new generation of experiments based on
the observation and manipulation of single cells in
microfluidic devices is becoming more and more
mature [2]. For instance, with time-lapse single
cell video-microscopy, entire lineages of single cells
such as E. coli can be traced over many gener-
ations. These experiments allow to investigate
mechanisms of cell size control (cell size homeosta-
sis) with unprecedented statistics both at the sin-
gle cell level and at the level of a population.
Many policies of cell size control have been intro-
duced: the “sizer” in which the cell divides when
it reaches a certain size, the “timer” in which the
cells grows for a specific amount of time before
division, and the “adder” in which cells add a con-
stant volume each generation [3]. The adder prin-
ciple is now favored by many experiments [4–7],
yet there is no consensus on why a specific regula-
tion emerges under certain conditions, and how it
is implemented at the molecular level.
Another important question is how to relate
measurements made at the lineage and at the
population levels. A classical study revealed the
discrepancy between the mean generation time
and the population doubling time [8] in an age-
dependent branching process with no mother-
daughter correlations, called Bellmann-Harris pro-
cess in the literature on branching processes [9].
Importantly, it is still not known at present how
to relate the mean generation time and the popu-
lation doubling time in general models of cell size
control.
Inspired by single-cell experiments with colonies
of prokaryotic cells in microfluidic devices [5, 10],
we consider here continuous rate models (CRM),
based on stochastic differential equations [4, 11].
Unlike discrete stochastic maps (DSM) [3], there is
no need in CRM to rely on a policy function since
the division mechanism is encoded in the func-
tional form of the division rate. The corresponding
population dynamics has an interesting thermody-
namic structure uncovered in Refs. [12, 13], which
we also exploit here to derive three new fluctuation
relations. As usual with fluctuation theorems [14],
our results map typical behaviors in one ensemble
(here the population level) to atypical behaviors
in another one (here the single lineage level). A
similar connection lies at the basis of an algorithm
to measure large deviation functions using a pop-
ulation dynamics [15, 16]. In the mathematical
literature on branching processes, relations of this
kind are known as Many-to-One formulas [17]; they
explain the existence of a statistical biais, when
choosing uniformly one individual in a population
as opposed to following a lineage.
This paper is organized as follows: In the next
section, we introduce two CRM dynamics, which
will be studied in this paper, namely a size-
controlled and an age-controlled model. In Sec. III,
we derive a fluctuation relation for the first type
of models. This fluctuation relation maps the sin-
gle lineage level and the population level. We test
the relation numerically, and we derive related in-
equalities between the mean generation time and
the population doubling time. In the next section,
Sec. IV, we derive a second more general fluctu-
ation relation, valid for both size models and age
models without correlations. We also explain how
this framework is related to the notion of “fitness
landscape” introduced in Ref. [18]. Then, we ana-
lyze age models with correlations between mother
and daughter cells. Finally, we conclude in Sec. V,
while all the important technical details are given
in the appendices.
II. CONTINUOUS RATE MODELS
Let us consider a population of cells as shown
in Fig. 1a, which grow by division into only two
offsprings at the end of each cell cycle. This pop-
ulation dynamics can be studied at three distinct
levels : the lineage level (red), the population snap-
shot (blue) and the tree level which includes the
complete phylogeny [19]. For bacteria such as E.
coli growing in a rich medium, each cell cycle is
well described by an exponential growth phase [20],
which for the cell cycle i can be parametrized by
ar
X
iv
:1
90
1.
06
93
2v
1 
 [q
-b
io.
PE
]  
21
 Ja
n 2
01
9
2FIG. 1. (a) Representation of the three main levels of
description of the ensemble of cells: the lineage level
(red), the population snapshot (blue) and the entire
tree (black). (b) Evolution of the cell size x(t) along a
lineage. The cell cycle i is parametrized by the gener-
ation time τi, the growth rate νi and the size at birth
xi0.
only three random variables shown in Fig. 1b: the
size at birth xi0, the growth rate ν
i and the gener-
ation time τi.
In the following, we consider successively two
types of continuous rate models: in the first one
based on size, the division rate depends only the
size and in the second one, the division rate de-
pends only on the cell age.
A. Size-dependent division rate
Let us first consider a model with size-dependent
division rate. The evolution of the number of cells
of size x and single cell growth rate ν at time t,
n(y, t) with y = (x, ν), obeys the equation [4, 11]:
∂tn(y, t) = −ν∂x[xn(y, t)]−B(y)n(y, t) (1)
+ 2
∫
dy′Σ(y|y′)B(y′)n(y′, t),
where B(y) is the division rate and Σ(y|y′) is the
probability for a newborn cell to have parameters
y given that the mother cell has parameters y′.
By integrating Eq. (1) over y using the condition∫
dyΣ(y|y′) = 1, a deterministic equation of evo-
lution of the total population N(t) =
∫
dyn(y, t)
is obtained.
The instantaneous growth rate of the population
is defined as Λp(t) = N˙/N , while the growth rate
of the total volume of the cells is ΛV (t) = V˙ /V
with V (t) =
∫
dyxn(y, t). When a steady state for
the variable y is reached, both Λp and ΛV become
independent of time and equal to each other [19].
If instead of the full population, we consider the
dynamics at the lineage level, the natural quantity
to study is the probability density of the cell to
have size x and growth rate ν at time t, p(x, ν, t),
which satisfies the evolution equation
∂tp(y, t) = −ν∂x[xp(y, t)]−B(y)p(y, t) (2)
+
∫
dy′Σ(y|y′)B(y′)p(y′, t).
Note the difference with Eq. (1) due to the absence
of the factor 2 in front of the integral, rendering
p(y, t) normalizable at any time,
∫
p(y, t)dy = 1.
B. Age-dependent division rate
When the division rate depends on the age of
the cells instead of their size, the structure of the
model is rather different from that of the previ-
ous subsection. Let us now introduce a further
distinction between two types of age models. In
the first type, the interdivision times of mother
and daughter cells are uncorrelated, and the di-
vision rate is determined by the age of the cells
only. Such a model is usually termed independent
generation times (IGT) model or Bellmann-Harris
process [9]. In a second type of models, the di-
vision rate may depend on other variables besides
the age, and as a result, mother-daughter correla-
tions will be present.
In the case of the IGT type of models, the den-
sity of cells having age a in the population at time
t, n(a, t), satisfies the evolution equation(
∂t + ∂a
)
n(a, t) = −B(a)n(a, t), (3)
with the boundary condition:
n(0, t) = 2
∫ ∞
0
B(a)n(a, t)da. (4)
As before, B(a) denotes the age-dependent di-
vision rate. The physical interpretation of the
boundary condition (4) is clear: Each dividing cell
gives rise to two newborn cells (i.e. two cells with
age a = 0). The total number of cells in the pop-
ulation at time t follows by integration of the den-
sity, N(t) =
∫
n(a, t)da.
As in the case of size control, lineage dynamics
can be directly encoded in the evolution of the age
distribution. Such dynamics reads(
∂t + ∂a
)
p(a, t) = −B(a)p(a, t). (5)
which is complemented by the boundary condition:
p(0, t) =
∫ ∞
0
B(a)p(a, t)da, (6)
so that probability is conserved and p(a, t) is nor-
malized.
In a second type of models, correlations in the
inter-division times are accounted for by adding an
extra dependence of the division rate on the growth
rate, B(a, ν), while introducing at the same time
correlations between the growth rate of mother and
daughter cells. The model then reads(
∂t + ∂a
)
n(a, ν, t) = −B(a, ν)n(a, ν, t), (7)
3n(0, ν, t) = 2
∫ ∞
0
da
∫ ∞
0
dν′Σ(ν|ν′)B(a, ν′)n(a, ν′, t),
(8)
at the population level, and(
∂t + ∂a
)
p(a, ν, t) = −B(a, ν)p(a, ν, t). (9)
p(0, ν, t) =
∫ ∞
0
da
∫ ∞
0
dν′Σ(ν|ν′)B(a, ν′)p(a, ν′, t),
(10)
at the lineage level.
III. FLUCTUATION THEOREM FOR
DYNAMICAL ACTIVITY
We now address the problem of connecting lin-
eage to tree or population snapshot statistics in
models with size control. The evolution of a given
cell from time 0 to the time t is encoded in the
trajectory {y}t0 = {y}.
For the case of size-controlled model, we de-
rive in Appendices A, path probabilities represen-
tations at the population and lineage levels, which
are given by (A10) and (A9) respectively. Compar-
ing these two expressions, we see that a possible
way to bring both distributions “closer” together,
is to multiply the division rate at the lineage level
by the factor m, and to consider a lineage start-
ing from the same initial condition as that of the
population.
Then, we introduce the dynamical activity
Wt({y}) =
∫ t
0
dt′B(y(t′)), which quantifies the ac-
tivity of cell divisions, and the time averaged pop-
ulation growth rate
Λt =
1
t
∫ t
0
dt′Λp(t′) =
1
t
ln
N(t)
N(0)
. (11)
After multiplying the relation mentioned above
between path probabilities by an arbitrary
trajectory-dependent observable A({x, ν}), and af-
ter taking the average, for the special case where
m = 2, one obtains the following fluctuation rela-
tion :
〈A({y})〉tree,B = 〈A({y})eWt({y})−tΛt〉lin,2B ,
(12)
where 〈..〉tree,B denotes a tree average generated by
the original dynamics with a division rate B while
〈..〉lin,2B denotes a lineage average with a modified
dynamics that has a division rate 2B. The rea-
son for this modified division rate is that each cell
divides into m = 2 cells, as a result a factor two
appears at the population level in Eq. (1), which
is absent for the corresponding equation at the lin-
eage level. In the particular case where the ob-
servable A only depends on y(t) instead of the full
trajectory {y}, Eq. (12) relates the lineage level to
the population snapshot level instead of the tree
level. The mapping also requires that the original
and the modified dynamics start with the same
initial condition y(0), defined here in terms of cell
size and growth rate.
For the specific choice A({y}) = δ(W−Wt({y}),
Eq. (12) leads to Crooks-like relation [14]:
Ptree,B(W, t) = Plin,2B(W, t)e
W−tΛt , (13)
which relates the distribution of dynamical activity
at time t in a tree (resp. in a lineage): Ptree,B(W, t)
(resp. Plin,2B(W, t)). This relation is illustrated
in Fig. 2 for a population of cells growing with a
constant single cell growth rate ν. Numerically,
instead of working directly with Eq. (1), we simu-
late an equivalent Langevin equation, which ac-
counts for deterministic growth with the rate ν
and stochastic cell divisions with a rate B(x, ν).
In the simulation, the division has been assumed
to be symmetric and the single cell growth ν con-
stant, which corresponds to the particular choice
of Σ(y|y′) = δ(ν − ν′)δ(x − x′/2). Note that this
dynamics bears some similarity to that of stochas-
tic resetting introduced in Ref. [21], with the dif-
ference that in our case the resetting of the size is
relative to the current size before division, while in
this reference the resetting was to a constant posi-
tion. Another important difference is the absence
of diffusion in our model.
We have used normalized units of time and size,
so that ν = 2 and B(x, ν) = νx in these units.
Since Λp = ΛV = ν, Λt = 2, the two distributions
measured at the time t = 2 cross as expected at
W = 4 (top figure). The bottom figure confirms
that the slope of the log-ratio of the two proba-
bility distributions is indeed −1 as expected from
Eq. (13).
Let us emphasize the following points concern-
ing our first main result: This fluctuation relation
is very general, it holds whether or not the sin-
gle cell growth rate fluctuates, i.e., for arbitrary
forms of the kernel Σ and arbitrary division rate
B(x, ν). There is no requirement that the popu-
lation should be stationary neither at time 0 nor
at time t. Further, it generalizes to the case that
each cell has m offsprings instead of two, provided
that this number m is independent on the state
of the system y and that the modified lineage dy-
namics has a division rate mB(x, ν), as shown in
Appendix A 3.
The normalization of Ptree,B(W, t) in (13) leads
to the relation:
Λt =
1
t
ln
∫
dWeWPlin,2B(W, t), (14)
which could be used either to infer the population
growth rate from lineage trajectories or to infer
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FIG. 2. Illustration of the fluctuation relation in the
case of growth with a constant growth rate ν = 2,
showing the distributions of dynamical activity at the
time t = 2 in a tree and in a lineage (top figure) and
the log-ratio of these probability distributions (bottom
figure).
the form of the division rate B using lineage and
population trajectories [22]. In the next subsection
below, we provide such a numerical illustration.
A. Application to the determination of a
population growth rate
Since the variability of single cell growth rate
is known to be important experimentally [20], we
now discuss its role on the population growth rate
in light of our results. A simple way to study this
question in a simulation is to assume that the sin-
gle cell growth rate ν is distributed according to a
normal distribution of mean νm and variance σν .
Since νm and σν take the same value at each divi-
sion, there is no correlation between the generation
time of the mother and daughter cell. This is the
situation studied in Fig. 3, where the population
growth rate Λp is plotted as function of νm. In
the absence of variability where σν = 0, we have
Λp = νm, which is shown as a black dashed line
in the figure. In the presence of variability, this
figure confirms that the growth rate of the total
volume ΛV equals the growth rate of the popula-
tion where both of them have been measured from
the statistics of the final population at a fixed time.
Importantly, such a determination of the popula-
tion growth rate also agrees (within errors bars)
with the one based on the fluctuation relation of
Eq. (14) using lineage trajectories. Therefore, this
shows that the fluctuation relations of Eq. (14)
could be used as a numerical method to determine
a population growth rate based on lineage statis-
tics.
Another striking feature of Fig. 3 is that regard-
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FIG. 3. (a) Population growth rate ΛP versus the mean
single cell growth rate νm: from a population snapshot
(orange circles), from the growth rate of the total vol-
ume (green stars), and from the fluctuation relation of
Eq. (5) of the main text. Here the cell growth rate
is taken from the normal distribution N (νm, σν) and
B(x, ν) = νx. Error bars have been obtained by using
the fluctuation relation on 1000 trajectories and then
repeating the estimation another 50 times.
less of the determination of Λp, all the points are
below the dashed line. The interpretation is that
in a snapshot at time t, it is less likely to see
cells with a short generation time (corresponding
to large single cell growth rates), therefore the dis-
tribution is biased towards small single cell growth
rate [19]. Since the population growth rate gener-
ally increases with respect to the single cell growth
rate νm, this bias leads to a decrease of the pop-
ulation growth rate with respect to the case of no
variability in the single cell growth rate.
As mentioned in the introduction, the fluctua-
tion relation of Eq. (12) includes in itself a sta-
tistical biais: when choosing uniformly one indi-
vidual in a population, an individual belonging to
a lineage with prolific ancestors is more likely to
be chosen, as a result, the jump rate on a lin-
eage must be multiplied by the mean number of
offsprings. Although variability in the single cell
growth rate also introduces a form of statistical
bias as explained above, the biais is not exactly
the same one as that contained in the fluctuation
relation. In any case, we would like to point out
a comprehensive theoretical study on the effect of
variability on the population growth rate, namely
[23]. This study confirms that in the case of size
models with i.i.d. single cell growth rates, vari-
ability indeed lowers the Malthusian growth rate
as observed in figure 3. This work also discusses
age models, with and without correlations in sin-
gle cell growth rates, and concludes that in general,
variability may lead to either a positive or negative
trend on the population growth rate.
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FIG. 4. (a) Mean generation times evaluated in a tree
(red circles) and in lineage (violet triangles) against
the division rate B. Theoretical predictions are shown
as dashed lines and the doubling time Td = ln(2)/B is
shown as a dotted line. (b) Distribution of generation
times in the tree ftree(τ). In these figures, the division
rate, B and the single cell growth rate, ν, are constant
and equal to each other.
B. Consequences for the distribution of
generation times
An important quantity in population dynamics
is the distribution of generation times f(τ). This
quantity can be evaluated from the observable [24]:
AK =
1
K
K∑
k=1
δ(τ − τk), (15)
where the index k runs over all the K cell cycles
which have appeared in the trajectory that starts
from t = 0 to final time t. This observable can
be evaluated either on a lineage or on a tree. By
reporting AK as the observable A in Eq. (12), one
deduces the relation
ftree,B(τ) = 〈 1
K
K∑
k=1
δ(τ − τk)eWt−tΛt〉lin,2B , (16)
where a summation over the random variable K
and a dependence on the final time t are implicit.
In the particular case where the division rate B
is constant, Wt = tΛt and therefore ftree,B(τ) =
flin,2B(τ). In this case, the generation time dis-
tribution in a lineage is the simple exponential
flin,B(τ) = B · exp (Bτ) with mean 1/B. It fol-
lows that ftree,B(τ) = 2B · exp (2Bτ) with mean
1/(2B). Fig. 4 confirms that the distribution of
generation times has the expected properties.
IV. A SECOND FLUCTUATION
THEOREM TO RELATE LINEAGE AND
TREE STATISTICS
A. Size-controlled model
When the division rate B is not constant, the
distribution of generation times will no longer be
exponential, but we may still wonder how mean
generation times observed at the lineage and tree
levels compare to each other. In order to address
this issue, we derive a different fluctuation theo-
rem that connects this time the lineage and tree
statistics with the same division rate B. More pre-
cisely, it follows from a direct comparison of (A10)
and (A9) taking again P0 = p0. Since the division
rate is the same in both probability distributions,
we stick to the notations introduced above, except
that now the index B will be omitted.
This allows to write
Ptree[{xk, νk, tk}] = P lin[{xk, νk, tk}] exp
[
K lnm−tΛt
]
.
(17)
Now, by multiplying the above relation by an ar-
bitrary trajectory-observable A and taking m = 2,
we obtain:
〈A({y})〉tree = 〈A({y})eK ln 2−tΛt〉lin, (18)
where K = K({y}) counts as in Eq. (15) the num-
ber of divisions.
In the particular case where A({y}) = δ(y −
y(t))δK,K(t), Eq. (18) leads upon averaging, to a
relation between the joint probability distributions
of size, growth rate and number of divisions at the
lineage and tree levels [18]:
P tree(x, ν,K) = 2K e−Λp tP lin(x, ν,K), (19)
which we call a local fluctuation relation. Averages
over lineages within a population can be carried
out with respect to either a chronological or to a
retrospective distribution [12, 13, 24], which corre-
spond respectively to our lineage and tree proba-
bility distributions. Let us briefly comment on a
connection to a discussion presented in Ref. [18].
Elimination of K in Eq. (19) leads to a fluctuation
theorem only involving phenotypic traits x and ν:
P tree(x, ν) =
∑
K
P tree(x, ν,K)
= e−Λp t
∑
K
2K P lin(x, ν,K)
= e−Λp tP lin(x, ν)
∑
K
2K Rlin(K|x, ν)
≡ e[h(x,ν)−Λp]tP lin(x, ν), (20)
where we have introduced the probability of the
number of division events conditioned on size
and growth rate at the lineage level, Rlin(K|x, ν)
and the equivalent of the “fitness landscape” of
Ref. [18] reads
h(x, ν) =
1
t
ln〈2K |x, ν〉 = 1
t
ln
(∑
K
2K Rlin(K|x, ν)
)
.
(21)
6By summing over K in Eq. (19), one obtains
P tree(x, ν) = e[h(x,ν)−Λp]tP lin(x, ν), (22)
in terms of a function h(x, ν) called “fitness land-
scape” in Ref. [18]. Eqs. (19)-(22) show that the
knowledge of the two phenotypic probability dis-
tributions P tree and P lin can be used to infer a
fitness function for size and growth rate.
B. Consequences for the generation times
Let us also introduce the Kullback-Leibler diver-
gence between two probabilities p and q:
D(p|q) =
∫
dx p(x) ln
p(x)
q(x)
≥ 0. (23)
Using the fluctuation relation of Eq. (17), we ob-
tain
D(P lin|Ptree) = −〈K〉lin ln 2 + tΛt. (24)
On large times t, we can use the relation 〈τ〉lin =
t/〈K〉lin, which together with the definition of the
population doubling time Td = ln 2/Λt, leads to
the right inequality in
〈τ〉tree ≤ Td ≤ 〈τ〉lin, (25)
while the left inequality follows very similarly using
D(Ptree|P lin).
In the case that B is constant shown in Fig. 4a,
Eq. (25) is trivially satisfied. ForB non-constant of
the form νxα, the inequalities are verified numer-
ically in Fig. 5. This figure shows that the mean
generation time for lineage (resp. tree) approaches
the doubling time in the limit of large α, because
in this limit the distribution of generation times
becomes peaked at Td.
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FIG. 5. Mean generation times measured in a lineage
or in a tree versus the exponent α entering in the di-
vision rate B(x, ν) = νxα. The dashed line represents
the doubling time ln 2/Λ, the single cell growth rate is
ν = 2, and values α ∈ [1, 16] are shown.
C. Age-controlled model
Beyond cell size control models, one can also
consider age models, which may have or not
mother-daughter correlations. Let us first con-
sider the case where correlations are absent, the
so-called IGT model, and let us focus on the dis-
tribution of generation times either in a lineage or
in a population.
As in the case of size control, lineage dynamics of
age-structured models can be directly encoded in
the evolution of the age distribution, as prescribed
by Eqs. (5) and (6). Let us consider steady-state
conditions:
∂ap(a) = −B(a)p(a), (26)
p(0) =
∫ ∞
0
B(a)p(a)da. (27)
A nice feature of age models is that the generation-
time distribution can be accessed directly. This is
so because generation time distribution is the age
distribution of the dividing cells. We proceed to
compute this distribution for individual lineages
in age-structured IGT models. First, note that
from (26) immediately follows that
p(a) = p(0) exp
[
−
∫ a
0
B(a′)da′
]
. (28)
Relying on the relation between generation time
distribution and age distribution of dividing cells,
we can write
flin(τ) =
B(τ)p(τ)∫∞
0
B(a)p(a)da
≡ B(τ) exp
[
−
∫ τ
0
B(a)da
]
, (29)
where we have used (27) and (28).
Now in order to obtain the distribution of gener-
ation times at the population level, we start from
Eqs. (3) and (4). Again, we focus on stationary
conditions for which the total number of cells in the
population grows exponentially, as N(t) = eΛpt.
In that case, de density can be written in terms of
the stationary probability density of cells with a
given age as n(a, t) = eΛptP (a), where P (a) is the
stationary age distribution of the population. We
have:
∂aP (a) = −
[
Λp +B(a)
]
P (a), (30)
with the boundary condition:
P (0) = 2
∫ ∞
0
B(a)P (a)da. (31)
7It is worth noting that normalization of P (a)
in (30), leads, using (31), to the following identity
Λp =
∫ ∞
0
B(a)P (a)da ≡ 1
2
P (0). (32)
We can now proceed to compute the generation
time distribution, by computing the age distribu-
tion of dividing cells. We have first for the station-
ary distribution from (30):
P (a) = P (0) exp
[
− Λpa−
∫ a
0
B(a′)da′
]
≡ 2Λp exp
[
− Λpa−
∫ a
0
B(a′)da′
]
, (33)
where we have also used (32). On passing by, we
highlight an important relation for IGT models ob-
tained from the normalization of P (a) in Eq. (33):∫ ∞
0
exp
[
−Λpa−
∫ a
0
B(a′)da′
]
da =
1
2Λp
. (34)
We can now calculate the generation time dis-
tribution, which reads
ftree(τ) =
B(τ)P (τ)∫∞
0
B(a)P (a)da
= 2B(τ) exp
[
− Λpτ −
∫ τ
0
B(a)da
]
.
(35)
Reading now from the result for the lineage,
Eq. (29), we obtain :
ftree(τ) = 2flin(τ)e
−Λpτ , (36)
which corresponds to the result derived in Ref [10]
with the identification of their generation time dis-
tribution g (resp. g∗) with our distributions flin
(resp. ftree).
Using Eq. (36) we have, for instance:
D(ftree||flin) =
∫ ∞
0
ftree(τ) ln
ftree(τ)
flin(τ)
dτ
= ln 2
[
1− 〈τ〉tree
Td
]
≥ 0
⇒ 〈τ〉tree ≤ Td, (37)
where as usual the population doubling time reads
Td = ln 2/Λp. It is straightforward to prove the
second inequality using the same technique. We
then conclude that for IGT models, one has the
same result as obtained for size structured popu-
lations in Eq. (25), i.e.,
〈τ〉tree ≤ Td ≤ 〈τ〉lin. (38)
D. Extension to age models with correlations
In view of the result of previous section, it is
then natural to ask what happens in the more com-
plex case in which mother-daughter correlations
are present. In appendix B, we also derived a gen-
eralization of Eq. (36) for that case, namely:
ftree(τ, ν) = 2
ρtreeb (ν)
ρlinb (ν)
flin(τ, ν)e
−Λpτ , (39)
where ρlinb (ν) (resp. ρ
tree
b (ν)) represent the growth
rate distributions of newborn cells at the lineage
(resp. tree level). The presence of these two new
probability distributions is entirely due to mother-
daughter correlations. As a result, the inequali-
ties (25) (identical to (38)) do not necessarily hold
for age models with correlations. An example
where they are indeed violated can be found in the
model with correlated generation times studied in
Ref. [19] in some range of parameters.
V. CONCLUSION
In conclusion, we have established several fluctu-
ation relations which relate observables measured
at the lineage and population levels. We have de-
duced from the second relation that mean gener-
ation times in a lineage should be larger than the
population doubling times in models with cell size
control, whether or not mother-daughter correla-
tions are present, and in age models without cor-
relations. In constrast to this, Eq. (25) can be
violated in age models with correlations. Recent
experiments reporting mean generation times in a
lineage larger than the population doubling time
[10], provide an illustration of the right inequal-
ity of Eq. (25). Our analysis indicates that such
an observation is compatible with a cell size con-
trol model or with an age model without mother-
daughter correlations. Further experimental tests
of both inequalities of Eq. (25) based on our frame-
work could reveal additional information on the
underlying mechanism of cell size control.
Our approach being general, it could be ex-
tended to cover more complex cases such asym-
metric divisions relevant for yeast cells, non-
exponential regimes of growth, relevant for eukari-
ots and other mechanisms of cell aging [25]. While
we have mainly focused on the control of the size
variable, extension of this formalism to other vari-
ables not directly linked to cell size is possible, one
choice being for instance the protein copy numbers
[20].
We also find that the variability of single cell
growth has a negative impact on the population
8growth rate in the absence of mother-daughter cor-
relations when the division rate is B(x, ν) = νx.
A positive impact due to correlations has been re-
ported in some other study [26], while more gen-
erally a positive or negative impact should be ex-
pected depending on the form of the division rate
[23]. All these recent results suggest that genera-
tion times are under a strong evolutionary pressure
in which single cell variability and correlations over
generations [27] play an important role.
In the future, we would like to study systems
where the division rate is controlled simultaneosly
by the size and the age of the cell, which represents
a situation of major biological relevance [28]. Fi-
nally, while this work was under review, two new
studies of cell growth dynamics have appeared,
which relate either to our pathwise formulation [29]
or to our analysis of generation time distributions
[30].
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Appendix A: Path integral representation of the dynamics for size-controlled models
1. Population level
Let us start by building a path integral representation associated to the evolution of the number density
of cells in the population case, Eq. (1). Here, we will allow for an arbitrary number of offsprings m for
generality, although only m = 2 was considered above. We emphasize that m should be independent of
the state of the system. Let us treat the following term
f(y, t) = m
∫
dy′Σ(y|y′)B(y′)n(y′, t), (A1)
in Eq. (1) as a perturbation. The growth propagator GB of the unperturbed dynamics is such that
∂tGB(x, ν, t|x′, t′) = −ν∂x
[
xGB(x, ν, t|x′, t′)
]−B(x, ν)GB(x, ν, t|x′, t′), (A2)
with initial condition GB(x, ν, t
′|x′, t′) = δ(x− x′). Then using these equations, one can check that
n(x, ν, t) =
∫ ∞
0
dx0GB(x, ν, t|x0, 0)n0(x0, ν) +
∫ t
0
dt′
∫ ∞
0
dx′GB(x, ν, t|x′, t′)f(x′, ν, t′), (A3)
is equivalent to the initial problem given in Eq. (1). By explicitly using the definition of f from Eq. (A1),
one obtains
n(x, ν, t) =
∫ ∞
0
dx0GB(x, ν, t|x0, 0)n0(x0, ν) +m
∫ t
0
dt1
∫ ∞
0
dx1GB(x, ν, t|x1, t1)×
×
∫ ∞
0
dν0
∫ ∞
0
dz Σ(x1, ν, |z, ν0)B(z, ν0)n(z, ν0, t1), (A4)
which allows to find an explicit solution for n(x, ν, t) iteratively.
The explicit solution of Eq. (A2) is
GB(x, ν, t|x′, t′) = δ
(
x− x′eν(t−t′)) exp [− ∫ t
t′
dτB
(
x′eν(τ−t
′), ν
)]
. (A5)
which allows us to write:
n(x, ν, t) =
∫ ∞
0
dx0 δ
(
x− x0eνt
)
exp
[
−
∫ t
0
dτB
(
x0e
ντ , ν
)]
n0(x0, ν) +
+m
∫ t
0
dt1
∫ ∞
0
dν0
∫ ∞
0
dx1
∫ ∞
0
dx0 δ
(
x− x1eν(t−t1)
)
exp
[
−
∫ t
t1
dτB
(
x1e
ν(τ−t1), ν
)]×
× Σ(x1, ν, ∣∣x0eν0t1 , ν0)B(x0eν0t1 , ν0) exp [− ∫ t1
0
dτB
(
x0e
ν0τ , ν0
)]
n0(x0, ν0) + . . . (A6)
9or more compactly:
n(x, ν, t) =
∞∑
K=0
mK
∫ t
0
dtK . . .
∫ t2
0
dt1
∫ ∞
0
K∏
k=0
dxk dνk δ(ν − νK)δ
(
x− xKeνK(t−tK)
)
n0(x0, ν0)×
× exp
[
−
∫ t
0
dτB
(
x(τ), ν(τ)
)] K∏
k=1
T
(
xk, νk,
∣∣xk−1eνk−1(tk−tk−1), νk−1), (A7)
where trajectories explicity appearing in the exponential in the r.h.s. of (A7) are given as ν(τ) = νk, and
x(τ) = xk exp(νk(τ − tk)), for τ ∈ (tk, tk+1], while k = 0, 1, . . . ,K. In our notations, t0 = 0 and tK+1 = t.
In addition, the transition matrix is given as T(x, ν|x′, ν′) = Σ(x, ν|x′, ν′)B(x′, ν′).
The last step now consists in noticing that the object propagating trajectories from t0 = 0 up to time t
in (A7) is not yet a path probability because it is not properly normalized. To deal with this issue it is good
to pass from number densisites to population-level probability densities, P (x, ν, t) = N(t)−1n(x, ν, t), and
P0(x, ν) = N(0)
−1n0(x, ν). We can now write in terms of these quantities:
P (x, ν, t) =
∞∑
K=0
∫ t
0
dtK . . .
∫ t2
0
dt1
∫ ∞
0
K∏
k=0
dνk
∫ ∞
0
K+1∏
k=0
dxk δ(ν − νK)δ(x− xK+1)PtreeB [{xk, νk, tk}],
(A8)
where the object
PtreeB [{xk, νk, tk}] = mK δ
(
xK+1 − xKeνK(t−tK)
)
exp
[
− tΛt −
∫ t
0
dτB
(
x(τ), ν(τ)
)]×
×
K∏
k=1
T
(
xk, νk,
∣∣xk−1eνk−1(tk−tk−1), νk−1)P0(x0, ν0), (A9)
is now properly normalized and can be identified
with the correct path propability generating aver-
ages of all observables related to the number den-
sity at the population level. We have added a
subscript B to indicate that the division rate is
given by B(x, ν). This will be important later in
the derivation of fluctuation theorems. Note that
when passing from densities to probability densi-
ties, a new term has appeared in the argument of
the exponential namely Λt, which is connected to
the population growth rate, Λp, by Eq. (11).
2. Lineage level
The starting point to derive the path probabil-
ity for lineage observables is the evolution equation
for the probability density of size and growth rate,
Eq. (2) Except for the absence of the factor two
in front of the integral, the structure of the equa-
tions are the same and the derivation follows along
exactly as in the population case. We provide the
final result:
P linB [{xk, νk, tk}] = δ
(
xK+1 − xKeνK(t−tK)
)
exp
[
−
∫ t
0
dτB
(
x(τ), ν(τ)
)]×
×
K∏
k=1
T
(
xk, νk,
∣∣xk−1eνk−1(tk−tk−1), νk−1)p0(x0, ν0), (A10)
which can be readily shown to be properly normalized. Here p0 is the distribution of initial conditions
for the lineage. Note that we have introduced p0, which could be different from the P0 introduced earlier
as the initial condition of the population.
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3. Derivation of fluctuation relations
We can now compare path probabilities representations at the population and lineage levels given by
(A10) and (A9) with each other. We see that a possible way to bring both distributions “closer” together,
is to multiply the division rate at the lineage level by the factor m, and to consider a lineage starting from
the same initial condition as that of the population. A possible choice of this initial condition consists,
for instance, in considering a population dynamics starting from a single cell.
In that case we have:
P linmB [{xk, νk, tk}] = mK δ
(
xK+1 − xKeνK(t−tK)
)
exp
[
−m
∫ t
0
dτB
(
x(τ), ν(τ)
)]×
×
K∏
k=1
T
(
xk, νk,
∣∣xk−1eνk−1(tk−tk−1), νk−1)P0(x0, ν0). (A11)
Then, the following relation holds from direct comparison of (A11) and (A9):
PtreeB [{xk, νk, tk}] = P linmB [{xk, νk, tk}] exp
[
(m− 1)
∫ t
0
dτB
(
x(τ), ν(τ)
)− tΛt]. (A12)
Appendix B: Fluctuation theorem for correlated age models
1. Lineage dynamics
We now consider models in which interdivision times are correlated. The natural way in which these
correlations arise is by inter-cell-cycle growth-rate fluctuations, as given by Eqs. (9) and (10). Growth-
rate correlations are encoded in Σ, which is a properly normalized conditional probability. Again, we will
focus on stationary conditions. It is simple to see from (9) that one can formally write the stationary
distribution as:
p(a, ν) = p(0, ν) exp
[
−
∫ a
0
B(a′, ν)da′
]
. (B1)
To determine p(0, ν), we use (10) and (B1):
p(0, ν) =
∫ ∞
0
da
∫ ∞
0
dν′Σ(ν|ν′)B(a, ν′)p(0, ν′) exp
[
−
∫ a
0
B(a′, ν′)da′
]
= −
∫ ∞
0
dν′Σ(ν|ν′)p(0, ν′)
∫ ∞
0
da
d
da
exp
[
−
∫ a
0
B(a′, ν′)da′
]
, (B2)
from where we get the following integral equation:
p(0, ν) =
∫ ∞
0
Σ(ν|ν′)p(0, ν′) dν′. (B3)
The generation time distribution can now be determined, again, as the age-distribution of dividing cells.
It is worth considering slightly more general object, i.e., the joint probability distribution of interdivision
time and growth rate
flin(τ, ν) =
B(τ, ν)p(τ, ν)∫∞
0
da
∫∞
0
dν B(a, ν)p(a, ν)
=
B(τ, ν)p(0, ν) exp
[
− ∫ τ
0
B(a, ν)da
]
∫∞
0
p(0, ν′) dν′
. (B4)
This result can be written in a more illuminating
way by noticing that the growth rate distribution
of newborn cells can be identified as
ρlinb (ν) =
p(0, ν)∫∞
0
p(0, ν′) dν′
. (B5)
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Furthermore, due to the linearity of Eq. (B3), and
the fact that ρlinb (ν) differs from p(0, ν) only in a
multiplicative constant, we have that ρlinb (ν) satis-
fies
ρlinb (ν) =
∫ ∞
0
Σ(ν|ν′)ρlinb (ν′) dν′. (B6)
These observations then lead to the final result:
flin(τ, ν) = ρ
lin
b (ν)B(τ, ν) exp
[
−
∫ τ
0
B(a, ν)da
]
.
(B7)
2. Population dynamics
Let us now consider the population level. The
stationary equation for the population age distri-
bution reads
∂aP (a, ν) = −
[
Λp +B(a, ν)]P (a, ν), (B8)
with boundary condition
P (0, ν) = 2
∫ ∞
0
da
∫ ∞
0
dν′Σ(ν|ν′)B(a, ν′)P (a, ν′).
(B9)
We then have
P (a, ν) = P (0, ν) exp
[
− Λpa−
∫ a
0
B(a′, ν)da′
]
,
(B10)
Note that the normalization of P gives the follow-
ing condition:
Λp =
∫ ∞
0
da
∫ ∞
0
dν B(a, ν)P (a, ν) =
∫ ∞
0
dν P (0, ν)
∫ ∞
0
daB(a, ν) exp
[
− Λpa−
∫ a
0
B(a′, ν)da′
]
= −
∫ ∞
0
dν P (0, ν)
∫ ∞
0
da
(
d
da
+ Λp
)
exp
[
− Λpa−
∫ a
0
B(a′, ν)da′
]
=
∫ ∞
0
dν P (0, ν)− Λp
∫ ∞
0
dν P (0, ν)Γ(ν), (B11)
where we have used (B10) and introduced the function
Γ(ν) =
∫ ∞
0
da exp
[
− Λpa−
∫ a
0
B(a′, ν)da′
]
. (B12)
We can thus write for the growth rate of the population:
Λp =
∫∞
0
P (0, ν) dν
1 +
∫∞
0
P (0, ν)Γ(ν) dν
. (B13)
On the other hand, integrating directly in (B10), we get
1 =
∫ ∞
0
da
∫ ∞
0
dν P (0, ν) exp
[
− Λpa−
∫ a
0
B(a′, ν)da′
]
=
∫ ∞
0
P (0, ν)Γ(ν) dν, (B14)
so we have
Λp =
1
2
∫ ∞
0
P (0, ν) dν. (B15)
As before, we can find an equation for P (0, ν) using (B9) and the solution for P (a, ν), Eq. (B10):
P (0, ν) = 2
∫ ∞
0
da
∫ ∞
0
dν′Σ(ν|ν′)P (0, ν′)B(a, ν′) exp
[
− Λpa−
∫ a
0
B(a′, ν′)da′
]
= −2
∫ ∞
0
dν′Σ(ν|ν′)P (0, ν′)
∫ ∞
0
da
(
d
da
+ Λp
)
exp
[
− Λpa−
∫ a
0
B(a′, ν′)da′
]
= 2
∫ ∞
0
dν′Σ(ν|ν′)P (0, ν′)− 2Λp
∫ ∞
0
dν′Σ(ν|ν′)P (0, ν′)
∫ ∞
0
da exp
[
− Λpa−
∫ a
0
B(a′, ν′)da′
]
,
(B16)
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so, we then have
P (0, ν) = 2
∫ ∞
0
dν′Σ(ν|ν′)[1− ΛpΓ(ν′)]P (0, ν′). (B17)
Let us now write the joint probability distribution of interdivision times and single-cell growth rate:
ftree(τ, ν) =
B(τ, ν)P (τ, ν)∫∞
0
da
∫∞
0
dν B(a, ν)P (a, ν)
=
P (0, ν)
Λp
B(τ, ν) exp
[
− Λpτ −
∫ τ
0
B(a, ν)da
]
. (B18)
The condition (B15) implies that P (0, ν)/Λp =
2ρtreeb (ν), where
ρtreeb (ν) =
P (0, ν)∫∞
0
P (0, ν) dν
(B19)
can be identified, as we did in the lineage case,
with the growth rate distribution of newborn cells,
now at the tree level. We then have:
ftree(τ, ν) = 2ρ
tree
b (ν)B(τ, ν)×
exp
[
− Λpτ −
∫ τ
0
B(a, ν)da
]
. (B20)
Note once more that the linearity of Eq. (B17) and
the fact that P (0, ν) and ρtreeb (ν) differ only on a
multiplicative factor, lead to the equation satisfied
by ρtreeb :
ρtreeb (ν) = 2
∫ ∞
0
dν′Σ(ν|ν′)[1− ΛpΓ(ν′)]ρtreeb (ν′).
(B21)
If we now compare (B20) and (B7), we read-
ily obtain Eq. (39). Before closing this paragraph
some comments are in order. First, note that as
Eqs. (B6) and (B21) are clearly different, one has
ρlinb (ν) 6= ρtreeb (ν). Nevertheless, in absence of
fluctuations, when Σ(ν|ν′) = δ(ν − ν′), we have
ρlinb (ν) = ρ
tree
b (ν). To illustrate this, let us con-
sider, for instance, a population starting from a
single cell with growth rate ν0. As the growth
rate remains the same in all cell cycles, we have
ρlinb (ν) = ρ
tree
b (ν) ≡ δ(ν − ν0) at all times. Then,
Eq. (B6) becomes tautological, while Eq. (B21)
leads to the identity
2
[
1− ΛpΓ(ν0)
]
= 1, (B22)
which is precisely the relation (34) found for IGT
models (recall the definition of Γ, (B12)).
3. Inequalities in correlated age models
Let us now analyze the consequences of the gen-
eralized relation (39) for the inequalities. We have,
for instance:
D(ftree||flin) =
∫
ftree(τ, ν) ln
ftree(τ, ν)
flin(τ, ν)
dτdν
= ln 2
[
1− 〈τ〉tree
Td
]
+
+
∫ ∞
0
f˜tree(ν) ln
ρtreeb (ν)
ρlinb (ν)
dν ≥ 0,
(B23)
where f˜tree(ν) =
∫
dτftree(τ, ν) is the marginal
distribution of the growth rate of the dividing cells.
This result implies, in particular, that
Td − 〈τ〉tree ≥ − Td
ln 2
∫ ∞
0
f˜tree(ν) ln
ρtreeb (ν)
ρlinb (ν)
dν.
(B24)
Given that the quantity in the right hand side
of (B24) does not have a definite sign (in particu-
lar, it is not necessarily positive), in this case the
left inequality in (38) (and Eq. (25)) may be vio-
lated. Repeating a similar argument, on arrives to
the same conclusion for the right inequality.
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