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03 BILINEAR EIGENFUNCTION ESTIMATES AND THE
NONLINEAR SCHRO¨DINGER EQUATION ON SURFACES
by
N. Burq, P. Ge´rard & N. Tzvetkov
Abstract. — We study the cubic non linear Schro¨dinger equation (NLS) on compact
surfaces. On the sphere S2 and more generally on Zoll surfaces, we prove that, for s > 1/4,
NLS is uniformly well-posed in Hs, which is sharp on the sphere. The main ingredient in
our proof is a sharp bilinear estimate for Laplace spectral projectors on compact surfaces.
Re´sume´. — On e´tudie l’e´quation de Schro¨dinger non line´aire (NLS) sur une surface com-
pacte. Sur la sphe`re S2 et plus ge´ne´ralement sur toute surface de Zoll, on de´montre que pour
s > 1/4, NLS est uniforme´ment bien pose´e dans Hs, ce qui est optimal sur la sphe`re. Le
principal ingre´dient de notre de´monstration est une estimation biline´aire pour les projecteurs
spectraux du laplacien sur une surface compacte.
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1. Introduction.
Let (M,g) be a compact Riemannian manifold of dimension 2 without boundary. In
this paper we study the Cauchy problem for the cubic nonlinear Schro¨dinger equation
posed on M ,
(1.1) i∂tu+∆u = |u|2u , u(0, x) = u0(x) ,
where the unknown u = u(t, x) is a complex valued function on R×M , and ∆ denotes the
Laplace operator associated to the metric g on M . It is classical that smooth solutions of
(1.1) satisfy the following two conservation laws,
(1.2)
∫
M
|u(t, x)|2 dx =
∫
M
|u0(x)|2 dx ,
∫
M
|∇u(t, x)|2g dx+
1
2
∫
M
|u(t, x)|4 dx = E0 .
As a consequence, the Sobolev H1 norm of the function u(t, .) on M is controlled by the
H1 norm of the Cauchy data u0. By combining this observation with energy estimates
and a logarithmic Gronwall lemma, Bre´zis-Gallouet [6] proved that, for any u0 ∈ C∞(M),
the problem (1.1) has a unique solution u ∈ C∞(R×M).
Our purpose is the study of the dynamics of the flow u0 7→ u defined by the latter
theorem, in connection with the geometry of the surfaceM . Indeed, because of the infinite
speed of propagation for equation (1.1), it is natural to expect the geometry to play an
important role even in the small time dynamics. Moreover, it is likely that the results
will be sensitive to the distance on the phase space, which we shall choose to be the Hs
distance, a natural choice in view of (1.2) and of the properties of the linear Schro¨dinger
group. This leads to the following definition.
Definition 1.1. — Let s be a real number. We shall say that the Cauchy problem (1.1)
is uniformly well-posed in Hs(M) if, for any bounded subset B of Hs(M), there exists
T > 0 such that the flow map
(1.3) u0 ∈ C∞(M) ∩B 7→ u ∈ C([−T, T ],Hs(M))
is uniformly continuous when the source space is endowed with the Hs norm, and when
the target space is endowed with
‖u‖CTHs = sup
|t|≤T
‖u(t)‖Hs .
The notion of uniformly well-posed Cauchy problem has been recently addressed by
several authors in the context of various nonlinear evolution equations (see e.g. Birnir-
Kenig-Ponce-Svanstedt-Vega [3], Gallagher-Ge´rard [18], Kenig-Ponce-Vega [24], Lebeau
[27], Burq-Ge´rard-Tzvetkov [7], Christ-Colliander-Tao [14], Koch-Tzvetkov [26]). Besides
the existence of a local continuous flow map on Hs, which corresponds to Hadamard’s clas-
sical notion of wellposedness, this notion can be rephrased as high frequency stability in
Hs in the following sense : given two bounded sequences of Cauchy data in Hs, whose
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difference converges to 0 in Hs, the difference between the corresponding sequences of so-
lutions converges to 0 in Hs uniformly on a fixed small time interval. In other words, if the
problem is uniformly well-posed in Hs, the flow acts in small time on defects of compact-
ness of bounded sequences in Hs. On the other hand, the lack of uniform well-podsedness
corresponds to some nonlinear instability of the evolution acting on data involving high
frequencies.
At this stage, it is worth to observe that, as far as we know, the only known examples
of uniformly well-posed Cauchy problems are based on the convergence of the Picard iter-
ation scheme on some convenient Banach space of functions, hence are such that the flow
map (1.3) is in fact Lipschitz continuous. This will be the case for the results in this paper
too.
Let us review the known results about uniform wellposedness for the problem (1.1) in
the literature, starting with the positive results. First, in view of the Sobolev embedding
theorem in two space dimensions, a simple application of energy methods leads to uniform
wellposedness in Hs for every s > 1 on every compact surface M . In the case s = 1,
notice that results of Vladimirov [35] and Ogawa-Ozawa [28] only imply Hadamard well-
posedness. More recently, in [10] (see also [9]), the authors proved uniform wellposedness
in Hs for every s > 1/2. The proof is based on the following Strichartz estimates for the
linear Schro¨dinger group on M , derived in [10] (see also Staffilani-Tataru [32]) : for every
function v0 on M , for every finite time interval I,
(1.4)
∫
I
(∫
M
|eit∆v0(x)|q dx
)p/q
dt ≤ C(I) ‖v0‖pH1/p(M) ,
for every pair (p, q) satisfying
p > 2 ,
1
p
+
1
q
=
1
2
.
Indeed, these estimates allow to gain essentially half a derivative with respect to the
Sobolev embedding, if one agrees to deal with L2tL
∞
x norms rather than with space-time
L∞ norms, which does not make strong differences in the analysis of (1.1).
On the other hand, using a different method, Bourgain proved in [4], [5] that, on the
torus T2 = R2/Z2, uniform wellposedness holds in Hs for every s > 0. This result should
be compared to the corresponding one on the Euclidean plane, due to Cazenave-Weissler
[13], and which is based on Strichartz estimates with no loss of derivatives, namely es-
timates (1.4) where the norm in the right hand side is the L2 norm instead of the H1/p
norm. Notice however that Bourgain’s approach is quite different, since such estimates
are not known (or are known to fail) on T2.
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Let us come to the negative results. The simplest one concerns the torus (in fact it
works as well on the one-dimensional torus) and states that uniform wellposedness fails
in Hs for s < 0 (see [7] and Christ-Colliander-Tao [14]). More generally, it seems that
a suitable adaptation of a recent work of Christ-Colliander-Tao [15] shows that this re-
sult holds on every compact surface. Therefore the remaining range of regularity to be
discussed is the interval [0, 1/2] ; moreover, on the torus, the picture is complete since
uniform wellposedness in Hs is equivalent to positivity of the regularity s — apart from
the critical regularity s = 0, a very difficult open problem.
It is interesting to notice that the situation on the standard sphere is quite different.
Indeed, in [7], strong concentration of some spherical harmonics was used to prove that
(1.1) is not uniformly well-posed in Hs(S2) for s < 1/4 (see also the recent work of Banica
[1], which gives more precise results). The main purpose of this paper is to complete the
picture on the sphere.
Theorem 1. — If (M,g) is the standard sphere, or more generally a Zoll surface, then
the Cauchy problem for (1.1) is uniformly well-posed in Hs(M) for every s > 1/4.
We recall that a Zoll surface is a surface on which the geodesic flow is periodic (see Besse
[2] for a detailed exposition). It is worth noticing that the construction on S2 of [7] can be
extended to many others revolution surfaces and thus Theorem 1 provides sharp uniform
wellposedness results far a large class of Zoll surfaces. The details of this construction will
be given elsewhere (see [11]).
Remark 1.2. — In the case of the torus and of the sphere, the above results display a
critical regularity threshold sc above which uniform wellposedness holds, and below which
uniform wellposedness fails : we have sc(T
2) = 0 and, in view of Theorem 1, sc(S
2) = 1/4.
We expect that such a threshold exists on every surface. Of course the most interesting
open question is to relate the value of this threshold to the geometric properties of the
surface. In particular, it would be interesting to know whether there exist surfaces for
which this threshold exceeds 1/4.
Let us describe briefly the main steps in the proof of Theorem 1. A first step is to
reduce, on every compact surface, the uniform wellposedness for (1.1) in Hs for every
s > s0, to the following bilinear inequality on solutions of the linear Schro¨dinger equation,
(1.5)
(∫
[0,1]×M
|eit∆f (x) eit∆g (x)|2 dt dx
)1/2
≤ C (min(N,L))s0‖f‖L2 ‖g‖L2 ,
where N,L are large dyadic numbers, and f, g are supposed to be spectrally localized on
dyadic intervals of order N,L respectively, namely
1lN≤√−∆≤2N (f) = f , 1lL≤√−∆≤2L(g) = g .(1.6)
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Notice that such kind of bilinear estimates were established and used by several au-
thors in the context of the wave equation and of the Schro¨dinger equation with constant
coefficients (see Klainerman-Machedon-Bourgain-Tataru [25], Bourgain [4, 5], Foschi-
Klainerman [17], Tao [34] and references therein). The general principle of the above
reduction is based on the systematic use of conormal spaces introduced by Bourgain in [4]
(see also Ginibre [20]).
The second step in the proof of Theorem 1 is to observe that, due to the good localization
of the spectrum of a Zoll surface (see Guillemin [21], Colin de Verdie`re [16]), the above
bilinear inequality for s0 > 1/4 reduces on a Zoll surface to the following result on the
spectral projectors.
Theorem 2. — Let (M,g) be a compact surface, and let χ ∈ C∞0 (R). For each λ ≥ 0,
we introduce the operator
χλ = χ(
√
−∆− λ) .
There exist C > 0 such that, for all λ, µ ≥ 1, for all functions f, g on M ,
(1.7) ‖χλf χµg‖L2(M) ≤ C (min(λ, µ))1/4 ‖f‖L2(M) ‖g‖L2(M) .
Notice that the case λ = µ in Theorem 2 is a particular case of general Lp estimates
due to Sogge ([29, 30, 31]) which take the following form, for every p ∈ [2,+∞],
(1.8) ‖χλf‖L2(M) ≤ C λs(p) ‖f‖L2(M) , λ ≥ 1,
where s(4) = 1/8, and more generally s(p) is given in terms of 1/p by the following
diagram:
1
2
1
4
1
6
1
8
1
6
1
4
1
2
s(p)
1
p
Figure 1. The Sogge diagram in dimension 2
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Of course the advantage of using estimate (1.7), rather than applying Ho¨lder’s inequality
and (1.8), is to make the highest frequency disappear from the right hand side, which is
crucial in the nonlinear analysis of the first step. A glance at the particular case of the
sphere is particularly enlightening. Indeed, in this case, estimate (1.7) means that the L2
norm of the product of two spherical harmonics divided by the product of their L2 norms
is bounded by l1/4, where l is the minimum of their two degrees. It is interesting to notice
that estimate (1.7) (as well as (1.8)) is made optimal by choosing the following spherical
harmonics,
(1.9) φn(x) = (x1 + ix2)
n , x = (x1, x2, x3) ∈ R3, x21 + x22 + x23 = 1 ,
which concentrates onto the large circle {x3 = 0} of S2. Indeed, this kind of spherical
harmonics already appeared in a paper by Stanton and Weinstein [33] which was a moti-
vation for Sogge’s result [29]. Inspired by these earlier works, we established the nonlinear
instability in [7] precisely by studying the Cauchy problem (1.1) with u0 = φn. Therefore,
in some sense, the behavior of φn can summarize in itself the whole problem of uniform
wellposedness on the sphere. It is also interesting to notice that the same example shows
that a bilinear inequality such as (1.7) with an Lp norm in the left hand side could not
hold if p > 2. In this case, the high frequency would necessarily appear in the right hand
side.
The third and main step in the proof of Theorem 1 is of course Theorem 2 itself. By a
reduction which is now classical (see [31]), one is led to studying oscillatory integral oper-
ators of Carleson-Sjo¨lin’s type (see Carleson-Sjo¨lin [12], Ho¨rmander [22]). At this stage
our proof consists in applying the calculus of Fourier integral operators (see Ho¨rmander
[23]) in order to reduce the problem to a bilinear Carleson-Sjo¨lin inequality, which we
then prove by adapting an idea used by Ho¨rmander in [22].
This paper is organized as follows. In section 2, we precise the relationship between
uniform wellposedness and bilinear inequalities (1.5) on solutions of the linear Schro¨dinger
equation. In section 3, we take advantage of the localization of the spectrum of a Zoll
surface in order to deduce Theorem 1 from Theorem 2. Finally, section 4 is devoted to
the proof of Theorem 2. We close this introduction by mentioning that the results of this
paper were announced in [8].
Acknowledgements. We are grateful to Terence Tao for valuable conversations about
bilinear estimates.
2. The non linear analysis
In this section M is any compact surface . However the analysis can be easily adapted
to more general situations as higher dimensional manifolds, focusing nonlinearities, etc.
We prove that the uniform wellposedness of (1.1) on M can be deduced from bilinear
NLS ON SURFACES 7
estimates on the solutions of the linear equation. This is a result of independent interest
that we state below:
Theorem 3. — Suppose that there exists C > 0 and s0 such that for any u0, v0 ∈ L2(M)
satisfying
1l√−∆∈[N,2N ](u0) = u0, 1l√−∆∈[L,2L](v0) = v0
one has (with s0 ≥ 0)
(2.1) ‖eit∆u0 eit∆v0‖L2((0,1)t×M) ≤ C(min(N,L))s0‖u0‖L2(M)‖v0‖L2(M).
Then the Cauchy problem (1.1) is uniformly well-posed in Hs(M) for any s > s0.
The proof of Theorem 3 relies on the use of Bourgain spaces. We first show that (2.1)
is equivalent to a bilinear estimate in Bourgain spaces. We then prove the crucial non
linear estimate which yields the proof of the uniform wellposedness due to a contraction
argument in a suitable Bourgain space associated to Hs regularity.
2.1. Bourgain spaces. — Let A be a non negative self adjoint operator with compact
resolvent on L2(M). Denote by (ek) an L
2 orthonormal basis of eigenfunctions of A
associated to eigenvalues µk, by Pk the orthogonal projector on ek, and by H
s
A(M) the
natural Sobolev space associated to (Id +A)1/2, equipped with the norm
‖u‖2HsA(M) =
∑
k
〈µk〉s‖Pku‖2L2(M).
Definition 2.1. — The space Xs,bA (R×M) is the completion of C∞0 (Rt;HsA(M)) for the
norm
(2.2)
‖u‖2
Xs,bA (R×M)
=
∑
k
‖〈τ + µk〉b〈µk〉sP̂ku(τ)‖2L2(Rτ ;L2(M))
= ‖eitAu(t, ·)‖2Hb(Rt ;HsA(M)),
where P̂ku(τ) denotes the Fourier transform of Pku with respect to the time variable.
Remark 2.2. — The definition (and the norm) of the space Xs,bA clearly depends on the
operator A. However if A,B are two operators as above, having the same eigenfunctions
and such that the eigenvalues λk and µk of A and B respectively satisfy
∃C > 0 : ∀k, |λk − µk| ≤ C
then
∃C > 0 : ∀k ∈ N, ∀τ ∈ R, 1
C
〈τ + λk〉 ≤ 〈τ + µk〉 ≤ C〈τ + λk〉
and consequently Xs,bA = X
s,b
B (with equivalent norms).
We next reformulate the bilinear estimate (2.1) in the Xs,b context.
Lemma 2.3. — Let s ∈ R. The two following statements are equivalent :
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– For any u0, v0 ∈ L2(M) satisfying
1l√A∈[N,2N ](u0) = u0, 1l√A∈[L,2L](v0) = v0
one has
(2.3) ‖e−itAu0 e−itAv0‖L2((0,1)t×M) ≤ C(min(N,L))s‖u0‖L2‖v0‖L2 .
– For any b > 1/2 and any f, g ∈ X0,b(R×M) satisfying
1l√A∈[N,2N ](f) = f, 1l√A∈[L,2L](g) = g
one has
(2.4) ‖f g‖L2(R×M) ≤ C(min(N,L))s‖f‖X0,bA (R×M)‖g‖X0,bA (R×M).
Proof. — If u(t) = eitAu0 then for any ψ ∈ C∞0 (R) and any b, ψ(t)u(t) ∈ X0,bA (Rt ×M)
with
‖ψ u‖
X0,bA (R×M)
≤ C‖u0‖L2(M),
which shows that (2.4) implies (2.3). To show the reverse implication, suppose first that
f(t) and g(t) are supported in time in the interval (0, 1) and write
f(t) = e−itAeitAf(t) := e−itAF (t), g(t) = e−itAeitAg(t) := e−itAG(t)
Then
f(t) =
1
2π
∫ ∞
−∞
eitτ e−itAF̂ (τ)dτ, g(t) =
1
2π
∫ ∞
−∞
eitτ e−itAĜ(τ)dτ
and hence
(f g)(t) =
1
(2π)2
∫ ∞
−∞
∫ ∞
−∞
eit(τ+σ) e−itAF̂ (τ) e−itAĜ(σ)dτdσ.
Ignoring the oscillating factor eit(τ+σ), using (2.3) and the Cauchy-Schwarz inequality in
(τ, σ) (in this place we use that b > 1/2 to get the needed integrability) yields
(2.5)
‖fg‖L2((0,1)t×M) ≤ C(min(N,L))s
∫
τ,σ
‖F̂ (τ)‖L2(M)‖Ĝ(σ)‖L2(M)dτdσ
≤ C(min(N,L))s‖〈τ〉bF̂ (τ)‖L2(Rτ×M)‖〈σ〉bĜ(σ)‖L2(Rσ×M)
= C(min(N,L))s‖f‖
X0,bA (R×M)
‖g‖
X0,bA (R×M)
.
Finally, by decomposing f(t) =
∑
n∈Z ψ(t−n/2)f(t) and g(t) =
∑
n∈Z ψ(t−n/2)g(t) with
a suitable ψ ∈ C∞0 (R) supported in (0, 1), the general case for f(t) and g(t) follows from
the considered particular case of f(t) and g(t) supported in time in the interval (0, 1).
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2.2. The crucial nonlinear estimate in Xs,b. — In this section we come back to the
proof of Theorem 3. Therefore we consider the Bourgain spaces associated to A = −∆
and we drop the subscript A. We begin with an elementary observation.
Lemma 2.4. — For every b > 14 , there exists C > 0 such that for every u ∈ X0,b(R×M),
(2.6) ‖u‖L4(R ;L2(M)) ≤ C‖u‖X0,b(R×M).
Proof. — Write the Fourier transform inversion as follows
Pku(t) =
1
2π
∫ ∞
−∞
〈τ + µk〉b
〈τ + µk〉b
P̂ku(τ)e
itτdτ.
Therefore for b > 12 , we get by the Cauchy-Schwarz inequality, applied in τ ,
(2.7) |Pku(t)| .
{∫ ∞
−∞
〈τ + µk〉2b|P̂ku(τ)|2dτ
} 1
2
.
Squaring (2.7), integrating over M and summing over k yields,
(2.8) ‖u‖L∞(R ;L2(M)) . ‖u‖X0,b(R×M), b >
1
2
.
We also have the trivial identity,
(2.9) ‖u‖L2(R ;L2(M)) = ‖u‖X0,0(R×M).
Interpolation between (2.8) and (2.9) gives (2.6).
Let us now state the main result of this section.
Proposition 2.5. — Under the assumptions of Theorem 3, let s > s0. There exists
(b, b′) ∈ R2 satisfying
(2.10) 0 < b′ <
1
2
< b, b+ b′ < 1,
and C > 0 such that for every triple (uj), j = 1, 2, 3, in X
s,b(R ×M),
(2.11) ‖u1 u2 u3‖Xs,−b′ ≤ C‖u1‖Xs,b‖u2‖Xs,b‖u3‖Xs,b .
Proof. — Define wj as follows
wj(t) =
1
2π
∑
k∈N
〈µk〉s/2
∫ ∞
−∞
〈τ + µk〉bP̂kuj(τ)eitτdτ, j = 1, 2, 3
or equivalently
uj(t) =
1
2π
∑
k∈N
〈µk〉−s/2
∫ ∞
−∞
〈τ + µk〉−bP̂kwj(τ)eitτdτ, j = 1, 2, 3.
10 N. BURQ, P. GE´RARD & N. TZVETKOV
Notice that
‖uj‖Xs,b = ‖wj‖L2 , j = 1, 2, 3.
A duality argument reduces (2.11) to
(2.12)
∣∣∣∣∫
R×M
u0 u1 u2 u3
∣∣∣∣ . ‖w0‖L2(R×M) 3∏
j=1
‖wj‖L2(R×M),
where w0 is arbitrary in L
2(R ×M) and
u0(t) =
1
2π
∑
k∈N
〈µk〉s/2
∫ ∞
−∞
〈τ + µk〉−b′ P̂kw0(τ)eitτdτ.
The next step is to perform a localization in the integral of the left hand-side of (2.12).
In the sequel N0, N1, N2, N3, L0, L1, L2, L3 will denote dyadic integers, i.e. Nj = 2
nj ,
nj ∈ N, Lj = 2lj , lj ∈ N, j = 0, 1, 2, 3. We set
N := (N0, N1, N2, N3), L := (L0, L1, L2, L3)
and that notation will be frequently used in the rest of the proof. By summation over N ,
we mean summation over all possible dyadic values of N0, N1, N2, N3. Similar convention
will be adopted for the summation over L. Denote by J the left hand-side of (2.12). Then
we can write
J .
∑
L
∑
N
I(L,N),
where
I(L,N) =
∣∣∣∣∫
R×M
uL0N00 u
L1N1
1 u
L2N2
2 u
L3N3
3
∣∣∣∣(2.13)
with
u
LjNj
j (t) =
1
2π
∑
Nj≤〈µk〉1/2<2Nj
〈µk〉−s
∫
Lj≤〈τ+µk〉<2Lj
〈τ + µk〉−bP̂kwj(τ)eitτdτ(2.14)
for j = 1, 2, 3 and
uL0N00 (t) =
1
2π
∑
N0≤〈µk〉1/2<2N0
〈µk〉s
∫
L0≤〈τ+µk〉<2L0
〈τ + µk〉−b′ P̂kw0(τ)eitτdτ.(2.15)
Notice that
‖uLjNjj ‖Xσ,β . Lβ−bj Nσ−sj cj(Lj , Nj), j = 1, 2, 3
and
‖uL0N00 ‖Xσ,β . Lβ−b
′
0 N
σ+s
0 c0(L0, N0),
where the sequences of real numbers cj(Lj , Nj) satisfy∑
Lj
∑
Nj
(cj(Lj , Nj))
2 . ‖wj‖2L2 , j = 0, 1, 2, 3.
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In particular cj(Lj , Nj) . ‖wj‖L2 , j = 0, 1, 2, 3.
Our next step is to give a bound for the product of four functions on M , localized
in frequency on four intervals Ik and such that one of the intervals is much shifted with
respect to the others.
Lemma 2.6. — There exists C > 0 such that, if for any j = 1, 2, 3, Cµkj ≤ µk0, then
for every p > 0 there exists Cp > 0 such that for every wj ∈ L2(M), j = 0, 1, 2, 3,
(2.16)
∣∣∣∣∫
M
Pk0w0 Pk1w1 Pk2w2 Pk3w3 dx
∣∣∣∣ ≤ Cp µ−pk0 3∏
j=0
‖wj‖L2 .
Proof. — There are several ways to prove Lemma 2.6. Our proof relies on the following
result of Sogge [31, Chap. 5.1], which we shall use in its full strength in Section 4.
Proposition 2.7. — There exists a function χ ∈ S(R) equal to 1 at the point 0 such that
χ(
√
−∆− λ)f = λ 12Tλf +Rλf,
with
∀ p, s ∈ N , ∃Cp,s > 0 : ‖Rλf‖Hs(M) ≤ Cp,sλ−p‖f‖L2
and in a coordinate system close to x0 ∈M ,
Tλf(x) =
∫
R2
eiλϕ(x,y)a(x, y, λ)f(y)dy,
with the following asymptotic expansion in C∞0 ,
a(x, y, λ) ∼
∑
j≥0
aj(x, y)λ
−j ,
with aj ∈ C∞0 supported in
ε
C
≤ |x− y| ≤ Cε,
and −ϕ(x, y) = dg(x, y) is the geodesic distance between x and y.
We fix 0 < ε < 1/2 and distinguish now different cases in (2.16) according whether
µεk0 < Cµkj < µk0 or µkj < µ
ε
k0
. In the first case, using that
χ(
√
−∆− µ1/2kj )Pkj = Pkj ,
we can replace Pkjwj by Tµ1/2kj
w˜j with w˜j = Pkjwj , modulo the error term Rµ1/2kj
which
gives for any p an error of order O(µ−pkj ) and consequently of order O(µ
−p
k0
) for any p. In
the second case we keep Pkjwj . To fix ideas suppose for example that µ
ε
k0
< Cµk1 < µk0
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and µk2 , µk3 < µ
ε
k0
(the other cases being similar). Using a partition of unity, we have
consequently to estimate:
(2.17)
∣∣∣∣∣∣
∫
x∈U
1∏
j=0
(T
µ
1/2
kj
w˜j)(x)
3∏
j=2
Pkjwj(x)dx
∣∣∣∣∣∣ =∣∣∣∣∣∣
∫
y0
∫
y1
∫
x∈U
e
iµ
1/2
k0
Φ(x,y0,y1)
 1∏
j=0
a(x, yj , µ
1/2
kj
)w˜j(yj)dyj
Pk2w2(x)Pk3w3(x)dx
∣∣∣∣∣∣ ,
with
Φ = ϕ(x, y0) +
√
µk1
µk0
ϕ(x, y1).
and akj supported in U (in the x variable).
Since |∇xϕ| is uniformly bounded from below and bounded from above together with
all its derivatives, we obtain that for C > 0 large enough, there exist c1 > 0 and Cβ such
that
|∇xΦ| ≥ c1, |∂βxΦ| ≤ Cβ.
It remains to perform integrations by parts in the x variable in (2.17). Each such inte-
gration gains a power of µ
−1/2
k0
and looses (due to the derivatives on
∏3
j=2 Pkjwj(x)) a
power of
√
max(µk2 , µk3) ≤ µε/2k0 . After a suitable number of integration by parts, we can
conclude using a crude Sobolev embedding.
Lemma 2.6 is now the key for the proof of the next statement.
Lemma 2.8. — There exists C > 0 such that if N0 ≥ C(N1 + N2 +N3) then for every
p > 0 there exists Cp such that
I(L,N) ≤ CpN−p0
(L1L2)
1
2
Lb
′
0 (L1L2L3)
b
3∏
j=0
‖wj‖L2 .
Remark 2.9. — We note that if M = S2 then Lemma 2.8 is trivial since in that case,
by an elementary observation on the degree of the corresponding spherical harmonics, we
obtain that if N0 > 2(N1 +N2 +N3) then I(L,N) = 0.
Proof. — We substitute (2.14), (2.15) into (2.13). We obtain
I(L,N) .
(
N0
N1N2N3
)s ∑
(k0,k1,k2,k3)∈S(L,N)
I˜(k0, k1, k2, k3),
where
S(L,N) = {(k0, k1, k2, k3) ∈ N4 : Nj ≤ 〈µkj〉1/2 ≤ 2Nj ; j = 0, . . . , 3}
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and
(2.18) I˜(k0, k1, k2, k3) =
∣∣∣∣∫
D
∫
M
Pk0ŵk0(τ0)Pk1ŵk1(τ1)Pk2ŵk2(τ2)Pk3ŵk3(τ3)dxdµ
∣∣∣∣
where the integral in (τ0, τ1, τ2, τ3) is over the domain
D = {(τ0, τ1, τ2, τ3) : Lj ≤ 〈τj + µkj〉 ≤ 2Lj , j = 0, · · · , 3}
endowed with the measure
dµ =
δ(−τ0 + τ1 − τ2 + τ3)dτ0dτ1dτ2dτ3
〈τ0 + µk0〉b′
∏3
i=1〈τi + µki〉b
.
Next we apply Lemma 2.6 and we introduce functions hj(τ) = ‖ŵj(τ)‖L2(M), j = 0, 1, 2, 3.
We obtain
I˜(k0, k1, k2, k3) ≤ CpN
−p
0
Lb
′
0 (L1L2L3)
b
∫
Λ
h0(τ)h1(τ − τ1)h2(τ2 − τ1)h3(τ2)dτdτ1dτ2 ,
where
Λ = {(τ, τ1, τ2) : L1 ≤ 〈τ − τ1 + µk1〉 ≤ 2L1, L2 ≤ 〈τ2 − τ1 + µk2〉 ≤ 2L2}
(note that we simply neglected the localizations with respect to L0 and L3).
Next we evaluate the integral over τ1, τ2, τ . We first apply the Cauchy-Schwarz inequality
with respect to (τ1, τ2) and then another Cauchy-Schwarz inequality with respect to τ to
obtain∫
Λ
h0(τ)h1(τ − τ1)h2(τ2 − τ1)h3(τ2)dτdτ1dτ2 ≤ (sup
τ
α(τ))1/2
3∏
j=0
‖hj‖L2(R),
where
α(τ) = measure{(τ1, τ2) ∈ R2 : L1 ≤ 〈τ − τ1 + µk1〉 ≤ 2L1, L2 ≤ 〈τ2 − τ1 + µk2〉 ≤ 2L2}.
Clearly α(τ) ≤ L1L2 and therefore
I˜(k0, k1, k2, k3) ≤ CpN
−p
0 (L1L2)
1/2
Lb
′
0 (L1L2L3)
b
3∏
j=0
‖wj‖L2 .
Since the Weyl asymptotics gives
#{k : Nj ≤ 〈µk〉1/2 ≤ 2Nj} . N2j ,
the number of elements in the set S(L,N) is bounded by (N0N1N2N3)
2, which completes
the proof of Lemma 2.8.
In view of lemma 2.8, it is natural to write
J ≤ J1 + J2,
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where the N summation is restricted to N0 ≥ C(N1 + N2 + N3) in J1 and all other
possibilities are in J2. If b >
1
2 and b
′ > 0, then lemma 2.8 enables one to bound J1 by∏3
j=0 ‖wj‖L2 using a simple summation of geometric series in all dyadic variables. Hence
it remains to bound
J2 =
∑
L
∑
N0≤C(N1+N2+N3)
I(L,N),
The conjugates being of no importance in the proof below, we can use a symmetry argu-
ment and suppose that the summation in J2 is restricted to N1 ≥ N2 ≥ N3. Our next
step is to perform two different ways of evaluating I(L,N). The first one is better with
respect to the N localization. The second one gives a better result on the L localization.
The useful one will be a suitable interpolation between the two bounds.
For N1 ≥ N2 ≥ N3, using the Cauchy-Schwarz inequality, the assumption in Theorem 3,
and Lemma 2.3, we obtain, for every ǫ > 0,
I(L,N) ≤ ‖uL0N00 uL2N22 ‖L2(R×M)‖uL1N11 uL3N33 ‖L2(R×M)
. Cǫ
(L0L1L2L3)
1
2
+ǫ
Lb
′
0 (L1L2L3)
b
N s0
(N1N2N3)s
(N2N3)
s0
3∏
j=0
cj(Lj , Nj).
On the other hand, for N1 ≥ N2 ≥ N3, using the Ho¨lder inequality, lemma 2.4 (with b = 38)
and the Sobolev embedding H
3
2 (M) ⊂ L∞(M), we obtain a second bound for I(L,M)
I(L,N) ≤
1∏
j=0
‖uLjNjj ‖L4(R ;L2(M))
3∏
j=2
‖uLjNjj ‖L4(R ;L∞(M))
.
(L0L1L2L3)
3
8
Lb
′
0 (L1L2L3)
b
N s0
(N1N2N3)s
(N2N3)
3
2
3∏
j=0
cj(Lj , Nj).
We now state a technical lemma, which is useful for the interpolation argument.
Lemma 2.10. — For every s > s0, there exists (b, b
′) satisfying (2.10), ǫ > 0, and
θ ∈]0, 1[ such that
(2.19) s >
3
2
θ + s0(1− θ),
(2.20) b′ >
3
8
θ +
(1
2
+ ǫ
)
(1− θ).
Proof. For a fixed s > s0, we shall choose the parameters following the scheme
θ → ǫ→ (b, b′).
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We first choose θ ∈]0, 1[ such that (2.19) holds:
θ(
3
2
− s0) < s− s0
(any choice works if s0 ≥ 32 , otherwise θ has to be close enough to 0). Next, we choose
ǫ > 0 such that
(2.21) ǫ <
θ
8(3− θ) .
We finally set
(2.22) b :=
1
2
+ ǫ, b′ :=
1
2
− 2ǫ.
Clearly (2.22) ensures (2.10) for ǫ small enough. It remains finally to observe that (2.20)
follows from (2.21).
Using the technical lemma and interpolating between the two bounds for I(L,N) with
respective weights 1− θ and θ, we obtain that there exist γ1 > 0 and γ2 > 0 such that
I(L,N) .
(
N0
N1
)s 1
(N2N3)γ1(L0L1L2L3)γ2
3∏
j=0
cj(Lj , Nj).
The summation over L0, L1, L2, L3, N2, N3 can be performed via a crude argument of
summation of geometric series which gives∑
L
∑
N
I(L,N) . ‖w2‖L2‖w3‖L2
∑
N0≤3CN1
(
N0
N1
)s
α(N1)β(N0),
where
(α(N1))
2 =
∑
L1
(c1(L1, N1))
2, (β(N0))
2 =
∑
L0
(c0(L0, N0))
2.
Suppose now that N1 = 2
lN0, where l ≥ −l0 where l0 is a fixed positive integer depending
only on 3C. We then write, via the Cauchy-Schwarz inequality in N0,∑
N0≤3CN1
(
N0
N1
)s
α(N1)β(N0) =
∑
l≥−l0
∑
N0
2−sl α(2lN0)β(N0)
.
∑
l≥−l0
2−sl
{∑
N0
(α(2lN0))
2
} 1
2
{∑
N0
(β(N0))
2
} 1
2
. ‖w1‖L2‖w2‖L2 .
This completes the proof of Proposition 2.5.
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2.3. The contraction argument. — We are finally in position to prove Theorem 3.
Denote by S(t) = eit∆ the free evolution. The function u ∈ C∞(R ×M) solves (1.1) if
and only if it also solves the integral equation (Duhamel form)
(2.23) u(t) = S(t)u0 − i
∫ t
0
S(t− τ){|u(τ)|2u(τ)}dτ.
The next proposition contains the basic linear estimates.
Proposition 2.11. — Let ψ ∈ C∞0 (R) be equal to 1 on [−1, 1]. Then
(2.24) ‖ψ(t)S(t)u0‖Xs,b(R×M) . ‖u0‖Hs(M)
and
(2.25) ‖ψ(t/T )
∫ t
0
S(t− τ)F (τ)dτ‖Xs,b(Rt×M) . T 1−b−b
′‖F‖Xs,−b′ (R×M),
provided
0 < b′ <
1
2
< b, b+ b′ < 1, 0 < T ≤ 1.(2.26)
Proof. — Recall that
‖u‖Xs,b(R×M) = ‖S(−t)u(t)‖Hbt (R ;Hs(M))(2.27)
which yields the equality
‖ψ(t)S(t)u0‖Xs,b(R×M) = ‖ψ‖Hb(R)‖u0‖Hs(M)
and the proof of (2.24) is therefore completed. Next we prove (2.25). Under the assumption
(2.26), the elementary inequality [20, (3.11)] reads
‖ψ(t/T )
∫ t
0
g(τ)dτ‖Hb(R) . T 1−b−b
′‖g‖H−b′ (R).(2.28)
We now show that (2.28) implies (2.25). First, due to (2.27), we observe that (2.25) is
equivalent to
(2.29) ‖ψ(t/T )
∫ t
0
G(τ)dτ‖Hb(Rt ;Hs(M)) . T 1−b−b
′‖G‖H−b′ (R ;Hs(M)).
Next, using (2.28), we obtain that
(2.30) ‖ψ(t/T )
∫ t
0
PkG(τ)dτ‖Hb(Rt) . T 1−b−b
′‖Pk G‖H−b′ (Rt),
pointwise on M , if G ∈ C∞0 (R ×M). Squaring (2.30), integration over M , multiplying it
with 〈µk〉s and finally summing over k gives (2.29).
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Next, for T > 0, we define the restriction space Xs,bT := X
s,b([−T, T ] × M), equipped
with the norm
‖u‖
Xs,bT
= inf
w∈Xs,b
{‖w‖Xs,b , with w|[−T,T ] = u}.
Note that if b > 1/2, the space Xs,bT is continuously embedded in C([−T, T ] ; Hs(M)).
Using (2.24), we get
(2.31) ‖ψ(t)S(t)u0‖Xs,bT . ‖u0‖Hs ,
if T ≤ 1. Moreover propositions 2.11 and 2.5 yield
‖
∫ t
0
S(t− τ)u1(τ)u2(τ)u3(τ)dτ‖Xs,bT . T
1−b−b′‖u1‖Xs,bT ‖u2‖Xs,bT ‖u3‖Xs,bT ,(2.32)
provided that (2.26) holds. Let now u(t) and v(t) be two smooth solutions of the cubic
Schro¨dinger equation such that u(0) and v(0) belong to a fixed bounded set B in Hs(M).
Using (2.23), (2.31) and (2.32), we obtain that there exist T and C > 0, depending only
on B, such that
‖u‖
Xs,bT
+ ‖v‖
Xs,bT
≤ C.(2.33)
Writing |u|2u− |v|2v = u2(u− v) + v(u− v)(u+ v) using again (2.31) and (2.32) and the
bound (2.33), we obtain that
‖u− v‖
Xs,bT
. C‖u(0)− v(0)‖Hs .
Since b > 1/2, we finally get
‖u− v‖C([−T,T ] ;Hs(M)) . C‖u(0)− v(0)‖Hs .
which yields the uniform wellposedness.
Remark 2.12. — It is worth noticing that all the results we know about uniform well-
posedness for (1.1) fit in theorem 3 in the sense that (2.1) is satisfied. For instance, by
combining inequality (1.4) for p close to 1/2 with Sobolev embedding one obtains easily
(2.1) for every s0 > 1/2, which yields the uniform wellposedness result of [10]. On the
other hand, we do not know whether uniform wellposedness in Hs implies (2.1) with s0 = s.
However, we present a simple argument below which shows that, if the flow map (1.3) is
C3 near the origin, then (2.1) holds with s0 = s. Notice that conversely, the smoothness
of the flow map is also a consequence of the arguments of this section.
Assume the flow map is C3. Then its third differential at the origin is the trilinear operator
T (h1, h2, h3) = −2i
∫ t
0
S(t− τ)[S(τ)h1 S(τ)h2 S(τ)h3+
S(τ)h2 S(τ)h3 S(τ)h1 + S(τ)h3 S(τ)h1 S(τ)h2
]
dτ.
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For a fixed t = T , we take the Hs scalar product of T (f, f, g) with g. Then the continuity
of T implies∣∣∣∣∫ T
0
∫
M
[
2 |S(τ)f S(τ)g|2 + (S(τ)f)2 (S(τ)g)2]dτ ∣∣∣∣ ≤ C‖f‖2Hs‖g‖Hs‖g‖H−s
Taking f and g satisfying (1.6) with N ≤ L, we obtain (2.1) with s0 = s.
3. From spectral estimates to evolution estimates
The main result in this section is the proof of Theorem 1 (assuming Theorem 2). Taking
benefit of Theorem 3, it suffices to prove the bilinear Strichartz estimate (2.1) for s0 > 1/4.
Using Lemma 2.3, this in turn reduces to the proof of (2.4). On the sphere S2 the
situation is a little simpler since we know exactly the spectrum of the Laplace operator
(µk = k(k+1), k ∈ N). We can use this knowledge to show that the bilinear estimate (2.4)
for s0 > 1/4 can be deduced from Theorem 2. Then we extend this result to the case
of Zoll manifolds. In this case the localization of the spectrum is still well understood
(see Proposition 3.3) and, by introducing a suitable abstract perturbation of the Laplace
operator, we are able to reduce the study to the case of the sphere. In the case of the
torus, we did not find inequality (2.1) explicitly written in the literature. Nevertheless, it
can be easily deduced (for any s0 > 0) from the analysis in [4] as we show at the end of
that section.
3.1. The case of the sphere S2. — We are now going to prove that the bilinear
estimate on the two dimensional sphere endowed with its standard metric is a consequence
of the precise knowledge of the spectrum: µk = k(k + 1), k ∈ N and Theorem 2:
Proposition 3.1. — Let s > 1/4. There exists C > 0 such that for any u0, v0 ∈ L2(S2)
satisfying
1l√−∆∈[N,2N ](u0) = u0, 1l√−∆∈[L,2L](v0) = v0(3.1)
one has
(3.2) ‖eit∆u0 eit∆v0‖L2((0,1)t×S2) ≤ C(min(N,L))s‖u0‖L2(S2)‖v0‖L2(S2).
Proof. — We write
eit∆u0 =
∞∑
k=0
e−itk(k+1)Pk(u0) eit∆u0 =
∞∑
k=0
e−itk(k+1)Pk(v0),
where Pk is the projector on spherical harmonics of degree k. Using (3.1), we get
eit∆u0 e
it∆v0 =
∑
N≤k≤2N
∑
L≤l≤2L
e−it(k(k+1)+l(l+1))Pk(u0)Pl(v0).
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Therefore using Parseval identity,∥∥∥eit∆u0 eit∆v0∥∥∥2
L2([0,2π]×S2)
=
∞∑
τ=0
∥∥∥ ∑
τ=k(k+1)+l(l+1)
Pk(u0)Pl(v0)
∥∥∥2
L2(S2)
≤
∞∑
τ=0
αNL(τ)
∑
τ=k(k+1)+l(l+1)
‖Pk(u0)Pl(v0)‖2L2(S2),
where
αNL(τ) = # {(k, l) ∈ N× N, N ≤ k ≤ 2N, L ≤ l ≤ 2L, k(k + 1) + l(l + 1) = τ}.
In order to bound αNL(τ), we need a lemma giving a bound on the number of lattice
points on an arc of a circle in R2.
Lemma 3.2. — Let M and N be two positive integers. Then for any ǫ > 0 there exists
C > 0 such that
#{(k1, k2) ∈ N2 : N ≤ k1 ≤ 2N, k21 + k22 =M} ≤ CN ǫ.
Proof. — We consider two cases. If M ≤ N100 then we use the elementary bound on the
number of divisors of M in the ring of Gauss integers,
(3.3) #{z ∈ Z[i] : ∃z˜ ∈ Z[i], zz˜ =M} = O(M δ),∀δ > 0,
which gives a bound O(N ǫ). If M > N100 then we simply observe that k2 takes values
in the interval [
√
M − 4N2,√M −N2] which in the considered case contains at most one
integer. The proof of the lemma is completed taking into account that if we fix k2 then
k1 can not take more than one value.
Noticing that
k(k + 1) + l(l + 1) = τ ⇔ 4τ + 2 = (2k + 1)2 + (2l + 1)2,(3.4)
and using Lemma 3.2, we obtain the bound
sup
τ
αNL(τ) ≤ Cǫ[min(N,L)]ǫ
for any ǫ > 0. Therefore using Theorem 2, we obtain that∥∥∥eit∆u0 eit∆v0∥∥∥
L2([0,2π]×S2)
≤ Cǫ[min(N,L)]
1
4
+ǫ‖u0‖L2(S2)‖v0‖L2(S2).
Inequality (3.2) now follows simply by restricting the left hand-side in the last estimate
to (0, 1)t and taking ǫ := s− 1/4.
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3.2. The case of Zoll surfaces. — In this section we extend Proposition 3.1 to the
case of Zoll surfaces. A Zoll manifold is a Riemannian manifold such that all geodesics are
closed with a common period. The starting point is the following result (see Guillemin [21]
and Colin de Verdie`re [16]).
Proposition 3.3. — If the geodesics of M are 2π periodic, there exists α ∈ N and E > 0
such that the spectrum of −∆ is contained in ∪+∞k=1Ik where
Ik =
[(
k +
α
4
)2
− E,
(
k +
α
4
)2
+ E
]
.
In fact we are going to reduce the analysis here to the analysis already performed in
the previous section. Indeed, denote by (en, λn) the sequence of eigenfunctions of −∆
associated to the eigenvalues λn, fix N0 such that for n ≥ N0 the eigenvalue λn is exactly
in one interval Ik (it is possible since for large k these intervals are disjoint). Define the
abstract operator ∆˜ on L2(M) by the relations:
(3.5) −∆˜en =
{
λnen if n ≤ N0(
k + α4
)2
en if n > N0 and λn ∈ Ik
To show that Proposition 3.1 holds with S2 replaced by M , it is enough, according to
Lemma 2.3, to prove (2.4) for s0 = 1/4 + ε and X
0,b
−∆. But according to Remark 2.2,
X0,b−∆(R×M) = X0,b−∆˜(R×M).
Using Lemma 2.3 in the other way, it is enough to show that (2.3) is fulfilled for s0 = 1/4+ǫ
and A = −∆˜. Taking into account that
(3.6) 1l[
(k+α
4
)
2−E,(k+α
4
)
2
+E
](−∆) = 1l[
(k+α
4
)
2−E,(k+α
4
)
2
+E
](−∆˜)
we see that for these spectral projectors, the estimates in Theorem 2 hold.
Replacing, in the proof of Proposition 3.1, projectors Pk by (3.6) and (3.4) by(
k +
α
4
)2
+
(
l +
α
4
)2
= τ ⇔ (4k + α)2 + (4l + α)2 = 16τ,
we see that the proof holds equally well for −∆˜.
3.3. The case of the torus T2. — In this section Tn = Rn/Zn. We first recall the
following lemma due to Bourgain.
Lemma 3.4. — Let Q0 = [−1, 1]2 be the unit square in R2 and Q = (a, b)+AQ0, a, b ∈ Z
be a square in R2 of size A ∈ N . Then for any ǫ > 0 there exists Cǫ > 0 such that for any
u(t, x1, x2) =
∑
(n1,n2)∈Q∩Z2
cn1,n2 e
2πi(t(n2
1
+n2
2
)+x1n1+x2n2)
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one has
(3.7) ‖u‖L4(T3) ≤ CǫAǫ
( ∑
n1,n2
|cn1,n2 |2
)1/2
Proof. — For the sake of completeness, we give the proof. Write (n1, n2) = (a, b)+(q1, q2).
Then
u(t, x1, x2) = e
2πit(a2+b2)
∑
(q1,q2)∈AQ0∩Z2
cq1,q2 e
2πi(t(q2
1
+q2
2
)+(x1+2ta)q1+(x2+2tb)q2)
and the change of variables (x1, x2, t) 7→ (x1 − 2ta, x2 − 2tb, t) shows that it is enough to
prove the result for a = b = 0. Then
u2(t, x1, x2) =
∑
|q1|,|q2|,|r1|,|r2|≤A
cq1,q2 cr1,r2 e
2πit(q2
1
+q2
2
+r2
1
+r2
2
)e2πix1(q1+r1)e2πix2(q2+r2)
and with
Iτ,p1,p2 := {(q1, q2, r1, r2) : q21 + q22+ r21+ r22 = τ, qj + rj = pj, |qj| ≤ A, |rj | ≤ A, j = 1, 2},
using the Parseval identity and the Cauchy-Schwarz inequality, we get
(3.8)
‖u2‖2L2(T3) =
∑
τ,p1,p2
∣∣∣ ∑
(q1,q2,r1,r2)∈Iτ,p1,p2
cq1,q2 cr1,r2
∣∣∣2
≤ sup
τ,p1,p2
|Iτ,p1,p2 |
(∑
q1,q2
|cq1,q2 |2
)(∑
r1,r2
|cr1,r2 |2
)
,
where |Iτ,p1,p2 | denotes the number of elements of Iτ,p1,p2 .
We now estimate |Iτ,p1,p2 |. Fix (τ, p1, p2) ∈ Z3. Let (q1, q2, r1, r2) ∈ Iτ,p1,p2 . Clearly
|τ | ≤ 4A2 and |pj| ≤ 2A, j = 1, 2. Observing that
τ = q21 + q
2
2 + (p1 − q1)2 + (p2 − q2)2 ⇔ 2τ − p21 − p22 = (2q1 − p1)2 + (2q2 − p2)2
and using the divisor bound in the ring Z[i] of Gauss integers (3.3), we infer that for any
ǫ > 0 there exists Cǫ such that |Iτ,p1,p2 | ≤ CǫAǫ, which completes the proof.
Following the ideas of Bourgain, we now deduce the following bilinear estimate, which
readily implies (2.1) in the case of torus with s0 = ǫ, ǫ being an arbitrary positive number.
Proposition 3.5. — For any ǫ > 0 there exists Cǫ > 0 such that for every couple N,L
of dyadic integers one has
‖eit∆u0 eit∆v0‖L2(T3) ≤ Cǫ (min(N,L))ǫ ‖u0‖L2(T2)‖v0‖L2(T2) ,
if
u0(x1, x2) =
∑
N≤sup(|n1|,|n2|)<2N
cn1,n2e
2πi(x1n1+x2n2),
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and
v0(x1, x2) =
∑
L≤sup(|m1|,|m2|)<2L
dm1,m2e
2πi(x1m1+x2m2) .
Proof. — We can suppose N ≤ L/10, the case L ≤ N/10 being similar and the case
N ∼ L being a consequence of Ho¨lder inequality and the previous lemma. Then we can
cover the shell
{(m1,m2) ∈ Z2 : L ≤ sup(|m1|, |m2|) < 2L}
by squares Qα with disjoint interiors :
Qα = {(m1,m2) ∈ Z2 : sup(|m1 − α1|, |m2 − α2|) ≤ N},
where α = (α1, α2) belongs to a suitable subset of Z
2. Correspondingly we associate to
this decomposition the natural splitting
v(t, x1, x2) =
∑
α
∑
(m1,m2)∈Qα
dm1,m2 e
2πi(t(m2
1
+m2
2
)+x1m1+x2m2)
:=
∑
α
vα(t, x1, x2)
and we have
(3.9)
‖u v‖2L2(T3) = ‖
∑
α
uvα‖2L2(T3) ≤ C
∑
α
‖uvα‖2L2(T3)
≤ C
∑
α
‖u‖2L4(T3)‖vα‖2L4(T3) ≤ C
∑
α
N ǫ‖u0‖2L2(T2)‖vα(0)‖2L2(T2)
≤ CN ǫ‖u0‖2L2(T2)‖v0‖2L2(T2)
where we have used for the first inequality that the Fourier series expansion of uvα is
localized in the square of center α and size 2N and consequently the terms in the series∑
α uvα are quasi orthogonal in L
2.
4. Bilinear eigenfunction estimates
In this section M is any compact Riemannian surface and ∆ the Laplace operator on
functions on M . We are going to prove Theorem 2. The strategy consists in performing
suitable canonical transformations to reduce the study to an oscillatory integral which can
be studied by a bilinearization of an argument by Ho¨rmander [22].
4.1. Reduction to an oscillatory integral. — To prove Theorem 2, it is enough to
consider the case when χ ∈ S(R) and its Fourier transform is supported in [ε, 2ε] with
ε > 0 small. The starting point is Sogge’s Proposition 2.7, which gives
χ(
√
−∆− λ)f = λ 12Tλf +Rλf,
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with
‖Rλf‖L∞ ≤ C‖f‖L2
and, in a coordinate system close to x0 ∈M ,
Tλf(x) =
∫
R2
eiλϕ(x,y)a(x, y)f(y)dy
with a(x, y) ∈ C∞0 supported in
ε
C
≤ |x− y| ≤ Cε,
and ϕ(x, y) = −dg(x, y). Notice that here we kept only the main term of the symbol
a(x, y, λ).
Consequently it is enough to prove
‖Tλf Tµg‖L2 ≤
C
λ
1
4 µ
1
2
‖f‖L2‖g‖L2
if 1 ≤ λ ≤ µ. Using partitions of unity, we can suppose that x0 = 0 and a(x, y) is
supported in the set |x| ≤ δ ≪ εC . We introduce geodesic polar coordinates centered at 0
by setting y = expo(re
it), so that
Tλf(x) =
∫ ∞
0
∫ 2π
0
eiλϕr(x,t)ar(x, t)fr(t)drdt
with ϕr(x, t) = ϕ(x, y), ar(x, t) = a(x, y) and fr(t) = f(y). Denote by
T rλ F (x) =
∫ 2π
0
eiλϕr(x,t)ar(x, t)F (t)dt
which gives
Tλf(x) Tµg(x) =
∫ Cε
ε/C
∫ Cε
ε/C
(T rλ fr)(x) (T qµ gq)(x)drdq
and hence
‖Tλf Tµg‖L2 ≤
∫ Cε
ε/C
∫ Cε
ε/C
‖T rλ fr T qµ gq‖L2drdq .
Consequently we have reduced the analysis to proving
(4.1) ‖T rλ F T qµG‖L2 ≤
C
λ
1
4 µ
1
2
‖F‖L2([0,2π])‖G‖L2([0,2π])
uniformly for 1 ≤ λ ≤ µ, εC ≤ r, q ≤ Cε.
It turns out that ϕr(x, t) is a Carleson-Sjo¨lin phase (see [12, 22]).
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Lemma 4.1. — For every 0 < δ < 1 there exist c > 0, ε > 0 such that for every |x| ≤ ε,
|det[∇x∂tϕr(x, t),∇x∂sϕq(x, s)]| ≥ c ,
if |t− s| ≥ δ and |t+ π − s| ≥ δ. In addition, for every t ∈ [0, 2π],∣∣det[∇x∂tϕr(x, t),∇x∂2t ϕr(x, t)]∣∣ ≥ c .
Proof. — Let u = u(x, y) ∈ TyM be the unit vector such that
expy(−ϕ(x, y)u(x, y)) = x.
Differentiating with respect to x this identity, we get for x = 0, and any h ∈ ToM ,
(4.2) h = Tru(0,y)(expy) [−dxϕ(0, y) · hu(0, y) − r Txu(0, y) · h] .
Remark that since y = expo(re
it),
(4.3) Tru(0,y)(expy) · u(0, y) = −eit
Take the scalar product with eit in (4.2). Using Gauss’ Lemma (see for example [19,
3.70]), we get
dxϕ(0, y) · h = go(h, eit),
i.e.
∇xϕ(0, y) = eit.
Differentiating with respect to t, this implies
∇x∂tϕr(0, t) = ieit
so that
|det [∇x∂t ϕr(0, t),∇x∂sϕq(0, s)]| = |sin(t− s)| 6= 0,
det
[∇x∂t ϕr(0, t),∇x∂2t ϕr(0, t)] 6= 0,
for any t, s satisfying the assumptions of the lemma. By continuity this remains true for
x close enough to 0.
Let us come back to the proof of inequality (4.1). Write
T rλ f(x)T qµ g(x) =
∫ ∫
[0,2π]2
ei(λϕr(x,t)+µϕq(x,s))ar(x, t)aq(x, s)f(t)g(s)dtds.
First, let us assume that, if (t, s) ∈ supp(f)× supp(g), then (t, s) satisfies |t− s| ≥ δ and
|t+ π − s| ≥ δ. We may moreover assume that supp(f) and supp(g) are small. Then
‖T rλ f T qµ g‖2L2 =
∫ ∫ ∫ ∫
K(t, s, t′, s′)f(t)g(s)f(t′)g(s′)dtdsdt′ds′
where
K(t, s, t′, s′) =
∫
eiΦλ,µ(x,t,t
′,s,s′)ar(x, t)ar(x, t′)aq(x, s)aq(x, s′)dx
with
Φλ,µ(x, t, t
′, s, s′) = λ(ϕr(x, t)− ϕr(x, t′)) + µ(ϕq(x, s)− ϕq(x, s′)).
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Due to Lemma 4.1,
|∇xΦλ,µ| ≥ C(λ|t− t′|+ µ|s− s′|).
Moreover
|∂αxΦλ,µ| ≤ Cα(λ|t− t′|+ µ|s− s′|).
Hence, by integrations by parts in x, we get easily, for every N ,
|K(t, s, t′, s′)| ≤ CN (µ|s− s′|+ λ|t− t′|)−N .
Schur’s Lemma gives
‖T rλ f(x)T qµ g(x)‖2L2 ≤ C
[∫ ∫
dtds
(1 + µ|s|+ λ|t|)3
]
‖f‖2L2‖g‖2L2
and therefore
‖T rλ f(x)T qµ g(x)‖L2 ≤
C√
µλ
‖f‖L2‖g‖L2
which is better than (4.1).
We are left with the following two cases :
1. ar, aq are localized close to t = t0, s = t0 respectively.
2. ar, aq are localized close to t = t0, s = t0 + π respectively.
We are going to study the case 1 and will give only an outline for the case 2 which is similar.
Let us introduce the following germs of Lagrangian manifolds in T ∗(R) :
(4.4)
Λr(x) =
{(
t,−∂ϕr
∂t
(x, t)
)
, t ∼ t0
}
Λ˜r(x) =
{(
t,
∂ϕr
∂t
(x, t)
)
, t ∼ t0 + π
}
.
Proposition 4.2. — For any q, r ∈ [ε/C,Cε], there exist two germs of canonical trans-
formations , χ˜q,r
χq,r : (T
∗R, (t0, 0))→ (T ∗R, (t0, 0))(4.5)
χ˜q,r : (T
∗R, (t0, 0))→ (T ∗R, (t0 + π, 0))(4.6)
such that for any x close to 0,
(4.7)
χq,r(Λr(x)) = Λq(x),
χ˜q,r(Λr(x)) = Λ˜q(x),
and χq,r is close to the identity whereas χ˜q,r is close to the map:
(t, τ) 7→ (t+ π, τ).
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This lemma will be proved in Section 4.3. Let us show how to finish the proof of
Theorem 2. First assume that we are in case 1. Denote by
Cr =
{(
x,
∂ϕr
∂x
, t,−∂ϕr
∂t
)
, t ∼ t0, x ∼ 0
}
.
the canonical relation associated to the Fourier integral operator T rλ . Consider U q,rµ a
Fourier integral operator associated with the canonical transformation χq,r, which is (lo-
cally) unitary. Then the canonical relation associated to T qµ ◦ U q,rµ is
C ′q,r =
{(
x,
∂ϕq
∂x
, χq,r
(
s,−∂ϕq
∂s
))
, s ∼ t0, x ∼ 0
}
.
But we know that this canonical relation has the form :{(
x,
∂ψ
∂x
, t,−∂ψ
∂t
)
, t ∼ t0, x ∼ 0
}
because χq,r is close to the identity. Taking into account the first part of Proposition 4.2,
we get
∂ψ
∂t
(x, t) =
∂ϕr
∂t
(x, t) .
Hence ψ(x, t) = ϕr(x, t) + θ(x) which implies
T qµ ◦ U q,rµ (h)(x) = eiµθ(x)
∫
R
eiµϕr(x,t)b(x, t)h(t)dt
modulo terms of order O(µ−1), which are negligible, and where b ∈ C∞0 (R2 × R) satisfies
the same kind of hypotheses as aq.
We now state a bilinear version of Carleson-Sjo¨lin’s lemma which will be proved in sec-
tion 4.2.
Proposition 4.3. — Consider ϕ ∈ C∞(R2 × R;R) and a, a˜ ∈ C∞0 (R2 × R;R) such that
(x, t) ∈ supp(a) ∪ supp(a˜) =⇒ det(∇xϕ′t(x, t),∇xϕ′′tt(x, t)) 6= 0.
Then if
dist (supp(f), supp(g)) ≤ δ
the operators Tλ, T˜µ defined by
(4.8)
Tλf(x) :=
∫
R
eiλϕ(x,t)a(x, t)f(t)dt,
T˜µf(x) :=
∫
R
eiµϕ(x,t)a˜(x, t)f(t)dt
satisfy
‖Tλf T˜µg‖L2(R2) ≤ Cλ−
1
4 µ−
1
2 ‖f‖L2(R)‖g‖L2(R)
for any 1 ≤ λ ≤ µ.
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Using Proposition 4.3, we get
‖T rλ (f)× (T qµ ◦ U q,rµ )(h)‖L2 ≤
C
λ
1
4µ
1
2
‖f‖L2‖h‖L2
which is the estimate we wanted to prove (with g = U q,rµ (h), since U
q,r
µ is unitary).
We now give a brief outline for the case 2. We use the second part of Proposition 4.2.
Remark that for any t close to t0, we have χ˜q,r(t, 0) = (t+π, 0). If U˜
q,r
µ is a Fourier integral
operator associated to χ˜q,r, we deduce
T qµ ◦ U˜ q,rµ (h)(x) = eiµθ˜(x)
∫
R
e−iµϕr(x,t)b˜(x, t)h(t)dt,
where b˜ ∈ C∞0 (R3) is localized close to x = 0, t = t0. Finally, to conclude, it is enough to
remark that
‖T rλ (f)T˜ qµ (g)‖L2 = ‖T rλ (f)T˜ qµ (g)‖L2
and apply Proposition 4.3.
4.2. A bilinear Carleson-Sjo¨lin Lemma. — We now prove Proposition 4.3. Accord-
ing to (4.8) and the compactness of the supports of a, a˜, we can reduce the study to the
case where a, a˜ are supported in K × I, with K ⊂⊂ R2 and I is a small interval in R
which can, by translation invariance, be supposed to be equal to [− δ2 , δ2 ]. Then we have
Tλf(x) T˜µg(x) =
∫
I
∫
I
eiµΦǫ(x,t,s)a(x, t) a˜(x, s)f(t)g(s)dtds
where Φǫ(x, t, s) = ǫϕ(x, t) + ϕ(x, s), ǫ =
λ
µ ≤ 1.
For h ∈ L2(R × R) denote by
S±λ,µh(x) =
∫
(I×I)∩{±(t−s)>0}
eiµΦǫ(x,t,s)a(x, t) a˜(x, s)h(t, s)dtds
We have Tλf Tµg = S+λ,µ(f ⊗g)+S−λ,µ(f ⊗g) and to prove the lemma, it is enough to show
that
‖S±λ,µ‖L2(R)→L2(R) ≤ Cλ−
1
4 µ−
1
2 .
Let us study S+λ,µ (the case of S
−
λ,µ is similar). Compute
‖S+λ,µh‖2L2(R2) =
∫
((I×I)∩{t>s})2
Kλ,µ(t, s, t
′, s′)h(t, s)h(t′, s′)dtdsdt′ds′
where
(4.9) Kλ,µ(t, s, t
′, s′) =
∫
R2
eiµ[Φǫ(x,t,s)−Φǫ(x,t
′,s′)]a(x, t)a˜(x, s)a(x, t′) a˜(x, s′) dx.
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On (I × I) ∩ {t > s}, let us perform the bijective change of variables from {t > s} to
{(u, v) : u > 0} {
u = ǫ2 (t− s)2
v = s+ ǫt
whose Jacobian is
D(u, v)
D(t, s)
=
∣∣∣∣ ǫ(t− s) ǫ−ǫ(t− s) 1
∣∣∣∣ = ǫ(t− s)(1 + ǫ) = (1 + ǫ)√2ǫu.
Set Φǫ(x, t, s) = Φ˜ǫ(x, u, v) for any (u, v) in the image Ω of (I × I)∩ {t > s}. Let us show
that Φ˜ǫ is a uniformly non degenerated phase on K × Ω. Compute
∆ǫ :=
∣∣∣∣∣ Φ˜
′′
ǫ, x1u Φ˜
′′
ǫ, x2u
Φ˜
′′
ǫ, x1v Φ˜
′′
ǫ, x2v
∣∣∣∣∣ = D(t, s)D(u, v)
∣∣∣∣ Φ′′ǫ, x1t Φ′′ǫ, x2tΦ′′ǫ, x1s Φ′′ǫ, x2s
∣∣∣∣
=
D(t, s)
D(u, v)
∣∣∣∣ ǫϕ′′ǫ, x1t(x, t) ǫϕ′′ǫ, x2t(x, t)ϕ′′ǫ, x1s(x, s) ϕ′′ǫ, x2s(x, s)
∣∣∣∣
=
D(t, s)
D(u, v)
[
(s− t)ǫ
∣∣∣∣ ϕ′′ǫ, x1t(x, t) ϕ′′ǫ, x2t(x, t)ϕ′′′ǫ, x1tt(x, t) ϕ′′′ǫ, x2tt(x, t)
∣∣∣∣+O((s − t)2)]
and if δ > 0 is small enough we get :
0 < α ≤ |∆ǫ| ≤ β.
On the other hand, since
∂
∂t
= ǫ(t− s) ∂
∂u
+ ǫ
∂
∂v
∂
∂s
= ǫ(s− t) ∂
∂u
+
∂
∂v
we have
∂
∂u
=
1
(1 + ǫ)ǫ(t− s)
(
∂
∂t
− ǫ ∂
∂s
)
∂
∂v
=
1
(1 + ǫ)
(
∂
∂t
+
∂
∂s
)
which implies
∂Φ˜ǫ
∂u
=
1
(1 + ǫ)ǫ(t− s)
[
ǫ
∂ϕ
∂t
(x, t)− ǫ∂ϕ
∂s
(x, s)
]
∂Φ˜ǫ
∂v
=
1
(1 + ǫ)
[
ǫ
∂ϕ
∂t
(x, t) +
∂ϕ
∂s
(x, s)
]
.
We deduce that ∂
2Φ˜ǫ
∂x∂u ,
∂2Φ˜ǫ
∂x∂v are bounded onK×Ω. Since Ω is included in a convex set where
these properties still hold, we obtain that there exists a constant C > 0 (independent of
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ǫ > 0) such that
C
(|u− u′|+ |v − v′|) ≤ |∇xΦ˜ǫ(x, u, v) −∇xΦ˜ǫ(x, u′, v′)| ≤ 1
C
(|u− u′|+ |v − v′|) .
and more generally
|∂αx Φ˜ε(x, u, v) − ∂αx Φ˜ε(x, u′, v′)| ≤ Cα
(|u− u′|+ |v − v′|)
Consequently, by integrations by parts with respect to x in (4.9), we obtain for any N ∈ N
|Kλ,µ(t, s, t′, s′)| ≤ CN (1 + µ|u− u′|+ µ|v − v′|)−N
for any (t, s), (t′, s′) in (I × I) ∩ {t > s}.
To conclude, we apply Schur’s lemma: since Kλ,µ is Hermitian,
‖S+λ,µ‖2L2→L2 ≤ sup
(t,s)
∫
R2
|Kλ,µ(t, s, t′, s′)|dt′ds′
≤ C sup
(u,v)∈Ω
∫
(I×I)∩{t>s}
(1 + µ|u− u′|+ µ|v − v′|)−4dt′ds′
≤ C sup
(u,v)∈R2
∫
R2
(1 + µ|u− u′|+ µ|v − v′|)−4 du
′dv′√
2ǫ|u′| .
Set u′ = u+ zµ , v
′ = v + wµ
‖S+λ,µ‖2L2→L2 ≤
C
µ2
√
µ
2ǫ
sup
u˜∈R
∫
R2
(1 + |z|+ |w|)−4 dzdw√|z + u˜|
≤ C˜
λ
1
2µ
since ǫ = λµ .
4.3. Canonical Transformations. — We are going to prove Proposition 4.2. Let us
first deal with χq,r. We have to define a germ of canonical transformation
(t, τ) 7→ (s, σ) = (Sq,r(t, τ),Σq,r(t, τ))
such that for t ∼ t0, x ∼ 0,
(4.10) −∂ϕq
∂s
(
x, Sq,r
(
t,−∂ϕr
∂t
(x, t)
))
= Σq,r
(
t,−∂ϕr
∂t
(x, t)
)
.
It is natural to study, for τ ∈ R close to 0 and t close to t0, the structure of the set{
x ∈M,x ∼ 0,−∂ϕr
∂t
(x, t) = τ
}
.
Since ∇x∂tϕr 6= 0, we know that this set is a smooth curve close to 0. We are going to
show that this curve is a geodesic which passes through expo(re
it). Let x be a point on
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H(q, s′)
x H(r, t)
H(q, s)
r
q
O
Figure 2. The canonical transformations χq,r et χ˜q,r
this curve. Let u = ur(x, t) ∈ TxM be the initial speed of the geodesic which joins x to
expo(re
it). Define for any r, t,
H(r, t) = expo(re
it).
We have
H(r, t) = expx(−ϕr(x, t)ur(x, t)).
Differentiating this identity with respect to t we get
∂tH(r, t) = T−ϕrur(expx) [−∂tϕrur − ϕr∂tur] .
Denote by vr(x, t) = T−ϕrur(expx)(ur) ∈ TH(r,t)(M). Taking the scalar product with vr,
we get, using Gauss’ lemma,
(4.11) −∂tϕr = g(vr, ∂tHr),
so that −∂tϕr depends upon x only through vr, which is the speed at H(t, r) of the geodesic
joining x to H(r, t). As a consequence, −∂tϕr is constant on this geodesic.
Since geodesic circles are transversal to geodesics, this geodesic intersects the circle of
radius q at two points H(q, s) and H(q, s′). Since q is close to r, we can distinguish be-
tween these points by asking that s be close to t0, and that s
′ be close to t0 + π. Let Sq,r
be defined by
s = Sq,r(t, τ)
Furthermore, since H(q, s) is on the geodesic, the quantity −∂sϕq(x, s) depends only on
(t, τ). We denote it by
σ = Σq,r(t, τ).
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All that remains to do is proving that the map (Sq,r,Σq,r) is canonical. The vector field
vr = vr(t, τ) above H(r, t) is completely defined by the combination of (4.11), the fact
that it is a unitary vector and the knowledge of its value ∂rH(r, t) at τ = 0.
Lemma 4.4. — For any r ≥ ǫ/C, the map
κr : (t, τ) ∈ T ∗R 7→ (H(r, t), vr(t, τ)) ∈ TM
defined for (t, τ) close to (t0, 0) is a symplectic embedding with values in
Sr(M) = {(y, v) ∈ TM ; d(y, 0) = r, gy(v, v) = 1, gy(∇d(y, 0), v) 6= 0},
where TM is equipped with the symplectic structure of T ∗M inherited from g.
Proof. — We work in geodesic coordinates y = H(r, t). The vector vr(t, τ) corresponds,
via g, to the covector
ξr = ρdr + θdt
so that the equation (4.11) is
τ = g(vr, ∂tH) = θ
Since r is constant on Sr(M), the restriction to Sr(M) of the symplectic form dρ∧dr+dθ∧dt
is exactly dτ ∧ dt. Finally the fact that Sr(M) is symplectic is ensured by the condition
gy(∇yd(y, 0), v) 6= 0 which implies the non vanishing of the Poisson bracket of g(v, v) and
d(y, 0).
The following lemma is standard:
Lemma 4.5. — Let S be a symplectic manifold and p a function with real values on S
such that dp 6= 0. Let S1, S2 be two symplectic submanifolds of S of codimension 2, included
in {p = 0}. Let ρ1 ∈ S1, ρ2 ∈ S2 and T ∈ R be such that exp(THp)(ρ1) = ρ2. Then for any
ρ close to ρ1 there exists a unique T (ρ) close to T , such that exp(T (ρ)Hp)(ρ) = F (ρ) ∈ S2.
Furthermore the map
F : S1 −→ S2
is canonical.
Proof. — Composing by exp(THp), we reduce the problem to the case where T = 0,
ρ1 = ρ2 and the problem is local. We choose symplectic coordinates (x, ξ) such that
p = ξ1. S1 and S2 are given by {ξ1 = f1 = 0} and {ξ1 = f2 = 0} respectively, with
∂fj/∂x1 6= 0. Consequently we can replace fj by xj − gj(x′, ξ′). Then
exp(tHp)(g1(x
′, ξ′), x′, 0, ξ′) = (g1(x′, ξ′) + t, x′, 0, ξ′)
T (x′, ξ′) = g2(x′, ξ′)− g1(x′, ξ′)
and the map F is the identity in the coordinate system (x′, ξ′).
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We take p(m, v) = gm(v, v) − 1 and in case 1,
(4.12)
S1 = Sr(M), S2 = Sq(M)
ρ1 = (H(r, t0), ∂rH(r, t0)) and ρ2 = (H(q, t0), ∂rH(q, t0)).
This choice gives a canonical transformation Fq,r and we check easily that with the nota-
tions of Lemma 4.4,
χq,r = κ
−1
q ◦ Fq,r ◦ κr.
For case 2, we apply Lemma 4.5 with S1 = Sr(M), S2 = Sq(M), ρ1 = (H(r, t0), ∂rH(r, t0))
and ρ2 = (H(q, t0+π),−∂qH(q, t0+π)). This choice gives a canonical transformation F˜q,r
and we check that
χ˜q,r = κ
−1
q ◦ F˜q,r ◦ κr
satisfies, close to 0,
χ˜q,r(Λr(x)) = {(s, ∂ϕq
∂s
), s ∼ t0 + π}.
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