A Comparison of Five Rules for Determining the Number of Components in Complex Patterns by Zwick, William R.
University of Rhode Island 
DigitalCommons@URI 
Open Access Dissertations 
1983 
A Comparison of Five Rules for Determining the Number of 
Components in Complex Patterns 
William R. Zwick 
University of Rhode Island 
Follow this and additional works at: https://digitalcommons.uri.edu/oa_diss 
Recommended Citation 
Zwick, William R., "A Comparison of Five Rules for Determining the Number of Components in Complex 
Patterns" (1983). Open Access Dissertations. Paper 950. 
https://digitalcommons.uri.edu/oa_diss/950 
This Dissertation is brought to you for free and open access by DigitalCommons@URI. It has been accepted for 
inclusion in Open Access Dissertations by an authorized administrator of DigitalCommons@URI. For more 
information, please contact digitalcommons@etal.uri.edu. 
A COMPARISON F FIVE RULES 
FOR DETERMINING THE NUMBER OF 
COMPONENTS IN COMPLEX PATTERNS 
BY 
WILLIAM R. ZWICK 
A DISSERTATION SUBMITTED 
IN PARTIAL FULFILLMENT OF 
THE REQUIREMENT FOR THE DEGREE OF 
DOCTOR OF PHILOSOPHY 
IN 
PSYCHOLOGY 
UNIVERSITY OF RHODE ISLAND 
1983 
~ ( 19-151/<o 
ABSTRACT 
The performance of five methods for determi ning the number of 
components to retain (Horn' s parallel analy s is, Velicer 1 s MAP, 
Cattell 1 s SCREE, Bartlett's test and Kaiser ' s eigenvalu e greater than 
unity) was investigated across seven systematically varied factors 
(sample size, number of variables, number of component s, component 
saturation, equal or unequal numbers of var iables per component, and 
the presence or absence of unique and complex variables). Five 
sample correlation matrices were genera t ed at each of two levels of 
sample s ize from the 48 known population correlation matrices 
representing six levels of component patt ern complexit y. The 
performance of the parallel analysi s and the MAP methods was 
generally the best across all situati ons. The SCREE test was 
generally accurate but variable . Bartlett 's test was less accurate 
and more variable than the SCREE test. Kaiser ' s method tended to 
severely overestimate the number of components. Recommendations 
concerning the condi tions under which the methods are accurate and 
th e most effective and useful applications of combinations of methods 
are discuss ed. 
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PREFACE 
Deter mining the number of principal components to retain has been 
a troublesome applied research problem. There are many methods to 
choose from and little compelling evidence of any one ru le's 
superiority. Or. Velicer's work on a part icular method spurred my 
interes t in the question of examining the accuracy of any such 
method. My own masters thesis, under his guidance, convinced me 
there was more to learn about the strengths and weaknesses of 
commonly appli ed methods. 
This di ssertation presents, in manuscript form, my continued 
efforts to examine this question. I have attempted to identify the 
variables which effect the performance of such methods and have tried 
to provide evidence of th e conditio ns under which a method may be 
expected to be most accurate . 
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Introduction 
The r epresentation of a l arge set of observed variables (P) by a 
smaller set (m) has been identified as a common problem in the 
behavioral sciences (Bartlett, 1950, 1951; Guttman, 1954; Horst, 
1965; Van de Geer, 1971). Hor st (1965) and Van de Geer ( 1971) 
discu ss principal component analysis (PCA) as an approach to thi s 
problem. Another approach is common factor analysis (CFA). Altho ugh 
both PCA and CFA all ow a l arge set of observed variables to be 
represented by a smaller set, there is di sagreement concern ing how to 
determine the number (m) of components or factors required to 
construct the smal ler set . Thi s study presents the r esu lts of a 
Monte Carlo evaluation of five methods for determining m. 
Principal Component Analy s i s 
Hotelling (1933) introduced this widely used procedure (Gl ass and 
Taylor, 1966; Kaiser, 1970). The first princ ipa l component, Y1, i s 
defin ed as th e weighted combin ation of the P observed variables which 
has the greates t sample variance under the constraint t he weight 
vector i s of unit length. Each subsequent principal component Yj is 
s imil arly defined as the weighted combinat ion with maximum variance 
and unit l ength weight vect or that i s or thogonal to all previous 
components. 
The principal component solution may be viewed as an eigen 
decomposition of the P x P sample corre l at ion matrix R, 
where R = L1 D2L 
o2 is the P x P diagonal matrix containing the eigen roots of Rand 
Lis a P x P matrix which contains the corresponding eigenvectors. 
When component analysis is employed as a parsimony model, only 
the -first m components are retained. For this solution of m 
principal components, the component pattern (A) may be written as 
A= Lm Dm 
2 
( 1) 
(2) 
where Dm contains the first m eigen roots and Lm contains the 
correspo nding first m eigenvectors. Kaiser (1970) reported on the 
widespread use of PCA in this manner. Velicer (1974, 1976, 1977) and 
Velicer, Peacock and Jackson (1982) have shown this use of PCA and 
CFA result in essentially equivalent sol utions . 
Factor Analysis 
A second class of procedures, called common fa ct or analysis (CFA) 
has also been employed to express a set of P variables more 
pars imoniously as a smaller set. The factor analytic model specif i es 
a P x P correlation (or covariance) matrix may be accounted for by m 
common and P unique factors. This model may be expressed as 
R =AA' + u2 (3) 
where A is a P x m pattern matrix and u2 is the P x P diago nal 
matrix of weights for the unique factors. U is conceived of as that 
part of the item score not 11explained 11 by the common factors . It is 
important to note that mis frequently ass umed to be known for the 
derivation of these procedures. Sometimes the maximum lik elihood 
test is employed to test if the assumed number of factors is correct . 
3 
Selection of Techni ques 
Since both CFA and PCA are available as data reduction 
techn1ques, it i s important to note some differe nces bet ween them. 
The CFA approach requires th at m, the dimension of th e reduced set of 
variables, be known pr ior to the analysis. The val ue of m may be 
determined in one of two genera l ways. First , some method of 
determining m may be applied to a PCA solution and th e result the n 
used in the factor analysis solut ion. A second approach uses a 
maximum l ikelihood test of t he s ignifican ce to test the fit for 
different values of m. Unfortunately, many of the methods applied to 
t he PCA solution prov ide different results f r om each other and from 
the maximum li kelihood approach . Furt her, Jackson and Chan ( 1980) 
have discussed numerous diff i cult i es with in the maximum likelihood 
approach itse lf. In addition to these difficult i es some doubt has 
been cast upon th e fact or analytic model presented in equat ion (3). 
An indete rminacy has been identified in the simul taneous es ti mation 
of A and u2 (Guttman, 1954; Schonemann and Wang, 1972; St eigen and 
Schonemann, 1979). This indeterminacy is i nherent i n the CFA 
procedure. In light of diff iculties assoc i ated with the requirement 
that m be known a pr ior i, th e indeterminacy of th e factor model, the 
widespread use of PCA, and t he general comparabili ty of resu lt s 
across the two methods, this study focused on the PCA procedure. 
Properti es of Ret ained Components 
The comparison of methods to dete rmine the number of components 
to retain req uires a description of the qualities desirable in a 
reta i ned component. A revi ew of the properti es of principal 
components, lin ked with the goal of data summarization, provides such 
a discr ipti on. 
4 
Number of subst anti al loading s. Intuitively, a parsimony 
appli cation of PCA requ ire s each retained component to contain at 
least two substantial l oadin gs. Summarizing power is lost unless at 
least two variables are represented. Algebra ic (Anderson and Rubin, 
1956) and statis tic al (Lawley, 1940, Morrison, 1976) examinations of 
CFA agree that at least t hree variables are required before the first 
factor can be identified. Anderson and Rubin ( 1956) have further 
demonstrated that each subsequent identifiable factor must contain at 
le ast three non-zero lo adings . At a sample l evel, a minimum of at 
least three signif i cant loadings are required for factor identifica-
tion. Since compl ex load ings satisfy this requirement it is not 
necessary that P be gr eater th an or equal to 3m. 
Variance accounte d for . Principal components analysis proceeds 
from a corre la t ion matrix, a sta ndard i zed variance-covariance matrix 
in which t he variance of each original variable is equal to 1.0. The 
varia nce of each principal component is equal to the eigenvalue of 
t hat component. The sum of all P eigenvalues i s equal to P, the 
number of var i abl es . An eigenvalue of 1.0, therefore, accounts for 
as much variance as that of a s in gle variable. Components with 
e igenvalues near zero provide no summarizing power. A component with 
an eige nvalu e greater t han 1.0 provides more summarizing power than 
the or igin al variable. 
Component reliability. Kaiser (1960) and Kaiser and Caffr ey 
( 1965) addressed the i ssue of component re li abilit y . Noting that a 
component must be reliab l e to be usefu l, Kaiser ( 1960) reported that 
the reliabili ty of a component will always be non-negat ive when the 
eigenvalue exceeds 1.0. Horn (1969) noted th at this approach to 
reliability includes all P variab le s regardless of their component 
loadings. In applied usage component scores are usually generated as 
an unweighted sum of those variables with substantia l component 
loadings. Reliability estimates based only on those items 
contribut ing to the component score can be quit e high even when the 
component eigenvalue is below 1.0 (Horn, 1969). 
5 
The component properties reviewed above can be integrated to pr e-
sent an operational definition of a useful component. Conventional 
use of PCA as a data reduction technique, combined with algebraic and 
statistical necess i ty in CFA dictate that, at the populatio n level, 
at least thre e non-zero loadings are r equired t o identify a useful 
component. At the sample level, three significant and substantial 
l oadings are needed. Invoking again the use of PCA as a data 
reduction technique coupled with the still useful guarantee of at 
l east non-negative component reliability, retained components are 
required to have an eigenval ue greater than 1.0. Taking these 
sta t ements together it i s suggested that al l components with thr ee or 
more substantial loadings and an eigenva lue of greater than 1.0 be 
referred to as major components (MJC). Such MJC components would 
probably be of interest to most investigators. Components which have 
l ess than three substa nti al loadings but an eigenvalue of 1.0 or 
greater and components which have more than three substantial 
loading s but an eigenvalue of less than 1.0 may be of interest to 
some investigators and will be referred to be low as minor (MNC) 
component s. Finally, components with both less than three 
substantial loadings and an eigenvalue less than 1.0 should never be 
retained . Such components will be referr ed to below as trivial (TC) 
components. Table 1 represents these operational definitions of 
major, minor and trivial (MJC, MNC, TC) components. 
Given these three categories of components, the performance of 
various rules for retaining components may be examined. 
Determining the Number of Components 
6 
A number of rules have been suggested to determine the 
appropriate number of components to retain (Bartlett, 1950, 1951; 
Cattell, 1966; Crawford, 1975; Everett, 1983; Horn, 1965; Joreskog, 
1962; Kaiser, 1960; Revelle and Rocklin, 1979; Veldman, 1974; 
Velicer, 1976). These rules often do not give the same results 
(Anderson, Acito and Lee, 1982; Cattell and Vogelman, 1977; Hakstian, 
Rogers & Cattell , 1982; Horn, 1965; Linn, 1968; Zwick and Velicer, 
1982) . Applied re searc hers are, therefore, often at a loss as to how 
to proceed. Conflicting research conclusions can be traced to 
differing methods of defining th e correct number of components. 
This section will describe the five methods to be evaluated in 
this study. The methods are: 1) the Bartlett test; 2) the 
eigenvalue greater than 1.0 rule; 3) the minimum average partial 
rule; 4) the scree test and 5) the parallel analysis method. 
Bartlett's test (BART). Following Lawley's (1940, 1941) test for 
maximum likelihood factor analysis, Bartlett (1950, 1951) developed a 
statistical te st of the null hypothesis that the remaining P-m 
eigenvalues are equal. Each component is excluded sequent i al ly from 
the test until the null hypothes i s of equality fails to be rejected. 
The first m excluded components prior to the retention of the null 
hypothesis are retained. 
Table l 
The Relationship Between the Number of Subst antial Component Loadings 
and Eigenval ue Size to Major, Minor and Tri vial Components. 
Variables 
Per 
Component 
Less 
Than 
3 
Greater 
Than 
3 
Eigenvalue 
Less Than 
1.0 
Trivial 
(TC) 
Minor 
(MNC) 
Greater Than 
1. 0 
Minor 
(MNC) 
Major 
(MJC) 
7 
8 
BART appears sensitive to the number of subjects employed. 
Gorsuch (1975) argued that as the number increases, the tests of 
significance become more powerful and, therefore, less and l ess 
substan tial differences between eigenvalues are found to be 
significant. This can lead to the retention of more components as a 
function of the number of subjects, other things being equal . In 
response to this, Horn and Engstrom {1979) have suggested changing 
the alpha level at different l evels of N. It should be recalled, 
however, that as the sample size increase s the estimates of 
populat ion eigenvalues will become increasingly accurate. This 
increased accuracy leads to smaller differences between equal 
eigenvalues . It should be the case that, within reasonable ranges of 
sample size, this increased accuracy offsets the increased power of 
the Bartlett test when the population eigenvalues are actually 
equal. In such cases, Zwick and Velicer ( 1982) found the BART test 
to be somewhat more accurate with relatively large r samples than with 
sma 11 samples . 
Eigenvalue greater than l.0 · (Kl). Perhaps the most popular , 
certainly the most commonly employed method, is to retain the 
components with eigenvalues greater than 1.0 . This method is based 
on one of three lower bounds discussed by Guttman (1954) for the 
number of components in image analysis. Kaiser ( 1_960) developed this 
rationale in conjunction with arguments focusing on component 
reliability and pattern meaningfulness. He stated that "for a 
principal component to have positive Kuder-Richardson reliability, it 
is necessary and suffic ient that the associated eige nvalu e be greater 
than one" (p. 145) and "the number of eigenvalues greater than one of 
the observed correlation matrix led to a number of factors 
corresponding almost invariably, in a great number of studies, to the 
number of factors which practicing psychologists were able to 
interpret" (p. 145). Gorsuch (1974) noted that many user s follow 
Kaiser (1960) and employ the Kl rule to determine the number of 
components rather than as a lower bound as originally presented. 
Difficulties associated with this use are noted by Mote ( 1970) and 
Humpreys (1964) who argued that rotation of a greater number of 
components resulted in more meaningful solutions. They imply the 
rel at ivel y blind use of the Kl rule therefore, may sometimes lead to 
the retention of too few components. 
A number of researchers (Browne, 1968; Cattel l and Jaspers, 1967; 
Horn, 1965; Lee and Comrey, 1979; Linn, 1968; Ravell e and Rocklin, 
1979; Yeomans and Golder, 1982; Zwick and Velicer, 1982) however, 
have found the number of components retained by this method often 
overestimate s the known underlying component structure. Gorsuch 
(1974) and Kaiser (1960} report the number of components retained by 
Kl is commonly between one third and one fifth or one sixth the 
number of variables included in the correlation matrix. A Monte 
Carlo study by Zwick and Velicer (1982) supports this view. This 
relationship of retained components to the number of variables is 
detrimental to the accurate estimation of the underlying component 
structure. The Kl method, although commonly used, is believed by 
some critics to sometimes underestimate and by many others to 
sometimes grossly overestimate the number of components, the latter 
particularly when there are a large (e.g., P greater than 50) number 
of variables involved. 
9 
10 
The Minimum average partial (MAP). Velicer (1976) has suggested 
a method based on the matrix of part i al correlations. The average of 
the squared partial correlation is calculated after each of them 
components has been partialed out. The minimum average of the 
squared partial correlation indicates t he stopping point for this 
method. That is, when the average squared partial correlation 
reaches a minimum, the number of components partialed out is the 
number of components to be reta ined. Velicer (1976) demonstrated 
that the average of squared partials will continue to decrease until 
the residual matrix most closel y resembles an identity matrix. After 
that point, the average squared partial will increase. Using this 
rule two or more variab les would be expected to have high loadings on 
each retained component. The method is congruent with the factor 
analytic concept of "common" factors. Velicer (1976) points out the 
method is exact, can be applied with any covariance matrix and is 
logically related to the concept of factors as representing more than 
one variable. In a recent study (Zwick and Velicer, 1982), it was 
found the MAP rule was more accurate in identifying a known number of 
components than was the Kl or BART rule. 
The SCREE test. Cattell (1966) described a rule based upon a 
graph of the eigenvalues. The procedure is called the scree test 
(SCREE). The test appears simple t o apply. The eigenval ues are 
plotted and those falling above a straight line fit through the P-m 
smaller values are retained. "A basic rationale for the scree test 
is that the battery of variables is measuring a limit ed number of 
factors well and a larger number of trivia l, specific and error 
factors much less well . . .. The predominant factors account for most 
of the variance and are larg e, whereas the other factors are quite 
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numerous but small •... The substantive factor s will be extracted 
first and the smaller trivial factors will be removed later." 
(Gorsuch, 1974, p. 152). A number of complications may occur 
including: {l) gradual slope from lower to higher eigenvalues with no 
obvious break point in the line ; (2) more than one break point in the 
l ine; and (3) more than one apparent ly suitable line can be drawn 
through the low values. Horn and Engstrom (1979) have noted the 
underlying similarity of the logi c of Bartlett's chi square test and 
the scree method. Both tests are based on an analysis (one 
sta ti st ical, the other visual) of the essential equality of the 
remaining eigenvalues. 
The scree te st has been most effective when strong components are 
presen t with little confounding due to error or unique factors. 
Tucker, Koopman and Linn {1969) found the scree test t o be correct in 
12 of 18 cases. Cliff (1970) found it to be accurate, particularly 
if questionable components are included. Cattell and Jaspers (1967) 
found the test to be correct in 6 of 8 cases , while Cattell and 
Vogelmann ( 1977) reported the te st to be accurate over 15 
systematically differing analyses. Further, Cliff and Hamburger 
(1967) found more definite breaks with larg er (N = 400 vs. N = 100) 
sample sizes and Linn (1968) concurred in this conclusion. Zwick and 
Velicer (1982) found the scree test to be most accurate with larger 
samples and strong components. They found the scree test to be the 
most accurate of four methods considered for determining the number 
of components to retain across many examples of matrices of known, 
non-complex, structure. 
Use of the scree test always involves issues of interrat er 
reliability . Catt ell and Vogelmann (1977) and Zwick and Velicer 
(1982) have reported good interrater reliability among naive and 
among expert judges. However, Crawford and Koopman (1979) have 
reported extremely low interrater reliabilities. The circumstances 
associated with high and low interrater reliability on the SCREE 
procedure have not been identified . 
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Parallel analysis (PA). Parallel Analysis (Horn, 1965), involv es 
a comparison of the obtained, real data eigen values with the 
eigenvalues of a correlation matri x of the same rank and based upon 
the same number of observations but containing only random 
uncorrelated variables. This method is an adaptation of the Kl 
rule . Guttman's (1954) development of upper and lower bounds was 
based upon population values. Horn (1965) noted that, at the 
population level, the eigenvalues of a correlat ion matrix of 
uncorrelated variables would all be 1.0. When samples are generated 
based upon such a matrix, however, the init ial eigenvalues exceed l.O 
while the final eigenvalues are below l.O. Horn (1965) suggested 
that the eigenvalues of a correlation matrix of P random uncorrelated 
variables, be contrasted with those of the data set in question, 
based on the same sample size. Components of the matrix of interest 
which have eigenvalues greater than those of the comparison random 
matrix would be retained. This approach integrates the reliability 
and data summarizing emphasis of the population based Kl rule without 
ignoring the effect of sample size. 
Horn (1965) presented one example of PA in a PCA problem. He 
recommended that the comparison eigenvalues be based upon a number of 
generated random matrices to avoid major sampling errors in the 
estimation of the eigenvalues. Alth ough th ere has been no published 
systematic examination of the PA method with PCA, Richman (personal 
communication, Oct., 14, 1983) reported a series of simulation 
studies with the method. PA was found to be very accurate when 
appli ed to correlation matricies conforming to the formal factor 
analytic model. He further reported that PA led t o retention of too 
many component s when appli ed to corre lation matricies conforming to 
the middle model described by Tucker, Koopman, and Linn (1969). The 
method was more accurate in both cases at larger (N = 500) than at 
smaller (N = 100) sampl e sizes . 
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Humphreys and Montine lli (1975) applie d PA to principal axis 
factor analysis and found t he method accur ate over a ra nge of 
examples. Montinelli and Humphreys (1976) developed a regression 
equation which accurat ely pred icts the eigenva lues of ra ndom 
cor r elation matrices with squared multipl e corr el ations inserted as 
the diagonal. Green ( 1983) uti liz ed this prediction equation to 
evaluate the performance of factor analysis of binary items . No such 
prediction equation has been reporte d for standard correlation 
matrices. 
Variabl es Affecting Decision Methods 
Previous ly reported research findings on the performance of the 
dec ision methods described above in dic ate that each may be affected 
by a set of different factors. These factors include sample size, 
the number of var iab les, component sat uration, component 
identific at i on and the presence of spec ial types of variables. This 
study incorporated each of these influences into a simulation st udy. 
Some of the consider at i ons related to each of these factors are 
present ed in thi s secti on. 
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Sample size. Depending upon the decision method employed, it is 
possible the number of subjects may affect the accuracy of the 
decision about the number of components to retain. Sample s ize is 
typ ically determined both by practical appl ied considerat ions and by 
th e need for accurate estimation. The sample s iz e must be large 
enough to allow an adequate esti mation of the relationships between 
the variables. On the other hand, in appli ed set tings , large samples 
may be to o expens i ve to be practical. 
Number of variables. With th e development of computer technology 
and sof tware, l arger and larg er correlat ion matrices have been 
submitted to PCA. PCAs of personality inventories at the item level, 
for instance, often invol ve 80 to 100 vari ables. Analysis of 200 
variable sets is becoming common. Larger numbers of variables have 
been r eported to incr ease the accuracy of some ru l es while decreasing 
it for others (Zwick and Velicer, 1982). 
Component sat urati on. Linn ( 1968} and Zwick and Velicer (1982) 
have demonstrated th at the underlying component satu ra tio n affects 
decision methods. Underlying components made up exclus ive ly of high 
loading (e.g., .80) result ed in more retained components, by various 
decision methods, than did components exclus ive ly made up of lower 
loadings (e.g., .40). 
Component identifi cat ion. The accurate identification of a 
component may depend upon the number of variables which have high 
loadings on that component. Components defined by le ss than three 
variables are not capable of identifi cation . The impact of unequal 
numbers of variables per component is unclear for any of the rule s 
under discussion. 
Special variables. Complex variables have a nonzero loading on 
more than one component. Unique variables have only one non- zero 
loading and no other variab le loads substantially on the same 
component. Component patterns containing both complex and unequal 
variables are believed to occur frequently in appl ied situations 
(Tucker, et al, 1968}. The effect of these types of variables upon 
the various decision rules is unclear. Complex or unique variables 
should lead to the retention of more components by Kl and BART and 
would make SCREE decisions more difficult. The effect of such 
variables upon MAP and PA has not yet been examined empirically. 
Methods To Be Included 
The correct determination of the number of components has been 
identified as a crucial step in the data reduction application of 
PCA. There continues to be general disagreement concerning the best 
method to accomplish this step. This study compares the performance 
of five decision methods on simulated data sets incorporating 
variables expected to influence each method. The Kl method was 
included because it is so widely used. The MAP method was inc l uded 
because of its unambiguous solution, its relation to "common factor" 
concepts and its good performance in a recent study . Bartlett's 
statistical method (BART} was included because it is the only 
statistical method appropriate for PCA solutions. The scree test 
(SCREE) was inc l uded because of its apparent simpl icity and its 
reported validity. The parall e l analysis method (PA) was included 
because of its unambiguous solution and its reported accuracy in PCA 
and CFA. Each of the chosen methods may be differentially affected 
by several different variables including sample size, the number of 
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variables, the degree of component identification and saturation , and 
the presence of unique or complex variables. The robustness of the 
five rules in question across these variables i s the central focus of 
this study . 
Method 
Method of Data Generation 
Studies of the effect i veness of the various decision methods may 
be categorized into one of two types. Historically, the more common 
type of study employed real data representing either new work or 
"classic" data sets. These studies employed some logical criteria 
concerning the appropriate number of components and compared the 
performance of the proposed decision method to the logically arrived 
at value (e.g., Catte ll, 1966; Horn, 1965; Humphreys and Montanelli, 
1975; Velicer, 1976). Such studies, in employing an arbitrary 
logical criterion, may have inaccurately estimated the performance of 
the decision method in question. More recently, studies of decision 
rule effectiveness have employed correlation matrices generated from 
component structures entirely under the control of the investigator 
(e.g., Anderson, Acito and Lee, 1982; Cattell and Vogelman, 1977; 
Tucker, Koopman and Linn, 1969; Zwick and Velicer, 1982). These 
studies have the advantage of a known criterion against which to 
measure the performance of the decision methods. They are, however, 
open to the criticism that the generated matrices, although 
conforming to a mathematical model, may not well represent real data 
and thus lead to inappropriate conclusions (Tucker, Koopman and Linn, 
1969). 
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The question of a rule's accuracy cannot be examined without a 
known criterion. Although logical arguments can be mounted to defend 
the number of components present in some data sets, these arguments 
are always open to question. For the assessment of the impact of 
various conditions upon a rule's accuracy, generated data of a known 
number of components is preferable. The fssue of generalization to 
rea l data sets is an important but separate issue which may be 
independently addressed in the particular way the data is generated. 
This study employed an approach similar t o the "middle model" of 
Tucher, Koopman and Linn (1969). 
Procedure 
The number of variables (P) to be employed was set at 36 and 72. 
These values represent small and moderately large data sets and 
accommodate constraints imposed by the se lecti on of the number of 
components to be included. Larger sets of variables have been shown 
to have a positive impact on MAP, BART (Zwick and Velicer, 1982) and 
SCREE (Cattell and Vogelman, 1982) and a negative impact on Kl (Zwick 
and Ve li cer, 1982). 
The sample sizes (N) chosen were selected to reflect coITITion, 
applied usage. They were set as a function of the number of 
variables. The lower N was set at twice the number of variables. 
The higher N was set at five times the number of variables. The 
resulting N's were 72 and 180 in the cases including 36 variables. 
When 72 variable cases were examined, N's of 144 and 360 were 
selected. These appear to inc lude a representative range of sample 
sizes as reported in applied educational and psychological research. 
Larger sample sizes have been shown to moderately improve the 
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performance of the MAP, SCREE and Kl methods (Cattel l and Vogelman, 
1977; Zwic k and Velicer, 1982} and to sometimes improve and sometimes 
weaken the accuracy of the BART method (Gorsuch, 1975; Zwick and 
Velicer, 1982}. 
As described above, major components (MJC) are defined as those 
with three or more substant ia l loading and an eigenvalue greate r than 
1.0. Two types of minor component s (MNC) are defined. First, those 
wit h three or more substantial loadings and an eigenvalue of less 
than 1.0. Second, those with less than three substant i al loading and 
an eigenvalue greater or equal to 1.0. Trivial components (TC) are 
defined as those with less than three substa nt ial loadings and an 
eigenvalue of less than 1.0. 
The number of major components built i nto the population 
corr el at ion matrix was 3 and 6 when P was equal to 36 and 6 and 9 
when P was equal to 72. These values were chosen to reflect a 
reasonable range of reported applied usage. They permit a span of an 
average number of variab les per MJC (P/MJC} from 6 to 12. Although 
this P/MJC is somewhat high, such values are required t o permit 
variability in the number of variabl es , while still meeting the 
constraint of at least 3 substantial loadings in each MJC. 
The di st ribution of P/MJC was const rai ned to be either an equal 
number of variables per MJC or an unequal number. For th e cases 
where an unequal number existed, the number was synmetri cal ly 
distributed about th e mean number of variable s per MJC appropria te 
for that matr ix. That i s , if P were 36, and m were 6, the average 
number of variables per MJC would be 6. When P/MJC was planned to be 
unequal, the number of var i ables per component was 8, 7, 6, 6, 5, and 
4. Similar distributions for other combinations of P and mare 
presented in Table 2. 
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Component saturation (SAT), the magnitude of the loading of the 
variables on a MJC, was split between a high of .8 and a low of .5. 
These values bridge much of the applied range and have been shown 
(Zwick and Velicer, 1982) to differentially effect four of the 
decision rules under consideration. Within any one matrix, the 
component loadings on all major components were equal and either high 
(.8) or low ( .5). 
For the purposes of this study, unique_ variables (UNIQ) were 
defined as variables which do not load at all on either MJC's or TC's 
in the population structure. Instead, UNIQ variables represent the 
only variable loadi ng on one type of MNC. Such an MNC has a 
population eigenvalue of 1.0. Complex variables are defined here as 
those variables which load substantially on a MJC but also load 
minimally ( .2) on a second type of MNC in the population structure. 
Specifi c combinations of these variables were constructed. 
Previous work has indicated that N, P and SAT have an impact upon 
some of the decision rules. At each level of P and SAT component 
patterns were constructed to evaluate the impact of N, P/MJC and a 
number of combinations of factors. A "Best Case" set was defined for 
comparison purposes. This first level of complexity (1) had an equal 
number of variables per major component, no MNC's or TC's present and 
thus no complex or UNIQ variables. Fi ve other levels of structural 
complexity were created for comparison to the "Best Case". This was 
done by (2) including complex variables to create these MNC' s, (3) 
lettin g the number of variables per MJC become unequal, (4) including 
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Table 2 
Number of Variabl es Loading Substantially on Each Component under the 
Condition of Unequal Variables/Component for Different Values of P 
and Numbers of Major Components (MJC). 
p 
36 
36 
72 
72 
MJC P/MJC 
3 
6 
6 
9 
12 
6 
12 
8 
2 
14 12 
8 7 
15 14 
12 11 
3 
10 
6 
13 
10 
Component 
4 
6 
11 
9 
5 
5 
10 
8 
6 
4 
9 
7 
7 8 9 
6 5 4 
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unique (as many as the number of MJC's) and complex variables together 
to provide MNC's and finally (6) a level was constructed which 
included unequal number of variables per major component and both 
complex and unique variables . The fifth and sixth levels of 
complexity were included to highlight the possible importantce of the 
very common situat i on of unequal numbers of variables per MJC. 
Data Generation 
Population correlation matrices were cre ated for each combina t ion 
of the 6 (Complexity) x 2 (P} x 2 (SAT) x 2 (m) factors out lined 
above. Each populati on correlation matrix was determined as follows: 
One appropriate population component pattern (A) was created in 
accordance with the level of the number of variables factor (P}, the 
level of the saturation factor (SAT), the level of the number of 
components factor (m) and the level of the complexity factor under 
consideration. Post-multiplying by its transpose (AA') resulted in a 
matrix R* (R* = AA'). Substitution of ones in the diagonal of R* 
introduced error and produced a population correlation matrix R (R = 
R* + o2). The introduction of ones in the diagonal of R raised it 
to full rank, allowin g subsequent analysis. Five sample correlation 
matrices were generated based on each of these population correlation 
matrices (Montanelli, 1975} at each level of the number of observa-
tions (N) factor. (Appendix C presents an example of a component 
pattern, an R* and a final population corre lation matrix, R.) 
Principal component analysis was then performed on each of the 
resulting 480 (6 x 2 x 2 x 2 x 2 x 5) sample correlation matrices. 
At the time this analysis was performed, the number of components to 
be retained by each of the four calculable rules (Kl, MAP, PA and 
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BART) was determined. Horn and Engstrom {1979) have suggested that 
the alpha level of the BART procedure be adju sted to compensate for 
the increased sensitivity of the test with large sample s i zes . Three 
alpha levels were se l ected fo r use with the BART in this st udy to 
incorporate Horn and Englstom1 s (1979) recommendation. The Bartlett 
tests were t herefore performed at alpha leve l s of .05 (BA), .001 (BB) 
and .0005 (BC) in all cases . The PA deci sion was based on t he mean 
eigenval ues of 50 random correlation matrices at each level of P and 
N. 
The SCREE test was performed on computer generated plots of the 
eigenva lues of each of t he 480 matri ces . These plots were examined 
by two raters tr ained (Cattell and Vogelman, 1977) in the SCREE 
method. The two rat ers were col l ege gr aduates who had majored in 
psychology. Although they were trained in the SCREE procedure th ey 
were uninformed of its purpose . The rater s were also naive to the 
exact purpose of the exper iment and had no prior appl i ed experience 
with th e SCREE t es t . The graphs were prese nted t o the raters in 
different mixed orders. If eith er rater asked a question about a 
particular plot, both li s t ened to an explanation based on the 
instructions given by Catt el l and Vogelman {1977) . Whenever 
possible, examples from the Cattell and Vogelman (1977) directions 
were used to clarify question s . Independent ly, an experienc ed expert 
judge, uninformed as to the detail s of t he experiment but fully 
familiar with the use of the SCREE test, rated one sample from each 
of the 96 ce lls. 
The judgment r equir ed by the SCREE method raises the ques tion of 
rater reliability . Table 3 present s the int errater reliab ili ty 
ext imat es of the mean of the raters' decisions cor r ected for the 
number of raters. The reliability estimates are presented at each 
l evel of complexity, saturation and the number of variables. The 
reliability estimates ranged from .61 to 1.00 with a median value of 
approximately .88. 
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The correlations of the mean of the raters decisions with the 
expert's judgment ranged fr om .60 to .90 across the 6 levels of 
complexit y. The median and mean (Fisher Z transformed) correlation 
of the averaged rater ' s decision with t he expert ' s j udgment were both 
approximately .80 . 
Results 
Each decision meth od leads to an es ti mate of the number of major 
components {MJC) to retain. The differenc e between these rule 
determined estimates of MJC {RMJC) and the known population value of 
th e number of MJC's {PMJC) was the primary dependent variable in this 
study. This diff erence was computed as i = RMJC - PMJC. The mean 
diff er ence from the criteria is an estimate of the method's accuracy . 
Posit ive i's, therefore, indicate overestimations while negativ e i 's 
indicat e underestimations. A differenc e of 0 indi cates a correct 
estimation of MJC. The standard deviation of the differe nce i s an 
indi cati on of the methods' consistency. Smaller standard deviations 
in dicate more consistent estimates of MJC. The mean and standard 
deviation of d for each method, under various conditions, are 
prese nted below. 
The r esul t s are alternately presented first for th e P = 36 cases 
and then, in a paral l el fashion, f or the P = 72 cases . Each leve l of 
sample size (Tables 4 and 5) , number of vari ables per major component 
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Table 3 
Interrater reliability of the Trained Scree Raters with Each Other at 
Each Level of the Number of Variables, Pattern Complexity and Component 
Saturation, Correct for the Number of Raters. 
Saturation 
Complexit y . 50 .80 
p = 36 Variables 
.67 .96 
2 .96 .95 
3 .82 .98 
4 .76 .97 
5 .65 .91 
6 • 77 • 77 
p = 72 Variables 
.97 .99 
2 .80 . 97 
3 .95 1.00 
4 .93 . 81 
5 . 78 .82 
6 .75 .61 
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(Tables 6 and 7) and pattern complexity (Tables 8, 9, 10 and 11) will 
be summarized within each le vel of P and SAT. Tables 12 and 13 
present the proportion of each method's estimates of MJC which 
deviated a set amount from the population value. This representation 
of the distribution of the estimates is also presented at each level 
of P and SAT. 
Table 4 presents the means (d) and standard deviations (sd) of 
the difference between each method's estimate of MJC and the known 
MJC for different sample sizes when P = 36 and the component 
saturation is .5 and .8. Table 4, therefore, summarizes results 
collapsed across all six levels of pattern complexity and both levels 
of the number of variables per MJC in order to allow an examinatio n 
of the individual impact of sample size. Each of the f our rows of 
differences in Table 4 represent 60 observations. Tables 4 through 
11 follow essentially the same format. A detailed description will, 
therefore, be given only for Table 4. 
The first row of Table 4 presents the mean difference of each 
method's estimate of MJC from the known value when P was 36, the 
saturation was .5 and the sample size was 72. Under these conditions 
the MAP method produced a mean difference score (d) of -1.08, an 
underestimation. The PA method produced a much smaller underestima-
tion of -0.05. The SCREE (0.50) and Kl (8.32) methods both 
overestimated the criterion with Kl providing a very large 
overestimation. The results given by the Bartlett method were 
calculated for alpha levels of .05, .001 and .0005, as indicated 
above. At each level, the Bartlett method led to underestimations 
(-2.87, -3.92, -3.98 respectively). The Bart lett method retained 
fewer components as the sensitivit y of the test increased at the more 
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sensitive alpha levels. The standard deviations (sd 1 s} associated 
with the mean difference scores for each method are presented in row 
2. They ranged from 0.70 for the PA method to 1.68 for the MAP 
method. The third and fourth rows of Table 4 present the mean 
difference of each method's estimate of MJC from the known value and 
the standard deviations when P was 36, the sat uration was .5 and the 
sample size was 180. The incre ase in N from 72 to 180 appeared to 
have had minor effects on the MAP, PA and SCREE methods. The Kl and 
BART methods show some improvement at the higher l evel of N. Rows 5 
and 6 of Table 4 present the mean differences and standard deviations 
for each method when P was 36, the saturat ion was .8 and the sample 
size was 72. All the methods showed improved average estimates of 
the criterion at this higher level of saturation. It should be 
noted, however, that the sta ndard deviation of the differences 
increased for all levels of the BART method and, to a le sser extent, 
for the Kl rule as well. Rows 7 and 8 of Table 4 present the mean 
differences and standard deviations for each method when the sample 
size was increased to 180, P was 36 and the saturation was .8. 
Compared to the results in rows 5 and 6, the larger sample size 
resulted in more accurate (d = 0.0) and consistent (sd = 0.0) 
estimations by MAP and PA methods. 
Kl method was not greatly effected. 
The performance of the SCREE and 
The three levels of the BART 
method retained more components at the higher sample size. This led 
to a larger overestimation at BA and a switch from under- to 
overestimation at BB and BC. The standard deviations at all three 
levels of BART appear to have been larger at N = 180 than at N = 72. 
The Kl method performed s lightl y better at the higher sample size at 
both levels of component saturat ion. BART retained more components 
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Table 4 
Means and Standard Deviations of the Differe nce fr om the Population MJC 
at Different Sample Sizes when P = 36. 
Method 
Sample Siz e MAP PA SCREE Kl BA BB BC 
Saturat ion= .5 
72 d -1. 08 ' -0 . 05 0.50 8.32 -2.87 -3.92 -3.98 
(sd) ( l. 68) (0 . 70) ( 1.04) (1.21) (1.10) (0 .81) (0 .79) 
180 d -1. 17 0. 13 0.68 7.30 -l . 78 -2. 20 -2. 27 
(sd) ( l.84) (0 .39) (0.95) ( l • 09) ( l . 26) ( 0. 97) (0 .92) 
Saturation = .8 
72 d 0. l 0 -0. 02 0.27 l. 77 0.47 -0.48 -0.60 
(sd) (0 . 30) (0 . 13) (0 .50) ( 1.59) (2 .81) (2.31) (2 . 30) 
180 d 0.0 0.0 0.23 1.32 1.23 0.68 0.6 2 
(sd) (0.0) (0.0) (0 . 52) ( l. 44) (3 .51) ( 3. 27) (3.23) 
at the higher level of sample size at both levels of component 
saturation. Table 5 parallels Table 4 with P equal to 72. It 
summarizes the impact of sample s ize at both levels of component 
saturation. The MAP and PA methods were again minimally influenced 
by the sample size change at both levels of component saturation. 
When the saturation was .5, the SCREE method showed less 
overestimation at the higher than at the lower sample size. This 
effect was not apparent when the saturation was .8. 
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The role of the number of variables is presented from a different 
perspective in Tables 6 and 7. Table 6 presents a summary of the 
results for each average number of variables per MJC (P/MJC) when P 
equaled 36 and the saturation was .5 and .8. At both levels of 
saturation MAP, PA and SCREE performed more accurately and 
consistently when the average number of variables per MJC increased 
from 6 to 12. Kl showed an increased overest imation when P/MJC 
increased and the saturation was .5 and a decreased overestimation 
when P/MJC increased and the saturation was .8. The BART method 
consistently showed a decrease in the number of components retained 
as P/MJC increased. When the saturation was .5 this resulted in 
larger underestimations while at a saturation of .8 BART's estimates 
changed fr om overestimations to underestimations as P/MJC increased. 
Table 7 parallels Table 6 with P equal to 72. The MAP, PA and 
SCREE methods showed improved performances at the higher level of 
P/MJC when the saturation was .5. When the saturation was .8 MAP, PA 
and SCREE showed essentially no improvement at the higher level of 
P/MJC. The Kl and BART methods showed some improvement at the higher 
level of P/MJC at both levels of saturation. 
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Table 5 
Means and Standard Deviations of the Difference from the Popul ation MJC 
at Different Sample Sizes when P = 72. 
Method 
Sample Size MAP PA SCREE Kl BA BB BC 
Saturation= .5 
144 d -0 . 45 0.02 l. 16 17.80 -0.43 - l . 60 - 1.73 
(sd) ( l . 00) (0.57) (1.30) ( 1.29) (1. 16) ( l. 24) (1.15) 
360 d -0.43 0.07 0.46 15. 42 0.40 -0. 13 -0.2 2 
(sd) ( 1.06) (0 .25) (0. 79) ( 1.27) (0 .74) (0.43) (0.45) 
Saturation= .8 
144 d 0.02 o.o 0.28 2.97 3.88 2.62 2.50 
(sd) (0. 13) (0 .0) (0.55) (2 .81) (3 .64) (2 .96) (2 .88) 
360 d o.o o.o 0.31 2.52 5.03 4. 10 3.98 
(sd) (0.0) (0.0) ( 1.03) (2 . 59) (4 .31) (3.89) (3.78) 
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Table 6 
Means and Standard Deviations of the Difference from the Population MJC 
at Different Numbers of Variables Per Component when P = 36. 
Method 
P/MJC MAP PA SCREE Kl BA BB BC 
Saturation= .5 
6 d -2 . 27 0.05 0.65 7. l 0 -1.50 -2.67 -2. 77 
sd ( l.88) (0.79) (1.19) (0.99) ( l. 35) (1.58) ( l. 54) 
12 d 0.02 0.03 0. 53 8.52 - 3. 15 -3.45 -3.48 
(sd) (0 . 13) (0. 18) (0.75) ( l. 10) (0.44) (0.53) (0 .57) 
Saturation = .8 
6 d 0.08 0. 17 0.33 1.68 2.93 2. 17 2. 10 
(sd) (0.28) (0 . 13) (0.59) ( l. 70) (2.94) (2.54) (2 . 54) 
12 d 0.02 0.0 o. 17 1.40 -1.23 - 1.97 -2.08 
(sd) (0.13) (0.0) (0.39) ( l. 33) (l.73) ( l. 24) ( l. 25) 
31 
Table 7 
Means and Standard Deviations of the Difference from the Population MJC 
at Different Numbers of Variables Per Component when P = 72. 
Method 
P/MJC MAP PA SCREE Kl BA BB BC 
Saturation = . 5 
8 d -0.92 0.07 l.02 15.90 -0. 17 - 1. 37 -1 .48 
(sd) ( l. 28) (0.61) ( 1.22) (1.45) ( l.21) ( l. 36) ( 1 . 32) 
12 d 0.03 0. 02 0.60 17.32 0. 13 0.37 0.47 
(sd) (0. 18) (0. 13) ( 1 . 00) (l.74) (0 .85) (0 .66) (0.65) 
Saturation= .8 
8 d 0.02 0.0 0.21 3.02 5. 15 4.00 3.87 
(sd) (0 . 13) (0 .0) (0.74) (3.02) (4.56) (4.04) (3.93) 
12 d o.o 0.0 0.38 2.47 3. 77 2. 72 2. 62 
(sd) (O.O) (0.0) (0.89) (2 . 34) ( 3. 27) (2.80) (2.73) 
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Table s 8 and 9 presents a summary of the methods' performance 
when P was equal t o 36 and the saturation was .5 or . 8 at each of six 
le vels of pattern complexity (Complexity). The results are collapsed 
across both levels of N and P/MJC so that each lev e l of Complexity 
represents 20 observations. As defined above, at Complexit y level l 
the MJC1 s contain equal numbers of variables. There are no unique or 
complex variab les at Complexity leve l l and hence no MNC' s or TC's. 
Level 2 is the same as le vel except it includes MNC's made up of 
low comple x loadings. Level 3 i s the same as l evel l except the 
number of variab les per MJC is unequal across MJC' s. Level 4 is the 
same as leve l 1 except it inc ludes MNC1 s made up of unique 
vari ables. Level 5 combines both TC's made up of complex loadings 
and MNC's made up of unique variables . Level 6 is the same as level 
5 except the number of varibl es loading on each MJC is unequal across 
major components. 
The range of pattern complexity affect ed th e methods differently. 
Although the methods tended to perform best at Comple xit y level 1, 
they had different worst cases. When th e satur at ion was .5, in Table 
8, t he worst cases were: MAP and PA at level 5; SCREE at level 2; Kl 
and BART at level 4. A comparison of Tables 8 and 9 indi cates , MAP, 
PA, SCREE and Kl showed substantial improvement at all levels of 
Complexity when the saturation was .8. At this satur atio n level PA 
under es timated s lightly only at Complexity level 6. MAP 
overestimated s lightly at Complexity levels 2, 5 and 6. SCREE 
overestimated sl ightly at all le vel s of Complexity and le vel 6 
resulted in its larg est overest imati on. The BART method 
overestimated sl ight ly or not at all at levels l, 2 and 3. Kl 
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Table 8 
Means and Standard Deviations of the Difference from the Popul ation MJC 
at Different Levels of Pattern Complexity when P; 36 and Saturation; 
.5 . 
Method 
Complexity MAP PA SCREE Kl BA BB BC 
d -0.30 0.0 0.38 7. 15 -0 .90 -1. 15 -1.20 
( sd) (0 .66) (0 . 32) (0.92) ( l . 46) ( l. 29) ( l. 46) (1.51) 
2 d -0 . 50 -0. 10 0.88 7.35 -1.00 - l.40 -1.45 
(sd) (0.89) (0.45) (0.93) ( l. 22) ( l. 34) ( l. 54) ( l. 54) 
3 d -0.80 -0. 10 0.50 7.30 -1.20 -1.40 -1.55 
(sd) ( 1.06) (0.45) ( 1.03) ( 1.03) ( l. 24) ( l. 27) ( l • 39) 
4 d -1.60 0.0 0.38 8.45 -1.55 -1.85 -1. 90 
(sd) (2.09) (0.65) (0.93) (1.10) ( l. 79) ( 1.84) ( l. 80) 
5 d - 2.05 -0.25 0.58 8.20 - 1.30 -1 .85 - 1.90 
(sd) (2.50) (0.79) (0.96) (0.95) (1.59) ( l. 93) ( 1.89) 
6 d -1.50 0.20 0.85 8. 40 -1 .30 -1.70 -1. 75 
sd 1.96 0. 62 l. 18 l. 10 1.42 1.66 1.68 
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Table 9 
Means and Standard Deviations of the Differ ence from the Population MJC 
at Different Levels of Pattern Complexity when P = 36 and Saturation= 
. 8. 
Method 
Complexity MAP PA SCREE Kl BA BB BC 
d 0.0 0.0 0. 12 0. 15 0.05 0.0 0.0 
(sd} (0.0) (0.0) (0 . 32) ( 0. 37) (0.22) (0.0) (0.0) 
2 d 0.20 0.0 0.25 0. 15 0.30 o. 10 0.0 
(sd) (0.41) (0.0) (0.52) ( 0. 37} (0.57) (0 .31) (0.0) 
3 d 0.0 0.0 0. 10 0. 10 0.05 0.0 0.0 
(sd) (0 .0) (0.0) (0.26) (0 .31) (0 .22) (0.0) (0 .0) 
4 d 0.0 0.0 0.32 2.90 3.20 2.70 2. 50 
(sd} (0.0) (0 .0) (0.69) (0 .85) (1.61) (1.72) ( 1.88) 
5 d 0.05 0.0 0.32 2.85 4.55 3.80 3.65 
(sd) (0.22) (0.0) ( 0. 57} (0 .74) (2.06} (2.02) (1.81) 
6 d 0.05 -0.05 0.38 3. 10 3.45 3.00 2.90 
(sd} (0.22) (0.22) (0.54) (0.64) ( 1.85) (1.92} ( 1. 97} 
overestimated markedly at Complexity levels 4, 5 and 6 as did BART. 
Levels 4, 5 and 6 all contain unique variables. 
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Tables 10 and 11 parallel Tables 8 and 9 with P equal to 72. As 
was the case when P was 36, the range of complexity appears to have 
differentially effected the method's performance. At a saturation of 
.5, in Table 10, MAP was quite accurate at levels l, 2, 4 and 5 but 
underestimated erratically at levels 3 and 6. At a saturation of .8, 
in Table 11, MAP was very accurate at all levels of complexity. PA 
was quite accurate across all levels of complexity with marked 
improvement at the .8 saturation level. At that level PA was always 
accurate. The SCREE method generally overestimated somewhat at each 
level of complexity . It performed worst when the saturation was .5 
at level s 2 and 4 and when the saturation was .8, level 4. The Kl 
method gave gross overestimates at all le vels of complexity when the 
saturation was .5. It was quite accurate when the saturation was .8 
at levels 1, 2 and 3. At the same saturation at levels 4, 5 and 6 
the method consistently overestimated the criterion. The BART method 
showed a moderate range of underestimation when the saturation was .5 
with the worst case appearing to be level 6. When the saturation was 
.8 BART performed well at levels 1 and 3, overestimated moderately at 
level 2 and overestimated greatly at levels 4, 5 and 6. 
A general overview of the performance of the different methods 
may be gained by calculating the percent of times each method's 
estimate deviated a set amount from the criterion. Since P and 
saturation appear to have had the most substantial impact on the 
methods, the percentages were computed at each level of these 
variables. Deviations of greater than three were collapsed for 
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Table 10 
Means and Standard Deviations -of the Difference from the Population MJC 
at Different Levels of Pattern Complexity when P = 72 and Saturation= 
• 5. 
Method 
Complexity MAP PA SCREE Kl BA BB BC 
d 0.0 o.o 0.82 15.95 -0.25 -0.60 -0.75 
(sd) (0 .46) (0 .0 ) ( l . 09) ( l . 82) (0.55) (0.82) (0 . 79) 
2 d -0.05 0.05 l. 18 16.00 -0. 15 -0.60 -0.65 
(sd) (0.22) (0.22) ( 1.08) (2.10) ( 0. 37) (0.68) ( 0. 67) 
3 d -0.95 -0.20 0.40 15.90 -0.60 -l.00 - l. 10 
(s d) (1. 19) (0.41) (0.75) (1.71) (1.31) ( 1. 38) ( 1. 25) 
4 d -0. 10 0.30 1.00 17. 15 -0.45 -0.95 - 1 . 10 
(sd) (0.45) (0.57) ( 1 . 48) ( 1. 46) (0.94) (1.19) ( 1. 25) 
5 d 
-0. 10 0.20 0.90 17. 15 -0.40 -0.85 -1.00 
(sd) (0.45) (0.41) (1.11) (1.39) (9.99) ( 1. 22) (1.21) 
6 d -1.45 -0. 10 0.35 17.50 -0.70 -1. 20 -1.25 
(sd) ( 1. 60) (0.55) ( 0. 97) { 1. 24) ( l. 45) ( l. 58) ( 1. 55) 
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Table 11 
Means and Standard Deviations of the Difference from the Population MJC 
at Different Level s of Pattern Complexity when P = 72 and Saturation= 
. 8. 
Method 
Complexity MAP PA SCREE Kl BA BB BC 
d 0.0 0.0 0. 12 0.0 0.05 0.0 0.0 
(sd) (0.0) (0.0) (0.32) (0.0) (0.22) (0 .0) (0.0) 
2 d 0.05 0.0 0. 18 0.35 1. 70 0.90 0.80 
(sd) (0 . 22) (0.0) (0.41) (0.59) ( 1. 22) (0.91) (0.89) 
3 d 0.0 0.0 0.0 0.05 0.05 0.0 0.0 
(sd) (0 .0) (0 . 0) (0.0) (0 .22) (0.22) (0.0) (0.0) 
4 d o.o 0.0 1.05 5.40 5.85 5.30 5.20 
(sd) (0.0) (0.0) (1.31) (0.94) (2.03) (2.05) ( 1. 96) 
5 d 0.0 o.o 0.40 5.40 7.95 7. 10 6 .. 80 
(sd) (0.0) (0.0) (0.50) (0.82) (2. 16) (2.07) ( 1 . 99 
6 d 0.0 o.o 0.0 5.25 7.60 6.85 6.65 
(sd) (0.0) (0.0) ( 1.08) (0.85) (2.76) (2.56) (2 .64) 
simplicity of presentation. Differences of O indicate accurate 
estimates. These percentages are presented in Tables 12 and 13. 
As Table 12 indicates, at both levels of saturation when P was 
36, PA was clearly the most frequently accurate method followed by 
MAP and SCREE. Kl's tendency to overestimate was marked. The Kl 
method never underes timated. The BART method was quite inaccurate 
and var iable at both levels of saturation. 
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Table 13 parallels Table 12 with P equal to 72. Again, PA was 
the most frequently accurate method at both levels of saturation. 
Both the PA and the MAP methods showed improved perfor mance when P 
was equal to 72 compared to 36. The PA and MAP methods were nearly 
equivalent when the saturation was .8. The Kl method showed 
essentially the same pattern of results when P was 72 as at 36 
because of attenuated range on these tables. The BART method 
retained more components when P was 72 than 36. BART was more often 
accurate when the saturation was .5 than .8 when P was 72. 
Discussion 
The question of interest in this study was the ability of five 
decision methods to estimate the number of major components present 
in the population correlation matrices given only the generated 
sample matrices. The difference between the estimated number and the 
defined number of major components served as the primary dependent 
variable in this simulation study. The standard deviation of the 
difference scores gave further information about each method's 
consistency. Finally, the percent of correct decisions and the 
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Table 12 
Percent of Each Method's Estimate Deviating a Set Amount from the 
Population MJC when P = 36. 
Method 
Deviation MAP PA SCREE Kl BA BB BC 
Saturation = • 5 
+3 0.0 0.0 4. 1 100.0 0.0 o.o 0.0 
-
+2 0.0 1. 7 16.7 0.0 o.o 0.0 0.0 
+1 0.8 10.0 33.3 0.0 1. 7 0.0 0.0 
.::.o 59.2 82.5 36.7 0.0 9.2 2.5 1. 7 
-1 11. 7 2.5 6.7 0.0 19.2 11. 7 10.8 
-2 9.2 3.3 2.5 0.0 10.0 12.5 12.5 
-3 19.2 0.0 0.0 0.0 59.9 73.3 75.0 
Saturat ion = . 8 
+3 0.0 0.0 0.8 36. 7 25.8 17.5 17.5 
+2 0.0 0.0 5.0 12.5 1. 7 7.5 7.5 
+1 5.0 0.0 20.8 7.5 14.2 0.8 0.8 
.::.0 95.0 99.2 73. 3 43.3 26.7 34.2 33.3 
-1 0.0 0.8 0.0 0.0 6.7 6.7 6.7 
-2 o.o 0.0 0.0 0.0 6.7 7.5 4.2 
-3 0.0 0.0 0.0 0.0 18.3 25.8 30.0 
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Table 13 
Percent of Each Method's Estimate Deviating a Set Amount from the 
Population MJC when P = 72. 
Method 
Deviation MAP PA SCREE Kl BA BB BC 
Saturat i on = .5 
+3 0.0 o.o 9.2 100.0 l. 7 0.0 0.0 
-
+2 0.0 0.8 19. l 0.0 5.8 0.8 0.0 
+l 2.5 8.3 21. 7 0.0 10.8 l. 7 l. 7 
~ 75.8 85.8 46.7 0.0 58.3 47.5 41. 7 
-1 6 . 7 4 . 2 2.5 0.0 16.7 25.8 31. 7 
-2 6.7 0.0 0.8 0.0 5.8 11.4 10.8 
-3 8.3 0.0 0.0 0.0 0.8 12.5 14. l 
Saturation = .8 
+3 0.0 0.0 5.0 50.0 60.0 47.5 45.8 
-
+2 0.0 o.o l. 7 0.8 3.3 8.3 9. 2 
+l 0.8 0 .0 22.5 5.0 9.2 3.3 3.3 
~ 99.2 100.0 69.2 44.2 27.5 40.8 41.7 
-1 0.0 0.0 0.0 o.o o.o 0.0 0.0 
-2 0.0 0.0 0.8 0.0 0.0 0.0 0.0 
-3 0 .0 o~o 0.8 o.o 0.0 0.0 0.0 
percent of decisions at specified levels of deviation from the 
criterion were also calculated. 
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The five decision rules employed were the eigenva lue greater than 
one rule (Kl), Bartlett's test (BART), the scree test (SCREE), the 
minimum average partial method (MAP) and the parallel analysis method 
(PA). The performance of the five methods for determin ing the number 
of components was examined in ten samples drawn from each of 48 
simulated population correlation matrices over a range of component 
pattern complexity. The least complex pattern replicated earlier 
work (Zwick and Velicer, 1982) and included only equal numbers of 
variables per component and no unique or complex variables. 
Component pattern complexity was varied by modifying this clear, 
least complex case with combinations of complex variables, equal and 
unequal numbers of variables per component, and unique variables. 
The resultant six levels of complexity are felt to cover a wide 
enough range to permit a test of the relative strengths and 
weaknesses of the decision methods examined. Major components (MJC) 
were defined as those having more than three substantial loadings and 
an eigenvalue greater than or equal to 1.0 at the population level. 
Two types of minor components (MNC) were defined . It i s felt this 
patterns expand upon the formal model and incorporates cases likely 
to be encountered in real data analyses. 
The Kl rule was found to overestimate consistently the number of 
major components. It never underestimated. This finding is 
consistent with those of Cattell and Jasper (1967), Linn (1968), 
Yeomans and Golden (1982) and Zwick and Velicer (1982). At a 
component saturation of .5, the number retained often fell in the 1/3 
to 1/2 of Prange discussed by Gorsuch (1974). As the number of 
variables increased, so did the number of components retained. Kl 
retained more components when unique variables were included in the 
population pattern. These findings are clearly contrary to those of 
Humphreys (1964) and Mote (1970). In their examination of actual 
data sets they concluded the Kl method sometimes retained too few 
components. It would appear that either their data represented a 
type of component complexity not included in this study or their 
original judgments of the number of components in their data sets 
were overestimates . Given the apparent functional relationship of 
the number of components retained by Kl to the number of variables 
and to the presence of unique variables, and the repeated report s of 
the method's inaccuracy, the Kl rule cannot be recommended for PCA. 
It certainly has not been supported as the best automatic choice as 
is the case in a number of currently available statistical packages. 
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The BART method's performance was the most variable of those 
examined. In addition to variability, the method was sensitive to a 
number of influences. Increases in N, P and SAT as well as the use 
of conservative alpha levels and the presence of unique variable s all 
lead to the retention of more components. The first four of these 
influences may be seen as affecting the statistical power of the 
Bartlett test. In data sets where the P-m eigenvalues were in fact 
equal at the population level, Zwick and Velicer (1982} found the 
method to be moderately accurate. In the broader range of complexity 
examined here, the test tended to retain both types of minor 
components defined above. Although examination of different alpha 
levels led to fewer or greater numbers of components retained, the 
accuracy and consistency of the method did not appear to be markedl y 
improved by adjusting alpha levels to sample size (see Table 4) . 
Other factors present in this study appear to have had greater 
influence on the performance of BART, across alpha levels, than did 
sample size alone. 
The Bartlett test is accurate in answering statistical questions 
concerning the equality of eigenvalues (Bartlett, 1950; 1951). 
Researchers inclined to examine minor components, particularly early 
in the course of exploratory analysis, may find the method helpful. 
However, the Bartlett test cannot be recommended as a general method 
of determining the number of major components to retain. 
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The SCREE method had moderate overall reliability when the mean 
of two trained raters was used. The correlation of the mean of those 
raters' decisions with an expert judge indicated fair overall 
agreement. Reports of rater reliability on the SCREE have ranged 
from very good (Cattell and Jaspers, 1967) to quite poor (Crawford 
and Koopman, 1979). This range may reflect either the training or 
the task complexity across research projects. The raters in this 
study appear to have shown greater agreement at higher than at lower 
component saturation levels. They also appear to have shown greater 
agreement when there were more rather than fewer variables. Perhaps 
more importantly, the interrater reliability of the SCREE proceedure 
had a fairly wide range across levels of complexity and saturation. 
The moderate reliability of the SCREE method is very problematic for 
the applied researcher. Unreliability at this point in the analysis 
may well expose a study to otherwise avoidable experimenter bias. In 
any case, applied researchers should note that reliability questions 
always arise in any use of the SCREE method. 
In general the SCREE method was more accurate and less variable 
than either the Kl or BART method. The method was more accurate and 
less variable at the higher level of component saturation. Larger 
sample sizes also improved its accuracy when P was 72 and SAT was 
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.5. Sample size did not appreciably affect SCREE at other levels of 
P or SAT. This effect of larger sample size is consistent with those 
reported elsewhere (Cliff and Pennell, 1967; Linn; 1968 and Zwick and 
Velicer, 1982). The accuracy of the SCREE method was not affected by 
an increase in the number of variables examined. An increase in the 
average number of variables per component did not affect the method's 
accuracy. In an earlier study (Zwick and Velicer, 1982) , utilizing 
non-complex matrices, the SCREE method performed better than MAP when 
the major components contained 6 or less variables and the saturation 
was low. This trend can be observed again under more complex 
conditions. 
The SCREE method tended to overestimate rather than to 
underestimate when it deviated from the criterion value. As 
reflected in Tables 12 and 13, the SCREE was accurate about 57% of 
the time. When the SCREE method was in error, 90 percent of the 
errors were overestimations. The SCREE method appeared to be most 
variable at the low level of component saturation or when unique or 
complex variables were present. Nevertheless, even given its 
variability and tendency toward overestimation, the SCREE method 
seldom led to the retention of more than two components over the 
criterion value. Many experienced investigators routinely examine l, 
2 or 3 components above and below the estimate given by their 
favorite decision method. This practice, coupled with good judgment 
concerning interpretability may often result in appropriate solut i ons 
when the SCREE method is employed. This optimistic assertion 
notwithstanding, the ever present question of rater reliability, the 
tendency to overestimate and the apparent increased variability in 
the comnon case of unique or complex variables all argue against the 
exclusive use of the SCREE method. Given these drawbacks and the 
availability of at least one clearly superior method, SCREE can no 
longer be recommended as a stand alone method of choice for 
determining the number of components in PCA. 
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In general, the MAP method was more often accurate and les s 
variable than the Kl, BART or SCREE methods. It showed an overall 
tendency to underestimate the criterion. The MAP method was most 
accurate at the higher level of component satu ration or when the 
average number of variables per component was large. It s performance 
was not markedly influen ced by sample size within the range examined 
in this study. The MAP method was quit e accur ate under many 
conditions and, when accurate, showed l ittle variability. In cases 
representing both a low level of saturation and a low number of 
variables per component, the MAP method consistently underestimated 
the number of major components. This effect can be most clearly seen 
in Table 6 by comparing the two levels of P/MJC when P = 36 and SAT= 
.5. Additional information about this effect can be gleaned from 
Table 7. The MAP method gave larger underestimates and displayed 
greater variability when unique variables were present (levels 4, 5 
and 6) and when there was an unequal number of variables per 
component (level 3 and 6). In this simulation study unique variables 
reduced the number of variables per component by l and the presence 
of unequal numbers of variables per component independentl y reduced 
the number of variables per component on the trailing major 
components. The presence of complex variables ( level 2 and 5) 
probably lowers the major component saturation at the sample level. 
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Complex variables thus independently increase the effect of low 
component saturation. The combination of these influences appears to 
result in components at the sample level which account for less 
variance than those components containing only a unique variable. 
MAP apparently halts at the unique variable component. It, 
therefore, fails to pick up the less well identified major components. 
Overall, the MAP method was accurate more often than were the Kl, 
BART or SCREE methods. The MAP method gave results within ~1 of 
the criterion between 72% (P = 36, SAT= .5) and 100% (P = 36, SAT= 
.8; P = 72, SAT= .8) of the time. When it was in error, the MAP 
method tended to underestimate. Approximately 90% of the MAP errors 
were underestimations. 
The MAP method provides an unequivocal stopping point. It is 
tied to the concept of parsimony by directly rejecting components 
identified by only one variable. MAP showed a tendency to 
underestimate the known number of major components at the component 
satuation level of .5 when up to six variables loaded on a 
component. It is quite accurate when component saturation is high or 
when there is an average of 8 or more variables per component. 
Researchers wishing to ignore relatively small major components 
may wish to use MAP as a primary method of determining the number of 
components to retain. Examination of one less and up to 2 more 
components than determined by MAP is recommended. 
The PA method was consistently accurate. It was typically the 
most accurate method at each level of complexity examined. Under no 
condition examined did the average deviation of PA from the criterion 
exceed 0.30. The difference scores of the PA method showed less 
variability than those of any other rule. Increases in sample size, 
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component saturations and P/MJC improved the PA method's performance 
when there was room for improvement. It might have been expected 
that the PA method would overestimate in the presence of minor 
components made up of unique or complex variables. Some evidence of 
this is present at P = 72, SAT= . 5, complexity levels 2, 4 and 5. 
This pattern is not replicated at other levels of SAT or P. 
Overall the PA method was the most frequently accurate method 
examined. It gave results within~, of the criterion for between 
95% (P = 36, SAT= .5) and 100% (P = 36, SAT= .8; P = 72, SAT= .8) 
of the cases examined. When the PA method was in error it showed a 
slight tendency toward overestimation. Approximately 65% of the PA 
method's errors were overestimations. The accuracy of the PA method 
in this study is consistent with the CFA results reported by 
Humphreys and Montanelli (1975) . 
Given its overall accuracy and unambiguous solution, the PA 
method can be recommended as a primary method for determing the 
number of major components to retain in PCA. Since the PA method 
showed a slight tendency to overestimate the criterion, a 
conservative researcher may do well to examine the range of solutions 
defined by MAP and PA. This study's results indicate that the 
appropriate number of major components to retain will very likely lie 
in the set bracketed by the MAP and PA estimates. When MAP and PA do 
diverge some form of rotational criteria may serve to aid in a final 
decision. 
A major drawback in the applied use of the PA method is the 
necessity of generating a large set of random correlation matrices at 
the particular combination of P and N under consideration. The 
prediction equation developed for principal axis factor analysis 
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applications of the PA method (Montinelle and Humphreys, 1976) is not 
appropriate for principal components analysis. 
The present study utilized simulated component patterns to 
compare five methods representing different approaches to the number 
of components problem. One of these methods, PA, had not been 
systematically examined in a PCA application before. The five 
different decision methods were differentially affected by the 
variables examined. Increases in the number of variables and the 
presence of unique and complex variables had detrimental effects on 
Kl and BART. The BART method also appeared to retain more components 
at larger sample size and higher levels of component satu ration. The 
SCREE method appeared to overestimate and to result in relatively 
high levels of variability. The presence of unique variables may 
have increased these effects at high levels of saturation. The MAP 
method tended to underestimate the number of major components in 
complex matrices. This effect was clearest when the component 
saturation was .5 and the number of variables per component was low. 
The PA method was quite accurate under the conditions examined. It 
showed a slight overall tendency to overestimate the number of 
components. 
Although previous studies have examined subsets of these rules 
under some of the conditions examined here, the present study 
provides comparison across a wider variety of situations than 
previous investigations. In those areas where the simulated 
situations were similar, the results of Linn (1968), Humphreys and 
Montanelli (1975), Cattell and Vogelman (1977) and Zwick and Velicer 
(1982) were confirmed and expanded. 
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Further examinations of SCREE, MAP and PA, under more complex 
conditions are called for. Applied data sets often result in 
component patterns with average salient saturations in the .3 to .4 
range. Such data also often include variables which load 
substantially on more than one major component. Further developments 
in the area of rotational criteria may argue for a systematic 
comparison of those methds with at least SCREE, MAP and PA. 
Within the limitations imposed by the simulation approach, the 
results of this study, paired with previously reported work, permit 
some conclusions concerning methods of determining the number of 
components in real data sets. There is no evidence supporting the 
cont inued use of Kl or BART as exclusive, primary methods to 
determine the number of major components to retain. The SCREE 
procedure has been reported to be relatively accurate. This study i s 
consi s tent with those reports but indicates that the method is too 
variable and too likely to overestimate to be employed as a stand 
alone decision method. The MAP method was generally quite accurate 
and consistent when the component saturation was high or the 
component was defined by more than six variables. Outside these 
conditions it tended to underestimate the criterion. The PA method 
was consistently the most accurate of the methods examined. Since PA 
showed a slight tendency to overestimate, it may prove useful to use 
it in conjunction with MAP. The general application of the PA method 
is difficult to recommend because programs needed for its application 
are not widely available. 
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APPENDIX A 
DETERMINING THE NUMBER OF COMPONENTS 
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A number of methods have been suggested to determine th e 
appropriat e number of components to re tain {Bartlett, 1950, 1951; 
Cat te ll, 1966; Crawford, 1975; Everett, 1983; Horn, 1965; Joreskog, 
1962; Kaiser, 1960; Revelle and Rocklin, 1979; Veldman, 1974; 
Veli cer, 1976). These methods often do not give the same resu lts 
(Anderson, Acito and Lee, 1982; Cattell and Vogelman, 1977; Hakstian, 
Roger s & Cattel l, 1982; Horn, 1965; Linn, 1968; Zwick and Veli cer, 
1982). Applied researchers are, therefore, ofte n at a loss as to how 
to proceed. Conflic t ing researc h conclus ions can be traced to 
differing methods of det er mining th e number of component s . 
Gorsuch (1974) catego rized decision methods for determining the 
appropriate number of components into Sta tistical, Mathematical and 
Non-Trivial groups. A fourt h category of more recently developed 
methods may be desc ribed as Rotati onal Crit eria (Crawford, 1975; 
Revelle and Rocklin, 1979; Veldman, 1974). Meth ods within each of 
the se categories have something to recommend them and will be 
examined in turn. 
Statistical Methods 
Bartlett's test. Followin g Lawley (1940) , Bartl ett (1950, 1951) 
suggeste d a statistical test of the null hypothesis th at the 
remaining eigenvalues are equal . Guttman {1954) has described why 
such a test might be usef ul. The sum of the eigenvalues must equal 
P. The average eigenvalue will, therefore, be 1.0. Either each 
eigenvalu e must be equal to 1.0 or at least one will be greater, and 
one le ss , than 1.0. Guttman (1954) sta tes the distribution of t he P 
eigenvalues about the mean i s asymmetric such that if a few ar e 
somewhat larger than unity , then a greater number will be somewhat 
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less than unity. Tests of the essential equality of the remaining P 
- m eigenva lues are based on the fact that a set of P - m eigenvalues 
can be equal in only one of two ways: 1) either all P eigenvalu es 
are equal to 1.0 or 2) P - m eigenvalues are equal and each is 
smaller than 1.0. In either case, no component in the set of 
components with equal eigenvalues can make a data summarization 
contribution since such a component cannot account for more than the 
variance accounted for by a s ingl e variable. 
In Bartlett ' s test, each component is sequentially excluded from 
the test until th e null hypothesis of equality fails to be rejected. 
The fir st m exc luded components prior to the retention of the null 
hypothes i s are r etained . 
Bartlett presents the formula: 
where: 
and 
• 
V = -K ln B 
K = N - (2P + 5)/6 - (2 m/3 ) 
(m - 1) (m + 2) (P) 
B = 
((m + 1) + (m + 2)) 
p - m 
where: N = the sample size 
(A-1) 
(A-2) 
(A-3) 
m the number of components already retained and 
P = the number of variab l es . 
The statistic V is distributed as chi square with degrees of freedom 
equal to: (P - m - 1) (P - m + 2)/2N 
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Bartlett's test appears sensitive to the number of subjects 
employed. Gorsuch (1975) argued that as the number increases, the 
tests of significance become more powerful and, therefore, less and 
less substantial differences between sample eigenvalues are found to 
be significant. This can l ead to the retention of more components as 
a function of the number of subjects , other things being equal. In 
response to this, Horn and Engstrom (1979) have suggested changing 
the alpha level at different levels of N. It should be recalled, 
however, that as the sample size inc reases the est imates of 
population eigenvalues will become increasingly accurate. This 
increased accuracy leads to smaller differe nces between equal 
eigenvalues. It should be the case that, within reasonable ranges of 
sample size, this incr eased accuracy offsets the increased power of 
the Bartlett test when the population eigenvalues are actua lly 
equal. In such cases Zwick and Velicer (1982) found the BART test to 
be somewhat more accurate with relatively larger samples than with 
small samples. 
Mathematical Methods 
Eigenvalue greater than 1.0 {Kl). Perhaps the most popular, 
certainly the most commonly employed method, is to retain thos e 
compon,ents with eigenvalues greater than 1.0. This method represents 
one of three lower bounds discussed by Guttman (1954) for the number 
of components in image analysis. Kaiser {1960) further supported 
this approach by focusing on component reliability and patt ern 
meaningfulness. He stated that "for a principal component to have 
positive Kuder-Richardson reliability, it is necessary and suff i c ient 
that the associated eigenvalu e be greater than one" (p. 145) and "the 
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number of eige nvalues greater than one of the observed correlation 
matrix led to a number of factors corresponding almost invariably, in 
a great number of studies, to the number of factors which practicing 
psychologists were able to interpret." (p. 145). Gorsuch noted that 
many users follow Kaiser (1960) and employ the Kl rule to determine 
the number of components rather than as a lower bound as orig inally 
presented. Difficulties associated with this use are noted by Mote 
(1970) and Humpreys (1964) who argued that rotation of a greater 
number of components resulted in more meaningful solutions. They 
imply the relatively blind use of the Kl rule therefore, may 
sometimes lead to the retention of too few components. 
A number of researchers (Browne, 1968; Catte ll and Jaspers, 1967; 
Horn, 1965; Lee and Comrey, 1979; Linn, 1968; Ravelle and Rocklin, 
1979; Yeomans and Golder, 1982; Zwick and Velicer, 1982) however, 
have found the number of components reta ined by this method often 
overestimates the known underlying component structure. Gorsuch 
(1974) and Kaiser (1960) report that the number of components 
retained by Kl is commonly between one third and one fifth or one 
sixth the number of variables included in the correlation matrix. 
This relationship of retained components to the number of variable s 
is detrimental to the accurate estimation of the underlying component 
structure. The Kl method, although commonly used, is believed by 
some critics to sometimes underestimate and by many others to 
sometimes grossly overestimate the number of components, the latter 
particularly when there are a large (e.g., P greater than 50) number 
of variables involved. 
The Minimum Average Partial (MAP). Velicer (1976) has suggested 
a method based on the matrix of partial correlat ions. The average of 
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the squared partial correlation is calculated after each of them 
components has been partialed out. The minimum average of the 
squared partial correlation indicates the stopping point for this 
method. That is, when the average squared partial corre lation 
reaches a minimum, the number of components partialed out is the 
number of components to be retained. Velicer (1976) demonstrated 
that the average of squared partials will continue to decrease until 
the residual matrix most closel y resembles an identity matrix. After 
that point, the average squared partial will increase. Using this 
rule two or more variables would be expected to have high loading s on . 
each retained component. In his presentation of the foundation of 
the minimum average partial method, Velicer (1976) considers th e 
partial correlation equat ion: 
((l - r.2) - ( 1 - r.2 )) 112 
1 y J y 
where i, j represent any two of the P observed variable s and y 
represents a component. With no los s of generality, assume rij, 
(A-4) 
riy and rjy to be positive. The value of the partial correlation 
will decrease as long as the numerator decreases faster than the 
denominator. The value of the correlation will increase whenever the 
reverse is true; for example, when riy is large and rjy is small. 
Such a situation would occur if a component has a high correlation 
with only one variable and near zero correlations with the 
others ... ". (p. 323) The method is congruent with the factor 
analytic concept of "common" factors. Velicer (1976) points out the 
method is exact, can be applied with any covariance matrix and is 
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logically related to the concept of factors as representing more than 
one variable. In a recent study (Zwick and Velicer, 1982), it was 
found the MAP rule was more accurate in identifying a known number of 
components than was the Kl or BART rule. 
Non-trivial Contribution Methods. 
The Percent of variance. The percent of total variance accounted 
for by the extracted components is perhaps the oldest guideline for 
determining the number of components to retain. Investigator s 
commonly compute the cumulative percent of variance accounted for 
after each component is extracted. Sometimes components have been 
retained until the process has accounted for 75, 85, or some other 
arbitrary percent of the total variance . Typicall y, extraction is 
stopped when the arbitrarily l arge proportion is accounted for and 
when extraction of the next component would contribute little 
additional variance. Unfortunately, the arbitrary setting of a goal 
percentage has neit her a firm logical nor a firm mathematical basis. 
For example, it is useful to note that if P correlated variables are 
augmented by a set (x) of uncorrelated variables the proportion of 
variance accounted for by the first component in the P plus x set 
drops while the meaningfulness of the relationships remains the 
same. The presence of uncorrelated variables, therefore, directly 
affects the number of retained components even though the pattern of 
relationships among the original P variables is unchanged. 
Cattell's Scree Test. Cattell {1966) presented a visual rule 
based upon a graph of the eigenvalues. The procedure, called the 
scree test, seeks to identify insignificant eigenvalues. The test 
appears simple to apply. The eigenvalues are plotted and those 
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falling above a straight line fit through the smaller values are 
retained. "A basic rationale for the scree test is that the battery 
of variables i s measuring a limited number of factors well and a 
larger number of trivial, specif ic and error factors much less 
well ••.• The predominant factors account for most of the variance 
and are large, whereas the other factors are quite numerous but 
small .... The substantive factors will be extracted first and the 
smaller tri vial factors will be removed later." (Gorsuch, 1974, p. 
152). A number of complications may occur including l ) gradual slope 
from lower to higher eigenvalues with no obvious break point in the 
line; 2) more than one break point in the line; 3) more than one 
apparent ly sui tab l e line drawn through the low values . 
Horn and Engstrom (1979) have noted the underlying similarity of 
Bartle tt•s chi square test and the scree method. Both tests are 
based on an analysi s (one stati stical , the other visua l) of the 
essential equality of the remaining e igenvalues . 
The scree test has been most effective when strong components are 
present with little confounding due to error or unique factors. 
Tucker, Koopman and Linn (1969) found the scree test to be correct in 
12 of 18 cases. Cliff (1970) found it to be accurate, particularly 
if questionable components are included. Cattell and Jaspers (1967) 
found the test to be correct in 6 of 8 cases, while Cattell and 
Vogelmann (1977) reported the test to be accurate over 15 
systematically differing analy ses . Further, Cliff and Hamburger 
(1967) found more definite breaks with larger (N = 400 vs . N = 100) 
sample sizes and Linn (1968) concurred in this conclusion. Zwick and 
Velicer (1982) found the scr ee test to be most accurate with lar ger 
samples and stro ng components. They found the scree test to be the 
most accurate of four methods for determini ng t he number of 
components to retain across many examples of matrices of known, 
non-complex, structure. 
Use of the scr ee test always invol ves issues of interrater 
reliability. Cattell and Vogelmann (1977) and Zwick and Velicer 
(1981) have reported good interrater reliability among naive and 
among expert judges . Crawford and Koopman (1979) have reported 
extremely low interrater reliabilities, however. 
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Parallel analysis. A third non- trivial contribution method based 
upon an examination of the eigenvalues has been suggested. Parallel 
Analysis (Horn, 1965), involves a comparison of the obtained, real 
data eigenvalues with the eigenvalues of a correlation matrix of the 
same rank and based upon the same number of observations but 
containing only randomly associated variab les. This method is an 
adaptation of the Kl ru l e. Guttman' s (1954) development of upper and 
lower bounds was based upon population values. Horn (1965) noted 
that, at the population level, the eigenvalues of a correlation 
matrix of randomly associated variables would all be 1.0 . When 
samples are generated based upon such a matr ix, however, the initial 
eigenvalues exceed 1.0 while the final eigenvalues are below 1.0. 
The smaller the sample size, the more the initial eigenvalues exceed 
1.0. Horn (1965) suggested that the eigenvalues of a correlation 
matrix of P randomly associated variables be contrasted with those of 
the data set in question, based on the same sample size . Components 
of the matrix of interest which have eigenvalues greater than those 
of the comparison random matrix would be retained. This approach 
integrates the reliability and data summarizing emphasis of the 
population based Kl rule without ignoring the ef f ect of sample size . 
64 
Horn (1965) presented one example of PA in a PCA problem. He 
recommended that the compari son eigenval ues be based upon a number of 
generated random matrices to avoi d major sampling errors in the 
est imat es of the eigenva lue s. Although ther e has been no published 
systematic exami nation of the PA method with PCA, Richman (personal 
communic at ion , Oct., 14, 1983) reported a series of simulation 
studies with the method. He found PA to be very accurate when 
appli ed to correlation matr ice s conforming to the formal factor 
analytic model. He further repor t ed that PA led to retent ion of too 
many components when appli ed to correlation matrices conforming to 
the mi ddle model described by Tucker , Koopman, and Linn, (1969). The 
method was more accurate in both cases at larger (N = 500) than at 
smaller (N = 100) sample sizes. 
Humphreys and Montinelli (1974) applied PA to principa l axis 
fac t or analysis and found the method accurate over a ra nge of 
examples. They (Montinel li and Humphreys (1976)) th en prese nt ed the 
following regression equat ion 
log Yi= ai + bNi log (N-1) + bpi log (P(P-1) - (i -l )P) 
2 
where i is t he ord in al positio n of the eigenvalue, 
bNi and bni are regression coefficients, 
ai is the intercept, 
N is the sample size and 
P is the number of variables. 
(A-5) 
This equation accurate ly predicts t he eigenvalues of random 
correlat ion matrices with squared mulitple corre l at ions inserted as 
the diagonal elements. Gr een (1983) utilized th i s pred ict ion 
equation to evaluate the performance of factor analysis of binary 
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items. No such prediction equation has been reported for standard 
correlation matrices. Following Montanelli and Humphreys (1976) 
general rationale but incorporating Bartlett's (1950) presentation 
concerning degrees of freedom, the following equation is suggested as 
a starting point to develop a useful prediction equation for PCA. 
log Yi= ai + bNi log (N-1) +bpi log (P-i +2) (P-i-1) (A-6) 
2 
Rotational methods 
A recent approach to the problem of determining the number of 
components to retain focuses upon the pattern of loadings which 
result from the rotation of differing numbers of components. Veldman 
(1974) and Crawford (1975) emphasized the goal of simple structure in 
determining the number of components to retain. They have suggested 
that the rotational criterion used to select the best solution within 
the set of those available at a given value of m could also serve as 
a criteria to select the best solution from those available at 
different levels of m. That is, they suggest one should compare the 
rotated solution of different numbers of components to find the one 
which best fits some mathematic definition of simple structure. 
Veldman (1974) emphasized the orthogonal varimax criteria as his 
choice while Crawford (1975) presented a more general criteria 
adaptable to both orthogonal and oblique rotations. Revelle and 
Rocklin (1979) extended this approach to include the practice of 
using unweighted component scores and the concept of a minimized 
residual matrix. 
Each of the rotational approaches share the advantage that the 
retained number of components will provide a best approximation of 
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simple structure. These approaches emphasize the overall component 
pattern rather than the propertie s of any one component. Anderson 
and Lee (1982) found the varimax criterion to be useful in image 
analysis approaches but not in PCA. Crawford (1975) rep orted s imilar 
findings. 
APPENDIX B 
DETAILED ANALYSIS 
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Sixty-four population correlation matrices were constructed based 
on component patterns defined by two levels each of six factors (the 
number of variables (P = 36, 72); the component saturation (SAT= .5, 
.8); the number of components (at P = 36, m = 3, 6; at P = 72, m = 6, 
9); the presence or absence of unique (UNIQ = Y, N) and complex 
variables (CV= Y, N) and the presence or absence of equal numbers of 
variables per component (EP/m = Y, N)) . Five sample correlation 
matrices were then generated for each population matrix at each of 
two levels of sample size (at P = 36, N = 72, 180; at P = 72, N = 
144, 360). Principal components analysis was performed on each of 
the resultant 640 sample correlation matrices. Five methods of 
determining the number of components (Horn's parallel analysis (PA); 
Velicer's minimum average par ti al (MAP); Cattell's SCREE; Bartlett's 
test (BART) and Kaiser's eigenvalue greater than 1.0 rule (Kl)) were 
applied to each component solution. The performance of the BART was 
examined at three alpha levels (BA= .05, BB= .001 and BC= .0005). 
The difference from the known number of major (MJC) components in the 
population was calculated for each decision method. 
The average difference (d) and the standard deviation of the 
difference (sd) from the population value for each method on each 
component pattern are presented in Tables 8-1 through B-16: The 
results for the P = 36 and P = 72 cases are presented in Tables B-1 
through B-8 and B-9 through B-16 respectively. Each row of Tables 
B-1 through 8-16 represents 5 observations. 
The individual impact of a number of factors (sample size, 
presence or absence of complex and unique variables and equal numbers 
of variables per component and the absolute number of variables per 
component) on the mean and standard deviation of the difference from 
the known criteria are highlighted for each method in Tables 8-17 
through B-26. 
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The proportion of each decision method's estimate which deviated 
set amounts from the known population value is presented in Table 
8-27 (P = 36) and B-28 (P = 72). These proportions provide a summary 
overview of the accuracy and variability of each decision method's 
performance. 
Talbe B-1 through B-26 follow the same general format. A 
detailed description is therefore given only for the first table. 
Table B- 1 presents the mean difference and the standard deviation of 
the difference from the known population value (MTC) for each 
decision method. The results presented in Table 8-l represented 
eight generated cases (two levels each of EP/m, UNIQ and SAT fully 
crossed) where P = 36, N = 72, there are 12 variables per component 
{MJC = 3) and complex variables are absent. The first row of Table 
8-1 represents the case in which the component saturation was .5, 
there were not an equal number of variables per component (EP/m = N) 
and there were no unique variables present {UNIQ = N). In that case, 
the MAP and PA methods showed an average difference (d) of 0.0 from 
the criterion value. The SCREE (0.70) and Kl (8.60) methods both 
overestimated, SCREE slightly, Kl markedly. The Bart l ett test 
resulted in moderate (BA= -0.60) to somewhat l arge (BC= -l. 20) 
underestimations. The second row of Table B-1 presents the standard 
deviations of the difference (sd) for that case. The MAP and PA 
methods showed no variability at all (sd = 0.0) in their accurate 
estimation of the population value. The remaining methods resulted 
in a range of consistency from 0.0 for Bart lett ' s test at an alpha 
level of .001 (BB) to 0 . 55 for the Kl method and BB. The third and 
Table B-1 
Means and Standard Deviations of the Difference From the MJC With or 
Without Equal Number of Variables per Component (EP/m = Y, N) and Unique 
Variables (UNIQ = Y, N) at Low and High Component Saturation when P = 36, 
N = 72, with 12 Variables per Component and Complex Variables Absent. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation= .5 
UNIQ N d 0.0 0.0 0.70 8.60 -0.60 -1.00 -1 . 20 
(sd) (0.0) (0.0) (0.45 ) (0.55) (0.55) (0.0) (0.45) 
N y d 0.0 0.0 1.00 9.20 0.0 -0. 80 -0.80 
(sd) (0.0) (0 .0) (1.17) (0.45) (1.22) (0.84) (0.84) 
UNIQ N d 0.20 0.0 1.00 8.80 -0.20 - .60 -0.60 
(sd) (0.45) (0.0) (1.27) (0.84) (0.45) (0.55) (0.55) 
y y d 0.0 o.o 0.90 9.80 -0.60 -1.00 - 1. 20 
(sd) (0.0) (0.0) (0.55) (0.84) (0.55) (0.71) (0.45) 
Saturation= .8 
UNIQ N d 0.0 0.0 0.30 0.40 0.20 0.0 0.0 
(sd) (0.0) (0.0) (0.45) (0.54) (0.45) (0.0) (0 .0) 
N y d 0.0 0.0 0.0 2.80 2.40 1.00 1.00 
(sd) (0.0) (0 .0) (0 .0) (0.45) ( 1. 52) ( 1.00) ( 1.00) 
UNIQ N d 0.0 0.0 o.o 0.60 0.60 0.0 o.o 
{sd) (0 .0) (0.0) (0.0) (0 .55) (0.89) (0 .0) (0.0) 
y y d 0.0 0.0 o. 10 3.00 2.00 0.80 0.20 
(sd) (0.0) (0.0) (0.22) (0.0) (0 .71) (0.84) (0.45) 
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fourth rows of Table 8-1 present the results for the same case as 
rows one and two except unique variables were present (UNIQ = Y) 
rather than absent. In this case both the MAP and PA methods 
continue to be accurate (d = 0.0) and consistent (sd = 0.0). The 
other methods showed an increase in the number of components they 
retained . The SCREE and Bartlett methods also showed an apparent 
increase in their variability which was not present for the Kl 
method. Rows five and six present the resu lts when ther e are an 
equal number of variables per component (EP/m = Y) and unique 
variables are not present (UNIQ = N). The methods range in accuracy 
from an underest imati on of -.60 by BB and BC to an overestimation of 
8.80 by Kl. PA is again accurate (d = 0.0) and consistent (sd = 
0.0). Rows seven and eight parallel the case presented in rows five 
and six except unique variables are now present (UNIQ = Y). The 
methods continued to range widely in accuracy. The Bartlett test 
lead to an underestimation of -1 .20 (BC) while the Kl method resulted 
in an overestimation of 9.80. Both the MAP and PA methods were 
accurate (d = 0.0) and consistent (sd = 0.0). 
The 9th through 16th rows represent the same cases as rows l 
through 8 except the saturation was increased from .5 to .8. Under 
its condition MAP and PA are again very accurate (d = 0.0) and 
consistent (sd = 0.0). The SCREE and Kl methods are more accurate 
than in the saturation= .5 cases. Both methods showed reduced 
overestimations and increased consistency. The Bartlett method 
retained more components at the higher (.8) level of component 
saturation than at the lower level (.5). Under some combinations of 
conditions this lead to increased accuracy while in other cases it 
72 
did not. The variability of the Bartlett method did not appear to be 
affected by the increased component saturation. 
Table 8-2 presents the same combination of conditions as Table 
B-1 except complex variables were present. The methods all 
performed about as they had when complex variables were absent. The 
only notable exception appears to have been the retention of a 
greater number of components by the Bartlett method when the 
saturation was high and there were an equal number of variables per 
component and unique varaibles were present. 
The impact of the various conditions upon the performance of each 
method is presented in detail in Table B-1 through B-16. The most 
useful understanding of the impact of the condit ions may be gleaned 
by noting the two worst cases for each method. These cases will be 
presented in order from the most accurate method to the least 
accurate. 
Overall, the PA method was the most accurate. It showed its 
largest mean deviation {d = 1.00) from the cri terion when P = 36, N = 
180, SAT= .5, there were six variables per component, and complex 
variables, unique variables and equal variables per component were 
present (Table 8-8). It showed nearly as large an underestimation {d 
= -.80) in the case where P = 72, N = 144, SAT= .5, there were eight 
variables per component and complex variables, unique variables and 
equal variables per component were all absent. 
The MAP method was the second most accurate method overall. When 
it was in error it usually underestimated the population value of 
MJC. The largest mean underestimation {d = -4.60) came when P = 36, 
N = 180, SAT= .5, there were six variables per component and complex 
and unique variables were present with an equal number of variables, 
Table B-2 
Means and Standard Deviations of the Difference from the MJC with or 
without Equal Number of Variables Per Component (EP/m = Y, N) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation when P = 36, 
N = 72, with 12 Variables Per Component and Complex Variables Present. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation= .5 
UNIQ N d o.o o.o 1.00 9.60 0.0 - 1.00 - 1. 00 
(sd) (0.0) (0.0) ( 1.27) (0 .55) (0.71) (0.0) (0.0) 
N y d 0.0 0.20 0. 90 9.60 - .20 -1.00 -1.00 
(sd) (0.0) (0.45) (0.55) (0.89) (0.45) (0 .0) (0.0) 
UNIQ N d 0.0 0.0 0. 70 9.00 0.20 - .80 -0. 80 
(sd) (0 .0) ( 1.0) ( 1 . 30) ( 1.00) (0.45) (0.45) (0.45) 
y y d 0.0 0.20 0.60 9.40 -0.40 -1. 00 - 1.00 
(sd) (0.0) (0.45) (0.55) (0.55) (0 .55) (0.0) (0.0) 
Satura ti on= .8 
UNIQ N d 0.0 0.0 0.40 0.20 1.20 0.0 0.0 
(sd) ( 0. 0) (0.0) (0.55) (0.45) ( 1.64) (0.0) (0 .0) 
N y d 0.0 0.0 o. 10 3.20 2.20 0.80 0.60 
(sd) (0.0) (0.0) (0.22) (0.45) (0. 84) (0.45) (0 . 55) 
UNIQ N d 0. 20 0.0 0.20 0.20 0.80 0.20 0.0 
(sd) (0.45) (0 .0) (0.45) (0.45) ( 1. 79) (0.45) (0.0) 
y y d 0.0 o.o a.so 3.20 4.00 2.00 2.00 
(sd) (0.0) (0.0) (0 .61) (0.45) (1.87) (0.71) (0.71) 
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per component (Table 8-8). The second largest mean underestimation 
by MAP {d = -3.80) occurred under the same conditions except complex 
variables were not present (Table B-7). 
The SCREE method was generally fairly accurate but more variable 
than the PA or MAP methods. When in error, the SCREE method usually 
overestimated the population value of MJC. The two largest 
overestimations were d = 2.70 and d = 1.70 (Tables 8-11 and B-12 
respectively). Both overest imations occurred when P = 72, N = 144, 
SAT= .5, there wer e 8 variab les per component, unique variables were 
present and there were an equal number of variables per component. 
The largest overestimation occurred with complex variables absent 
while th e second l argest occurred when they were present (Table B-12). 
The K- 1 method generally overestimated the population value of 
MJC. The largest {d = 19.4) and second largest {d = 19.0) 
overestimations are prese nted in Tables 8-9 and B-10 respectively. 
In both cases P = 72, N = 144 and SAT= .5. The largest 
overestimations occurred when complex variables were absent and there 
were not equal numbers of variable s per component but unique 
variable s were present. The second largest overestimation occurred 
when comple x variables were present, there was an equal number of 
variables per component and unique variables were either absent or 
present {d = 19.0 in both cases). 
The Bartlett test provided a wide range of estimates, sometimes 
over and sometimes underestimating the population value of MJC. In 
any case, the Bartlett method always retained the least components at 
the most conservative alpha level examined (alpha= .005). The 
largest overestimati on by the Bartlett test {d = 9.2) occurred when P 
= 72, N = 144, SAT= .8, there were 8 variables per component, an 
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unequal number of variables per component and complex and unique 
variables were present and the test was conducted at the .05 level 
(Table B-12). The largest underestimation (d = -4.8) occurred when P 
= 36, N = 72 with an equal number of 6 variables per component and 
when complex and unique variables were present. This underestimation 
occurred at the .001 and .0005 level. 
Tables B-17 through 8- 26 present the individual impact of sample 
size, the presence or absence of complex and unique variable as well 
as equal numbers of variables per component and the absolute number 
of variables per component at each leve l of P and SAT. Each row of 
Tables 8-1 7 through 8-26 represents 160 observations collapsed across 
all other factors . In genera l, component saturation appears to have 
had the largest impact on each rule. Regardless of other conditions, 
the methods appeared to perform better at higher than at lower 
component saturation. A review of worst cases for each method might 
again be useful. 
The PA method showed its largest mean difference (d = 0.38) from 
the population value of MJC when P = 36, SAT= .5 and complex 
variables were present (Table 8-18). The same deviation occurred 
under similar conditions except an equal number of variables were 
present. The MAP method showed its largest mean deviation (d = -2.26) 
when P = 36, SAT = .5 and there were 6 variables per component. The 
SCREE method's largest deviation (d = 1.08) occurred when P = 72, SAT 
= .5 and the sample size was 144. The Kl method's largest deviation 
(d = 17.76) occurred when P = 72, SAT= .5 and the sample s i ze was 
144. Finally, the Bartlett test showed its greatest deviation (d = 
6.84) when P was 72, SAT= .8 and unique variables were present. The 
Table B-3 
Means and Standard Deviations of the Difference from the MJC with or 
without Equal Number of Variables Per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation when P = 36, 
N = 72, with 6 Variables Per Component and Complex Variables Absent. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation = .5 
UNIQ N d -1. 60 -.40 - • 10 7.00 -2.00 -3 . 20 -3 .40 
(sd} ( 1. 14) (0.89) ( 1.52} (0.0) ( 1 . 00) (0 .84) (1.14} 
N y d -3.00 0.80 0.60 8.00 -3.60 -4.40 -4 .60 
(sd} (0. 71) ( 1 . 30) ( 1.08} ( 1.22) (1.14} (0.89) (0 .89) 
UNIQ N d . -1.00 0.0 0.80 6.80 -2.20 -3. 20 -3.40 
(sd} (0.71) (0.71} ( 1 • 30) (0.84} ( 1. 64} ( l . 30) (1.14 } 
y y d - 2.60 -.40 o. 10 8. 20 - 2.80 -4.6 0 -4.60 
(sd} ( 1. 95) (1.14} (0.96} (0.84) (2. 17} (0.89) (0.89} 
Saturation= .8 
UNIQ N d o.o 0.0 0. 10 o.o o.o 0.0 0.0 
(sd} (0.0) (0.0) (0.22) (0 .0) (0.0) (0.0) (0.0) 
N y d 0.0 o.o 0.50 3.60 3.40 2.40 1.80 
( sd) (0.0) (0 .0) (0 . 50) (0.55) (0.89) (0 .89) (0.45) 
UNIQ N d 0.0 0.0 0.40 0.0 0.20 0.0 0.0 
(sd) (0 .0) (0.0) (0.55) (0.0) (0 .45) (0 .0) (0.0) 
y y d 0.0 0.0 0.40 3.60 4.20 2.40 2.40 
(sd) (0 .0) (0.0) (0.89) (0.55} (0 .84) (0 . 55) (0 .55) 
Table B-4 
Means and Standard Deviations of the Difference from the MJC with or 
without Equal Number of Vari ables per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation when P = 36, 
N = 72, with 6 Variab les per Component and Complex Variables Present. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturat ion= . 5 
UNIQ N d - 1.80 - .80 1.60 7.20 -2 .20 -3. 40 -3.60 
(sd) (0.84 ) (0.84) (0.55) (0 .84) (0.84) (0.89) (0.55) 
N y d -3 .20 0.40 0.70 8.00 -2.20 -4.00 -4.00 
(sd) (2 .17) (1. 14) ( 1. 92) (0.71) ( 1. 10) ( 1.22) (1.22) 
UNIQ N d - 1. 20 -.40 1. 10 6.80 -2.00 -3.80 -3 .80 
(sd) (0.84) (0.89) (0.55) (0.45) . ( 1.00) (0.84) (0.84) 
y y d -3.60 -.20 0.40 7.80 -3.00 -4.80 -4. 80 
{sd) ( 2. 07) ( 1. 10) (1.56) (0.45) (0.71) (0.45) (0 .45) 
Saturation= .8 
UNIQ N d 0.20 0.0 0. 10 0.0 0.60 0.0 0.0 
(sci) (0.45) (0 .0 ) (0.22) (0 .0) ( 1. 34) {0.0) {0.0) 
N y d 0.20 - .20 0.20 3.40 3.80 2.60 2.40 
(sci) (0 .45) (0.45) (0.45) (0.54) (0.84) (0.89) (0 .45) 
UNIQ N d 0.60 0.0 0.20 0.40 0.20 0.0 0.0 
(sd) (0.55) (0.0) (0.45) (0 .54) (0 .45) (O.O) (0.0) 
y y d 0.20 0.0 0. 70 3.20 5.40 3.40 3.20 
(sci) (0.45) (0 .0) (0 .84) (0.84) (2.41) { 1. 95) ( 1. 64) 
Table 8-5 
Means and Standard Deviations of the Difference from the MJC with or 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variab l es (UNIQ = N, Y) at Low and High Component Saturat ion when P = 36, 
N = 180, with 12 Variables per Component and Complex Variables Absent. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation= .5 
UNIQ N d 0.0 0.0 o. 70 7.20 o.o o.o o.o 
(sd) (0.0) (0.0) ( 1. 30) (1. 10) (0 .0) (0.0) (0.0) 
N y d 0.0 0.0 0.30 8.80 o.o o.o 0.0 
(sd) (0.0) (0.0) (0.45) ( 1.30) (0.0) (0.0) (0.0) 
UNIQ N d 0.0 0.0 0.50 7.40 0.0 o.o o.o 
(sd) (0.0) (0.0) (0. 71) (0.89) (0.0) (0.0) (0.0) 
y y d 0.0 0.0 l. 20 8. 20 0. 20 0.0 0.0 
( sd) (0.0) (0.0) (1.15) (0.84) (0.45) (0.0) (0.0) 
Saturation = .8 
UNIQ N d o.o 0.0 0.0 0.0 0.0 0.0 0.0 
(sd) (0.0) (0.0) (0.0) (0.0) (0.0) (0 .0) (0.0) 
N y d 0.0 0.0 0.0 2.40 3.0 2.20 2.20 
(sd) (0 .0) (0 .0) (0.0) (0 .55) (0 .0) {0.45) (0.45) 
UNIQ N d 0 .0 o.o 0.0 0.0 0.20 0.0 0.0 
(sd) (0.0) (0.0) (0 .0) (0 .0) (0.45) (0 .0) (0 .0) 
y y d 0.0 0.0 0. 10 l.80 2.80 2 .40 2.20 
(sd) (0.0) (0.0) (0.22) (0 .45) (0.45) (0.55) (0.45) 
Table B-6 
Means and Standard Deviations of the Difference from the MJC with and 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variab l es (UNIQ = N, Y) at Low and High Component Saturation and P = 36, 
N = 180, with 12 Variables per Component and Complex Variables Present . 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation = . 5 
UNIQ N d 0.0 0.0 0.80 7.80 o.o o.o o.o 
(sd) (0.0) (0.0) (0.84) (0 .45) (0.0) (0.0) (0.0) 
N y d 0.0 0.0 0.20 8.60 0.0 o.o 0.0 
{sd) (0.0) (0.0) (0.45) (0.55) (0.0) (0 .0) (0.0) 
UNIQ N d o.o 0.0 0.20 7.40 o.o o.o o.o 
(sd) (0.0) (0.0) (0.45) (0.55) (0.0) (0.0) (0.0) 
y y d 0.0 0.0 0. 60 8.20 0.20 o.o 0.0 
(sd) (0.0) (0 .0) (0.42) (0.45) (0 .45) (0.0) (0.0) 
Saturation= .8 
UNIQ N d 0.0 0.0 0.40 0.0 1.60 0.20 0.20 
( sd) (0.0) (0.O) (0.22) (0.0) {1. 14) {0.45) (0.45) 
N y d 0.0 0.0 0.60 2.40 3. 60 2.80 2.80 
{sd) (0.0) (0.0) (0.82) (0.55) (0 . 54) {0.45) (0.45) 
UNIQ N d 0.0 0.0 0. l 0 0.0 0.60 0. 20 0.0 
( sd) (0.0) (0.0) (0.22) (0.0) (0.55) (0 .45) (0 .0) 
y y d 0.0 0.0 0.0 2.0 4.20 3.20 3.20 
(sd) (0.0) (0.0) (0.0) (0.0) (0.45) (0 .45) {0.45) 
Table B-7 
Means and Standard Deviations of the Difference from the MJC with and 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Sat uration and P = 36, 
N = 180, with 6 Variables per Component and Complex Variables Absent. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation= .5 
UNIQ N d - 1. 60 o.o o. 70 6. 40 -. 80 - 1. 40 -1. 60 
(sd) (0. 89) (0.0 ) (0 .45) (0.55) (0 .45) (0 .55) (0 .55) 
N y d - 2.80 0.0 -.30 7.20 - l. 00 -1 .80 -2. 00 
(sd) (0 .84) (0.71) (0 .67) (0 .45) (0.71) (0.84) (0. 71) 
UNIQ N d -.40 0.0 0. 10 5.60 -.60 - .80 -. 80 
{sd) (0.55) (0 .0) ( 1.14 ) (1.14 ) (0.55) (0 .84) (0.84) 
y y d - 3.80 0.40 0. 20 7.60 -.60 -1. 80 - 1.80 
{sd) (1.79) (0 .55) (0 .84) (0.55) (0 .89) (0.45) (0.45) 
Sat urat ion = .8 
UNIQ N d 0.0 0.0 0.0 0.0 0.0 0.0 o.o 
{sd) (0.0) (0.0 ) (0 .0) (0 .0) (0 .0) (0.0) (0.0) 
N y d 0.0 o.o 0. 10 3.80 5.60 5.00 5.00 
(sd) (0 .0) (0.0) (0. 22) (0 .45) (0 . 55) (0.71) (0 .71) 
UNIQ N d 0.0 0.0 o. 10 0.0 0.20 0.0 0.0 
(sd) (0 .0) (0.0) (0.22) (0 .0) (0.45) (0.0) (0 .0) 
y y d 0.0 0.0 0.70 3.20 5.80 5.20 5.20 
(sd} (0.0) (0.0) ( 1.04} (0.84) (0 .45) (0.45) (0 .45) 
Table B-8 
Means and Standard Deviations of the Difference from the MJC with or 
without Equal Number of Variab les per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation and P = 36, 
N = 180, with 6 Variables per Component and Complex Variables Prese nt . 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation= .5 
UNIQ N d -1.40 0.0 1.40 5.80 -.80 -1.0 - 1. 40 
(sd) (0.55) (0.0) (0.65) (0.84) (0.45) (0.0) (0.54) 
N y d - 2.80 0. 20 1.60 7.40 -. 80 - 1.80 -2.00 
(sd) ( 1 • 48) (0 .45) ( 1.08) (0 .89) (0 .84) (0.84) ( 1.00) 
UNIQ N d - .80 0.0 1.50 6.20 -. 40 -1.00 -1. 20 
(sd) (1.30) (0.0) (0.87) (0.45) (0.55) (O.O) (0.45) 
y y d -4.60 1.00 0.70 7.40 -.60 -1. 60 - 1.80 
(sd) ( 1. 95) 
_(O. 71) ( 1 . 20) (0.89) (0 .89) ( 1.14 ) (0 .89) 
Saturation= .8 
UNIQ N d 0.0 0.0 -.50 0.0 0.80 0.0 0.0 
(sd) (O.O) (0.0) (0.71) (O.O) (0.84) (0.0) (0 .0 ) 
N y d 0.0 0.0 0.60 3.40 6.40 5.80 5.80 
(sd) (O.O) (O.O) (0.42) (0 . 55) (0 .55) (0.45) (0.45) 
UNIQ N d 0.0 0.0 0. 50 0.0 1.20 0.0 0.0 
(sd) (0.0) (0.0) (0.87) (0.0) (0 .45) (0.0) (0 .0) 
y y d 0.0 0.0 0. 10 3.00 7.80 6.60 6. 20 
(sd) (0.0) (0.0) (0.22) (0 . 71) (0 .84) (0 . 55) (0.45) 
Table 8-9 
Means and Standard Deviations of the Difference from the MJC with or 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation and P = 72, 
N = 144, with Variables per Component and Complex Variables Absent. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation= .5 
UNIQ N d 0.0 0.0 0.80 18.40 0.80 - .40 -. 60 
(sd) (0.0) (0.0) (0 . 76) (1.14) (2.39) ( l. 52) (1. 14) 
N y d 0.0 0.0 0.80 19.40 0.0 -.80 -1 . 40 
(sd) (0.0) (0.0) (1.15) (0.55) ( 1 . 00) (0.8 4) (0 . 55) 
UNIQ N d 0.40 0.0 1.20 18. 40 -. 20 -.40 - .80 
(sd) (0.55) (0.0) {l.79) (0.55) (0.45) (0.55) (0.45) 
y y d 0.0 0.20 1.50 18.80 o.o - 1.00 -1.20 
(sd) (0.0) (0.45) (1.12) (0 .84) (0.0) (0.0) (0.45) 
Saturation= .8 
UNIQ N d 0.0 0.0 0.0 0.20 0.60 o.o 0.0 
(sd) (0.0) (0.0) (0.0) (0 .45) (0.89) (0.0) (0.0) 
N y d 0.0 o.o 0.20 5.20 4.40 2.80 2.80 
(sd) (0.0) (0.0) (0 .45) (0.45) (0 .89) (0.45) (0.45) 
UNIQ N d o.o o.o 0.0 0.0 0.20 0.0 0.0 
(sd) (0.0) (0.0) (0.0) (0 .0) (0.45) (0.0) (0.0) 
y y d o.o 0.0 0.0 5.0 4.0 2.60 2.60 
(sd) (0.0) (0 .0) (0 .0 ) (0 .0 ) (0 .0) (0.55) (0 . 55) 
Table 8-10 
Means and Standard Deviations of t he Difference from the MJC with and 
without Equal Number of Variab le s per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Satura ti on and P = 72, 
N = 144, with 12 Variables per Component and Complex Variables Present. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation= .5 
UNIQ N d 0.0 0.0 0.90 18.00 0. 80 -. 40 - .40 
(sd) (0.0) (0.0) (0.55) (1.22) (1.10) (0.55) (0.55) 
N y d 0.0 0.0 0.20 18.80 - .20 - 1.00 -1. 20 
(sd) (0.0) (0.0) (0.45) (0 .84) (0.45) (0. 71) (0.45) 
UNIQ N d o.o 0.0 0.90 19.00 -.20 -. 80 -.80 
(sd) (0.0) (0.0) ( 1. 52) (0 .71) (0.45) (0 .45) (0.45 ) 
y y d o.o 0.0 0.70 19.00 -.20 -. 80 - 1.00 
(sd) (0.0) (0.0) ( 1.30) (0.7 1) (0.84) (0.84) (0. 71) 
Saturation= .8 
UNIQ N d o.o 0.0 0.0 0.20 2.00 0.0 0.0 
(sd) (0.0) (0.0) (0.0) (0.45) (0 . 71) (0.0) {0.0) 
N y d o.o 0.0 0.0 4.80 6.00 4.40 4.00 
(sd) (0.0) (0.0) (0.0) (0.45) (3 . 67) (2.79) (3 .08) 
UNIQ N d 0.0 0.0 0.40 1.00 1.80 0.40 0.20 
(sd} (0.0) (0.0) (0 .65) (0 .71) ( l. 64) (0 . 54) (0 .45) 
y y d 0.0 o.o 0.50 5.20 6.40 4.60 4.60 
(sd) (0.0) (0.0) (0.50} (0.45) (0 .89) (1.14) (1.14) 
Tab le B-11 
Means and Standard Deviations of the Difference from the MJC with and 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variable s (UNIQ = N, Y) at Low and High Component Saturation and P = 72, 
N = 144, with 8 Variables per Component and Complex Variabl es Absent. 
Method 
EP/m MAP PA SCRE Kl BA BB BC 
Saturation= .5 
UNIQ N d -1. 80 - .80 0.20 15.80 -1 .20 -2.80 -2.80 
{sd) {1.30) (0 .45) (0.91) (0.45) ( 1.48) (0.84) (0.84) 
N y d -2.20 - .60 0.80 17.20 - 1.80 -3.40 -3.40 
(s d) (0.45) (0 . 55) (2.02) (0.84) (0.84) (0.55) (0.55) 
UNIQ N d -.40 0.0 1.60 16.60 - .40 - , • 60 - 1. 60 
(sd) (0.55) (0.0) (0 .55) (0.55) ( 1.34) (0.89) (0.89) 
y y d -.40 0.80 2.70 17. 20 - 1. 20 -2.80 -3.0 
{sd) (0.89) (0 .84) {l.79) {1.30) (0.84) (0.45) (0 .0) 
Saturation= .8 
UNIQ N d 0.0 0.0 0.0 0.0 o.o 0.0 o.o 
(sd) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
N y d 0.0 0.0 0.60 6.20 7.40 5.80 5.40 
(sd) (0 .0) (0 .0) (0 .65) (0.45) ( 1. 52) {1.10) {1.14) 
UNIQ N d 0.0 0.0 0.50 0.0 0.40 o.o 0. 0 
(sd) (0.0) (0 .0) (0.50) (0.0) (0 .55) (0.0) (0 .0) 
y y d 0.0 0.0 1.00 6.40 7. 60 5.60 5.60 
{sd) ( 0. 0) (0 .0) (0.94) (0.89) (,. 67) (1. 14) (1. 14) 
Table B-12 
Means and Standard Deviations of the Difference from the MJC with and 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation and P = 72, 
N = 144, with 8 Variables per Component and Complex Var iable s Present . 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Satu ration= . 5 
UNIQ N d - 1.00 -. 20 0.80 16.00 0.0 -2.00 - 2.20 
(sd} ( 1.00} (0.84} ( 1. 92) ( 1.00} ( 1. 58) ( 1.00} (0.84) 
N y d -2.60 - .60 0.70 18.0 - 1. 60 - 3.60 - 3.60 
( sd) (0.55) (0.89} ( 1 • 30) (0.0) (0.55) (0.55) (0.5 5) 
UNIQ N d - .20 0.20 1. 70 16. 20 0.20 -1. 40 - 1. 40 
(sd} (0.45} (0.45} (1.10) (0.45) (0 .84) (0. 55) (0.55) 
y y d -.40 0.40 1. 70 17.40 -1.00 -2.60 -2.80 
(sd} (0.89} (0.55) (1.20) (0. 55) (0.7 1} (0.55) (0.45) 
Saturation= .8 
UNIQ N d 0.0 0.0 o.o 0.20 1.00 0.20 0.20 
(sd) (0.0) (0.0) (0 .0} (0.45) (1.73} (0.45) (0.45) 
N y d 0.0 0.0 0.50 6.40 9.20 7.00 6.80 
(sd} (0.0) (0.0) (0.50) (0.55) (2.39) ( 1. 58) ( 1. 64) 
UNIQ N d 0. 20 0.0 0. 30 0.40 2.00 0.0 0.0 
(sd) (0.45) (0.0) (0.45) (0.55) ( 1 . 00) (0.0) (0 .0 ) 
y y d 0.0 0.0 0. 10 6.20 8.40 6.80 6.20 
(sd) (0.0) (0 .0) (0.22) (0 .45) ( 1.14) (0 .84) (0 .84) 
Tab le B-13 
Means and Standard Deviations of the Differe nce from the MJC with or 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation and P = 72, 
N = 380, with 12 Variables per Component and Complex Variables Absent . 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation = .5 
UNIQ N d 0.0 0.0 0.60 15.00 o.o 0.0 0.0 
{sd) (0 .0) (0.0) (0.89) (0.71) (0.0) (0.0) (0.0) 
N y d 0.0 0.0 o. 10 16.40 0.80 0. 20 0.20 
{sd) (0.0) (0 .0) (0.22) (0.55) ( 1.30) (0.45) (0.45) 
UNIQ N d 0.0 0.0 0.30 15.00 o.o o.o 0.0 
(sd) (0 .0 ) (0.0) (0.45) (0 .0) (0.0) (O.0) (0.0) 
y y d 0.0 o.o 0.0 16.80 0.40 o.o o.o 
{sd) (0.0) (0.0) (0.0) ( 1. 10) (0.89) (0 .0) (0 .0) 
Saturation= .8 
UNIQ N d 0.0 0.0 o.o 0.0 0.20 0.0 0.0 
{sd) (0.0) (0.0) (0.0) (0 .0) (0 .45) (0.0) (0.0) 
N y d 0.0 o.o 0. 10 4.20 5.80 5.20 5.20 
{sd) (0.0) (0.0) (0.22) (0 .45) (0 .45) (0.45) (0.45) 
UNIQ N d 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
( sd) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
y y d 0.0 0.0 3.0 4.40 5.80 5.20 5.00 
(sd} (0.O) (0.0) (0.0) (0.55) (0.45) (0.84) (0 .71) 
Table 8-14 
Means and Standard Deviations of the Difference f rom the MJC with or 
without Equal Number of Variable s per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation and P = 72, 
N = 380, with 12 Variable s per Component and Complex Variables Present. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturat ion= .5 
UNIQ N d 0.0 0.0 0. 60 15.00 0.0 , 0.0 o.o 
{sd) (0.0) (0.0) (0.55) {1.22) (0 .0) (0 .0) (0.0) 
N y d 0.0 0.0 0.0 17.0 0.80 o.o o.o 
(sd) (0.0) (0.0) (0.0) ( 1.0) (0.84) (0. 0) (0.0) 
UNIQ N d o.o o.o 0.90 15.0 0.0 0.0 0.0 
(sd) (0.0) (0.0) (0 .89) ( 1.0) (0.0) (0.0) (0.0) 
y y d 0.0 o.o 0. 10 16.60 0.40 0.0 0.0 
{sd) (0.0) (0.0) (0.74) (0.55) (0.55) (0.0) (0.0) 
Satur atio n= .8 
UNIQ N d 0.0 o.o 0.0 o.o 2.20 0.80 0.60 
{sd) (0.0) (0.0) {0.0) (0 .0) (0.84) (0.45) (0 . 55) 
N y d 0.0 0.0 0.20 4.60 7.20 6.20 6.20 
{sd) (0.0) (0.0) ( 0. 27) (0 .55) ( 1. 10) (0.45) (0 .45) 
UNIQ N d 0.0 0.0 0.0 0.0 3.80 1.80 1.80 
( sd) (0 .0) (0.0) (0 .0) (0.0) (0.45) (0 .45) (0.45) 
y y d o.o o.o 0.40 4.40 9.00 7.40 7.0 
(sd) (0 .0) (0.0) (0.65) (0 .55) ( 1.87) ( l. 34) ( 1.0 ) 
Table B-15 
Means and Standard Deviations of the Differen ce from the MJC with or 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation and P = 72, 
N = 380, with 8 Variables per Component and Complex Variables Absent. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation= .5 
UNIQ N d -2.00 0.0 0.0 14.40 0.0 - .80 -1.0 
(sd ) (0.71) (0.0) (0.0) (0 . 55) (0.0) (0.45) (0.0) 
N y d - 2.20 -.20 0.90 15.40 - . 20 -1.0 -1.20 
(sd) (0.45) (0.45) (0.74) (0.89) (0.45) (0.0) (0.45) 
UNIQ N d 0.0 0.0 0.20 13.80 0.0 - .40 -. 60 
(sd) (0 .0) (0.0) (0.45) (0.45) ( 0. 0) (0.55) (0.55) 
y y d 0.0 0. 20 0.60 15.80 0.60 o.o -.20 
(sd) (0.0) (0.45) (0.89) (0.84) (0.89) (0.0) (0 .45) 
Saturation= .8 
UNIQ N d o.o 0.0 o.o 0.0 0.0 0.0 o.o 
{sd) (0.0) (0 .0) (0.0) (0.0) (0.0) (0 . 0) (0.0) 
N y d 0.0 0.0 0.20 5.80 8.40 7.80 7.60 
{sd) (0.0) (0.0) ( 0. 27) (0.84) (0.55) {0.45) (0 . 55) 
UNIQ N d 0.0 o.o o.o o.o 0.40 o.o 0.0 
(sd) (0 .0) (0 .0) (0.0) (0 .0) (0 .89) (0.0) (0.0) 
y y d 0.0 0.0 0.20 5.80 8.60 7.80 7.60 
(sd) (0.0) (0 .0) (0 .45) (0 .45) (0.55) (0 .84) (0.55) 
Table B-16 
Means and Standard Deviations of th e Difference from the MJC with or 
without Equal Number of Variables per Component (EP/m = N, Y) and Unique 
Variables (UNIQ = N, Y) at Low and High Component Saturation and P = 72, 
N = 380, wit h 8 Variabl es per Component and Complex Variables Present. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturat ion = .5 
UNIQ N d -0 .60 0.0 1. 10 13.80 0.20 - .60 -0.60 
(sd) (0.55) (0 .0) (0.89) (0.84) (0 .45) (0 .55) (0.55) 
N y d - 3. 20 0.20 0.50 16.20 1. 20 -0.20 -0 . 20 
(sd) ( 1. 10) (0 .45) ( 1 . 50) (0 .84) ( 1. 30) (0.84) (0 .84) 
UNIQ N d 0.0 0.0 1. 20 13.80 0. 20 -.20 -. 40 
(sd) (0 .0) (0.0) (0.84) (0.84) (0 .45) (0.45) (0 .55) 
y y d 0.0 0.40 1. 10 15.60 1.20 0.0 - . 20 
(sd 0.0 0.55 0.65 0.55 0.84 0.71 0.45) 
Saturation= .8 
UNIQ N d 0 .0 0.0 o. 10 0.0 2.60 0.80 0.60 
(sd) (0.0) (0.0) (0. 22) (0.0) (0. 55) (0.45) (0.55) 
N y d o.o 0.0 0.70 5. 20 11.00 9.80 9.60 
(sd) (0 .0) (0.0) (1.86) (0.45) ( 1. 22) ( 1. 30) (0.89) 
UNIQ N d 0.0 0.0 0.0 o.o 2.80 1.40 1.20 
(sd) (0.0) (0 .0) (0 .0) (0.0) ( 1. 30) (0.89) (0.84) 
y y d 0.0 0.0 0.60 5.80 11.40 9.60 9.40 
(sd) (0.0) (0 .0) (0 . 55) (0.4 5) (1. 14) (0 .89) (0 .89) 
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worst cases for 4 of the methods occurred when t he saturation was low. 
The Bartlett test was the only exception to the pattern. 
Tables B- 27 and B- 28 present the percent of each decision 
method's estimates that deviated a set amount from the population 
MJC. These tables provide an overv iew of the methods' performance 
across all the conditio ns prese nted in this stu dy . An examination of 
th e proportion of each meth od' s decision th at fall +l from t he 
cr it er ion across all cases examined indicates the PA met hod was the 
most accurate (98 .4% ~l from the population MJC). The MAP and SCREE 
methods fo llowed with overal l percentages of 87.6 and 83.4 
respectively. The Bartle tt test' s percentages ranged from 59.9 to 
61.4 f or alpha level s of .0005 and .05 respective ly. The Kl ru le 
came within one of the criterion i n only 50.0 percent of the cases 
examined. 
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Table B-17 
Means and Standard Deviations of the Difference from the Populati on 
Value of MJC at each Level of Sample Size and Saturation when P = 36. 
Method 
Sample Size MAP PA SCREE Kl BA BB BC 
Saturation= .5 
72 d -1. 11 -0.04 0. 64 8.36 - 1. 99 -2.4 1 -2 .49 
{sd) ( 1.61) (0 . 75) ( 1.06} {1.21) { 1. 64) (1.72) (1.73) 
180 d - 1. 14 o. 10 0. 65 7.32 -0.50 -0 . 70 -0.79 
(sd) (1.71) (0 .38) (0.93) {1.16) (0.69) (0.88) (0.95) 
Saturat ion= .8 
72 d 0.09 -0.01 0.26 1. 74 1.44 0.98 0.85 
{sd) (0.28) (0. 11) (0.48) ( 1. 50) (1.69) ( 1. 32) (1.21) 
180 d 0.0 0.0 0. 18 1.38 2.40 2. 10 2.05 
{sd) (0.0) (0.0) (0.52) ( 1. 50) (2.48) (2.38) (2.34) 
Table 8-18 
Means and Standard Deviations of the Diff ere nce from the Population Value 
of MJC when Complex Variables - are Absent or Present, Saturation i s Low 
or High and when P = 36. 
Method 
Complex Vari ables MAP PA SCREE Kl BA BB BC 
Saturation= .5 
NO d - l . 04 0.02 0.41 7.80 - 1. 32 - l . 54 -1.6 2 
(sd} (1.51) (0 .5 7) (0.94) ( 1.32} ( 1. 56} (1.61) ( 1. 66) 
YES d - 1 . 21 0.38 0. 88 7.89 - 1. 16 -1.5 8 - 1.65 
(sd} ( 1. 79) (0.62) ( 1 • 00) ( 1.27} ( 1. 36) (1.61} ( 1.62) 
Saturatio n= .8 
NO d 0.0 o.o 0. 18 1.58 1.65 1.34 1.25 
(sd} (O.O) (0.0) (0 .44 ) ( 1. 58) (1.96) ( 1. 78} ( 1. 76) 
YES d 0.09 0.01 0.26 1.54 2. 19 1. 74 1.65 
(sd} (0.28) (O. 11) (0.55) ( 1. 54} (2.39} (2.18) (2.12) 
Table B-19 
Means and Standard Deviations of the Difference from the Populat ion Value 
of MJC when there are Equal or Unequal Numbers of Variables per 
Component (EP/m = N, Y), Saturation is Low or High and when P = 36. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturation = . 5 
N d -1. 14 0.02 0. 74 7.90 - 1. 30 -1.55 - 1. 66 
(sd) ( 1.46) (0 .62) ( 1.04) ( 1.29) (1.42) ( 1. 52) ( 1. 58) 
y d -1. 11 0. 38 0. 55 7.79 - 1. 19 - 1. 56 -1. 61 
(sd) ( 1.84) (0 .58) (0. 94) ( 1. 30) (1.51) (1.70) (1.69) 
Saturation= .8 
N d 0.02 -0.01 0. 18 1.60 1.81 1.42 1.36 
(sd) (0.16) (0. 11) (0.45) ( 1. 62) (2.00) ( 1.89) ( 1. 86) 
y d 0.06 0.0 0.26 1.51 2.02 1.65 1.54 
(sd) (0 .24) (0.0) (0 . 54) ( 1. 50) (2 . 33) (2.11) (2.05) 
Table 8- 20 
Means and Standard Deviations of the Diff erence from the Population Value 
of MJC when Unique Variables are Absent or Prese nt (UNIQ = N, Y), 
Saturatio n is Low or High and when P = 36. 
Method 
UNIQ MAP PA SCREE Kl BA BB BC 
Saturat ion= .5 
N d -0. 60 -0. 10 o. 74 7.35 -1.04 - 1. 32 -1. 42 
(sd) (0.9 1) (0 .44) (0. 97) (1.31) (1.24) ( 1 • 38) (1.44) 
y d - 1. 65 0. 16 0.55 8.34 - 1. 45 -1. 79 - 1 .85 
(sd) (2.03) (0.70) ( 1.01) (1.07) ( 1. 64) (1.78) (1.79) 
Saturation= .8 
N d 0.06 0.0 o. 14 o. 11 0.21 0.04 0.01 
(sd) (0.24) (0.0) (0.44) (0 . 32) ( 0. 47) (0 .19) (0. 11) 
y d 0.25 0.01 0.29 3.00 3.62 3.04 2.89 
(sd) (0.16) (0 . 11) (0 .54) (0.75) ( 1 • 83) ( 1.86) ( 1. 86) 
Table 8-21 
Means and Standard Deviations of the Difference from the Population Value 
of MJC at each Level of the Number of Variables per Component (#P/MJC = 
6, 12) and Saturation when P = 36. 
Method 
#P/MJC MAP PA SCREE Kl BA BB BC 
Saturation= .5 
6 d -2. 26 0.04 0.69 7.09 -2. 18 -2.66 -2.80 
(sd) ( 1.70) (0.83) (1.15) ( 1.02) (1.52) ( 1.56) (1.51) 
12 d 0. 01 0.02 0.59 8.60 -0.31 -0.45 -0.48 
(sd) (0. 11) (0. 16) (0.81) ( 1.07) (0.49) (0.55) (0.57} 
Saturation = .8 
6 d 0.08 -0.01 0.26 l. 72 2.45 2.09 2.00 
(sd) (0.26) (0. 11) (0.60) ( 1.75) (2 .63) (2.45) ( 2. 37) 
12 d 0.01 0.0 0. 18 1.39 1.39 0.99 0.90 
(sd) (0. 11) (0.0) (0.37) ( l. 33) ( l . 40) ( l. 20) ( 1.20) 
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Table B-22 
Means and Standard Deviations of the Difference from the Popul ation Value 
of MJC at each Level of Sample Size and Saturation when P = 72. 
Method 
Sample Size MAP PA SCREE Kl BA BB BC 
Saturation= .5 
144 d -0. 54 -0.04 1.08 17.76 -0 . 98 -1.61 - 1. 76 
(sd} ( 1 . 02) (0.56 ) ( 1 .33) ( 1.34} (1.17} ( 1.27} (1. 17} 
380 d -0 . 50 0. 04 0.51 15.35 0.02 -0. 19 -0.26 
(sd} ( 1.04} (0.25) (0 . 78) ( 1.26) (0.55) (0.48) (0 .52) 
Saturation= .8 
144 d 0.01 0.0 0.26 2.96 3.08 2.51 2.40 
(sd} (0. 11) (O.O) (0.52) (2.81) (3 . 16) (2.84) (2.74} 
380 d 0.0 0.0 0.26 2.51 4.49 3.99 3.86 
(sd} (0.0) (0.0) (0.90) (2.50} (3.83) (3 .59) (3.62) 
Table B-23 
Means and Standard Deviations of the Difference from the Population Value 
of MJC at each Level of the Number of Variables per Component (#P/MJC = 
8, 12) and Saturation when P = 72. 
Method 
P/MJC MAP PA SCREE Kl BA BB BC 
Saturation= .5 
8 d - 1. 06 -0 .0 1 0.99 15.82 -0.8 6 - 1. 46 -1.58 
(sd) ( 1.22) (0.60) ( 1.26) (1.46) ( 1.22 ) ( 1.34) ( 1.30) 
12 d 0.02 0.01 0.60 17.29 -0.09 -0 .34 -0.45 
(sd) (0. 16) (0. 11) (0.94) (1.77) (0.62) (0.65) (0.67) 
Saturation= .8 
8 d 0.01 0.0 0.21 3.02 4.48 3.91 3.76 
(sd) (O. 11) (0.0) (0 .67) (3.01) (4.07) (3.86) (3.77) 
12 d 0.0 0.0 0.30 2.45 3.09 2.59 2.50 
(sd) (O.O) (0.0) (0.79) (2.34 ) (2 .85) (2.64) (2.59) 
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Table 8-24 
Means and Standard Deviations of the Difference from the Population Value 
of MJC when Complex Variables are Absent or Prese nt, Saturation is Low 
or High and when P = 72. 
Method 
Complex Variab les MAP PA SCREE Kl BA BB BC 
Saturation = . 5 
N d -0. 54 -0. 02 o. 77 16.52 -0.54 -0.95 -1. 10 
(sd} ( 1.00} (0.44} (1.17} (1.74) ( 1 • 08) ( 1.23} ( 1.20) 
y d -0.50 0.02 0.82 16.59 -0.41 -0. 85 -0.9 2 
(sd} ( 1.06) (0.42) ( 1 . 08) ( 1.82) ( 1.00) ( 1. 16) (1.16} 
Saturation= .8 
N d 0.0 o.o 0.36 2. 70 2.98 2.68 2.61 
(sd} (O.O) (0 .0) (0 .81) (2 . 77) (3 . 24) (3.03) (2.94) 
y d 0.01 0.0 0. 15 2.78 4. 59 3. 82 3.65 
{sd} (0 .11) (0 .0} (0.64} (2.65) (3 . 72) (3.60) (3.53} 
Table B- 25 
Means and Stan dard Deviations of the Difference from the Popul atio n Value 
of MJC when there are Equal or Unequal Numbers of Variables per 
Component (EP/m = N, Y), Satura ;on is Low or High and when P = 72. 
Method 
EP/m MAP PA SCREE Kl BA BB BC 
Saturati on = . 5 
N d -0. 98 -0 . 14 0.56 16. 55 -0.64 - 1. 05 - l. 15 
(sd) ( l.24) (0.44) { l . 00) (1.78) { l. 24) {1.35) {l. 31) 
y d -0.06 0. 14 l.02 16.56 -0. 31 -0. 75 -0 .88 
{sd) (0 .40) (0 .38) {1. 19) {l.78) (0.76) ( l.0 0) ( l. 01) 
Saturation= .8 
N d o.o 0.0 0.08 2.69 3.68 3. 18 3.06 
{sd) (0.0) (O.O) (0.58) (2.71) (3.61) (3 .41) {3.36) 
y d 0.01 o.o 0.43 2.79 3.89 3.32 3.20 
{sd) (0 .11) (0 .0) (0 .82) (2.72) (3 . 54) (3 .34) {3. 23) 
Table B-26 
Means and Standard Deviations of the Difference from the Population Value 
of MJC when Unique Variables are Absent or Present (UNIQ = N, Y), 
Satura tion is Low or High and when P = 72. 
Method 
UNIQ MAP PA SCREE Kl BA BB BC 
Sat uration = . 5 
N d -0.35 -0.05 0.81 15.89 -0.35 -0. 74 -0.82 
(sd) (0 .81) (0 .31) ( l . 02) ( l . 85) (0 .86) (0.99) (0.95) 
y d -0. 64 0.0 5 0. 78 17.22 -0.60 - 1.06 -1. 20 
(sd ) ( l. 18) (0.52) ( 1.22) (1.42) ( 1.19) (1.35) ( 1.34) 
Satur ation= .8 
N d 0.01 0.0 0.08 0. 12 0. 72 0.34 0.29 
(sd) (0 . 11) (0.0) ( 0. 27) ( 0. 37) ( 1.04) (0.64) (0.50) 
y d o.o 0.0 0.43 5.35 6.84 6. 16 5.98 
(sd) (0 .0) (0.O) (0.97) (0.87) (2 .28) (2.2 8) (2.23) 
Table B-27 
Percent of Decisions at Different Leve ls of Deviation from the 
Population Value at Low and High Saturation when P = 36. 
Method 
MAP PA SCREE Kl BA BB BC 
Saturation = • 5 
+3 0.0 0.6 4.4 100.0 0.0 o.o o.o 
+2 0.0 1.2 19.4 0.0 0.0 o.o 0.0 
+l 0.6 8.7 32.5 0.0 0.0 o.o 0.0 
~ 56.9 82.5 35.0 0.0 40.6 30.6 29.4 
- 1 11. 9 3.7 6.8 0.0 29.4 33. l 30.6 
-2 11.2 3. l 1.8 0.0 11.2 12. 5 14.4 
-3 19.3 0.0 0.0 0.0 18.8 23.8 25.6 
Saturation = .8 
+3 o.o o.o 0.6 37.6 39.4 26.2 23.7 
+2 0.0 0.0 3.8 11. 9 6.3 15.0 16.9 
+l 4 .4 0.0 22.5 6.3 12.5 7.5 5.0 
~ 95.6 99.4 71.9 44.4 41.9 51.2 54.4 
- 1 o.o 0 .6 0.6 0.0 0 .0 o.o o.o 
-2 0.0 0.0 0.6 0.0 0.0 0.0 0.0 
-3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Table B-28 
Percent of Decisions at Dif ferent Levels of Deviation fr om the 
Population Val ue at Low and High Saturation when P = 72. 
Method 
MAP PA SCREE Kl BA BB BC 
Saturation = .5 
+3 0.0 o.o 10.0 100.0 0.6 o.o o.o 
+2 0.0 0.6 16.2 o.o 1.2 0.6 0.0 
+l 1.9 6.9 25.0 0.0 5.6 1.9 1.9 
~ 71. 5 85.0 43.8 0.0 56.3 45.6 40.0 
-1 7.5 6.9 4.3 0.0 21.2 28. l 31.9 
-2 l l.2 0.6 0.6 0.0 9.4 10.0 11.2 
-3 7.5 o.o 0.0 0.0 5.6 13. 7 14.9 
Saturation= .8 
+3 0.0 0.0 3.7 50.0 55.0 47. 5 46.2 
+2 o.o 0.0 1.9 0.6 6.9 6. 9 7.5 
+l 0.6 o.o 21.3 5.0 7.5 8. l 6.9 
~ 99.4 100.0 71.9 44.4 30.6 37.5 39.4 
- 1 o.o 0.0 0.0 0.0 0.0 0.0 0.0 
- 2 0.0 0.0 0.6 0.0 0.0 0.0 0.0 
-3 0.0 0.0 0.6 o.o o.o o.o 0.0 
APPENDIX C 
CONSTRUCTION OF POPULATION MATRICES 
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The population correlation matrices for this study were 
constructed from the general model 
R =AA'+ o2 ( C- l) 
The steps to create the matrix were as follows: 
For 
(1) An appropriate population component pattern (A) was created 
in accordance with the level of the number of variables (P), 
the level of the saturation factor (SAT), the level of the 
number of component s factor (m), the presence or absence of 
equal numbers of variables per component, unique and complex 
variables. 
2) This matrix (A) was post-multiplied by its transpose (AA') 
to create a matrix R*. 
3) R* was augmented by replacing the diagonal elements with 
l.O's. The introduction of one's into the diagonal produced 
a correlation of full rank and permitted subsequent analysis . 
example, in a 10 variable (P = 10), two component (m = 2), high 
saturation (SAT = .8), unequal variables per MJC, CV and UNIQ MNC 
present case (Complexity= 6), the underlying component structure A 
would have been: 
.8 0 0 0 .2 0 0 
.8 0 0 0 0 .2 0 
.8 0 0 0 .o 0 .2 
.8 0 0 0 .2 0 0 
.8 0 0 0 0 .2 0 
A = 0 0 1.0 0 0 0 0 
0 .8 0 0 . 2 0 0 
0 .8 0 0 0 .2 0 
0 .8 0 0 0 0 . 2 
0 0 0 1.0 0 0 o. 
105 
Given this component str ucture, R* (R* = AA I ) would have been: 
.68 .64 .64 .68 .64 .oo .04 .oo .00 .oo 
.68 .64 . 64 .68 .oo .oo .04 .oo .00 
.68 .64 .68 .oo .00 .00 .04 .oo 
.68 .64 .oo .04 .00 .oo .00 
R* = .68 .00 .00 .04 .00 .oo 
1.00 .00 .00 .oo .00 
.68 .64 .64 .oo 
.68 .64 .00 
.68 .oo 
1.00 
The diagonal element s of o2 would have been .32, .32, .32, .32, 
.32, .oo, .32 .32 .32, .oo. The off diagonal elements of o2 would 
all be .00. 
The resultant population R matrix (R = R* + o2) would equal the R* 
matrix with l .0's in the diagonal. Montaneilli's (1975) program was 
then employed to generate five sample correlation matrices, at each 
of two levels of N, from the population matrix. 
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