Abstract Runoff parameterizations currently adopted by the (i) Noah-MP model, (ii) Community Land Model (CLM), and (iii) CLM with variable infiltration capacity hydrology (CLM-VIC) are incorporated into the structure of Noah land surface model, and the impact of these parameterizations on the runoff simulations is investigated for a Tibetan river. Four numerical experiments are conducted with the default Noah and three aforementioned runoff parameterizations. Each experiment is forced with the same set of atmospheric forcing, vegetation, and soil parameters. In addition, the Community Earth System Model database provides the maximum surface saturated area parameter for the Noah-MP and CLM parameterizations. A single-year recurrent spin-up is adopted for the initialization of each model run to achieve equilibrium states. Comparison with discharge measurements shows that each runoff parameterization produces significant differences in the separation of total runoff into surface and subsurface components and that the soil water storage-based parameterizations (Noah and CLM-VIC) outperform the groundwater table-based parameterizations (Noah-MP and CLM) for the seasonally frozen and high-altitude Tibetan river. A parameter sensitivity experiment illustrates that this underperformance of the groundwater table-based parameterizations cannot be resolved through calibration. Further analyses demonstrate that the simulations of other surface water and energy budget components are insensitive to the selected runoff parameterizations, due to the strong control of the atmosphere on simulated land surface fluxes induced by the diurnal dependence of the roughness length for heat transfer and the large water retention capacity of the highly organic top soils over the plateau.
Introduction
Large uncertainties exist among quantification of the climate change impact on the runoff production and water availability in high-altitude Himalayan and adjacent Tibetan river basins [Immerzeel et al., 2010; Immerzeel et al., 2013; Lutz et al., 2014] , due to an imperfect understanding of present-day hydrology. The dependence of large populations downstream on the freshwater supply from the High Asia's river upstream, e.g., Yangtze, Yellow, Mekong, Brahmaputra, and Ganges Rivers, underlines the need for better quantifications of the available water resources under various climate change scenarios. This task requires a thorough understanding of the present-day hydrology.
Previous studies [e.g., Immerzeel et al., 2010; Andermann et al., 2012; Lutz et al., 2014] utilized hydrological models to quantify the runoff regime across the Tibetan Plateau, which generally neglected the soil freezethaw process that may be particularly important for the Tibetan Plateau, as substantial areas are subject to seasonally frozen ground and/or underlain with permafrost region [Guo and Wang, 2013] . Model structures of land surface models (LSMs) do include the freeze-thaw process and have also been often applied to Tibetan study areas [Xue et al., 2013; Zhang et al., 2013] . However, advances in the understanding of land surface process over the Tibetan Plateau [e.g., Yang et al., 2005; Yang et al., 2009; Chen et al., 2011; Zheng et al., 2014] have not been incorporated in the deployed LSMs. For instance, the diurnally varying roughness length for heat transfer (z 0h ) has been proven to be essential for simulating turbulent heat fluxes and surface temperature [Yang et al., 2009; Chen et al., 2011; Zheng et al., 2014] , and the vertical soil heterogeneity associated with root system and organic content is imperative for calculating soil heat and water transfer van der Velde et al., 2009; Chen et al., 2013; Zheng et al., 2015c] . The omission of these processes forms crucial sources of uncertainty in LSM simulations in terms of the coupled surface water and energy budgets. simulation of the runoff regime over a seasonally frozen Tibetan river. However, the Noah LSM ignores the interactions between soil water and groundwater as well as the topography-driven lateral surface and subsurface flow that impact the runoff. These deficiencies have been resolved in the newly developed Noah-MP LSM (Noah LSM with multiparameterization options) [Niu et al., 2011] through implementation of a simple groundwater module and a simple TOPMODEL-based runoff parameterization [Niu et al., 2005] that implicitly accounts for the lateral flow. Gulden et al. [2007] showed the robustness of the explicit representation of groundwater in simulating the runoff dynamics.
Although the TOPMODEL-based parameterization explicitly represents the topographic effects on soil moisture heterogeneity and runoff production, Li et al. [2011] have shown that similar TOPMODEL-based formulation adopted by the Community Land Model (CLM) [Oleson et al., 2013] cannot correctly simulate the measured runoff dynamics in a base flow-dominated mountainous catchment. They also demonstrated that the runoff generation scheme implemented in the variable infiltration capacity (VIC) model [Liang et al., 1994] is superior and generally valid under various climatic conditions. As a result, the VIC runoff parameterization has been included as an alternative hydrological option in the latest version of CLM (CLM-VIC) [Li et al., 2011; Oleson et al., 2013] . This diversity in the runoff modeling approaches adopted by LSMs demonstrate already by itself the need for further investigation especially for underexplored regions such as the Tibetan Plateau.
Model comparison studies have been historically undertaken by the land surface and climate modeling community to explore differences in LSM performance, such as the Project for Intercomparison of Land Surface Parameterization Schemes (PILPS) [Henderson-Sellers et al., 1993 , 1995 , Global Soil Wetness Project (GSWP) [Dirmeyer et al., 1999 [Dirmeyer et al., , 2006 , and Global Land-Atmosphere Coupling Experiment (GLACE) [Koster et al., 2004 [Koster et al., , 2011 . Since large differences exist among different LSMs because of different model physics, structure, and parameter choices, they are not able to meaningfully attribute intermodel differences in predictive ability to individual model components [Clark et al., , 2015 . Alternative approaches have been thus developed to systematically evaluate alternative parameterization options for various processes within a unified modeling framework, such as the Joint UK Land Environment Simulator (JULES) [Best et al., 2011] , Noah-MP [Niu et al., 2011] , and the Structure for Unifying Multiple Modeling Alternatives (SUMMA) [Clark et al., 2015] .
We investigate in this study the performance of the aforementioned runoff parameterizations within a single modeling framework in simulating runoff as well as other surface water and energy budget components across a Tibetan catchment. The investigation is conducted in the source region of the Yellow River (SRYR) for the period 2001-2010. The version of the Noah LSM described in Zheng et al. [2016] is adopted and modified to include the three selected runoff parameterizations which are currently adopted by (i) Noah-MP [Niu et al., 2011] , (ii) CLM [Oleson et al., 2013] , and (iii) CLM-VIC [Li et al., 2011] .
The structure of this paper is as follows: Section 2 provides a description of the Noah model physics and the selected runoff parameterizations. Section 3 introduces the in situ measurements, as well as the experimental design and model setup. Section 4 presents the evaluation of selected runoff parameterizations in simulating runoff and other surface water and energy budget components, as well as the sensitivity test. Further, conclusions with a summary of the findings in this study are drawn in section 5.
Model Physics
The version of the Noah LSM described in Zheng et al. [2016] is adopted, which includes a diurnally varying roughness length for heat transfer (z 0h ), an asymptotic function for root water uptake, vertical heterogeneous soil thermal and hydraulic properties, and a frozen ground parameterization, all of which have been modified to better represent the SRYR environment. Model physics of the augmented version are briefly introduced in Appendix A, and readers are referred to existing literatures [Zheng et al., 2014; Zheng et al., 2015b Zheng et al., , 2015c Zheng et al., , 2016 for more information. The default as well as the three selected runoff parameterizations is described below.
Noah Runoff Parameterization
Surface runoff (R s , in m s À1 ) in the Noah LSM consists of infiltration excess runoff from the unfrozen part
where Δt is the time step (s), W d is the soil water deficit within the soil column (m), P x is the precipitation falling on the ground (m), K dt is an empirical parameter taken as 3.0 d
À1
, and the impermeable frozen fraction is as in Zheng et al. [2016] assuming a gamma probability distribution for the soil ice content (W ice , m) within root zone:
where Δz is the soil depth (m), nroot is the number of soil layers within the root zone (-), θ ice is the soil ice content (m 3 m
À3
), W cr is the critical ice content above which the frozen ground is impermeable taken as 0.15 m, α is a shape parameter of the gamma probability distribution (-) taken as 3, and v is the upper limit of an integral function representing the spatial variability of frozen depth [Koren et al., 1999] .
) is formulated as gravitational free drainage from the model bottom:
where θ liq,4 is the liquid soil water content of the bottom (fourth) layer (m 3 m À3 ), K(θ liq,4 ) is the hydraulic con-
) that is estimated by equation (A4), and slope is a slope index between 0 and 1 depending on the slope of the model grid.
Noah-MP Runoff Parameterization
The Noah-MP [Niu et al., 2011; Yang et al., 2011; Cai et al., 2014; Zheng et al., 2015a] is an augmented version of the Noah LSM and includes improved representation of biophysical and hydrological processes as well as implementing a multiparameterization framework for selected processes. An unconfined aquifer is added below the 2 m bottom of the Noah soil column to allow exchange of water between the unsaturated zone and the groundwater reservoir. Changes in water stored in the aquifer (W a , m) is determined as the residual of the recharge, Q (m s À1 ), minus discharge (i.e., subsurface flow):
where Q is parameterized following Darcy's law:
where z ∇ is the water table depth (m); f mic is the fraction of micropore content in the bottom soil layer (-) taken as 0.2; ψ bot and K bot are the matric potential (m) and hydraulic conductivity (m s À1 ) of the bottom soil layer, respectively; and z bot (1.5 m in Noah LSM) is the midpoint of the bottom soil layer. The detailed calculation of z ∇ and ψ bot is given in Niu et al. [2007] .
The simplified TOPMODEL-based runoff scheme [Niu et al., 2005 ] is adopted to simulate surface runoff and subsurface flow, both of which are parameterized as exponential function of z ∇ :
where f sat is the fraction of surface saturated area (-), f max is the maximum surface saturated area (-), f is a decay factor taken as 6.0 m Niu et al. [2011] . In this study, the fraction of impermeable frozen area in the bottom (fourth) soil layer f 0 imp is also estimated by the gamma distribution (equations (2) and (3)) calculated with soil ice content from the bottom layer.
CLM Runoff Parameterization
The CLM [Oleson et al., 2013] is implemented as the land component of the Community Earth System Model (CESM), which employs, similar to Noah-MP, a TOPMODEL-based runoff scheme for simulating surface and subsurface runoff:
where f over is the surface runoff decay factor taken as 0.5 m
À1
, f drai is the subsurface runoff decay factor taken as 2.5 m
, and R b,max is taken as 5.5 × 10 À6 m s À1 within CLM. The calculation of R s is identical to equation (8), and the groundwater parameterization implemented in the Noah-MP (equations (6) and (7)) is also adopted here to calculate the z ∇ . It can be found that the runoff parameterizations adopted by the Noah-MP and CLM share similar formulations while implementing different values for model parameters, e.g., a surface runoff decay factor of 6.0 versus 0.5 m À1 and maximum subsurface runoff of 5.0 × 10 À3 versus 5.5 × 10 À6 m s À1 , respectively.
CLM-VIC Runoff Parameterization
Li et al. [2011] have shown that the simple TOPMODEL-based runoff scheme is not able to capture the runoff dynamics of a base flow-dominated mountainous catchment, which can be resolved by implementing the VIC runoff generation scheme [Liang et al., 1994] . Consequently, the VIC runoff parameterization has been implemented as an alternative option within the latest version of CLM (CLM-VIC) [Oleson et al., 2013] . Although the soil column is typically divided into three layers with variable soil depths in the original VIC, the soil depths are fixed in the CLM-VIC parameterization to be consistent with the CLM soil model [Li et al., 2011] . In this study, the total soil depth is set as 2 m to be consistent with the Noah LSM. In line with the CLM-VIC implementation, the four soil layers of the Noah LSM are aggregated into three layers, with thicknesses of 0.1, 0.9, and 1.0 m, for modeling surface and subsurface runoff. The Noah soil layers for simulation of the soil heat flow are kept intact.
In CLM-VIC, surface runoff computation follows the VIC formulation [Oleson et al., 2013] :
where W m,t is the maximum water storage of top two soil layers (m), W t is the total soil water storage in the top two layers at the beginning of a time step (m), i 0 is the current soil water holding capacity (m), i m is the maximum soil water holding capacity (m), and b is the shape parameter controlling the spatial distribution of i.
Subsurface runoff generation is based on the ARNO model concept [Todini, 1996] adopted for VIC [Cherkauer and Lettenmaier, 1999; Oleson et al., 2013] : according to Cuo et al. [2013] and Zhang et al. [2013] , and D smax is set equal to the saturated hydraulic conductivity of the bottom soil layer.
Study Area and Model Setup

Study Area and In Situ Measurements
The source region of the Yellow River (SRYR, Figure 1 ) is located in the northeastern part of the Tibetan Plateau, within a transition region from continuous and discontinuous permafrost to seasonally frozen ground [Jin et al., 2009] . The SRYR covers 122,000 km 2 above the Tangnag discharge station, which contributes for more than 35% to the streamflow of the Yellow River basin [Zhou and Huang, 2012] .
The weather category falls under the class of wet and cold climate according to the updated Köppen-Geiger climate classification, with 75-90% of the mean annual precipitation falling in the monsoon season between June and September [Hu et al., 2011] . Loamy soils and alpine grassland are the dominant land cover, and the fraction of glacier and lake coverage is about 1%.
Monthly measurements of streamflow from the Tangnag 
Experimental Design and Model Setup
Four numerical experiments are designed to assess the performance of the four runoff parameterizations, described in section 2, within the framework of the Noah LSM. The Noah LSM is run with its default runoff parameterization first (section 2.1). Later on, three runs are performed by replacing the default with the parameterization currently implemented in Noah-MP (section 2.2), CLM (section 2.3), and CLM-VIC (section 2.4).
All the experiments are set up with atmospheric forcing data from the Institute of Tibetan Plateau Research, Chinese Academy of Sciences (hereafter ITPCAS) [Chen et al., 2011] , soil and vegetation parameters from the China Soil Database [Shangguan et al., 2013] , and Weather Research and Forecasting (WRF) data set (http:// www2.mmm.ucar.edu/wrf/users/download/get_sources_wps_geog.html). In addition, the maximum surface saturated area parameter (f max ) for Noah-MP and CLM surface runoff calculation is derived from the CESM database (https://svn-ccsm-inputdata.cgd.ucar.edu). The model spatial and temporal resolutions are 10 km and 30 min, respectively, and the 0. As in Zheng et al. [2016] , the monthly streamflow (m 3 ) measurements (section 3.1) are converted for validation to the monthly area-averaged total runoff (R, mm) by dividing by the SRYR total area (km 2 ), and the surface runoff (R s ) and subsurface runoff (R b ) simulated with the Noah LSM are accumulated to produce the monthly area-averaged R. Additionally, the heat flux and profile soil temperature and moisture simulations are extracted from the grid elements where the Maduo and Maqu stations are located for the comparison with those in situ measurements. and NSE values larger than 0.85.
Results
Areal Averaged Runoff
The plot and the error statistics also indicate that the runoff parameterization implemented currently by the Noah-MP leads to performance in simulating R inferior to the others. Particularly, the simulated R largely underestimates the June and July measurements (>5 mm on the average), while a significant overestimation is found for December (>7 mm on the average). Also, the performance of the CLM runoff parameterization in simulating the hydrograph is worse than the Noah's default according to the error statistics in terms of R 2 , RMSE, and NSE. The CLM runoff parameterization overestimates the measured R during the transition season from spring to summer (i.e., May and June) and winter (December to February), while it largely underestimates the measurements in October. Replacement of the CLM runoff parameterization with the one implemented by the CLM-VIC yields a considerable improvement in the R simulations which also exceed the default Noah performance. The error statistics improve with respect to the default Noah simulations by about 1.5, 56.5, 9.7, and 3.5% for R 2 , ME, RMSE, and NSE, respectively.
In support of further analyses, Figure 3 presents the monthly averaged measured and simulated total runoff (R), surface runoff (R s ), and base flow (R b ) for each numerical experiment. The mean monthly total precipitation (P) derived from the ITPCAS atmospheric forcing (section 3.2) is also shown in the figure. The Noah model run with its default runoff parameterization produces a strongly R b -dominated total runoff (Figure 3a ), yet the R s contribution remains significant. Specifically, both R and R s are governed by the strong precipitation seasonality that generally peaks in July. A time lag is noted between the R b and precipitation, which sustains the relatively high runoff production during the postmonsoon season (i.e., October) as the monthly precipitation decreases. The time lag can be associated with the water transport through the soil column. The presence of organic matter in the Tibetan top soils increases the soil porosity and retention capacity that is responsible for the delayed movement of soil water from the surface to the deeper layers enlarging the time lag.
The Noah-MP runoff parameterization also produces a strongly R b -dominated total runoff (Figure 3b) , and similar time lags in response to precipitation are observed for both R s and R b . Apart from the organic matter effect, the explanation for the time lags can be also related to the large value for the runoff decay factor f (=6) that facilitates infiltration and a slow release from the groundwater reservoir delaying the R s and R b production by the simple TOPMODEL-based runoff formulations (equations (8)- (10)). As such, the Noah-MP underestimates the June and July measurements. Both Noah-MP and CLM runoff parameterizations (Figures 3b and 3c ) overestimate the measured R during winters, which may indicate that the impermeable frozen factor (f 0 imp ) does not sufficiently represent the ice effect on groundwater dynamics and base flow production (equation (10) or (12)). In contrast, the CLM runoff parameterization adopts a much smaller value for surface runoff decay factor f over (=0.5, equation (11)), leading to a R s -dominated total runoff during the monsoon season. Since less water is stored and available for the R b production during the postmonsoon season, a large underestimation of the measured R is obtained for October.
The CLM-VIC runoff parameterization yields comparable runoff dynamics as the default Noah and measurements (Figures 3d and 3a) , with a strongly R b -dominated total runoff production during monsoons and winters, whereby the R s contribution is of the same order of magnitude as the R b component during the thawing period from March to June. In summary, the runoff dynamics measured in the seasonally frozen and high-altitude SRYR can be much better reproduced by the Noah LSM when both surface and subsurface runoff contributions are parameterized as functions of the soil water storage (including both liquid water and ice storages, e.g., Noah or CLM-VIC) instead of the groundwater table as is done by the Noah-MP and CLM parameterizations. This implies that the freeze-thaw effect on the soil water storage plays an important role on the runoff production in the Tibetan rivers, something that may not have been fully investigated in many previous studies [e.g., Immerzeel et al., 2010; Andermann et al., 2012; Lutz et al., 2014] . Moreover, the one-dimensional (1-D) unconfined aquifer module adopted by the Noah-MP and CLM is an oversimplification of the complex groundwater system residing on the Tibetan Plateau and its interaction with surface water and unsaturated zone [Ge et al., 2008 [Ge et al., , 2011 . Figure 4 shows maps of annual mean R produced for the SRYR over the period July 2002 to December 2010 using the four numerical experiments with different runoff parameterizations. All the four runoff parameterizations produce comparable spatial R distributions, which generally follows the spatial precipitation distribution as shown in Zheng et al. [2016] . Areas with high precipitation form the runoff source regions, such as the central high mountain area and the southeastern part of the SRYR. The reason for the similar spatial R distribution produced by each numerical experiment will be further elaborated in section 4.3. Figure 5 presents the annual mean R b as a fraction of R produced by the four numerical experiments. Both the Noah and Noah-MP runoff parameterizations produce a strongly R b -dominated total runoff across the entire SRYR, with the R b fractions generally larger than 0.7 (Figures 5a and 5b ). Within these high precipitation and runoff production regions as shown in Figure 4 , the CLM runoff parameterization produces a less R b -dominated total runoff with the R b fraction larger than 0.5, and the R s component even dominates the runoff production in certain regions (Figure 5c ). The R b control on the total runoff is stronger with the CLM-VIC parameterization (Figure 5d ), and the R b fraction is on average larger than 0.5 across the SRYR, which is smaller than the fractions found for the Noah and Noah-MP parameterizations. In summary, the R b component generally dominates the total R production simulated with all runoff parameterization, even within the high precipitation and runoff production areas in the SRYR. The impacts of the runoff parameterization on the simulated annual surface water and energy budgets of the SRYR for the period July 2002 to December 2010 are illustrated by Figure 6 , in which the individual water and energy budget components are expressed as the ratios with respect to mean annual precipitation sums for the water budget and the mean annual net radiation (R n ) for the energy budget, both of which are derived from the ITPCAS atmospheric forcing. In general, the annual mean evapotranspiration (ET) is the dominant component of the surface water budget with the fraction larger than 65%, and only small differences (<2.5%) are noted among the simulations. The runoff parameterizations mainly affect the separation of the total runoff into R s and R b , and the R b component generally dominates the production of R. On the other hand, the four numerical experiments produce very similar surface energy budgets with small differences in the partitioning of R n into latent (LE), sensible (H), and ground heat fluxes (G 0 ), and the LE and H components are of equal magnitude. This confirms the little impact that the runoff parameterization has on the simulations of surface heat fluxes.
Spatial Variation of Runoff
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Further, Figure 7 presents the simulated monthly ET averaged for the SRYR over the period July 2002 to December 2010, and Figure 8 shows the maps of mean annual ET across the SRYR obtained by the four numerical experiments. Figures 7 and 8 confirm the small differences among ET simulations produced by different runoff parameterizations on both temporal and spatial scales. Spatially, the ET production largely follows the topography (see Figure 1 ) with highest annual ET sums of more than 500 mm in the southeastern part of the SRYR, which has also been previously reported in Zhou and Huang [2012] . Obviously, the ET production over time is in line with the seasons with a peak of 70 mm in July and a dip of less than 10 mm in January.
In summary, the partitioning of the annual mean P into ET and R as well as the R n into LE, H, and G 0 is insensitive to the selected runoff parameterizations. The reason for this can be explained as follows. The surface heat flux and soil temperature simulations over the Tibetan Plateau are mostly controlled by the atmospheric forcing (e.g., radiation, wind speed, and pressure) and the parameterization of the diurnally varying roughness length for heat transfer [Yang et al., 2009; Chen et al., 2011; Zeng et al., 2012; Zheng et al., 2015b] . The presence of organic matter in the Tibetan top soils increases the soil porosity and retention capacity that controls the water transport and redistribution in the soil column Chen et al., 2012; Zheng et al., 2015c] . As such, the runoff parameterization, drawing its water from the deep soil layers in a R b -dominated runoff regime, has minor impact on the simulated states and fluxes representing the exchanges at the land-atmosphere interface. Regardless of the similarities in simulating surface water and energy budgets, the choice for a specific runoff parameterization is of crucial importance for the separation of R into R s and R b .
Sensitivity Test
The previous sections demonstrate that the soil water storage-based runoff parameterizations (Noah and CLM-VIC) perform better than the groundwater table-based parameterizations (Noah-MP and CLM). It should be noted that the Noah LSM has been modified to better represent the SRYR environment [Zheng et al., 2016] and the parameter values adopted for the CLM-VIC parameterization are from studies focused on the SRYR as well [Cuo et al., 2013; Zhang et al., 2013] , while default parameter values for global applications are adopted for both Noah-MP and CLM parameterizations. These default values may, however, not be suited for local applications. Additional experiments are carried out to further investigate the impact of parameter choices on the runoff simulation with the groundwater table-based parameterizations (Noah-MP and CLM). Only the CLM runoff parameterization is studied here, but as both Noah-MP and CLM runoff parameterizations implement a similar TOPMODEL-based formulation (section 2), the findings should be transferable to the Noah-MP parameterization as well.
In the CLM runoff parameterization, f over and f drai in equations (11) and (12) have a significant impact on the groundwater table depth and runoff production; f over controls the amount of infiltration, and f drai defines the shape of the recession curve. For instance, Figure 3 shows that the CLM parameterization with default f over value of 0.5 produces a larger R s and less infiltration than the others. Hence, three additional experiments are carried out to demonstrate the effect of f over on infiltration by increasing its value to 1.0 (EXPS1a), 1.5 (EXPS1b), and 2.0 (EXPS1c). Each experiment adopts the default f drai value (i.e., 2.5) and is also initialized using the single-year recurrent spin-up to achieve the equilibrium model states as described in section 3.2. Figure 9 shows the monthly area-averaged R s , R b , and R resulting from EXPS1a-S1c, whereby the error statistics computed between the measured and simulated R are included in Table 1 . The default CLM and Noah simulations are also added in Figure 9 for comparison purposes. The plots confirm that the R s decreases with the increase of f over value (Figure 9a ), leading to more infiltration into soil column and drainage from soil bottom, resulting in shallower groundwater table depth. Hence, the R b is larger (Figure 9c ) and simulated total R production is more evenly distributed across the season. In comparison with the measurements, the simulations performed with higher f over values yield larger overestimations of the measured R during winters and larger underestimations during the warm season (July-October). As such, alteration of the f over value cannot improve performance of the R simulations for the SRYR with a groundwater table-based runoff parameterization ( Figure 9e and Table 1 ).
Three other experiments are carried out to investigate the impact of the f drai by varying its values to, e.g., 1.5 (EXPS2a), 3.5 (EXPS2b), and 4.5 (EXPS2c), whereby the f over value is specified as 1.0 because it (EXPS1a) produces a R s comparable to the default Noah parameterization. Again, the resulting simulations are shown in Figure 9 , and the corresponding error statistics are added to Table 1 . The decrease of f drai value (EXPS2a) increases R b production during winters with respect to EXPS1a (Figure 9d ) and lowers the R s year-round (Figure 9b ). On the other hand, the increase of f drai value (EXPS2b-S2c) enhances the seasonality of the R b production, e.g., a decrease during winters versus increase during summers, and increases the R s year-round. Overall, the simulation performed with a larger f drai value captures better the low winter runoff production but exaggerates the summer production due to combined effect of a large R b and R s leading to even worse error statistics as compared to both Noah-MP and CLM parameterization with default parameter values. In conclusion, the deficiency in R production simulations produced with the groundwater table driven parameterization (e.g., CLM) cannot be mitigated through calibration of f over and f drai .
Conclusion
We investigate in this paper the impact of various runoff parameterizations for simulating runoff in the source region of the Yellow River (SRYR) on the Tibetan Plateau for the period 2001-2010. The Noah land surface model (LSM) described in Zheng et al. [2016] is adopted and modified to incorporate the selected runoff parameterizations that are currently implemented by (i) Noah-MP, (ii) CLM, and (iii) CLM-VIC. Accordingly, four numerical experiments are conducted, namely, a control model run with the default runoff parameterization (hereafter Noah) and three runs each with one of the selected parameterizations (hereafter Noah-MP, CLM, and CLM-VIC). Each experiment adopts soil and vegetation parameters from the WRF data set and China Soil Database and atmospheric forcing from the ITPCAS data set. A single-year recurrent spin-up is used for the model initialization to achieve the equilibrium states. In addition, the CESM database provides the maximum surface saturated area parameter for the Noah-MP and CLM runoff parameterizations.
Monthly measured streamflow between July 2002 and December 2009 is utilized to assess the performance of each runoff parameterization. The soil water storage-based runoff parameterizations, i.e., Noah and CLM-VIC, are able to capture the measured total runoff (R) dynamics reasonably well supported by R 2 and NSE statistics higher than 0.85, whereas the groundwater table-based runoff parameterizations, i.e., Noah-MP and CLM, perform worse with R 2 and NSE values lower than 0.77. All the runoff parameterizations except the CLM generally produce a base flow (R b )-dominated runoff regime, whereby the surface runoff (R s ) contribution remains important for achieving a match with the measurements. Although each of the four experiments produces similar spatial R patterns that generally follow the applied precipitation fields (P), differences are noted in the partitioning of R into R s and R b . The R b component generally dominates the total R production within the high precipitation and runoff production regions. For other regions, a R b -dominated R pattern is also found for all the experiments except for the one with the CLM parameterization.
In situ latent heat flux (LE) and profile soil temperature (T s ) and moisture (θ) measurements are further used to investigate the impact of various runoff parameterizations on the simulations of surface water and energy budgets. All the numerical experiments generally produce reasonable and comparable simulations of LE, θ, and T s , which indicates that the different runoff parameterizations have a minor impact on the heat flux, soil moisture, and temperature profile simulations. Further, it is found that the partitioning of the annual mean P into evapotranspiration (ET) and R as well as the net radiation (R n ) into LE, sensible (H), and ground heat fluxes (G 0 ) is insensitive to the selected runoff parameterizations. This can be related to the fact that the heat and mass exchange at the land-atmosphere interface is controlled by the atmospheric forcing due to strong diurnal dependence of the roughness length for heat transfer (z 0h ) and the large water retention capacity facilitated by the highly organic top soils in the SRYR. Moreover, a sensitivity experiment illustrates that the deficiency of groundwater table-based parameterizations (e.g., CLM) in simulating runoff cannot be resolved through parameter calibration.
This study demonstrates that the runoff parameterizations adopted by various LSMs produce significant differences in the separation of R into R s and R b and that the soil water storage-based runoff parameterizations perform much better than the groundwater table-based parameterizations in simulating the R produced in the seasonally frozen and high-altitude SRYR. Consideration of a three-dimensional (3-D) groundwater flow system [e.g., Ge et al., 2008; Ge et al., 2011] as well as a more physical-based runoff formulation [e.g., Shi et al., 2013; Niu et al., 2014] may further improve the performance of LSMs in quantifying the total R produced in the headwaters residing on the Tibetan Plateau. As such, a better quantification of the climate change impact on the regional hydrology and available water resources from the High Asia's rivers can be achieved. ), z is the soil depth (m), and L f is the latent heat of fusion (J kg À1 ).
Both C s and κ h are dependent on the constituents of soil matrix (e.g., θ ice and θ), and Zheng et al. [2015b] reported recently on the inclusion of the organic matter effect.
The solution to equation (A1) is achieved using the fully implicit Crank-Nicholson scheme. The temperature at the bottom boundary (at a depth of 8 m) is generally taken as the annual mean near-surface air temperature, whereas the top boundary is confined by the ground surface temperature (T sfc ) estimated by
where T a is the air temperature (K); S ↓ and S ↑ are the downward and upward shortwave radiations (W m
À2
), respectively; L ↓ is the downward longwave radiation (W m À2 ); ε is the surface emissivity (-); σ is the Stefan- ). The scheme of diurnal thermal roughness length for heat transfer (z 0h ) is implemented as in Zheng et al. [2015b] to simulate better the turbulent heat fluxes (i.e., H and LE) and surface and soil temperatures.
The transport of unfrozen or liquid soil water is simulated with the diffusivity form of Richards' equation with the assumption that liquid water flow under frozen condition is analogous to that in unfrozen condition [Koren et al., 1999] : ), and S is the term of sinks and sources (i.e., evapotranspiration and infiltration, m s
À1
).
The parameterization for calculating K and D updated by Zheng et al. [2016] is used to allow more transport of water within the frozen soil column:
where the subscript "s" represents the respective quantity under saturation, f frz is the impermeable fraction, b is an empirical parameter (-) related to the pore size distribution, and a is an adjustable scale-dependent parameter taken as 4.0.
The soil type specific hydraulic parameters (e.g., θ s , K s , and b) are obtained from the class pedotransfer function (PTF), which Zheng et al. [2015c] modified to consider the organic matter effect. Specifically, the effect of organic matter on the soil water retention curve (i.e., θ s and b) is considered via the additivity hypothesis, which estimates the hydraulic parameters as a weighted combination of the mineral and organic fractions [Zeiliguer et al., 2000; Lawrence and Slater, 2008] 
where the f t,soc is the volumetric soil carbon or organic fraction, and the hydraulic parameters of the mineral soil (i.e., θ s,min , ψ s,min , and b min ) can be obtained through a class or continuous PTF given by, for instance,
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10.1002/2016JD025572 Cosby et al. [1984] , while the hydraulic properties of pure organic matter (i.e., θ s,soc , ψ s,soc , and b soc ) depend on the state of decomposition as described in Letts et al. [2000] .
Further, a function is implemented that decays the K s exponentially with soil depth [Beven, 1982] , whereby the K s at the reference depth is estimated by the Kozeny-Carman equation based on the derived θ s and b [Ahuja et al., 1984; Saxton and Rawls, 2006] 
