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An analytic study on linear systems of degenerate fractional differential equations with
constant coefficients is presented. We discuss the existence and uniqueness of solutions
for the initial value problem of linear degenerate fractional differential systems. The
exponential estimation of the degenerate fractional differential system with delay and
sufficient conditions for the finite time stability for the system are obtained. Finally, an
example is provided to illustrate the effectiveness of the presented analytical approaches.
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1. Introduction
Consider the initial value problem
EDαx(t) = Ax(t)+f (t), t ≥ 0,x(0) =x0, t = 0 (1)
and 
EDαx(t) = Ax(t)+ Bx(t − τ)+f (t), t ≥ 0,x(t) =ϕ(t), −τ ≤ t ≤ 0, (2)
wherex(t) ∈ Rn is a state vector,x0 is constant vector, τ is a constant with τ > 0; E, A, B ∈ Rn×n are constant matrices, E is
a singular matrix;ϕ(t) is a given continuous function on [−τ , 0],f (t) is a given continuous function on [0,∞); Dα denotes
Caputo derivative of order α, 0 < α < 1.
Recently, fractional differential equations have gained considerable importance due to their varied applications in
various fields of applied sciences and engineering, such as charge transport in amorphous semiconductors, the spread of
contaminants in undergroundwater, the diffusion of pollution in the atmosphere, network traffic, etc. For details, see [1–15]
and references therein. In [7,8], the theory of inequalities, local existence, extremal solutions, comparison results and global
existence of solutions of fractional differential equations are considered. In [9,10],The existence and uniqueness of solutions
of linear fractional order systems have been discussed. Finite-time stability analysis of fractional time-delay systems have
been presented and reported on papers [11,12]. New stability criteria for the class of linear fractional order time-delay
systems were derived by applying the generalized Gronwall inequality.
Differential algebraic equations play important roles in mathematical modeling of real-life problems arising in a wide
range of applications. The degenerate differential systems with delay have caught many scholars’ much attention andmany
excellent results have been obtained, see Refs. [16–19]. Whereas there are few works on the problems for degenerate
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fractional differential systems with delay. As far as I know, no more contribution exists except [15]. In the paper [15],
the constant variation formulas for degenerate fractional differential systems with delay are obtained. Here we study the
existence and uniqueness of solutions for system (1) and derive sufficient conditions for the finite time stability for the
system (2).
The rest of this note is organized as follows. In Section 2, we first recall results in the theory of the fractional
differential systems and introduce some notations and definitions throughout the paper. In Section 3, we derive an explicit
representation of the general solution to the system (1). In Section 4,we discuss the problemof the exponential estimation of
the degenerate fractional differential system with delay and the expression of exponential estimation. Moreover, sufficient
conditions for the finite time stability for the system are obtained.
2. Preliminaries and definitions
Let C([a, b]) denote the space of all continuous real functions defined on [a, b] and let C([a, b], Rn) denote the Banach
space of continuous functions mapping the interval [a, b] into Rn. Let |x|(.) be any vector norm (e.g., . = 1, 2,∞) and ‖(.)‖
the matrix norm induced by this vector. For any element ϕ ∈ C([−τ , 0], Rn) define the norm
‖ϕ‖ = sup
−τ≤θ≤0
‖ϕ(θ)‖.
Concerning the definitions of fractional integrals and derivatives and related basic properties used in the text, one can
refer to [1–5].
Definition 2.1. Let f (t) : [a, b] → R, and f (t) ∈ L1[a, b]. The Riemann–Liouville fractional integral operator of order α > 0
of f (t) is defined as,
Iα f (t) = 1
Γ (α)
∫ t
a
(t − s)α−1f (s)ds, α > 0, b > t > a, (3)
and we have
Iαa ((t − a)µ) =
Γ (µ+ 1)
Γ (µ+ α + 1) (t − a)
µ+α, α > 0, µ > −1. (4)
Definition 2.2. The fractional derivative of f (t) ∈ Cm[a, b] in the Caputo sense is defined as,
Dαa f (t) =
1
Γ (m− α)
∫ t
a
(t − s)m−α−1f m(s)ds, b > t > a, (5)
wherem− 1 < α < m andm ∈ N . When a = 0, we denote Dα0 = Dα .
Definition 2.3. The one-parameter Mittag-Leffler function Eα(z) and the two-parameter Mittag-Leffler function Eα,β(z) are
defined as,
Eα(z) =
∞−
j=0
z j
Γ (αj+ 1) , α > 0, z ∈ C, (6)
Eα,β(z) =
∞−
j=0
z j
Γ (αj+ β) , α, β > 0, z ∈ C . (7)
Their kth derivatives, for k = 0, 1, 2, 3, . . . , are given by,
Ekα(z) =
∞−
j=0
(j+ k)!z j
j!Γ (αj+ αk+ 1) , (8)
Ekα,β(z) =
∞−
j=0
(j+ k)!z j
j!Γ (αj+ αk+ β) . (9)
It may be noted that when β = 1, Eα,1(z) = Eα(z). The Mittag-Leffler functions Eα(z) and Eα,β(z) are entire functions for
α, β > 0. Properties of the Mittag-Leffler functions can be found in [4] and the references therein.
Lemma 2.4 ([4, Lemma 2.23.]). If α > 0, a ∈ R and λ ∈ C, then
Dαa Eα[λ(t − a)α] = λEα[λ(t − a)α]
where Dαa is the Caputo derivative.
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Definition 2.5 ([17]). For any given two matrices E, A ∈ Rn×n, the matrix pair (E, A) is called regular if det(λE − A) ≢ 0. If
(E, A) is regular, we call system (1) and (2) regular.
Definition 2.6. The system given by (2), satisfying initial condition x(t) = ϕ(t),−τ ≤ t ≤ 0 is finite time stable
w.r.t{δ, ε, t0, J0}, if and only if:
‖ϕ‖ < δ,
implies:
‖x(t)‖ < ε, ∀t ∈ J0,
where δ is a positive real number and ε ∈ R, δ < ε, t0 denotes the initial time of observation of the system and J0 denotes
time interval J0 = [t0, t0 + T ].
Lemma 2.7 ([20]). If x(t) and a(t) are real valued continuous functions on [a,b], and a(t) is a nondecreasing function on [a, b].
and g(t) ≥ 0 is integrable on [a, b] with
x(t) ≤ a(t)+
∫ t
a
g(s)x(s)ds, t ∈ [a, b],
then
x(t) ≤ a(t)e
 t
a g(s)ds, t ∈ [a, b].
3. Linear degenerate fractional differential system with constant coefficients
In this section, we consider the solvability of the system (1).
Case 1, let matrix pair (E, A) be regular. From [16,17], there exist nonsingular matrix P and Q such that system (1) is r.s.e.
to
Dαx1 = Jx1 + f1, (10)
NDαx2 = x2 + f2, (11)
with the coordinate transformation
Q−1x = x1x2

, x1 ∈ Rn1 , x2 ∈ Rn2 ,
and
PEQ =

In1 0
0 N

, PAQ =

J 0
0 In2

,
Pf = f (t) = f1f2

, Q−1x0 = x0 = x1,0x2,0

,
where n1 + n2 = n, J ∈ Rn1×n1 is a matrix in Jordan canonical form and N ∈ Rn2×n2 is nilpotent.
First we discuss the first subproblem (10). From [9], a unique solution for Eq. (10) exists and which may be expressed by
x1(t) =
∫ t
0
eJ(t−ξ)α [f1(ξ)+ Jx1,0]dξ + x1,0, (12)
where eJ(t−ξ)α = (t − ξ)(α−1)
∑∞
k=0 Jk
(t−ξ)kα
Γ [(k+1)α] .
We consider the second subproblem (11) in more detail.
Lemma 3.1. Consider the subproblem (11) withf2 ∈ C [αν]+1([0,∞), Rn), where [αν] means the integral part of αν . Let ν be
the index of nilpotency of N, i.e., Nν = 0 and Nν−1 ≠ 0. Then (11) has a unique solution
x2 = −
ν−1
k=0
NkT kf2, (13)
where T k = DαDα . . .Dα  
k
.
Proof. Inserting (13) into (11) gives
NDαx2 − x2 − f2 = −
ν−1
k=0
Nk+1T (k+1)f2 +
ν−1
k=0
NkT kf2 − f2 = 0, (14)
then (13) is a solution of (11).
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Next, we show that a solution of (11) must have the form of (13). Define linear operator M : C1([0,∞), Rn2) →
C([0,∞), Rn2) byMx2(t) = Dαx2(t). Then Eq. (11) becomes (I − NM)x2 = −f2. Because N is nilpotent, N andM commute,
and (I − NM)(∑ν−1k=0 NkMk) = I . Thus we have
x2 = −(I − NM)−1f2 = −
∞−
k=0
NkMkf2 = −
ν−1
k=0
NkMkf2 = −
ν−1
k=0
Nk DαDα . . .Dα  
k
f2. (15)
Thus, (13) is indeed a solution of (11).
We can now summarize the above results. 
Theorem 3.2. Let (E, A) be regular, ν = ind(E, A) andf (t) ∈ C [αν]+1([0,∞), Rn), where [αν] means the integral part of αν .
Then we have the following:
1. The differential-algebraic equation (1) is solvable.
2. An initial conditionx0 is consistent if and only if
x2,0 = −
ν−1
k=0
NkT kf2(0), T k = DαDα . . .Dα  
k
.
3. Every initial value problem with consistent initial condition is uniquely solvable.
Case 2, Let (E, A) is not regular, then we have the following result.
Theorem 3.3. Let E, A ∈ Rn×n, and rank(λE − A) < n for all λ ∈ C(C is a complex field), then the homogeneous initial value
problem
EDαt0x(t) = Ax(t),
x(t0) = 0, (16)
has a nontrivial solution.
Proof. From the condition of the theorem, we suppose that rank(λE − A) < n for every λ ∈ C. Let λi, i = 1, . . . , n + 1,
be different complex numbers. For every λi, we then have a υi ∈ Cn \ {0} with (λiE − A)υi = 0 and clearly the vectors
υi, i = 1, . . . , n+ 1, are linearly dependent.
Hence,there exist complex numbers ci, i = 1, . . . , n+ 1, not all of them being zero, such that
n+1−
i=1
ciυi = 0. (17)
For the function x defined by
x(t) =
n+1−
i=1
ciυiEα(λi(t − t0)α), (18)
we have x(t0) = 0.
Inserting (18) into (16) and from Lemma 2.4, we have
EDαt0x(t) =
n+1−
i=1
ciλiEυiEα(λi(t − t0)α) =
n+1−
i=1
ciAυiEα(λi(t − t0)α) = Ax(t). (19)
Since x(t) is not the zero function, it is a nontrivial solution of the homogeneous initial value problem (16). 
4. Linear degenerate fractional differential system with delay
In this section, we will discuss the existence and uniqueness of solution, the exponential estimation and the finite time
stability for the linear degenerate fractional differential system with delay as follows:
EDαx(t) = Ax(t)+ Bx(t − τ)+f (t), t ≥ 0,x(t) =ϕ(t), −τ ≤ t ≤ 0, (20)
wherex(t) ∈ Rn is a state vector, τ is a constant with τ > 0; E, A, B ∈ Rn×nare constant matrices, E is a singular matrix;ϕ(t) is a given continuous function on [−τ , 0],f (t) is a given continuous function on [0,∞).
1288 Z. Zhang, J. Wei / Computers and Mathematics with Applications 62 (2011) 1284–1291
Theorem 4.1. Let (E, A) be regular,ϕ(t) is a given continuous function on [−τ , 0] and consistent, then system (20) has a unique
solution on [0,∞).
Proof. We can explicitly calculate the solution by the method of steps.
In fact, for system (20), on the interval−τ ≤ t ≤ 0,x(t) =ϕ(t). Thus, when t ∈ [0, τ ], system (20) is given by
EDαx(t) = Ax(t)+ Bϕ(t − τ)+f (t).
Since (E, A) is regular, Bϕ(t − τ)+f (t) is known on [0, τ ], thus, from Theorem 3.2, we obtainx1(t) is a unique solution
of system (20) on [0, τ ].
When t ∈ [τ , 2τ ], system (20) is given by
EDαx(t) = Ax(t)+ Bx1(t − τ)+f (t).
Since (E, A) is regular, Bx1(t − τ) +f (t) is known on [τ , 2τ ], thus, from Theorem 3.2, we obtain thatx2(t) is a unique
solution of system (20) on [τ , 2τ ].
If system (20) has a unique solutionxk(t) on [(k− 1)τ , kτ ], k ≥ 1, then, when t ∈ [kτ , (k+ 1)τ ], system (20) is given by
EDαx(t) = Ax(t)+ Bxk(t − τ)+f (t).
Since (E, A) is regular, Bxk(t − τ) +f (t) is known on [kτ , (k + 1)τ ], thus, from Theorem 3.2, we obtain thatxk+1(t) is
a unique solution of system (20) on [kτ , (k+ 1)τ ]. According to the method of induction, the process may be continued to
prove the theorem. 
The following lemma play major role in our analysis.
Lemma 4.2. Let b > c + τ−α ln a, c > 0, τ > 0, a ≥ 1, and 0 < α < 1. Then g(t) = btα − b(t − τ)α − cτ α − ln a is
decreasing on [τ ,+∞), g(t) ∈ (−cτ α − ln a, bτ α − cτα − ln a], and g(t) has a unique solution on [τ ,+∞).
Proof. For t ≥ τ , one can obtain:
g(τ ) = bτ α − cτ α − ln a > 0, g ′(t) = bα
t1−α
− bα
(t − τ)1−α ≤ 0,
lim
t→+∞ g(t) = limt→+∞
b− b(1− τt )α − c

τ
t
α −  1t α ln a 1
t
α .
Let s = 1t , then
lim
t→+∞ g(t) = lims→0
b− b(1− sτ)α − c(sτ)α − sα ln a
sα
= lim
s→0
bτ
(1−sτ)1−α − cτ(sτ)1−α − 1s1−α ln a
sα−1
= lim
s→0
bτ(sτ)1−α − cτ(1− sτ)1−α − τ 1−α(1− sτ)1−α ln a
(1− sτ)1−α(sτ)1−αsα−1
= −cτ α − ln a.
From the above analysis, we can see that g(t) has a unique solution T ∗ > τ . 
Let matrix pair (E, A) be regular and ind(E, A) = 1. From [16,17], there exist nonsingular matrices P and Q such that
system (20) is r.s.e. to
Dαx1 = Jx1 + B11x1(t − τ)+ B12x2(t − τ)+ f1, t ≥ 0,
0 = x2 + B21x1(t − τ)+ B22x2(t − τ)+ f2, t ≥ 0,
x1(t) = ϕ1(t), −τ ≤ t ≤ 0,
x2(t) = ϕ2(t), −τ ≤ t ≤ 0,
(21)
with the coordinate transformation
Q−1x = x(t) = x1x2

, x1 ∈ Rn1 , x2 ∈ Rn2 ,
and
PEQ =

In1 0
0 0

, PAQ =

J 0
0 In2

,
PBQ =

B11 B12
B21 B22

, Pf = f1f2

,
Q−1ϕ(t) = ϕ(t) = ϕ1(t)
ϕ2(t)

,
where n1 + n2 = n, J ∈ Rn1×n1 is a matrix in Jordan canonical form.
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From the above analysis and Theorem 4.1, we have theorems as following.
Theorem 4.3. The linear system (21) satisfying initial condition x(t) = ϕ(t), t ∈ [−τ , 0], and suppose x(t) = x(t, ϕ) is the
solution of system (21) defined by Theorem 4.1, then
‖x(t, ϕ)‖ ≤
[
a‖ϕ‖ + bτ
αtα
Γ (α + 1)(ln a+ cτ α)‖F1(t)‖ +
1
τ
(t + τ)‖F2(t)‖
]
ebt
α
, t ∈ [0, T ∗], (22)
where, b > c + τ−α ln a, a = 1 + ‖B21‖ + ‖B22‖, c = ‖J‖+‖B11‖+‖B12‖Γ (α+1) , T ∗ > τ is the solution of equation g(t) =
btα − b(t − τ)α − cτ α − ln a = 0, Fi(t) = sup0≤s≤t ‖fi(s)‖, i = 1, 2.
Proof. We consider the first subsystem of (21). According to the property of the fractional order 0 < α < 1, one can obtain
a solution in the form of the equivalent Volterra integral equation:
x1(t) = ϕ1(0)+ 1
Γ (α)
∫ t
0
(t − s)α−1(Jx1(s)+ B11x1(s− τ)+ B12x2(s− τ)+ f1(s))ds. (23)
Applying the norm ‖(.)‖ on Eq. (23) and using the appropriate property of the norm, it follows that:
‖x1(t)‖ ≤ ‖ϕ1(0)‖ + 1
Γ (α)
∫ t
0
|(t − s)α−1|(‖J‖‖x1(s)‖ + ‖B11‖‖x1(s− τ)‖ + ‖B12‖‖x2(s− τ)‖ + ‖f1(s)‖)ds. (24)
Let ‖ϕ‖ = supθ∈[−τ ,0] ‖ϕ(θ)‖, then
‖x1(t)‖ ≤ ‖ϕ‖ + 1
Γ (α)
∫ t
0
|(t − s)α−1|(‖J‖‖x1(s)‖ + ‖B11‖‖x1(s− τ)‖ + ‖B12‖‖x2(s− τ)‖ + ‖f1(s)‖)ds.
≤ ‖ϕ‖ + 1
Γ (α)
∫ t
0
|(t − s)α−1|(‖J‖‖x(s)‖ + (‖B11‖ + ‖B12‖)‖x(s− τ)‖)ds
+ 1
Γ (α)
∫ t
0
|(t − s)α−1|‖f1(s)‖ds. (25)
From the second subsystem of (21), it is easy to get
‖x2(t)‖ ≤ ‖B21‖‖x1(t − τ)‖ + ‖B22‖‖x2(t − τ)‖ + ‖f2(t)‖
≤ (‖B21‖ + ‖B22‖)‖x(t − τ)‖ + ‖f2(t)‖. (26)
Taking into account (25) and (26), it yields:
‖x(t)‖ ≤ ‖x1(t)‖ + ‖x2(t)‖
≤ ‖ϕ‖ + 1
Γ (α)
∫ t
0
|(t − s)α−1|(‖J‖‖x(s)‖ + (‖B11‖ + ‖B12‖)‖x(s− τ)‖)ds
+ 1
Γ (α)
∫ t
0
|(t − s)α−1|‖f1(s)‖ds+ (‖B21‖ + ‖B22‖)‖x(t − τ)‖ + ‖f2(t)‖. (27)
Let y(t) = supθ∈[−τ ,0] ‖x(t + θ)‖, and 0 ≤ t ≤ τ , then
‖x(t)‖ ≤ (1+ ‖B21‖ + ‖B22‖)‖ϕ‖ + 1
Γ (α)
∫ t
0
|(t − s)α−1|(‖J‖ + ‖B11‖ + ‖B12‖)‖y(s)‖ds
+ 1
Γ (α)
∫ t
0
|(t − s)α−1|‖f1(s)‖ds+ ‖f2(t)‖. (28)
Therefore, for 0 ≤ t ≤ τ ,
‖y(t)‖ ≤ (1+ ‖B21‖ + ‖B22‖)‖ϕ‖ + 1
Γ (α)
∫ t
0
|(t − s)α−1|‖f1(s)‖ds+ ‖f2(t)‖
+ 1
Γ (α)
∫ t
0
|(t − s)α−1|(‖J‖ + ‖B11‖ + ‖B12‖)‖y(s)‖ds. (29)
Let F1(t) = sup0≤s≤t ‖f1(s)‖, F2(t) = sup0≤s≤t ‖f2(s)‖, then Eq. (29) can be presented in the following manner:
‖y(t)‖ ≤ (1+ ‖B21‖ + ‖B22‖)‖ϕ‖ + t
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
+ ‖J‖ + ‖B11‖ + ‖B12‖
Γ (α)
∫ t
0
|(t − s)α−1|‖y(s)‖ds. (30)
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Obviously, one can introduce a non-decreasing function a(t) such as:
a(t) = (1+ ‖B21‖ + ‖B22‖)‖ϕ‖ + t
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖. (31)
Now, one may apply the Gronwall inequality, and it is easy to show:
‖y(t)‖ ≤
[
((1+ ‖B21‖ + ‖B22‖))‖ϕ‖ + t
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
]
e
‖J‖+‖B11‖+‖B12‖
Γ (α+1) tα . (32)
Let a = 1+ ‖B21‖ + ‖B22‖, c = ‖J‖+‖B11‖+‖B12‖Γ (α+1) , then Eq. (32) can be presented in the following manner:
‖y(t)‖ ≤
[
a‖ϕ‖ + t
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
]
ect
α
, t ∈ [0, τ ]. (33)
Also, the same argument implies the following estimate
‖y(t)‖ ≤
[
a‖y(t0)‖ + (t − t0)
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
]
ec(t−t0)
α
, t ∈ [t0, t0 + τ ]. (34)
Next, we need to prove that
‖y(t)‖ ≤
[
a‖ϕ‖ + bτ
αtα
Γ (α + 1)(ln a+ cτ α)‖F1(t)‖ +
1
τ
(t + τ)‖F2(t)‖
]
ebt
α
, t ∈ [0, T ∗], (35)
where b > c + τ−α ln a, T ∗ > τ is the solution of equation g(t) = btα − b(t − τ)α − cτ α − ln a = 0.
Now, we will to prove (35) is true for t ∈ [0, T ∗]. According to (33), (35) is true for t ∈ [0, τ ]. Assume that (35) is true on
[0, kτ ], k ≥ 1. By this hypothesis, we show that (35) is true for [0, (k+ 1)τ ].
For t ∈ [τ , (k+ 1)τ ], (k+ 1)τ ≤ T ∗, denote t1 = t − τ ∈ [0, kτ ], then, from (34), (35) and Lemma 4.2, it yields:
‖y(t)‖ ≤
[
a‖y(t1)‖ + (t − t1)
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
]
ec(t−t1)
α
=
[
a‖y(t1)‖ + τ
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
]
ecτ
α
≤
[
a

a‖ϕ‖ + bτ
α(t − τ)α
Γ (α + 1)(ln a+ cτ α)‖F1(t − τ)‖ +
1
τ
(t − τ + τ)‖F2(t − τ)‖

eb(t−τ)
α
+ τ
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
]
ecτ
α
=
[
a

a‖ϕ‖ + bτ
α(t − τ)α
Γ (α + 1)(ln a+ cτ α)‖F1(t − τ)‖ +
t
τ
‖F2(t − τ)‖

eb(t−τ)
α+cτα
+ τ
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
]
ecτ
α
=
[
a‖ϕ‖ + bτ
α(t − τ)α
Γ (α + 1)(ln a+ cτ α)‖F1(t − τ)‖ +
t
τ
‖F2(t − τ)‖

eb(t−τ)
α+cτα+ln a
+ τ
α
Γ (α + 1)‖F1(t)‖ + ‖F2(t)‖
]
ecτ
α
≤
[
a‖ϕ‖ + τ
α(b(t − τ)α + ln a+ cτ α)
Γ (α + 1)(ln a+ cτ α) ‖F1(t)‖ +
1
τ
(t + τ)‖F2(t)‖
]
ebt
α
≤
[
a‖ϕ‖ + bτ
αtα
Γ (α + 1)(ln a+ cτ α)‖F1(t)‖ +
1
τ
(t + τ)‖F2(t)‖
]
ebt
α
. (36)
From the above analysis,we have 3 cases as following :
Case 1: If (k+ 1)τ = T ∗, then, we finish the proof of the theorem.
Case 2: If 0 < T ∗ − (k + 1)τ < τ , then, we will prove (35) is true for t ∈ [τ , T ∗]. For t ∈ [τ , T ∗], denote t1 = t − τ ∈
[0, T ∗ − τ ] ⊂ [0, (1+ k)τ ], and we can use the same proof as in the proof of the (36) to finish the theorem.
Case 3: If T ∗ − (k+ 1)τ > τ , then, we can repeat the above process until the condition of case 2 is satisfied.
This is a proof of the theorem. 
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From the proof of Theorem 4.3, one can get:
Theorem 4.4. The linear system (21) satisfying initial condition x(t) = ϕ(t),−τ ≤ t ≤ 0 is finite time stable w.r.t {δ, ε, t0, J0},
δ < ε, if the following condition is satisfied:[
a+ bτ
αtα
δΓ (α + 1)(ln a+ cτ α)‖F1(t)‖ +
1
δτ
(t + τ)‖F2(t)‖
]
ebt
α ≤ ε
δ
, ∀t ∈ J0 = [0, T ], (37)
where, b > c+ τ−α ln a, a = 1+‖B21‖+‖B22‖, c = ‖J‖+‖B11‖+‖B12‖Γ (α+1) , Fi(t) = sup0≤s≤t ‖fi(s)‖, i = 1, 2. T ∗ > τ is the solution
of equation g(t) = btα − b(t − τ)α − cτ α − ln a = 0, and T ∗ ≥ T .
Now, we give a numeric example to verify the validity of the Theorem 4.4.
Example: Consider the following two-dimensional system
D0.9x1(t) = 0.5x1(t)+ x1(t − 0.1)+ x2(t − 0.1)+ sin(10π t), t ≥ 0,
0 = x2(t)− 1.5x2(t − 0.1)+ sin(10π t), t ≥ 0,
x1(t) = 0.2, −0.1 ≤ t ≤ 0,
x2(t) = 0.2et sin(10π t), −0.1 ≤ t ≤ 0,
(38)
where α = 0.9, τ = 0.1, and f1(t) = f2(t) = sin(10π t).
Choose δ = 0.1, ε = 100, t0 = 0, J0 = [0, 0.2]. From the initial data and system (38), we can obtain:
‖ϕ‖ < 0.1, a = 2.5, c = 2.5
Γ (0.9+ 1) .
Let b = 14 > c + τ−α ln a ≈ 9.87774, then we have T ∗ ≈ 1.19099028.
Applying the condition of Theorem 4.4, we can get:
2.5+ 14.7367t0.9 + 1
0.01
(t + 0.1)

e14t
0.9 ≤ ε
δ
= 100
0.1
H⇒ Te ≈ 0.20202039. (39)
Te being ‘‘estimated time’’ of finite time stability.
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