ABSTRACT Seeking high profitability by improving energy efficiency and production quality is the prime goal of manufacturing industries. However, achieving this aim involves the realization of several conflicting objectives. In carbon fiber industry, the stabilization process is the most vital step with high energy consumption. The aim of this study is to use intelligent modeling methods in the stabilization process to maximize energy efficiency while considering better production quality, avoiding defects, and not scarifying the prediction accuracy. To this aim, a modified DOE method was used to reduce the number of required experiments. The mechanical and physical properties were then modeled based on input-output data derived from the experiments. In this way, the SVR method is used to develop a set of mathematical models for mechanical and physical properties of the fibers. The skin-core defect and energy consumption were considered as objective functions within the given range of physical and mechanical properties of fibers. The state-of-the-art NSGA-II algorithm used to find the optimum Pareto front, including non-dominated solutions among these conflicting objective functions. The results showed that by using the integrated NSGA-II and technique for order preference by similarity to ideal solution (TOPSIS), the energy efficiency of the system was improved. Moreover, the discussions showed how similar hybrid algorithms with high accuracy can be used by other industries to reduce the overall energy consumptions.
I. INTRODUCTION
Energy efficiency and production quality have become an increasingly important priority for manufacturing industries such as carbon fiber producers. However, satisfying these objectives simultaneously are highly complex in nature. Carbon fibers have been used in high technology sectors. Thermal stabilization process is the most non-linear, intricate, expensive and energy-intensive step in carbon fiber production process [1] - [4] . The complexity arises from the presence of multiple controlling parameters (at least 14 parameters) [5] . The significant parameters in the thermal
The associate editor coordinating the review of this manuscript and approving it for publication was Seyedali Mirjalili. stabilization process are Time, Temperature and Tension (TTT) [5] , [6] . 63% of all consumption of energy in a pilotscale, single tow line and 18% of the price of PAN fiber manufacturing is related to oxidative stabilization step; therefore, a low-cost oxidative stabilization process brings benefits for carbon fiber manufacturers [7] . This can be achieved by reducing the energy consumption. The optimization of the thermal stabilization process is time consuming and expensive as for each new precursor a substantial amount of tests is needed [2] , [4] , [6] . Furthermore, owing to technical constraints and project times in industry, experimental optimization is not virtually feasible. A powerful approach not to use experimental methods is using predictive models. These models are used to find a correlation between independent and dependent variables and predict the values of target variables [6] . They assist in optimization of the industrial processes [6] , [8] - [11] .
In this paper, to maximize production quality in stabilization process, models were developed for physical property (density) which indicates the progress of stabilization process and mechanical properties (tensile strength and Young's modulus). These models were then used as constraints to the optimization problem. To develop the predictive models for physical and mechanical properties of Oxidized PAN Fiber (OPF), the Support Vector Regression (SVR) method was used after being compared to ANN (Artificial neural network) model. Far less experimental tests are compared with the model predictions to examine the accuracy. The results of the predictive models were further used to define the decision space to decrease the energy consumption by optimizing the stabilization process. Skin-core defect which has a detrimental result on the mechanical properties of produced carbon fiber was considered as an objective in the optimization along with energy consumption to avoid defect. The developed model for skin-core defect were included in the optimization problem from previous study [12] . This multi-objective problem needs to be solved using intelligent global optimization techniques. Non-dominated Sorting Genetic Algorithm II (NSGA-II) was used as a fast, robust and effective intelligent method for this multi-objective optimization [13] , [14] . Some studies have been done on physical, chemical and mechanical properties of carbon fiber and OPF (oxidized PAN fiber). In one study, various dynamic models were used for the optimization of heat of reaction related to PAN-based carbon fiber [6] . In another study the mechanical properties of carbon fiber were modelled for energy optimization in carbonization process [15] . A model was also developed based functional groups of oxidized PAN fiber for density [16] . In terms of modeling of energy consumption, there are also some studies in industrial processes [17] - [19] . In terms of multi objective optimization, some studies have also been done using NSGA-II [20] - [22] . In our understanding, none of the studies mentioned above, however, have covered multi-objective optimization of stabilization processes in an industrial scale unit with respect to physical and mechanical properties of fibers and associated defects. The developed procedure and models used in this paper can offer improvement of production quality while reducing energy consumption and skin-core defects for similar carbon fiber industries.
Hence, the specific objectives of this study are:
• To develop a new DOE with limited data set.
• To develop empirical models for mechanical properties (the Young's modulus and tensile strength) to be considered as a constraint for optimizing energy.
• To construct an empirical model for physical property (density) as a constraint for optimizing energy.
• Use the predictive models of thermal stabilization process for energy consumption and skin-core defect.
• To minimize skin-core defect and the energy consumption under constraints such as fiber mechanical and physical properties. The schematic of the whole process has been illustrated in Fig. 1 . This paper covers the following sections: Section II presents the materials and characterization of the employed PAN precursor. Section III presents the consumption of energy in stabilization process and the techniques used to develop and validate the predictive empirical models. This is followed by the procedure for energy optimization. Section IV, V and VI present the results of predictive models for physical and mechanical properties. Section VII covers the conclusion of the article.
II. MATERIALS AND EQUIPMENT
A terpolymer PAN precursor of acrylonitrile (>85%), itaconic acid (IA) and methyl acrylate (MA) (density: 1.1993 g/cm3 and linear density: 1.58 dtex ) was provided through Blue Star enterprise. Based on Favimat test, the Young's Modulus and Tensile strength of PAN were 10.61GPa and 0.54GPa respectively.
A pilot-scale, single tow line from Despatch companies was used to perform the oxidative stabilization tests. Fig. 2 illustrates the Zone 1 of the single tow line. The change between speed of Drive 1 and 2 controls the stretching ratio of fiber.
The L16 Taguchi method (Table 1) pilot plant. To reduce the number of experiments, the Taguchi design was modified by adding some marginal operating parameters.
The validity of the prediction models was checked with seven additional tests. Helium pycnometer (model Ultrapyc 1200e, Carbon Nexus, IFM, Deakin University) was used to measure the density of the samples. The mechanical properties of OPF were measured by FAVIMAT+ AIRobot2 single fiber tester (Carbon Nexus) in the single tow production line.
Since the filament variable is random, we expect to get different values as obtain multiple samples. Therefore, the probability distribution is used a magazine for different possible values of the random filament variable [23] , [24] . The magazine of 25 samples was used to load filaments.
III. MANAGEMENT OF ENERGY IN STABILIZATION PROCESS
The sources that consume energy in thermal stabilization oven must be known to study the energy consumption. Recycling and exhaust fans, air electrical heater, drives 1,2 in the first oven (Fig. 3) , and tow of PAN fiber [5] , [6] consume energy. The sources for energy consumption in thermal stabilization production line [46] . Fig. 3 , Equation (1) demonstrates the energy consumption in stabilization process.
Based on

Energy consumption
= E (T , S, σ ) = Q F 1 + Q F 2 + Q D + Q EH (1)
IV. PREDICTIVE MODELS FOR PHYSICAL AND MECHANICAL PROPERTIES
To develop predictive empirical models for mechanical and physical properties, support vector regression as a predictive method was used. The support vector regression was compared to ANN (Artificial neural network) method to choose the best predictive model for physical and mechanical properties. The result indicated that this method is suitable to develop predictive models for physical and mechanical properties [25] . The predictive model developed for mechanical and physical properties was selected to be further used as constraints for multi-objective optimization purpose.
A. SUPPORT VECTOR REGRESSION (SVR)
Support Vector Machine (SVM) is one of the intelligent techniques based on structural risk minimization. It has many applications in regression and classification problems. Global optimal points can be obtained using this method. Owing to high accuracy and generalization, it is used in many applications [26] . It is used with small data sets due to stability of predictive model accuracy when compared to several other approaches [27] , [28] . A particular class of SVM is SVR.SVR has stability performance in small datasets and a good nonlinear fitting capacity [29] . SVR applies kernel functions to map a non-linear regression into a linear regression problem [30] . Sigmoid kernel function, Radial Basis Function (RBF) kernel function, and the polynomial kernel function are three commonly used kernel functions. Due to fewer variables to be adjusted in Gaussian kernel and its superior prediction performance, it is often used. SVR has been defined elsewhere [31] .
Poor selection of model parameters highly affects the general ability of SVR by causing under fitting or over fitting [32] . The C (the trade-off between margin maximization and error minimization), the ε which denotes how much error we are willing to allow per data instance, and the value of γ in RBF should be tuned. There are no wide-ranging rules to choose these parameters [32] . To objectively tune these parameters, the Genetic Algorithm (GA) was employed and compared to particle warm optimization (PSO) in terms of validation in the present work.
B. SKIN-CORE EFFECT
One of the structural flaws which occurs during the process of thermal stabilization is skin-core effect. This defect causes heterogeneity in the structure of stabilized fiber. This defect also reduces the mechanical properties of the fibers [33] . The content of oxygen in the core of the stabilized PAN is less than the content of oxygen in the skin under this defect [34] , [35] . This defect should be considered as an objective in the optimization process due to its importance in performance of final fibers [19] .
To examine the skin-core structure, the results of [12] was employed. The result was then used for optimization purposes.
To find the probability of the skin-core defect, Golkarnareji et al. [12] used a non-parametric distribution. The obtained model, in their case study, was:
where SC shows the probability of occurrence of skin-core phenomena. The performance criteria, Standard Error of Prediction (SEP) and the coefficient of determination (R 2 ) were reported to be 0.0856 and 0.9235 respectively.
C. OPTIMIZATION OF STABILIZATION PROCESS
Multiple objectives cannot be optimized concurrently and usually they are often conflicting in engineering problems.
In classical optimization problems, a given function with a single objective is optimized by finding a unique solution.
In a problem of multi-objective optimization, however, more than one objective function are involved [36] . Multi-objective optimization should often also satisfy several numbers of inequality or equality constraints while giving overall optimal values for the objectives. Multi-objective optimization has been used in many past applications [37] - [41] . Such problems have mainly the following properties: 1) They have various search spaces.
2) There are different goals of optimization.
3) There is more than one optimal set, hence yielding trade-off/ Pareto fronts.
Multi-objective optimization involves a search in an objective space called Z which is multi-dimensional. The complexity of this space represents an important difference between multi-objective and single-objective optimization processes [42] .
Two methods are involved in explaining multi-objective optimization problems. In the first method, all the objectives are aggregated into one function, or all but one objective is moved into the sets of constraint sets. Method like utility theory and weighted sum technique are used to deal with the first approach. The problem with this approach is that it is not easy to select the weights and utility functions. In the latter case, the aim is to find a group of Pareto-optimal solutions (optimal solutions) instead of one best solution [36] , upon which the final decision can be made by the designer. Mathematically, each Pareto point is an efficient solution of the Multi-Objective Problem (MOP). A MOP can be formulated as follows:
where d is the number of design variables and X = [x 1 , x 2 , x 3 , . . . , x d ] is the vector of variables. As addressed, one method for converting a MOP into single-optimization problem is to use weight factors. This approach can be written as:
where f n , N and w n represent objective functions, the number of objective factors, and weighting factors respectively. Equation (3) must be evaluated to find a group of best solutions by using different weight factors, which is very time consuming and also guarantees efficient solutions only if the actual (unknown) search space is convex. As such, the usual way of solving this kind of problems is to save and store a set of Pareto-optimal solutions and update them at each iteration, while assuming convexity. A solution is called a Paretooptimal solution if the conditions below are satisfied [43] : Pareto dominance:
where n is the number of objective functions. Pareto frontier Differential Evolution (PDE), Multiobjective genetic algorithm (MOGA), micro genetic algorithm (Micro-GA), strength Pareto evolutionary algorithm (SPEA), and Pareto-archived evolution strategy (PAES) are multi objective optimization techniques.
Among these different methods, MOGA was chosen to create the Pareto front as one of the most fast and prevalent multi objective approaches [44] . Theoretically, individual solutions on Pareto front cannot optimally satisfy all the objectives simultaneously. However, the closest optimum solution to the ideal solution can be chosen by a designer from the Pareto front. This solution would be considered as the best satisfactory result, especially for a conservative designer. One of the effective method to find this final result is the TOPSIS in multiple criteria decision making problems [44] . The TOPSIS process is:
The value of the objectives composes an attribute matrix ( Table 2) .
As shown in Table 2 , P j (j=1, 2, 3,. . . ., m) are jth individual on the Pareto front, i =(r i1 , r i2 ,. . . ,r im ) T (i =1, 2, 3, 4, . . . ) is the vector of objective function of the ith individual, and m is the number of individuals in the attribute matrix. The decision matrix is then normalized due to the fact that the objectives are not comparable directly due to their differences VOLUME 7, 2019 in magnitudes and units. The normalization method can be:
where The z * (ideal solution) and z −1 (negative ideal solution) can be estimated based on the set of best and worst values observed under each objective. Using the Euclidean norm, the distance between the ideal solutions and individuals and the negative solution are as follows:
where z ij is the weighted element in the decision matrix and W i is the weight coefficient of the ith objective:
Finally, the relative adjacent degree of each solution has been computed by the distance between the positive and the negative best solution.
where 0 ≤ C * j ≤ 1. The closer the C * j is to 1, the closer the individual is to the best solution.
V. RESULTS AND DISCUSSION
To develop models for prediction of density, the tensile strength and Young's modulus of fibers, 23 experimental data were captured and split randomly into 70% training and 30% testing: 16 was chosen for model development based on the L16 of Taguchi method, and 7 to validate the developed models. To reduce experimental tests and obtain the best results, the Taguchi design was modified by adding some marginal operating parameters. To improve the numerical performance of the models, the inputs were normalized between 0 and 1 [44] .
In the presence of limited date, the leave-one-out crossvalidation technique was carried in SVR algorithm. The method has been run 20 times and the model with the lowest SEP was selected. The support vector regression results were compared to ANN method to develop predictive models for mechanical and physical properties and the result indicated that this method is suitable for the prediction of physical and mechanical properties. Then in order to predict the physical and mechanical properties with highest accuracy, the model parameters were tuned based on a developed GA algorithm and compared to PSO in terms of validation. As the population size is one of the key parameters effecting the obtained solutions, a GA algorithm was developed based on varying different population size. The minimum number of population size was 5 and was incremented by 5 until the least amount of error was obtained. When the population size was around 45, the accuracy stopped improving. Hence, with population size of 45, the accuracy of 99.95 was reached.
A. SVR FOR DENSITY PREDICTION
To predict density, an SVR model was developed based on TTT. Following Xu et al. [45] , the values for γ , C, and ε were selected. The developed GA was also used to tune C, γ , and ε to obtain the optimum values ( Table 3) . As stated before, for purpose of training 16 samples were chosen. 7 samples were also selected for the purpose of testing. The Gaussian RBF kernel function [31] was applied for SVR prediction. In addition, SEP, R 2 and Adjusted R 2 were chosen for checking the accuracy of the model and was calculated to be 0.1260, 0.9989, and 0.9972 respectively. The accuracy of 5% was selected in this study to determine the acceptable level of variation. Fig. 4 illustrates the model and approves that the experimental data and the SVR model predicted values are in excellent agreement.
1) PREDICTIVE MODEL VALIDATION
To validate the developed SVR model, the prediction accuracy for seven experimental data were examined. Table 4 shows the validation results of prediction obtained from SVR models and comparison with ANN. The results reveal that the developed model based on SVR is precise and consistent to predict the physical properties. This model was used in the subsequent analysis steps to optimize the energy consumption.
2) SVR FOR MECHANICAL PROPERTIES
To predict the tensile and modulus based on the TTT, SVR models were developed (Figs. 5 and 6 ). The optimum values of modelling parameters of SVR (Table 5 and 6) were obtained by using the developed GA. Similar as before, 16 samples were used for training and 7 were chosen for validation. The Gaussian RBF was reselected and applied as kernel function in SVR model. Furthermore, SEP, R 2 , Adjusted R 2 were chosen for model performance. Table 7 and  Table 8 illustrate the of the developed models performance for the Young's modulus and tensile strength properties. All the predicted values were within the 5% error range. All the images are at space velocity of 35 m/s. 
B. PREDICTIVE MODEL VALIDATION
For the purpose of validation, 7 extra points were selected, Table 9 and Table 10 show the validation of SVR models. The results show that SVR-GA model is precise and consistent to predict Young's modulus and tensile strength of OPF. The result obtained from developed SVR model has been compared with that of ANN and integrated SVR and PSO [25] . The result indicated that SVR-GA model is the best developed model to be used in terms of predicting the physical and mechanical properties [25] . The results were used as a constraint to optimize the stabilization process. 
C. ENERGY SOURCES AND MODEL STRUCTURE
Recycling and exhaust fans, air electrical heater, drives 1 and 2, and tow of PAN fiber are sources of energy consumption. The Energy is released during the thermal stabilization process. To avoid the likelihood of combustion, due to fast release of energy, it is managed by using cold ''makeup'' air which controls the temperature inside the oven. Differential Scanning Calorimetry (DSC) on the PAN precursor was used to scrutinize the amount of released energy during the thermal stabilization process or heat of set of thermal stabilization reaction. In order to find the heat of reaction, four different isothermal DSC tests were designed using temperature levels (227, 230, 233, and 236 • C) mentioned in section 2.1. Fig. 7 to Fig. 10 show the results of DSC test for each of these temperature levels after normalization and baseline adjustment. The area under each curve represents the heat of set of thermal stabilization reaction or released energy during the process for 1g of PAN precursor. Fig. 11 shows the amount of heat of reaction versus stabilization temperature based on 120min of DSC test. The results illustrate that the heat of reaction is almost constant at around 0.17 W/g until 233 • C. This, however, increases around 0.032 W/g at the temperature of 236 • C. This presents the change in the mechanism of chemical reactions at above 233 • C. Although, drawing any conclusions from these results requires more advanced experiments, the magnitude of the heat of reaction would be negligible when compared to the total power of the heater (32000W), particularly with respect to fresh ''makeup'' air for adjusting the temperature inside the oven. A simple calculation shows when the tow speed is 35 m/h (the worst case), the amount of released power is 4.5709 W (refer to Equations (11 a to d)); therefore, the effect is not substantial on the overall consumption in stabilization process and can be disregarded. 
Released power = H 236 • m = 0.2060
As the system is almost isothermal, the oven temperature was assumed to be homogeneous, especially in the center of the oven. The energy consumption of the currents of exhaust fan, recycling fan, drive 1, and drive2 resources, was estimated using (12) [46] .
where P is power (W), V is voltage (450 volts), I is current (A), and ϕ is the phase difference (120 • ). The SVR method predicted the relationship between the rise in the temperature and the power that the heating system consumes. Based on [46] , the developed model for energy consumption was:
where T, S, σ , E, P Oven and L are temperature ( • C), space velocity (m/h), stretching ratio (%), the amount of energy consumption (for 6m fibers in joules), power of electrical heater and tow length (L = 3 ×2m). The voltage and current of recycle fan, exhaust fan and drives are shown as
VI. MULTI-OBJECTIVE OPTIMIZATION OF ENERGY CONSUMPTION AND SKIN CORE DEFECT
As noted earlier, more than one objective is optimized at the same time in multi-objective optimization problems. The objectives in multi-objective optimization problems may or may not conflict each other, but mostly they are conflicting in practice. In these problems, multiple optimal solutions exist, and the best among them is chosen, based on the priorities of the designer. Due to industrial request and preferences of the manufacturer, both skin-core defect and energy consumption were considered equally important and as the objective functions in the problem of optimization:
Minimize :E (T , S, σ ) Minimize :Skin − core area% Subject to :
where Skin-core area% is the probability of skin-core defect to be minimized, E is the energy consumption, ρ is density, YM is Young's modulus and TS is tensile strength. VOLUME 7, 2019 FIGURE 12. The SVR-NSGA_II-TOPSIS algorithm used for energy optimization procedure.
To address this MOP problem, NSGA-II optimization was used [47] . Population size = 45, mutation probability = 0.2, generation size = 600, and crossover probability = 0.8 are the parameters of NSGA-II. Fig. 12 shows the procedure of the energy optimization. In this MOP problem, energy consumption and skin-core defect are minimized based on SVR models developed individually for density, tensile strength and Young's modulus. Space velocity, temperature and stretching ratio was also added as constraints. Because NSGA-II is a stochastic heuristic algorithm, 30-independent-runs with different initial parameters have been carried out to obtain a realistic Pareto front as shown in Fig. 13 .
The elapsed time was 924.211 seconds. Several solutions were achieved, and the corresponding operational parameters of these solutions are listed in Table 11 and Table 12 . Fig. 13 and Fig. 14 illustrate the feasible optimized solutions for energy consumption and the skin-core defect. The vertical axis in these figures denotes the energy consumption, while the horizontal axis represents the skin-core defect in percentages.
As it can be seen in Table 11 and Fig. 13 , the optimization solution is not unique. All these points are optimal solutions and non-superior to others and can be chosen as a feasible solution. The final solution must be selected based on engineering requirements.
In our case, the two values of the objective functions formed the decision matrix for TOPSIS. The dimension of this matrix was (23, 2) . The objectives were considered equally important, w = (1, 1). Based on the decision matrix, solution 4 was chosen as the final solution according to Table 13 . Similarly, for the case when the density constraint was 1.25 g/cm 3 ≤ ρ ≤ 1.26 g/cm 3 the solution with skin core ≈ 0 was selected. Table 14 and Fig. 15(a and b) show the optimized operational parameters and the position of the optimized energy criterion, respectively. The results show the advantage the multi-objective optimization algorithm, with an energy saving of up to 44.62 in thermal stabilization process with the density constraint of 1.23 ≤ ρ ≤ 1.25 g/cm 3 . The results were also compared with NSGA III which is a reference-point-based multi objective algorithm. Almost similar results were obtained with temperature, space velocity, and stretching ratio to be 227.0323, 34.1642, 1.9962.
In addition, in another study, by considering only energy consumption as an objective function, the energy saving was up to 42.7% with the density constraint of 1.23 ≤ ρ ≤ 1.25 g/cm 3 [25] compared to 44.62% in multi-objective optimization with similar situation. The outcome illustrates the benefit of the multi-objective optimization method compared with the single-objective optimization method in optimizing consumption of energy in thermal stabilization process. 
VII. CONCLUSION
To realize the goal of energy saving while improving the production quality, the multi-objective optimization of thermal stabilization process of PAN fibers is deemed imperative. The main points of this research work can be summarized as;
• Set of predictive models were developed for mechanical and physical properties of the fibers using the SVR method.
• Both skin-core defect and energy consumption were considered as the main objectives in the multi-objective problem.
• NSGA-II has been used to find the optimum Pareto non-dominated solutions between selected conflicting objective functions of the process.
• The best solution was achieved with energy saving of up to 44.62% with a minimal fiber defect probability, while satisfying the design constraints assigned for mechanical and physical properties. Potential Future work may include using other multi-objective methods including SPEA2, MOPSO, and PAES in this complex system and performing a comparative study.
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