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Periodic driving has emerged as a powerful experimental tool to engineer physical properties of
isolated, synthetic quantum systems. However, due to the lack of energy conservation and heating
effects, non-trivial (e.g., topological) many-body states in periodically driven (Floquet) systems are
generally metastable. Therefore it is necessary to find strategies for preparing long-lived many-
body states in Floquet systems. We develop a theoretical framework for describing the dynamical
preparation of states in Floquet systems by a slow turn-on of the drive. We find that the dynamics
of the system is well approximated by the initial state evolving under a slowly varying effective
Hamiltonian H
(s)
eff (t), provided the ramp speed s  t−1∗ ∼ e−C
ω
J , the inverse of the characteristic
heating time-scale in the Floquet system. At such ramp speeds, the heating effects due to the
drive are exponentially suppressed. We compute the slowly varying effective Hamiltonian H
(s)
eff (t),
and show that at the end of the ramp it is identical to the effective Hamiltonian of the unramped
Floquet system, up to small corrections of the order O(s). As an application, we consider the
passage of the slow quench through a quantum critical point (QCP), and estimate the energy
absorbed due to the non-adiabatic passage through the QCP via a Kibble-Zurek mechanism. By
minimizing the energy absorbed due to both the drive and the ramp, we find an optimal ramp speed
s∗ ∼ t−z/(d+2z)∗ for which both heating effects are exponentially suppressed. Our results bridge the
gap between the numerous proposals to obtain interesting systems via Floquet engineering, and the
actual preparation of such systems in their effective ground states.
PACS numbers: 73.43.Cd, 37.10.Jk, 71.10.Fd, 05.30.Rt, 64.70.qj
I. INTRODUCTION
An important problem which arises across different
fields of physics is to describe the behavior of quantum
systems with parameters that vary periodically in time.
In such systems, there exist so-called Floquet eigenstates
which are stationary under stroboscopic time evolution
(i.e. at times which are integer multiples of the driv-
ing period T ), even though there are no truly stationary
energy eigenstates like those in time-independent, static
systems. Floquet eigenstates of a driven system can be
very different from energy eigenstates of an undriven sys-
tem; hence, periodic driving of a static system serves as a
useful tool to realize phases of matter in different classes
from that of the original system, some of which include
new phases that are intrinsic to Floquet systems.
Indeed, there has been much interest in Floquet engi-
neering, both experimentally [1–4] and theoretically [5–
15]. For instance, periodic driving has found a number of
interesting applications in cold atoms experiments [16].
In particular, by using high frequency driving to con-
trol hopping parameters and to create artificial gauge
fields, topological two-dimensional band structures in
which Bloch bands had non-zero Chern numbers were
recently realized in optical lattices [17, 18]. It has also
further been proposed that high-frequency driving pro-
vides an avenue to realize intricate many-body states,
such as fractional Floquet Chern insulators [19].
While a promising tool to realize various phases of
quantum matter, Floquet engineering in isolated many-
body systems is hampered by an intrinsic difficulty:
H0 H
(s)
eff (t)
λ(t)V (t)
s t−1∗
FIG. 1. We consider a set-up in which a static Hamilto-
nian H0 (left) is subject to a high-frequency driving term
V (t) = V (t + T ) with the amplitude λ(t) slowly ramped
from 0 to 1 over time t = −∞ to t = 0. The speed of the
ramp is characterized by parameter s, Eq. (2). Provided that
s t−1∗ ∼ e−C ωJ , where t∗ is the characteristic heating time-
scale, the system’s stroboscopic evolution can be accurately
described by a slowly-varying effective Hamiltonian H
(s)
eff (t)
(right).
quantum phases of matter arise in ground states of phys-
ical Hamiltonians; however, the absence of energy con-
servation under periodic driving invalidates the very no-
tion of a ground state. What state then, is one realisti-
cally targeting in Floquet engineering? It turns out that,
at least for the case of high frequency driven systems,
there exists a static effective Hamiltonian Heff which de-
scribes approximate stroboscopic evolution for a para-
metrically long time in the driving frequency, the mean-
ing and bounds of which have recently been established
[20–23]. Hence, Heff is a quasi-conserved quantity and
its eigenstates are quasi-stationary states; the commonly-
employed Floquet-Magnus expansion [14, 15, 24, 25] can
be used to generate it. Crucially, Heff is a physical, lo-
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2cal Hamiltonian, and so the targeted state in Floquet
engineering is the ground state of this Hamiltonian. It
should be noted that Heff is in general quite different
from the Floquet Hamiltonian HF ≡ iT log T e−i
∫ T
0
dtH(t)
which describes exact stroboscopic time evolution. The
latter is typically not a physical, local Hamiltonian and
hence has no ground state; instead all its eigenstates
look like infinite-temperature states [26–28], reflecting
the fact that generically (barring many-body localized
systems [29–31]) all initial states eventually heat up in-
definitely under the drive, although the time-scales in-
volved can be very long [32].
Having identified the ground state of Heff as the one
to target in Floquet engineering, how does one prepare
the system in that state? It was proposed that one could
perform a slow ramping up of the periodic drive starting
from the ground state of the undriven system [5, 10, 11],
and hope that the system ‘adiabatically’ evolves towards
the desired state. However, theoretical tools for analyz-
ing the dynamics of the system under such a protocol are
currently missing. Even if there were some notion of ‘adi-
abatic’ evolution, the unbounded heating under the drive
suggests that we cannot turn on the ramp too slowly –
if so, the system will eventually absorb so much energy
from the drive that it will heat up to infinite temperature,
and no useful quasi-stationary state can be produced. It
is hence important to theoretically understand the quasi-
adiabatic dynamics that arises from a slow ramp of a Flo-
quet system. Does this protocol work, and if so, what is
the optimal ramp rate s∗ which allows one to get as close
to the ground state of Heff as possible? In this paper,
we develop a theoretical framework for addressing these
questions.
A. Set-up
We analyze the following typical situation, illustrated
in Fig. 1: (i) At t = −∞ the system is prepared in the
ground state |ψ0〉 of a static local many-body Hamil-
tonian H0, which has a typical local energy scale of
J . When periodically driven by a suitably chosen term
V (t) = V (t + T ) at high frequencies ω = 2piT  J , a
quasi-conserved effective Hamiltonian Heff is generated,
whose ground state realizes a different phase from that
of H0. Of particular interest is the case when the ground
state of Heff is topologically non-trivial. (ii) We ramp
the strength λ(t) of the drive, as is done in experiments,
up to its maximal value at a final time t = 0. That is,
the full time-dependent Hamiltonian is given by
H(t) = H0 + λ(t)V (t), λ(−∞) = 0, λ(0) = 1, (1)
and the system undergoes a unitary evolution with the
Hamiltonian H(t). (iii) We assume that the ramp is slow
compared to the driving frequency:
dλ(t)
dt
∼ s ω, ∀t. (2)
We are interested in the time-evolved state |ψ(t)〉 =
T e−i
∫ t
−∞ dt
′H(t′)|ψ0〉, and in particular, the state |ψ(0)〉
produced at the end of the ramp.
B. Results
Our main results are as follows. We find that there is
an effective slowly varying Hamiltonian H
(s)
eff (t) which ac-
curately describes stroboscopic dynamics throughout the
ramp, provided that the ramp rate s is much larger than
the inverse of the heating time t∗ (which is exponentially
long in the driving frequency [32]),
s t−1∗ ∼ e−C
ω
J . (3)
Here H
(s)
eff (t) is slowly varying on the time scale t ∼ s−1,
and is such that at the beginning of the ramp it is the
original undriven Hamiltonian, H
(s)
eff (−∞) = H0, while
at the end of the ramp it is equivalent to the static ef-
fective Hamiltonian of the driven but unramped model,
H
(s)
eff (0) = Heff , up to corrections of order s/ω.
Thus, even though there is no true ‘adiabatic limit’ s→
0, as long as s  t−1∗ , beginning from the ground state
|ψ0〉 of H0, the ramped Floquet system can be effectively
understood as undergoing a slow quench from H0 to Heff ,
for which an understanding of the dynamics exists. The
resulting state |ψ(0)〉 will then be a good approximation
to the ground state of Heff .
As an application of this result, we consider the experi-
mentally and theoretically interesting scenario where the
ramp goes past a quantum critical point (QCP), illus-
trated in Fig. 2. Passing through a QCP is inevitable if
one is attempting to realize a state |ψ(0)〉 that is in a dif-
ferent universality class than that of the initial state |ψ0〉.
By minimizing the energy absorbed due to both the pe-
riodic drive and also the non-adiabatic passage through
the QCP, we find an optimal ramp rate
s∗ ∼ t−
z
d+2z∗ , (4)
for which both heating effects (due to fast driving and
slow ramp of H
(s)
eff (t)) are exponentially small in fre-
quency. Here d is the dimensionality of the system and
z the critical exponent associated with the correlation
length as one approaches the QCP. Thus, it is possible
to prepare the ‘ground state’ of a Floquet system with a
high degree of control and accuracy.
Intuitively, our result can be understood as follows:
there are two time-scales involved in the problem, a slow
one set by the ramp speed (t ∼ s−1) and a fast one set by
the high-frequency driving (t ∼ ω−1). We can ‘integrate’
out the fast modes leading to an effective slowly vary-
ing description of the problem. However, this procedure
cannot fully eliminate all the fast modes; the residual
fast terms eventually heat the system up, which leads
to the heating rate t∗ that is exponentially small in fre-
quency, Eqn. (3). If the ramp speed is sufficiently fast,
3s  t−1∗ , the system will not absorb too much energy
from the drive and can be described by a slowly varying
Hamiltonian, even though the total ramp time is infi-
nite. Once the problem has been reduced to that of a
slow quench, the scaling of the local heat absorbed dur-
ing a ramp through a quantum critical point with the
ramp speed follows from the Kibble-Zurek mechanism.
The optimal ramp rate s∗ can then be obtained by min-
imizing the local heating due to both the drive and the
ramp.
In what follows, we develop this theoretical approach,
based on a series of local, time-dependent, unitary trans-
formations, which allows us to decouple fast oscillatory
motion with frequency ω from the slow motion due to
ramping up the strength of the drive. Using this, we
demonstrate that the evolution of the system is well-
approximated by the evolution with a slowly varying
Hamiltonian, which we calculate. Therefore, the system
can stay close to the ground state of the effective Hamil-
tonian in a broad interval of ramp speeds.
We emphasize that our approach, described below in
detail, is conceptually very different from the conven-
tional adiabatic Floquet theory (AFT), which is often
employed for few-particle driven systems (for a recent re-
view, see [33]; see also [34, 35]). In AFT, one follows
the adiabatic evolution of Floquet eigenstates: one pre-
pares the system initially in some Floquet eigenstate and
tracks whether the system remains in or near an instan-
taneous Floquet eigenstate. However, in our work, we
initialize our system in the ground state of H0 and show
that the system tracks instead the ground state of the
slowly varying effective Hamiltonian H
(s)
eff (t), rather than
a Floquet eigenstate ofHF , which we stress are not equiv-
alent. Moreover, AFT is inapplicable to experimental ef-
forts to prepare interesting many-body states, since as
discussed above, one is targeting the ground state of Heff
in Floquet engineering, and not an infinite-temperature
Floquet eigenstate. We note that the authors of a re-
cent paper [36] claimed that there is a Floquet eigen-
state of HF that is truly a “ground state”, i.e. which
shows “many properties similar to the ground states of a
static Hamiltonian”, such as area-law entanglement en-
tropy. We believe that this is incorrect, as it contradicts
the general arguments of Refs. [26–28], which show that
all Floquet eigenstates must be effectively infinite tem-
perature states.
C. Structure of paper
The paper is organized as follows. In Sec. II, we de-
scribe the gauge transformation which allows us to it-
eratively integrate out the fast motion and to calculate
the slowly varying effective Hamiltonian H
(s)
eff (t) in pow-
ers of J/ω. We argue that this procedure is generi-
cally an asymptotic expansion, and derive the optimal
order at which the procedure must be stopped to get
the best results. We use this to estimate the local heat-
ing rate due to the remaining rapidly oscillating modes
not eliminated and obtain the bound on the ramp rate
s  t−1∗ . In Sec. III we compare H(s)eff (t) to Heff , the
effective Hamiltonian of the unramped Floquet system,
which can be calculated through a Floquet-Magnus ex-
pansion, and show they are identical, up to corrections of
order O(s/ω). Then, in Sec. IV, we estimate the scaling
of the energy absorbed through the Kibble-Zurek mecha-
nism when H
(s)
eff (t) crosses a QCP, and derive the optimal
ramp rate s∗ to minimize heating effects of the drive and
ramp. Lastly, we in Sec. V we provide a summary of
results and discuss some of their implications.
II. ITERATIVE PROCESS TO GENERATE
TIME-VARYING EFFECTIVE HAMILTONIAN
Here we describe the iterative procedure to generate
the time-varying effective Hamiltonian H
(s)
eff (t), and de-
rive the range of validity of such a description.
A. Mathematical preliminaries
We first introduce some necessary mathematical as-
sumptions and definitions. H0 (and also V (t)) is as-
sumed to be a many body operator with R-local in-
teractions, that is, it is given by a sum of strictly lo-
cal terms, H0 =
∑
X H0,X , where X is the support of
the local term H0,X whose linear dimension is bounded
from above by R. By the local norm or ‘size’ of a many
body operator O(t) =
∑
X OX(t), we mean ||O(t)||loc ≡
supX,t ||OX(t)||, where the norm on the right-hand side
is the operator norm (a similar local norm was used in
[20, 21]). Thus, the typical local energy scale alluded
to in the introduction is J = max{||H0||loc, ||V (t)||loc||}.
Since we will always work with the local norm, we will
henceforth drop the subscript ‘loc’.
It is also convenient to study the case when the ramp
is exponential,
λ(t) = est.
Such a choice makes formulas more compact, but our
conclusions hold generally for other slow ramps, except
for the results pertaining to the ramp through the QCP
in Sec. IV which depend explicitly on the ramp protocol.
We also note that the use of an infinite ramp time
(from t = −∞ to 0) can be relaxed to that of a finite
but large ramp time, i.e. from t = −ti to 0. In this
case, the results obtained still apply, except that now
the effective dynamics of the system is described by an
additional sudden quench from H0 to H
(s)
eff (−ti) initially
at t = ti, followed then by the slow quench dynamics
which is the main result of the paper. The deviation of
H0 from H
(s)
eff (−ti) is exponentially small in ti, ||H0 −
H
(s)
eff (−ti)|| ∝ e−sti , and can be made arbitrarily weak.
4B. Iterative process through a gauge
transformation
We proceed to deriving the slowly varying effective
Hamiltonian H
(s)
eff (t) and describing the time evolved
state |ψ(t)〉 = T e−i
∫ t
−∞ dt
′H(t′)|ψ0〉. As mentioned in
the introduction, conceptually, our strategy is to sep-
arate motions on slow time-scales (t ∼ s−1) and fast
time-scales (t ∼ ω−1). To that end, we make a time-
dependent unitary transformation which transforms the
time-dependent Hamiltonian into a new Hamiltonian
with a large part which varies slowly in time, and a small
part which varies quickly. We will choose the transfor-
mation to minimize the norm of the rapidly oscillating
part. A similar approach was taken in Refs. [14, 20, 21],
but there it was used to derive the effective Hamiltonian
of an unramped Floquet system.
Specifically, we perform a ‘gauge’ transformation, act-
ing on the wave function |ψ(t)〉 in the lab frame with a
unitary transformation Qˆ†(t) ≡ e−Ω(t):
Qˆ†(t)|ψ(t)〉 = |ϕ(t)〉, (5)
to get a new wave function |ϕ(t)〉 in a rotated frame.
We choose Ω(−∞) = Ω(0) = 0, so that Qˆ(−∞) =
Qˆ(0) = I. This gives us the conditions that the initial
and final states are identical in either frame of reference:
|ϕ(−∞)〉 = |ψ0〉 and |ϕ(0)〉 = |ψ(0)〉. However, the wave
function |ϕ(t)〉 in the rotated frame instead evolves under
a transformed Hamiltonian:
H ′(t) = Qˆ†(t)H(t)Qˆ(t)− iQ†(t)∂tQˆ(t), (6)
and it is from a suitably transformed Hamiltonian that
we can understand the quasi-adiabatic dynamics and re-
sults of the paper.
In the high-frequency limit, it is natural to expand
Ω(t) as a power series in J/ω, i.e. Ω(t) =
∑n
k=1 Ω
(k)(t),
where Ω(k)(t) = −Ω(k)(t)† has norm ∼ (J/ω)k. Here n is
some order at which the expansion is stopped. Ω(k)(t) is
perspicaciously chosen to remove the rapidly oscillating
time-dependent terms of H ′(t) at order k − 1 and leave
behind slowly-varying time dependent terms at order k
and higher, and to also satisfy Ω(k)(−∞) = Ω(k)(0) = 0.
Thus, this process makes H ′(t) have a remaining
rapidly oscillating time-dependent piece only at n-th
and higher orders. In a many-body system, the norm
of this rapidly oscillating time-dependent term initially
decreases due to the small prefactor (J/ω)n acquired
through the transformation, but we will see that it
eventually increases due to the large number of terms
generated as a result of the many nested commutators in
its definition, reflecting that this procedure will produce
an asymptotic series. There will therefore be some
optimal order n which we call n∗, where the norm of
the remaining rapidly oscillating time-dependent term is
smallest, which has to be calculated. The collection of
the slowly-varying terms up to order n∗ − 1 then repre-
sents the slowly-varying effective Hamiltonian H
(s)
eff (t).
In what follows, we describe the systematic, iterative
procedure that implements the desired transformations,
and use this to derive n∗.
Zeroth and first orders. We first explicitly describe
the procedure for the zeroth and first orders in J/ω, be-
fore stating the general form for higher orders. By going
through the logic of the procedure for low orders, we will
gain an understanding of the structure of the expansion.
We set n = 2 and the gauge transformation then takes
the form Qˆ(t) = e
∑2
k=1 Ω
(k)(t). Eqn. (6) takes the follow-
ing form:
H ′(t) = e−ΩH(t)eΩ − i1− e
−adΩ
adΩ
∂tΩ, (7)
where adΩA = [Ω, A]. The zeroth order term in J/ω,
assuming ||Ω(1)|| ∼ (J/ω) is
H0 +H
(0)(t), (8)
where
H(0)(t) ≡ G(0)(t)− i∂tΩ(1)(t),
G(0)(t) = estV (t). (9)
Naively, one would get rid of the rapidly oscillating
part by imposing H(0) = 0; this means that
Ω(1)(t) = −i
∫ t
−∞
dt′est
′
V (t′). (10)
However, this would be inconsistent with the condition
Ω(1)(0) = 0. Instead, we will allow for a slowly varying
remaining piece, and so set
H(0)(t) = estW (0), (11)
where W (0) is a static term. Integrating Eqn. (11) with
the appropriate boundary condition defines both W (0)
and Ω(1)(t):
Ω(1)(t) = −i
∫ t
−∞
dt′est
′
(V (t′)−W (0)), and
W (0) = s
∫ 0
−∞
dt′est
′
V (t′). (12)
At this stage, having defined W (0) and Ω(1)(t), we need
to check that our assumptions of the relative sizes of the
norms of the terms are consistent. That is, we need to
check that ||W (0)|| ∼ (J/ω)0, and ||Ω(1)(t)|| ∼ (J/ω)1,
up to corrections which are O(s/ω). Since we will need
to perform this consistency check this for all orders in
the expansion, let us be more general, and check this for
W (k),Ω(k)(t). We claim that in these higher order terms,
the relevant equations for W (k),Ω(k)(t) have a similar
form to Eqn. (25), substituting V (t) with V (k)(t) and est
5with epst. Indeed, we are able to show (see Appendix A)
that:
|W (k)|| ≤
{
||V (k)|| (psω ) if V¯ (k) = 0
||V (k)|| (1 + psω ) if V¯ (k) 6= 0 , (13)
||Ω(k)(t)|| ≤ 2epst||V (k)||
(
1
ω
)
, (14)
where V¯ (k) = 1T
∫ T
0
V (k)(t)dt denotes the time average
of V (k)(t). Hence, ||W (k)|| ∼ ||V (k)|| (if V¯ (k) 6= 0)
and ||Ω(k)(t)|| ∼ 1ω ||V (k)||. Importantly, we see from
Eqn. (14) that since epst ≤ 1 throughout the ramp, the
bound on Ω(k)(t) is a uniform bound in s.
Going back to the specific case of the zeroth order
expansion we were considering, we see that ||W (0)|| ∼
J(J/ω)0(s/ω) because without loss of generality we can
assume that the time average of the driving term is zero,
V¯ = 0, and also ||Ω(1)(t)|| ∼ (J/ω)1. Therefore, the ex-
pansion is consistent. The magnitude of W (0) reflects
that we have eliminated the rapidly oscillating terms but
kept slowly varying terms, so it should be small only in
s/ω. Thus, the resulting effective Hamiltonian, with only
slowly varying terms at zeroth order in J/ω, is given by
Eqn. (8),
H0 + e
stW (0). (15)
We also note that Ω(1)(t) can be decomposed as
Ω(1)(t) = estΩˇ(1)(t),
Ωˇ(1)(t) ≡ −i
∫ 0
−∞
dt′est
′ (
V (t′ + t)−W (0)
)
, (16)
where Ωˇ(1)(t) is a periodic function of t, as can be checked
easily (i.e. let t→ t+ T ). In fact,
Ω(1)(t) = 0 for t ∈ TZ, (17)
implying that Qˆ(t) = I for stroboscopic times, at least
up to this order.
Let us next proceed to the first order in J/ω. This
term in H ′(t) is given by H(1)(t), where
H(1)(t) ≡ G(1)(t)− i∂tΩ(2)(t),
G(1)(t) = −est[Ωˇ(1)(t), H0]+
e2st
(
−[Ωˇ(1)(t), V (t)] + i
2
[Ωˇ(1)(t), ∂tΩˇ
(1)(t)]
)
≡
2∑
p=1
epstV (1)p (t). (18)
The periodic terms V
(1)
p (t) are defined to be those that
are multiplied by the slowly varying function epst.
Like before, to get rid of the rapidly oscillating terms
but to keep the slowly varying terms, we set and choose
H(1)(t) =
2∑
p=1
epstW (1)p ,
Ω(2)(t) = −i
2∑
p=1
∫ t
−∞
dt′epst
′
(V (1)p (t
′)−W (1)p ),
W (1)p = ps
∫ 0
−∞
dt′epst
′
V (1)p (t
′), (19)
for p = 1, 2.
Thus, up to first order in J/ω, the slowly varying part
of the rotated Hamitonian H ′(t) reads
H0 + e
stW (0) +
2∑
p=1
epstW (1)p . (20)
Similar to Eqn. (16), Ω(2)(t) has the decomposition
Ω(2)(t) =
∑2
p=1 e
pstΩˇ
(2)
p (t), where Ωˇ
(2)
p (t) are periodic
functions of t, and Ω
(2)
p (t) = 0 for stroboscopic times.
Higher orders. At this point, a pattern has emerged
and we can state the general formula, for arbitrary n.
The full Hamiltonian H ′(t), obtained with the gauge
transformation Qˆ(t) = e
∑n
k=1 Ω
(k)(t), is given by
H ′(t) = H0 +
∞∑
k=1
H(k)(t), (21)
where ||H(k)|| ∼ (J/ω)k,
H(k) ≡ G(k)(t)− i∂tΩ(k+1)(t), (22)
with G(k)(t) expressed in terms of Ω(1)(t), · · · ,Ω(k)(t):
G(k)(t) =
k∑
q=1
(−1)k
k!
∑
1≤i1,··· ,iq<k
i1+···+iq=k
adΩ(i1) · · · adΩ(iq)H(t) +
i
k∑
m=1
k+1−m∑
q=1
(−1)q+1
(q + 1)!
∑
1≤i1,··· ,iq≤k+1−m
i1+···+iq=k+1−m
adΩ(i1) · · · adΩ(iq)∂tΩ(m)
≡
k+1∑
p=1
epstV (k)p (t), (23)
where Ω(k)(t) = 0 for k > n. The decomposition of
G(k)(t) in terms slowly varying functions epst multiplied
by periodic functions V
(k)
p (t), where p = 1, · · · , k + 1,
follows readily from induction.
To remove the rapidly varying terms while keeping only
slowly varying terms, we set
H(k)(t) =
k+1∑
p=1
epstW (k)p , (24)
6and define Ω(k+1)(t) and W
(k)
p through
Ω(k+1)(t) = −i
k+1∑
p=1
∫ t
−∞
dt′epst
′
(V (k)p (t
′)−W (k)p ),
W (k)p = ps
∫ 0
−∞
dt′epst
′
V (k)p (t
′). (25)
From the above, we then have
Ω(k+1)(t) = 0 for t ∈ TZ, (26)
as can be checked easily, generalizing Eqn. (16), and so
Qˆ(t) = I for those times.
C. Effective Hamiltonian, optimal order n∗ and
range of validity
The upshot of the technical procedure described in the
previous section is the following. Since Qˆ(t) is equal to
the identity I at t = TZ, |ψ(t)〉 = |ϕ(t)〉 at those times,
and so the stroboscopic motion of the system is exactly
captured by the rotated Hamiltonian H ′(t), obtained by
carrying out the gauge transformation described above
up to order n. It is given by
H ′(t) = H0 +
n−1∑
k=1
k∑
p=1
epstW (k)p +
∑
k≥n
H(k)(t)
≡ H0 +Hslow(t) +Hfast(t). (27)
As the name suggests, Hslow(t) ≡
∑n−1
k=1
∑k
p=1 e
pstW
(k)
p
is the slowly varying local Hamiltonian, having had all
the rapidly oscillating terms removed, while Hfast(t) ≡∑
k≥nH
(k)(t) is the rapidly oscillating piece, which is
comprised of terms that appear at order n and higher.
Since there is an infinite number of terms H(k)(t) in
Hfast(t) (for k ≥ n), and each H(k)(t) is comprised of
k nested commutators of Ω(1)(t), · · · ,Ω(k)(t), H(t), Hfast
is a sum of local terms with larger and larger support.
However, it can be shown that norm of each term decays
exponentially with the size of its support; thus Hfast(t)
is quasi-local. The proof of this is essentially identical
to that in Refs. [20, 21], using the definition of H(k)(t)
in Eqns. (22, 23) and also the important result that the
bound on Ω(k)(t) is uniform in s (Eqn. (14)) in order for
the techniques used in the references to carry over; we
thus only state the result here.
We now choose the optimal n which we call n∗ such
that the norm of Hfast(t) is approximately minimized,
which will have physical consequences such as heating
timescales in the system. Following Refs. [20, 21], for
k ≤ n− 1, we have
||Ω(k+1)|| ≤ 4pi(2piC0R)kk!J
(
J
ω
)k+1
, (28)
where C0 is a combinatorial constant of order 1, and R is
the range of the initially local Hamiltonian. We see that
there are the two prefactors that lead to a competition of
the growth of the norm of Ω(k+1): for small k it decreases
due to the small factor (J/ω)k+1 picked up during the it-
erative process, but for large k there is a prefactor k!
that eventually dominates and the norm grows without
bound. This prefactor k! can be understood as arising
due to the many-body nature of the problem: from its
definition, Eq. (25) & (23), Ω(k+1) involves k-nested com-
mutators of many-body operators H,V (t). The behavior
of the growth of the norm of Ω(k+1) reflects the fact that
the gauge transformation Qˆ(t) generically produces an
asymptotic expansion.
The optimal n∗ that approximately minimizes the
norm of Hfast(t) is close to the one that minimizes the
norm of ||Ω(k+1)|| (see Refs. [20, 21] for the precise state-
ment). From Eq. (28), we then have
n∗ ≈ e
−r
2piC0RJ
ω, (29)
where r = r(R) > 0 is a constant independent of ω (de-
fined and used in [20, 21]). At this order n∗,
||Hfast(t)|| ≤ Ce−rn∗ , (30)
with C another constant depending on the microscopic
details of the Hamiltonian such as J and R but also in-
dependent of ω. Since n∗ ∼ ω, we see that ||Hfast(t)|| is
exponentially small in frequency.
By construction, the stroboscopic dynamics is ex-
actly captured by H ′(t), Eq.(27), produced through the
iterative procedure carried to this optimal order n∗.
The smallness of the remaining rapidly oscillating term
Hfast(t) indicates that energy absorption due to the drive
is exponentially small, and so we instead only need to
consider stroboscopic time evolution generated by the ef-
fective, slowly varying n∗(R− 1)-local Hamiltonian,
H
(s)
eff (t) ≡ H0 +Hslow(t), (31)
so that
|ψ(t)〉 ≈ T e−i
∫ t
−∞ dt
′H(s)eff (t
′)|ψ0〉. (32)
In order for this statement to be correct, we demand
that the difference of the measurements of any local ob-
servable O by a state evolved by H ′(t) and the same state
evolved by H
(s)
eff (t) is small at the end of the ramp. That
is, we require
δ〈O〉 ≡ |Tr(U(0)ρU†(0)O)−Tr(U (s)eff (0)ρU (s)†eff (0)O)|  1.
(33)
Here U(t) is the unitary time evolution operator gener-
ated by H ′(t) and U (s)eff (t) is the evolution operator gen-
erated by H
(s)
eff (t) (recall that both operators are equal to
the identity at t = −∞, not 0).
7We can bound the difference as (see Appendix B)
δ〈O〉 ≤
∫ 0
−∞
dt′
∣∣∣∣∣∣[U (s)eff (t′)OU (s)†eff (t′), Hfast(t′)]∣∣∣∣∣∣ , (34)
where U (s)eff (t) = U (s)eff (t)U (s)†eff (0), which is a time evolu-
tion operator that evoles a state from time 0 to t under
H
(s)
eff (t). By using the Lieb-Robinson velocity [37, 38] of
H
(s)
eff (t) which goes as ∼ J to bound the physical growth
of the operator U (s)eff (t′)OU (s)†eff (t′), and the fact that the
norm of Hfast(t
′) is exponentially small, we can control
this difference as
δ〈O〉 ≤∼ e−rn∗(ω)s−2, (35)
where we have kept only the scaling behavior of this
quantity with s and ω. Desiring that the difference in
the measurements is small, δ〈O〉  1, gives us a condi-
tion on the ramp rate s:
s t−1∗ ∼ e−C
ω
J , (36)
with C a ω-independent constant, where we have used the
fact that n∗(ω) ∼ ω. We have also identified t∗ ∼ eC ωJ as
the heating time scale appearing in Eq. (3).
Thus, the description of the system evolving under the
slowly varying Hamiltonian H
(s)
eff (t) is valid throughout
the ramp, as long as the ramp rate s  e−C ωJ . When
s < e−C
ω
J , we expect the system to heat up significantly
during the ramp and the effective Hamiltonian descrip-
tion to break down; this prevents an ‘adiabatic limit’
s→ 0 in a Floquet system. From a physical standpoint,
this result can be understood from the fact that heating
rate in a Floquet system is exponentially small, so if the
ramp time-scale t ∼ s−1 is much smaller than t∗, then
the system would not have absorbed so much energy from
drive and the effective Hamiltonian description is accu-
rate.
III. CONNECTION TO FLOQUET-MAGNUS
EXPANSION
At this stage, we have shown that the system can be
accurately described by the slowly varying Hamiltonian
H
(s)
eff (t) (Eqs. (31), (32)) throughout the ramp provided
s  t−1∗ , which can be generated through the iterative
process described before. The optimal order n∗ to carry
out this procedure to, is the same as that to produce the
effective Hamiltonian for the unramped Floquet system,
and only depends on the locality and typical energy scales
of the original undriven Hamiltonian. Equivalently, the
effective Hamiltonian of the Floquet system can also be
obtained from the Floquet-Magnus expansion [15, 24, 25]
up to the same order n∗.
However, we have yet to show that the effective Hamil-
tonian of the ramped Floquet system is related to that
of the unramped Floquet system, whose ground state we
would like to achieve. Intuitively, it is clear that this must
be the case, and that the two effective Hamiltonians only
differ by small terms proportional to ∼ s/ω, since these
are the terms coming from the slowly varying part of the
Hamiltonian after the rapidly oscillating terms have been
integrated out.
To show that this intuition is indeed correct, we now
compute and compare both effective Hamiltonians of the
ramped and unramped systems. We compute the Hamil-
tonians for the zeroth and first order in (J/ω), which will
be sufficient for us to understand the general result (also,
most Floquet engineering proposals only utilize the first
order corrections due to the drive):
H
(s)
eff (t) = H
(s,0)(t) +H(s,1) + · · · ,
Heff = H
(0) +H(1) + · · · , (37)
where the ramped Hamiltonian is parameterized by s,
the ramp speed.
We switch to the Fourier representation of the problem,
and denote the Fourier harmonics of V (t) by Vn, n 6= 0
(without loss of generality the n = 0 component can be
always absorbed into H0):
V (t) =
∑
n 6=0
Vne
iωnt, ωn = ωn, V
†
n = V−n. (38)
We follow the prescription given in the previous section
and only show the results. The zeroth order terms are
H(s,0)(t) = H0 + se
st
∑
n 6=0
Vn
iωn + s
,
H(0) = H0, (39)
8while the first order terms are
H(s,1)(t) = −iest
∑
n 6=0
[Vn, H]
iωn + s
(
1− s
(iωn + s)
)
+
i
2
e2st
∑
n 6=0
[Vn, V−n]
iωn + s
+
i
2
e2st
 ∑
n,m 6=−n
n 6=0,m6=0
[Vn, Vm]
(iωn + s)
2s
(iωn+m + 2s)
−
∑
n 6=0,m 6=0
[Vn, Vm]
(iωn + s)
2s
(iωm + 2s)
(
1 +
s
(iωm + s)
) ,
H(1) = −i
∑
n 6=0
[Vn, H]
iωn
+
i
2
∑
n 6=0
[Vn, V−n]
iωn
. (40)
From these expressions, it is evident that there is a
lot of structural similarity between H(s,k)(0) and H(k).
Notably, we see that H(k), with the renormalized energy
denominators iω∑p
i=1 ni
→ iω∑p
i=1 ni
+ ps, is contained
within H(s,k)(0). We also see that the norm of the dif-
ference ||H(s,k)(0)−H(k)|| ∼ s/ω. Even though we have
only showed this to low orders, it is straightforward to
see that this is true for higher orders too.
This result is easy to understand: the system is not
strictly periodic with the introduction of a ramp, and
thus there will be perturbative corrections on top of the
effective Hamiltonian Heff of the Floquet system which
scale as ∼ s/ω. In the limit when the ramp speed s→ 0,
H
(s)
eff (0) → Heff , which is expected. However, as dis-
cussed above, the effective Hamiltonian description will
break down if s is taken too small, due to heating effects.
Let us recapitulate. We have demonstrated that for
ramp rates s  e−C ωJ , the system can be effectively un-
derstood as undergoing a slow (t ∼ s−1) quench from H0,
the undriven Hamiltonian, to the effective Hamiltonian
of the Floquet system, Heff at time t = 0. Therefore
a ramped Floquet system also has ‘quasi-adiabatic’ dy-
namics if we restrict ourselves to stroboscopic times, and
we can borrow results from the large body of understand-
ing of the adiabatic dynamics that arises for Hamiltonian
systems undergoing a slow quench.
IV. RAMP THROUGH A QUANTUM
CRITICAL POINT AND OPTIMAL RAMP RATE
As an application of the previous result, let us now con-
sider the case where the slowly varying effective Hamil-
tonian H
(s)
eff (t) crosses a quantum critical point (QCP),
specifically a second order phase transition, at some crit-
ical time tc. This situation is relevant both theoretically
and experimentally: if we hope to use Floquet engineer-
ing to produce a state |ψ(0)〉 that is in a different univer-
sality class than that of the original ground state |ψ0〉,
the system must necessarily pass through a QCP. In this
Section, we estimate the optimal ramp speed, for which
the system’s state at time t = 0 is as close as possible to
the ground state of Heff . More precisely, we take the op-
t
0tc−∞· · ·
λ(t) = est
λf
λc
λi
B
A
C
E
k
(A) : Phase 1
E
k
(B) : QCP
E
k
(C) : Phase 2
FIG. 2. (Top panel) The function considered in the slow ramp
is λ(t) = est which modulates the amplitude of the driving
term V (t). It starts from λi = 0 at t = −∞ and ends at λf =
1 at t = 0. We also consider the scenario where the ramp goes
through a quantum critical point (QCP), when the driving
amplitude reaches a critical value λc at time tc, indicated on
the diagram by point (B). (Bottom panel) Schematic energy
dispersion relations at points (A), (B), (C). At points (A)
and (C), the system is gapped, describing phases 1 and 2
respectively, while at point (B), the system is at the QCP
and is gapless. The points (A) and (B) can be arbitrarily
close.
timal ramp rate s∗ to be such that the combined heating
effects due to both the drive and the fall-out of adia-
baticity during the ramp are minimized. To that end, we
find the scaling of the excess heat per unit volume qramp
absorbed due to the non-adiabatic passage through the
QCP as a result of the Kibble-Zurek mechanism analyzed
through adiabatic perturbation theory [39–41]. We note
that the results of this Section are sensitive to the choice
of ramp profile, which is to be expected since the be-
havior of the system depends on how the critical point
is traversed. We focus on the ramp profile λ(t) = est
that we have been considering in this paper; however, a
similar analysis can be performed for other ramp profiles.
9The general situation of interest is illustrated in Fig. 2:
initially, the system H0 is in a gapped phase 1. As the
driving term is ramped, the effective Hamiltonian H
(s)
eff (t)
crosses the QCP at a critical ramp value λc at time tc.
This brings it into a different gapped phase 2. These
are illustrated by points (A), (B) and (C) respectively in
Fig. 2. In what follows, we will focus on a slightly sim-
pler scenario, where the static system, described by the
Hamiltonian H0, is already gapless (i.e. point (A) coin-
cides with point (B)). Such a scenario is not pathological
and was described e.g., in Ref. [6], which proposed to re-
alize the Haldane model in graphene (which is gapless at
half-filling) by periodic driving which induces a Haldane
mass gap.
Let us now understand how the effective Hamiltonian,
initially at H0, leaves the QCP as the drive is is turned
on. From Eq. (37, 39), we see that the higher order
terms H(s,k)(t), for k ≥ 1, are the ones that ‘pull’ the
system away from criticality – in renormalization group
parlance, they are relevant operators to the fixed point.
Furthermore, since the expansion is perturbative in J/ω,
we can concentrate on the effect of H(s,1)(t) to H0, which
we will assume is the dominant term driving the system
away from criticality. From Eq. (40), we see that there
are two terms in H(s,1)(t),
O1 ≡ −i
∑
n 6=0
[Vn, H]
iωn + s
and
O2 ≡ + i
2
∑
n 6=0
[Vn, V−n]
iωn + s
, (41)
with scaling dimensions ∆1 and ∆2, that are being turned
on at different rates λ(t) and λ(t)2 respectively. Note that
O2 is being ramped up at a slower rate than O1. We have
therefore reduced the problem to understanding the slow
quench dynamics of the following Hamiltonian
H0 + λ(t)O1 + λ(t)2O2, (42)
where λ(t) = est.
In general, the behavior of the system near the QCP,
such as the gap, the correlation length, etc., will be a scal-
ing function of critical exponents associated with both
relevant operators. However, because of the difference in
ramp speeds of O1 and O2, such quantities will generi-
cally instead be dominated by just one of the two relevant
operators. Determining which operator dominates at the
QCP involves comparing the scaling dimensions (∆1,∆2)
of the two operators and the ramp speeds (λ, λ2), and we
leave a discussion of this determination to Appendix C.
For the purposes of the remainder of this section, we only
need the fact that there is generally only one dominant
relevator operator; let us assume it is O1 with scaling di-
mension ∆ = ∆1, which is being ramped up as λ(t) = e
st.
The result with O2 being the dominant relevant operator
is identical with the replacement of all critical exponents
to be those of O2’s and also λ→ λ2.
Now, near the QCP, the system’s gap g vanishes as
g ∼ λzν , where z is the dynamical critical exponent and
ν the critical exponent of the correlation length ξ ∼ λ−ν
associated with the dominant relevant operator. As a
result, regardless of how slow the ramp speed s is, the
system will not be adiabatic near the QCP, and it will
fall out of equilibrium (i.e. not remain in the instanta-
neous ground state). Nevertheless, there will be univer-
sality in the transition rates out of equilibrium because
of the proximity to the QCP: to estimate the scaling of
the excess heat per volume qramp created as an example,
we have to identify a time-scale where the adiabaticity
is violated (dg/dt ∼ g2) and then invoke general scaling
arguments on certain response functions near the QCP.
Since this is a well-studied topic [39–41], we simply adapt
known results on the subject.
From adiabatic perturbation theory, with the system
originally in the ground state at the beginning of the
ramp, the transition amplitude from the instantaneous
ground state |0〉 to an instantaneous excited state |n〉 at
the end of the ramp is
αn(λf ) ≈ −
∫ λf
λi
dλ′〈n(λ)|∂λ′ |0(λ)〉ei(Θn(t′)−Θ0(t′)),
(43)
where |n(λ)〉 are the instantaneous eigenstates ofH(s)eff (λ),
and the dynamical phase factor
Θn(λ) =
∫ λ
0
dλ′
En(λ
′)
λ˙′
. (44)
The transition probability is therefore |αn(λf )|2.
To make more headway, let us further assume that
we are dealing with a spatially homogenous system with
quasiparticle excitations characterized by momenta k,
and also that at the end of the ramp, the system is
gapped with energy scale ∆g(ω) which is an algebraic
function of the driving frequency, such as ∆g(ω) ∼ J2/ω.
Then, qramp is roughly the gap multiplied by the density
of quasiparticles created,
qramp ∼ ∆g(ω)nex ≈ ∆g(ω)
∫
ddk
(2pi)d
|αk(λf )|2. (45)
To estimate this quantity, we note that for an exponen-
tial ramp the dynamical phase factor, Eqn. (44), can be
written as
Θn(λ) =
1
s
∫ λ
0
dλ′λ′−1(εk(λ′)− ε0(λ′)). (46)
Following Refs. [39–41], near the QCP the quasiparticle
energy can be written using a scaling function F :
εk(λ
′)− ε0(λ′) = λzνF (k/λν), (47)
which has asymptotics F (x) ∝ xz for x  1, and
F (x) → const as x → 0. The scaling, Eqn. (47), put
into Eqn. (46), suggests the change of variables
λ = ξs
1
νz , k = ηs
1
z . (48)
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Adopting another scaling ansatz for the matrix element,
〈k|∂λ|0〉 = − 〈k|V |0〉
εk(λ)− ε0(λ) =
1
λ
G(k/λν), (49)
with asymptotics G(x) ∝ x−1/ν for x 1, while G(x) ∝
xβ for x 1, where β is some non-negative number.
Then,
nex ≈ s dz
∫
ddη
(2pi)d
|α(η)|2, (50)
where the integral gives a number of order 1 if the dimen-
sionality d is below some upper critical dimesion [39–41].
Thus, we have the result that the excess heat per unit
volume due to an exponential ramp characterized by a
ramp speed s is
qramp ∼ ∆g(ω)s dz . (51)
Optimal ramp rate s∗. We are now in a position to es-
timate the optimal rap rate s∗ by minizming the heating
effects due to both the drive and the ramp. The local
heating due to the drive as measured by H
(s)
eff (0) can be
estimated from Eqn. (35), by setting O to be the energy
density operator. We have
qdrive ∼ e−C ωJ s−2. (52)
Then, the total heating per unit volume is
qdrive + qramp ∼ ∆g(ω)s dz + e−C ωJ s−2. (53)
Minimizing with respect to s, we find the optimal ramp
rate
s∗ ≈
(
2z
d∆g(ω)
) z
d+2z
e−
z
d+2z C ωJ ∼ t−
z
d+2z∗ . (54)
Since the asymptotic behavior as ω →∞ is governed by
the exponential, we see that the optimal ramp rate should
be chosen to be exponentially small in driving frequency
but as some power of the inverse of the characteristic
heating time-scale. At this optimal ramp rate s∗, both
heating effects qdrive+qramp are then exponentially small.
V. SUMMARY AND DISCUSSION
To summarize, in this paper we have developed a the-
oretical framework for describing the dynamics of Flo-
quet many-body systems under slow ramping up of the
drive. Our central result is that, provided the ramp
time scale is short compared to the heating time scale,
s  t−1∗ ∼ e−C
ω
J (condition (36)), the dynamics of the
system is well-approximated by the unitary evolution
with an effective, slowly varying Hamiltonian H
(s)
eff (t). To
arrive at this result, we performed a series of quasi-local,
unitary transformations which were chosen to decouple
slow and fast motion of the system. This allowed us
to represent the transformed Hamiltonian as the sum of
two parts: H
(s)
eff (t), which varies on the time scale s
−1,
responsible for the slow-modulation dynamics, and an ex-
ponentially small, rapidly oscillating term whose norm is
on the order e−C
ω
J , which describes the slow energy ab-
sorption from the drive. The condition (36) means that
the ramp is done sufficiently fast such that the rapidly
oscillating term in the Hamiltonian is negligible and does
not lead to sizeable heating of the system.
The above result is general, and holds for any initial
state of the system, and also for ramping the driving am-
plitude between two arbitrary values. Perhaps the most
interesting application of this result it that it can be used
to develop optimal strategies for preparing the desired
many-body states in Floquet systems. Previous works
had proposed an “adiabatic” preparation of the ground
state of Heff (the target state): starting from the ground
state of a static Hamiltonian which can be easily prepared
in experiment, subsequently slowly ramping up the drive
to a value which gives the desired effective Hamiltonian
Heff . Our work shows that, generally, no adiabatic limit
exists, since, if s < e−C
ω
J , the system will significantly
heat up, ending up far from the ground state of Heff .
However, if condition (36) is met, the system can end up
close to the ground state of Heff , because now H
(s)
eff (t)
describes a slow quench from H0 to Heff .
Furthermore, in general, we argued that if we hope to
prepare a Floquet ‘ground state’ in a different univer-
sality class than that of the initial state, the ramp must
inevitably go through a QCP. For this scenario, we found
an optimal ramp rate which minimizes both the heating
effects due to the drive and the lack of adiabaticity as the
system crosses the QCP, by using adiabatic perturbation
theory and general scaling arguments to extract the uni-
versal behavior of the excess heat per unit volume. We
found that the optimal ramp rate should also be chosen
exponentially small in frequency, but as some power of
the inverse of characteristic heating time-scale, at which
point both heating effects are exponentially minimized.
Thus, it is possible to prepare the ‘ground state’ of Flo-
quet systems with a high degree of accuracy and control.
Our results complement the proposals to use Floquet
engineering to realize interesting and exotic phases of
matter, such as symmetry protected topological phases
(SPTs) or fractional Chern insulators (FCIs). While
there is now a panoply of such proposals, there has been
a relative lack of theoretical work regarding the prepa-
ration of the desired states in these systems. Our work
here fills this void and bridges the gap between theory
and experiment, potentially paving the way for the ex-
perimental realization of a rich variety of Floquet many-
body states.
Finally, it is interesting to note that a similar problem
was previously studied for single-particle systems with
an infinite number of levels by Hone, Ketzmerick and
Kohn [42], who showed that such systems do not have
a well-defined adiabatic limit. While this conclusion is
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similar to what we found for many-body systems, the
physics is quite different. In the single-particle case, adi-
abatic dynamics breaks down because of the localization
of Floquet eigenstates in the energy space, which leads to
level crossings with arbitrarily small gaps. In contrast,
in many-body systems, the adiabatic limit breaks down
because of inevitable heating effects, which arise because
many-body Floquet eigenstates are ergodic rather than
localized.
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Appendix A: Bounds on ||W (k)|| and ||Ω(k)(t)||
We derive bounds on the norms of ||W (k)|| and
||Ω(k)(t)||. We start with a generalization of Eqn. (25),
Ω(k)(t) = −i
∫ t
−∞
dt′epst
′
(V (k)(t′)−W (k)), and
W (k) = ps
∫ 0
−∞
dt′epst
′
V (k)(t′). (A1)
We assume that V (k)(t) is periodic, not necessarily with
zero time average, and we would like to show that
||W (k)|| ∼ ||V (k)||, and also ||Ω(k)(t)|| ∼ 1ω ||V (k)||, up
to multiplicative corrections of powers of s/ω. We have
||W (k)|| =
∣∣∣∣∣∣∣∣ps∫ 0−∞ dt′epst′V (k)(t′)
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣V¯ (k) + ps1− e−psT
∫ 0
−T
dt′epst
′
V˜ (k)(t′)
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣V¯ (k) − ps1− e−psT
∫ 0
−T
dtpsepst
∫ t
0
dt′V˜ (k)(t′)
∣∣∣∣∣∣∣∣
≤
(
||V¯ (k)||+ ||V˜ (k)|| ps
1− e−psT
∫ 0
−T
dtpsepstT
)
= ||V¯ (k)||+ ||V˜ (k)||(psT )
≤
{
||V (k)|| (psω ) if V¯ (k) = 0
||V (k)|| (1 + psω ) if V¯ (k) 6= 0 , (A2)
where V¯ = 1T
∫ T
0
V (t)dt and V˜ (t) = V (t)− V¯ . In the sec-
ond line, we have used the fact that for a time-periodic
term, one can split the integral into an infinite series∫ 0
−T +
∫ −T
−2T +
∫ −2T
−3T + · · · , shift the argument of the in-
tegrand, and sum the resulting geometric series. In the
third line, we have used an integration by parts, and in
the fourth line, the triangle inequality and the inequality
|| ∫ f || ≤ ∫ ||f ||. Next,
||Ω(k)(t)|| =
∣∣∣∣∣∣∣∣∫ t−∞ dt′epst′(V (k)(t′)−W (k))
∣∣∣∣∣∣∣∣
= epst
∣∣∣∣∣∣∣∣∫ 0−∞ dt′epst′
(
V˜ (k)(t′ + t)− (W (k) − V¯ (k))
)∣∣∣∣∣∣∣∣
≤ epst
(∣∣∣∣∣∣∣∣∫ 0−∞ dt′epst′ V˜ (k)(t′ + t)
∣∣∣∣∣∣∣∣+ 1ps ||W (k) − V¯ (k)||
)
≤ 2epst||V˜ (k)||
(
1
ω
)
≤ 2epst||V (k)||
(
1
ω
)
, (A3)
using the previous result regarding W (k). Since epst ≤ 1
during the ramp, we have
||W (k)|| ∼ ||V (k)||, ||Ω(k)(t)|| ∼ 1
ω
||V (k)||, (A4)
up to multiplicative corrections of s/ω.
Appendix B: Scaling of difference of measurements
of a local operator δ〈O〉
In this appendix we derive the scaling of the difference
of two measurements of a local observable O, one by a
state ρ evolved by H ′(t), and one by the same state ρ
but evolved with H
(s)
eff (t). We call this difference δ〈O〉,
δ〈O〉 ≡
∣∣∣Tr (U(0)ρU†(0)O)− Tr(U (s)eff (0)ρU (s)†eff (0)O)∣∣∣ ,
(B1)
where U(t) and U
(s)
eff (t) are time evolution operators sat-
isfying
i
d
dt
U(t) = H ′(t)U(t), U(−∞) = I,
i
d
dt
U
(s)
eff (t) = H
(s)
eff (t)U
(s)
eff (t), U
(s)
eff (−∞) = I. (B2)
We begin by looking at the object
f(t) ≡ U (s)†eff (t)U(t)ρU†(t)U (s)eff (t). (B3)
Now,
d
dt
(
U
(s)
eff (t)U(t)
)
= −iU (s)eff (t)Hfast(t)U(t). (B4)
We take the time derivative of f(t) and then integrate
from t′ = −∞ to 0:
f(0)− f(−∞) =
∫ 0
−∞
dt′
df(t′)
dt′
, (B5)
which gives
U
(s)†
eff (0)U(0)ρU
†(0)U (s)eff (0)− ρ
= −i
∫ 0
−∞
dt′U (s)†eff (t
′)[Hfast(t′), U(t′)ρU†(t′)]U
(s)
eff (t
′).
(B6)
Multiplying the above expression on the left by U
(s)
eff (0)
and on the right by U
(s)†
eff (0) gives us U(0)ρU
†(0) −
U
(s)
eff (0)ρU
(s)†
eff (0), i.e. the difference between the final
density matrices at the end of the evolution.
Then,
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δ〈O〉 ≡
∣∣∣Tr (U(0)ρU†(0)O)− Tr(U (s)eff (0)ρU (s)†eff (0)O)∣∣∣
=
∣∣∣∣∫ 0−∞ dt′Tr
(
U
(s)
eff (0)U
(s)†
eff (t
′)[Hfast(t′), U(t′)ρU†(t′)]U
(s)
eff (t
′)U (s)†eff (0)O
)∣∣∣∣
=
∣∣∣∣∫ 0−∞ dt′Tr
(
U(t′)ρU†(t′)[U (s)eff (t
′)U (s)†eff (0)OU
(s)†
eff U
(s)
eff (t
′), Hfast(t′)]
)∣∣∣∣
≤
∫ 0
−∞
dt′
∣∣∣∣∣∣[U (s)eff (t′)U (s)†eff (0)OU (s)†eff U (s)eff (t′), Hfast(t′)]∣∣∣∣∣∣
=
∫ 0
−∞
dt′
∣∣∣∣∣∣[U (s)eff (t′)OU (s)†eff (t′), Hfast(t′)]∣∣∣∣∣∣ , (B7)
where in the third line we have used the cyclicity of
the trace to move operators around, and U (s)eff (t) ≡
U
(s)
eff (t)U
(s)†
eff (0). This object satisfies the differential
equation
i
d
dt
U (s)eff (t) = H(s)eff (t)U (s)eff (t),U (s)eff (0) = I, (B8)
so it is a time evolution operator from t = 0 to t. Since
H
(s)
eff (t) is a local many-body Hamiltonian, with typi-
cal local energy scale J , it has a Lieb-Robinson velocity
vLR ∼ J , and therefore the object U (s)eff (t)OU (s)†eff (t) grows
in physical extent within its lightcone x ∼ vLRt. That
is, if O is initially supported in a spatial region X, then
after time t it would have physically spread to become
an operator supported in a ball of radius vLRt centered
around X.
Now, since Hfast(t
′) is a quasi-local Hamiltonian (that
is, it is a sum of terms with larger and larger support
|X|, but which has a factor that decreases at least expo-
nentially fast ∼ e−α|X|, its behavior can be extracted
from the largest term in Hfast(t
′), which is H(n∗)(t′),
which has a range Rn∗ with amplitude ∼ e−rn∗ × est′
(see Refs. [20, 21]). Since n∗ ∼ ω (Eq. (29)), we then
have
δ〈O〉 ≤∼ e−rn∗
∫ 0
−∞
dt′est
′
(vLR|t′|+Rn∗)
∼ e−C ωJ s−2, (B9)
where we have kept only the scaling behavior of this
quantity with s and ω. More carefully treating the quasi-
local nature of Hfast(t
′) would involve modifying the con-
stant C to one that depends on the decay constant associ-
ated with the quasi-local nature of the Hamiltonian, see
Ref. [20].
Appendix C: Determining the dominant relevant
operator at the QCP
We consider the slow quench protocol from t = −∞ to
0,
H0 + λ(t)O1 + λ(t)2O2, (C1)
where H0 is sitting at a QCP, and O1, O2 are relevant
operators pulling the system away from criticality. We
assume that they have dissimilar scaling dimensions ∆1
and ∆2, that are being turned on at different rates λ(t)
and λ(t)2 respectively, with λ(t) = est. Note that O2 is
being ramped up at a slower rate than O1.
In general, the behavior of the system near the QCP,
such as the energy scale, the correlation length, etc., will
be a scaling function of critical exponents associated with
both relevant operators. However, because of the differ-
ence in ramp speeds of O1 and O2, such quantities will
generically instead be dominated by just one of the two
relevant operators.
For example, in the case when O1 is a more relevant
operator than O2, then since λ(t) > λ(t)2 for the du-
ration of the ramp, it is clear that the scaling behavior
of O1 dictates the energy and length scales in the prob-
lem. However, in the case when O2 is the more relevant
operator, the situation is not as clear : O2, while being
more relevant, carries with it a smaller prefactor of λ2(t),
which might or might not make it more dominant than
λ(t)O1.
Here we determine precisely which operator, O1 or O2
is the dominant relevant operator that governs the scaling
functions of the energy scale, correlation length, etc. near
the QCP in Eqn. (C1). We argue as follows [43]. Let us
call λO1 ≡ λ and λO2 ≡ λ2; then, their respective scaling
dimensions are d + 1 −∆1 and d + 1 −∆2 respectively,
where d is the spatial dimension. We then need to com-
pare the ratio
λ
1
d+1−∆1
O1 /λ
1
d+1−∆2
O2 = λ
α, (C2)
which compares two objects associated with O1 and O2
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that each has scaling dimension 1. Here the exponent
α ≡ 1
d+ 1−∆1 −
2
d+ 1−∆2 . (C3)
Now, the conditions are clear: if λα > 1, then λO1 gov-
erns the behavior of the system near the QCP, while if
λα < 1, then λ2O2 governs the behavior of the system
near the QCP. After simplifying, we have the resulting
criteria:
∆1 <
d+ 1
2
+
∆2
2
(C4)
implies O1 is dominant while
∆1 >
d+ 1
2
+
∆2
2
, (C5)
implies O2 is dominant. Notice that the ‘clear’ scenario
discussed, when the QCP’s behavior should be governed
by O1 if it is the more relevant operator than O2 to begin
with, i.e. ∆1 < ∆2, automatically satisfies the inequality
above.
