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Abstract
Let K→ X be a smooth Lie algebra bundle whose typical fiber is the compact Lie algebra
k. We give a complete description of the bounded (i.e. norm continuous) unitary representa-
tions of the Fre´chet–Lie algebra Γ(K) of all smooth sections of K, and of the LF-Lie algebra
Γc(K) of compactly supported smooth sections. For Γ(K), bounded unitary irreducible repre-
sentations are finite tensor products of so-called evaluation representations, hence in particular
finite-dimensional. For Γc(K), bounded unitary irreducible (factor) representations are possibly
infinite tensor products of evaluation representations, which reduces the classification problem
to results of Glimm and Powers on irreducible (factor) representations of UHF C∗-algebras.
The key part in our proof is the result that every irreducible bounded unitary representation of
a Lie algebra of the form k⊗RAR, where AR is a unital real continuous inverse algebra, is a finite
product of evaluation representations. On the group level, our results cover in particular the
bounded unitary representations of the identity component Gau(P )0 of the group of smooth
gauge transformations of a principal fiber bundle P → X with compact base and structure
group, and the groups SUn(A)0 with A an involutive commutative continuous inverse algebra.
Keywords: bounded unitary representation, evaluation representation, Lie algebra bundle, Lie
algebra of sections, UHF algebra
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Introduction
If G is a topological group, then we call a unitary representation π : G→ U(H) norm continuous or
bounded if π is continuous with respect to the norm topology on the unitary group U(H). If G is a
Lie group1 with an exponential function exp: g→ G which is a local diffeomorphism in 0, i.e., G is
locally exponential, then basic Lie theory implies that the continuous homomorphisms α : g→ u(H),
i.e., the bounded unitary representations of the Lie algebra g, are in one-to-one correspondence with
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the bounded unitary representations of the simply connected covering G˜0 of the identity component
G0 of G. For 1-connected, i.e., connected and simply connected, locally exponential Lie groups,
bounded unitary representations can therefore be understood completely in terms of representations
of their Lie algebras.
Let K → X be a smooth Lie algebra bundle whose typical fiber is the finite-dimensional Lie
algebra k. In the present paper we shall give a complete description of the bounded projective
unitary representations of the Fre´chet–Lie algebra Γ(K) of all smooth sections of K (endowed with
the smooth compact open topology) and of the LF-Lie algebra Γc(K) of compactly supported
smooth sections, endowed with the locally convex direct limit topology with respect to the Fre´chet–
Lie algebras Γ(K)C := {s ∈ Γ(K) : supp(s) ⊆ C}, where C ⊆ X is a compact subset. If X is
compact, then both Lie algebras coincide, but if X is non-compact, then their respective bounded
representation theory is quite different.
It will be shown that the problem reduces to the case where k is compact semisimple, and the
representations are linear rather than projective.
For every point x ∈ X and unitary representation (ρ, V ) of the fiber Kx ∼= k, we obtain an irre-
ducible unitary representation πx,ρ(s) := ρ(s(x)) of Γ(K). We call these representations evaluation
representations. Our central result is that every irreducible bounded unitary representation of Γ(K)
is a finite tensor product of irreducible evaluation representations in different points of X and a
one-dimensional representation (of the center). In particular, it is finite-dimensional.
If X is non-compact, then the bounded representation theory of the LF-Lie algebra Γc(K) is
“wild” in the sense that there exist bounded factor representations of type II and III. Here our main
result is a complete reduction of the classification of bounded irreducible representations to the
classification of irreducible representations of UHF C∗-algebras. This correspondence is established
as follows. Let x ⊆ X be a locally finite subset and let (ρx, Vx) be irreducible representations of
Kx ∼= k corresponding to x ∈ x. We then form the C∗-algebra
Ax,ρ :=
⊗̂
x∈x
B(Vx)
for which the evaluation representations πx,ρx combine to a continuous morphism ηx,ρ : Γc(K) →
Ax,ρ. We then show that a bounded irreducible (factor) representation of Γc(K) is of the form
π = β ◦ ηx,ρ for some irreducible (factor) representation of β of some Ax,ρ. Conversely, every
irreducible (factor) representation β of Ax,ρ defines a bounded irreducible (factor) representation
β ◦ ηx,ρ of Γc(K). Since π determines the set x and the representations ρx uniquely, we thus obtain
a complete reduction of the classification of bounded irreducible (factor) representations of Γc(K)
to the corresponding problem for the UHF C∗-algebras Ax,ρ. These algebras have been classified
by Glimm in [Gli60], where one also finds a characterization of their pure states. Even stronger
results were obtained later by Powers in [Po67], where he shows that the automorphism group acts
transitively on the set of pure states, so that every irreducible representation is a twist (by an
automorphism) of an infinite tensor product of irreducible representations.
The key part in our proof is the corresponding result for X compact and the trivial Lie algebra
bundle, i.e., for Γ(K) ∼= C∞(X, k) ∼= k⊗RC∞(X,R). This is achieved by dealing with a substantially
larger class of Lie algebras of the form kA := k⊗RAR, where AR is a commutative unital continuous
inverse algebra, i.e., a locally convex topological algebra with open unit group and continuous
inversion map. Here our main result asserts that every irreducible bounded unitary representation of
kA is a finite tensor product of evaluation representations πχ,ρ(x⊗a) = χ(a)ρ(x), where ρ : k→ u(Vρ)
is an irreducible unitary representation and χ : AR → R is a character. This generalizes a similar
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result obtained in [NS11] for the special case AR = C(X,R), where X is compact. The main new
point here is the passage from Banach algebras to general continuous inverse algebras A. This is
achieved by a more direct approach that does not rely on holomorphic line bundles and Banach
spaces of holomorphic sections.
The methods we use to deal with the Lie algebras of the form kA rely heavily on the fact that
AR is unital, but it turns out that if AR = C0(X,R), where X is a locally compact space countable
at infinity, then every bounded unitary representation of kA ∼= C0(X, k) has a unique extension to
C(Xω , k) ∼= C0(X, k) ⋊ k, where Xω is the one-point compactification of X (cf. Section 6). This
extends our classification result to algebras of the form C0(X, k).
On the group level our results cover in particular the bounded unitary representations of the
identity component Gau(P )0 of the group of smooth gauge transformations of a K-principal bundle
P → X , where K is a compact Lie group and X is compact, the groups SUn(A)0, where A is an
involutive commutative continuous inverse algebra, and, more generally, connected groups with Lie
algebra kA.
The structure of the paper is as follows. In Section 1 we start with a key ingredient of our
classification for the algebras kA, where A is an involutive commutative continuous inverse algebra
A. Every function ϕ : A → C which is multiplicative and polynomial of degree N is a product
of N algebra homomorphisms χj : A → C (Theorem 1.8). In Section 2 we analyze the bounded
unitary representations of kA ∼= k ⊗R AR, where k is compact semisimple, AR := {a ∈ A : a∗ = a}
and A is an involutive commutative continuous inverse algebra. This is done by studying their
complex linear extensions to g(A) = g ⊗C A, where g := kC is the complexification of k. Let t ⊆ k
be maximal abelian, so that g0 := t⊗RA ⊆ g(A) is maximal abelian in g(A) and there is a natural
triangular decomposition g(A) ∼= g+ ⊕ g0 ⊕ g− determined by a positive system of roots ∆+ of
the semisimple complex Lie algebra g. If π : g(A)→ B(H) is a bounded irreducible representation,
then the subspace Hg
−
is a one-dimensional representation of g0, hence determined by a linear
functional λ : g0 → C, called its highest weight. Two such representations are equivalent if and only
if their highest weights are equal. Therefore it remains to determine the set of highest weights.
This is achieved in Theorem 2.9, which asserts that these are precisely the sums of functionals of
the form λ⊗ χ, where λ is dominant integral for (g, tC,∆+) and χ : A → C is an involutive algebra
homomorphism. Here the functionals of the form λ ⊗ χ correspond to evaluation representations
πχ,λ(x⊗a) := χ(a)ρλ(x), where ρλ is the irreducible representation of kC of highest weight λ. Part of
the proof of Theorem 2.9, namely the sl2-reduction needed to show that all highest weights are sums
of such functionals, is carried out in Section 3. We obtain in particular that all irreducible bounded
unitary representations of kA are finite tensor products of irreducible evaluation representations.
In Section 4 we finally turn to the Lie algebras Γ(K) and Γc(K). For Γc(K) an important obser-
vation is that every factor representation is a tensor product π = π1 ⊗ π2, where π1 can be chosen
such that it vanishes on the ideal Γ(K)C of sections supported in a given compact subset C ⊆ X
and π2 is a finite tensor product of irreducible evaluation representations. Eventually, this factor-
ization provides the bridge between Lie algebra representations and the infinite tensor products of
matrix algebras. In Section 5 we show that assuming compactness of the fiber Lie algebra k and
linearity of the projective representations does not lead to loss of generality in the classification of
irreducible bounded projective unitary representations of Γ(K). In Section 6 we first observe that,
for kA with A the non-unital Banach algebra A = ℓ1(N,C), infinite tensor products of evaluation
representations lead to infinite-dimensional irreducible bounded unitary representations and to a
wild bounded representation theory. This is in contrast to the fact that, for a locally compact space
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countable at infinity, all irreducible bounded representations of C0(X, k) ∼= k⊗R C0(X,R) are finite
tensor products of evaluation representations, even though A = C0(X) is not unital. If A is a
Banach algebra with ℓ1(N,C) ⊆ A ⊆ C0(N,C), then the representation theory of kA becomes quite
involved because some bounded representations of ℓ1(N, k) only extend to unbounded projective
representations of kA. We plan to pursue these aspects in the forthcoming paper [JN13]. In Sub-
section 6.3 we assume that X is compact with boundary and in this context we characterize those
representations of Γc(X
◦) extending to the Banach–Lie algebra of Ck-section whose k-jet vanishes
on the boundary ∂X .
Finite-dimensional representations of Lie algebras of the form g⊗A, where g is semisimple and
A a unital commutative algebra, are presently under active investigation from an algebraic point of
view. More generally, one studies equivariant map algebras, i.e., Lie algebras of the form (g⊗A)Γ,
where A is the algebra of regular functions on an affine variety and Γ a finite group acting on g and
A. The irreducible finite-dimensional representations of equivariant map algebras have recently
been classified by Neher, Savage and Senesi ([NSS12]). Their main result asserts that they are
finite tensor products of evaluation representations, which is remarkably parallel to our results in
Sections 2 and 4. See also [NS12] for a recent survey on equivariant map algebras. This connects
with our context if A = C∞(Y,C) and Γ acts freely on Y , so that K := Y ×Γ k is a Lie algebra
bundle over X := Y/Γ with Γ(K) ∼= (k⊗A)Γ.
In [A-T93] an irreducible unitary representation of a Lie group C∞c (X,K) is called a non-
commutative distribution. In this sense we contribute to the program outlined in [A-T93] by clas-
sifying the bounded non-commutative distributions for X and K compact (at least for the identity
component). The problem to classify all smooth (projective) irreducible unitary representations of
gauge groups is still wide open, although the classification of their central extensions by Janssens
and Wockel ([JW10]) is a key step towards this goal.
We conclude this introduction with a brief discussion of the literature on unbounded represen-
tation of mapping groups. For any, not necessary compact, Lie group K, the group C(X,K) has
unitary representations obtained as finite tensor products of evaluation representations. However,
for some non-compact groups, such as K = S˜U1,n(C), one even has “continuous” tensor product
representations which are irreducible and extend to groups of measurable maps (cf. [JK85], [Be79],
[CP87], [GK03], [VGG74, GGV80] for semisimple target groups, [Gui72] for a general discussion
and classification results for locally compact target groups, [Ar69] for classification results for com-
pact and nilpotent target groups, and [Ols82] for an example where the target group U(∞) is
infinite-dimensional). In the algebraic context of loop groups, these representations also appear
in [JK89] which contains a classification of various types of unitary representations generalizing
highest weight representations. All these representations are most naturally defined on groups of
measurable maps, so that they neither require a topology nor a smooth structure on X .
One of the first references concerning unitary representations of groups of smooth maps such as
C∞(R, SU2(C)) is [GG68], where the authors introduce the concept of a derivative representation
which depends only on the derivatives up to some order N in some point t0 ∈ R. Put in our
language, derivative representations are studied as unitary representations of the Lie algebra kA,
where A = C[[X ]] is the continuous inverse algebra of formal power series. In addition to these
representations, there exist irreducible representations of mapping groups defined most naturally
on maps of Sobolev C1-maps, the so-called energy representations (cf. [Is76, Is96], [AH78], [A-T93],
[An10]). In [Is96, §§15, 17] one even finds some projective modifications of these representations
that lift to unitary representations of the simply connected covering group.
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For central extensions of loop groups C∞(S1,K), the most studied class of irreducible represen-
tations are the highest weight representations from Kac–Moody theory which extend to positive en-
ergy representations of the semidirect product with R, generating the rotation action on S1 ([PS86]).
Other unitary representations are the twisted loop modules from [CP86]. These are representations
of the semidirect product C∞(S1,K)⋊α T induced from finite tensor products of evaluation repre-
sentations of C∞(S1,K). The restrictions of these representations to the loop group are bounded
but not irreducible. In [To87] (see also [A-T93, §5.4]) Torresani studies projective unitary “highest
weight representations” of C∞(Td, k), where k is compact simple. Besides the finite tensor products
of evaluation representations (elementary representations) he finds finite tensor products of evalu-
ation representations of C∞(Td, k) ∼= C∞(Td−1, C∞(T, k)), where the representations of the target
algebra C∞(T, k) are projective highest weight representations (semi-elementary representations).
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Notation and terminology
A (locally convex) Lie group G is a group equipped with a smooth manifold structure modeled on
a locally convex space for which the group multiplication and the inversion are smooth maps. We
write 1 ∈ G for the identity element. Its Lie algebra g = L(G) is identified with the tangent space
T1(G). The Lie bracket is obtained by identification with the Lie algebra of left invariant vector
fields. A smooth map expG : g→ G is called an exponential function if each curve γx(t) := expG(tx)
is a one-parameter group with γ′x(0) = x. A Lie group G is said to be locally exponential if it has an
exponential function for which there is an open 0-neighborhood U in g mapped diffeomorphically
by expG onto an open subset of G.
If π : G→ U(H) is a norm-continuous (=bounded) unitary representation of a locally exponential
Lie group G, then it is automatically smooth ([Ne06, Thms. III.1.5, IV.1.18]) and its differential
dπ : g→ u(H) is a continuous representation of g by skew-hermitian bounded operators on H. We
call such homomorphisms g → u(H) bounded unitary representations of the Lie algebra g because
they are representations by bounded operators. For a 1-connected, i.e., connected and simply
connected, Lie group G, the bounded unitary representations of the Lie algebra g are in one-to-one
correspondence with the unitary representations π : G→ U(H) which are smooth maps with respect
to the Lie group structure on U(H) defined by the norm. All groups considered in the present paper
are locally exponential.
1 Multiplicative characters on continuous inverse algebras
In this section we provide a key ingredient of our classification results. We show that every function
ϕ : A → C on a continuous inverse algebra A which is multiplicative and polynomial of degree N is
a product of N algebra homomorphisms χj : A → C (Theorem 1.8). This will be crucial in Section 3
to deal with the Lie algebra su2(A). For unital commutative Banach algebras, this result is already
known ([NS11]), so the new point is its extension to locally convex algebras.
1.1 Tensor products of continuous inverse algebras
Definition 1.1. (a) A unital locally convex associative algebra (with continuous multiplication) A
over k ∈ {R,C} is called a continuous inverse algebra (cia for short) if its unit group A× is open
and the inversion map A× → A, a 7→ a−1 is continuous. We write ΓA := Hom(A,C) \ {0} for the
set of non-zero algebra homomorphisms; the characters of A.
If A has no unit, then we say that A is a cia if the unital algebra A+ := k⊕A with the product
(t, a)(s, b) := (ts, tb+ sa+ ab)
is a cia.
(b) An involutive cia is a complex cia A, endowed with an antilinear antiisomorphism a 7→ a∗.
This map is called the involution of A. Then AR := {a ∈ A : a∗ = a} is a real subspace of A which
is a real cia if A is commutative.
A character χ : A → C is said to be involutive if χ(a∗) = χ(a) holds for a ∈ A. We write Γ∗A for
the set of non-zero involutive characters of A. Note that, for any character χ, we obtain another
character χ∗(a) := χ(a∗), and that χ is involutive if and only if χ∗ = χ.
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Example 1.2. (a) For any compact smooth manifold X and k ∈ N0 ∪ {∞}, the algebra A :=
Ck(X,k) is a unital cia. Its characters are of the form χ(f) = f(x) for some x ∈ X (cf. [Wag11b,
Thm. 4.3.1(b)]).
(b) If X is non-compact, then Ck(X,k) is no longer a cia because spectra of elements of a cia
are compact. In this case the algebra A := Ckc (X,k) of compactly supported C
k-functions is a cia
(cf. [Gl02, Prop. 7.1]). Its characters are of the form χ(f) = f(x) for some x ∈ X (after extending
the character to the unital algebra A+, the arguments in the proof of [Wag11b, Thm. 4.3.1(b)]
carry over).
(c) For d ∈ N, let A := k[[X1, . . . , Xd]] denote the algebra of formal power series in the com-
muting variables X1, . . . , Xd. We endow A with the Fre´chet topology defined by the seminorms
pα(a) := |aα|, where a =
∑
α∈Nd
0
aαX
α.
Then A is a unital cia with unit group A× = {a : a0 6= 0} and the unique maximal ideal m =
(X1, . . . , Xd) is a hyperplane. Accordingly ΓA = {ε} with ε(a) = a0.
(d) Let K ⊂ Cn be a compact set. For each open neighborhood U of K, we denote by O∞(U)
the Banach algebra of bounded holomorphic functions on U , equipped with the supremum norm.
Let Oan(K) be the algebra of germs of holomorphic functions around K. Then Oan(K) is the
direct limit of the algebras O∞(U), where U runs over the open neighborhoods of K, and we equip
Oan(K) with the direct limit topology. This makes Oan(K) into a complete unital cia (cf. [Wae54]).
If K is a rationally convex subset of Cn (meaning that, for every x ∈ Cn \K, there is a polynomial
p such that p(x) /∈ p(K)), then every character is of the form χ(f) = f(x) for some x ∈ K, and
ΓOan(K) is homeomorphic to K (cf. [Bi07]).
(e) The algebra A := S(Rd,R) of Schwartz functions on Rd is a cia with ΓA ∼= Rd (all characters
are given by evaluations in points of Rd). This follows from the automatic continuity of characters
on cias, the density of C∞c (R
d,R), and (b).
(f) If σ : Γ×X → X is an action of the group Γ by diffeomorphisms on the compact manifold
X , then the subalgebra C∞(X,k)Γ of Γ-invariant functions is also a cia. More generally, if A is a
unital cia and Γ ⊆ Aut(A), then the subalgebra AΓ of Γ-fixed points is a cia. Here the main point
is to observe that AΓ ∩ A× ⊆ (AΓ)×.
Definition 1.3. (a) If E and F are locally convex spaces, then the projective topology on E ⊗F is
defined by the seminorms
(p⊗ q)(x) = inf
{ n∑
j=1
p(yj)q(zj) : x =
n∑
j=1
yj ⊗ zj
}
,
where p and q are continuous seminorms on E and F , respectively (cf. [Tr67, Prop. 43.4]). It has
the universal property that continuous bilinear maps E × F → G, G a locally convex space, are
in one-to-one correspondence with continuous linear maps E ⊗ F → G. One likewise defines the
projective topology for tensor products of finitely many factors.
(b) Now let A⊗̂N denote the completed projective N -fold tensor product of a commutative cia
A. It has the universal property that continuous linear maps A⊗̂N → E to a complete locally
convex space E are in one-to-one correspondence with continuous N -linear maps AN → E. From
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the universal property and the associativity of projective tensor products it easily follows that A⊗̂N
carries a natural unital commutative algebra structure, determined by
(a1 ⊗ · · · ⊗ aN )(b1 ⊗ · · · ⊗ bN) := a1b1 ⊗ · · · ⊗ aNbN for ai, bi ∈ A.
The symmetric group SN acts on A⊗̂N by permuting the tensor factors, i.e.
σ(a1 ⊗ · · · ⊗ aN ) := aσ−1(1) ⊗ · · · ⊗ aσ−1(N), σ ∈ SN , aj ∈ A.
The fixed point algebra S
N
(A) := (A⊗̂N )SN is also a unital commutative algebra which is a closed
subalgebra of A⊗̂N , hence complete. It is topologically generated by tensors of the form
a1 ∨ · · · ∨ aN :=
1
N !
∑
σ∈SN
aσ(1) ⊗ · · · ⊗ aσ(N),
and by polarization it is actually generated by the diagonal elements
a∨N = a ∨ · · · ∨ a = a⊗ · · · ⊗ a, a ∈ A.
We do not know if the (completed) tensor product of two cias is always a cia. The following
theorem shows that this is true for commutative ones.
Theorem 1.4. If A1 and A2 are commutative unital continuous inverse algebras, then their com-
pleted projective tensor product A1⊗̂A2 is also a continuous inverse algebra.
Proof. Let B := A1 ⊗ A2 denote the projective tensor product of A1 and A2. Then B is a unital
locally convex commutative algebra. The projective topology on B is defined by the seminorms
p ⊗ q, where p and q are continuous seminorms on A1 and A2, respectively (cf. Definition 1.3).
Suppose that p and q are submultiplicative. For x =
∑
j yj ⊗ zj and x
′ =
∑
j y
′
j ⊗ z
′
j we have
xx′ =
∑
j,k yjy
′
k ⊗ zjz
′
k. From∑
j,k
p(yjy
′
k)q(zjz
′
k) ≤
∑
j,k
p(yj)q(zj)p(y
′
k)q(z
′
k) =
∑
j
p(yj)q(zj)
∑
k
p(y′k)q(z
′
k)
we then derive that
(p⊗ q)(xx′) ≤ (p⊗ q)(x)(p ⊗ q)(x′),
i.e., that p⊗ q is submultiplicative.
According to Turpin’s Theorem ([Tu70]), commutative continuous inverse algebras have a defin-
ing family of submultiplicative seminorms, i.e., they are projective limits of commutative Banach
algebras. As we have seen above, this property is inherited by B. In particular, B embeds into a
topological product of Banach algebras, which implies that the inversion map B× → B is continuous.
It therefore remains to show that B× is a neighborhood of 1.
It is clear that ΓB := Hom(B,C) can be identified with the product set ΓA1 × ΓA2 . As subsets
of the dual space A′j , the set ΓAj is closed and equicontinuous. Indeed, let 1 + U be an open
neighborhood of 1 in A×, with U a circular neighborhood of 0. If u ∈ U , then 1+ γu is invertible
for all γ ∈ k with |γ| ≤ 1, and thus χ(1 + γu) 6= 0 for all χ ∈ ΓA. This implies that |χ(u)| < 1
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for all χ, which shows that ΓA is equicontinuous, hence weak-∗-compact (cf. [Tr67, Prop. 32.8]). In
particular, the Gelfand maps
Gj : Aj → C(ΓAj ), Gj(a)(χ) := â(χ) := χ(a)
are continuous homomorphisms satisfying ‖Gj(u)‖ < 1 for u ∈ U . We thus obtain on ΓB the
structure of a compact Hausdorff space, and the Gelfand map
G : B → C(ΓB), a1 ⊗ a2 7→ â1 ⊗ â2
for B is continuous by the universal property of the projective tensor product.
We claim that, for ‖G(b)‖ < 1, the Neumann series
∑∞
n=0 b
n converges in the completion B̂ of
B. Let r : B → R be a submultiplicative seminorm and write qr : B → Br for the map into the
corresponding Banach algebra Br, which is the completion of B/r−1(0) with respect to the norm
induced by r. Then ΓBr is a subset of ΓB, so that ‖G(b)‖ < 1 implies that Spec(qr(b)) (which is
the image of G(b) restricted to ΓBr) is contained in the open unit disc and therefore
∑∞
n=0 qr(b)
n
converges in Br. Since r was arbitrary, it follows that
∑∞
n=0 b
n converges in B̂, which can be
identified with a subset of the product space
∏
r Br.
We conclude that B̂ is a commutative unital algebra with an open unit group and continuous
inversion. This completes the proof.
Corollary 1.5. For any commutative unital continuous inverse algebra A, the completed projective
tensor powers A⊗̂N are continuous inverse algebras.
1.2 Multiplicative characters
We classify the holomorphic multiplicative characters of A. For this, we shall need the fol-
lowing proposition, which is a generalization of the corresponding assertion concerning Banach
algebras ([NS11]):
Proposition 1.6. If A is a complex commutative continuous inverse algebra and Γ ⊆ Aut(A) a
finite subgroup, then each character χ : AΓ → C extends to a character of A.
Proof. Let I ⊆ AΓ denote the kernel of χ. Then I is a proper ideal of AΓ, and [NS11, Lemma 3.1]
implies that AI is a proper ideal of A, hence contained in a maximal ideal M. Now A/M is a
complex division algebra and a cia ([Wag11, Lemma B.9]), so that [Are47] implies that A/M∼= C.
Therefore the quotient map A → A/M is a character extending χ.
Remark 1.7. (a) Unfortunately, the analog of Proposition 1.6 for involutive characters is false.
Here is the minimal example. Let D := C2 denote the 2-dimensional involutive algebra, where
the algebra structure is given by pointwise multiplication and (z1, z2)
∗ := (z2, z1). Then ΓD =
{χ1, χ2} is a 2-element set with χj(z) = zj and χ∗1 = χ2. In particular, the involutive algebra
D has no involutive characters. However, Γ := Aut(D, ∗) is the two-element group {id, τ} with
τ(z1, z2) = (z2, z1) and D
Γ = ∆C is the diagonal subalgebra, on which χ(z, z) := z defines an
involutive character.
(b) An involutive cia is called hermitian if, for each hermitian element a = a∗, the spectrum
σA(a) is contained in R, i.e., a + z1 is invertible for z 6∈ R. For a hermitian cia any character
χ : A → C is involutive because χ(a) ∈ R for a = a∗.
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(c) The algebra D is not hermitian because the element a = (i,−i) is hermitian with σD(a) =
{±i}. Note that χ(z) := z1z2 is a multiplicative character (D, ·) → (C, ·) satisfying χ(a∗) = χ(a)
for every a ∈ D.
Theorem 1.8. Let A be a commutative unital continuous inverse algebra. Then, for every contin-
uous polynomial multiplicative map ϕ : A → (C, ·) of degree N , there exist finitely many continuous
algebra homomorphisms χ1, . . . , χN : A → C such that ϕ = χ1 · · ·χN .
Proof. Write ϕ(a) = ψ(a ∨ · · · ∨ a) for a continuous linear map ψ : SN (A) → C. For the diagonal
generators of SN (A) (cf. Definition 1.3), we then have
ψ(a∨Nb∨N) = ψ((ab)∨N ) = ϕ(ab) = ϕ(a)ϕ(b) = ψ(a∨N )ψ(b∨N ).
From the linearity of ψ and its multiplicativity on a set of topological linear generators, it now
follows that ψ is an algebra homomorphism.
The continuity of ψ further implies that it extends to a continuous linear map on the completion
S
N
(A), which is the fixed point algebra for the canonical SN -action on the completion ofA
⊗N . From
Corollary 1.5 we know that this completion is a continuous inverse algebra, so that Proposition 1.6
shows that ψ extends to a continuous character χ : A⊗N → C. Then
ϕ(a) = χ(a⊗ · · · ⊗ a) =
n∏
i=1
χ(1⊗i−1 ⊗ a⊗ 1⊗n−i) = χ1(a) · · ·χN (a),
where χi : A → C is the character χi(a) := χ(1⊗i−1 ⊗ a ⊗ 1⊗n−i). Since every character of A is
automatically continuous (because A× is open), this proves the theorem.
Corollary 1.9. If A is a complex unital cia and ϕ : (A, ·)→ C holomorphic and multiplicative, then
there exist finitely many continuous algebra homomorphisms χj : A → C such that ϕ = χ1 · · ·χN .
Proof. Since ϕ is holomorphic, its restriction to the subalgebraC1 is holomorphic and multiplicative,
hence of the form ϕ(z1) = zn for some n ∈ N0. This implies that ϕ(za) = znϕ(a) for z ∈ C, a ∈ A.
Now ϕ has a Taylor expansion in homogeneous polynomials (cf. [Ne06]), and the only nonzero term
is the one of degree n. Hence the preceding theorem applies.
Example 1.10. If X is a compact manifold, then A = C∞(X) is a unital continuous inverse
algebra with spectrum ΓA = X (Example 1.2(b)). As the completed tensor powers are given by
A⊗̂n ∼= C∞(Xn) ([Ma02, Thm. 4]) and the Sn-action on this algebra is induced by the natural action
of Sn on X
n, the algebra Sn(A) consists of the smooth symmetric functions on Xn. In particular,
its spectrum is the quotient Xn/Sn, which can be identified with the set of n-element multisubsets
of X . As the simple example X = R already shows, this space is not a smooth manifold.
2 Irreducible ∗-representations of g⊗A
Let k be a compact semisimple Lie algebra and g := kC its complexification. In this section we
develop an analog of the classical Cartan–Weyl theory of highest weight representations for bounded
irreducible unitary representations of kA := k⊗R AR. Here and in the remainder of this section, A
is an involutive unital commutative continuous inverse algebra. Our main result is a classification
of the irreducible bounded unitary representations of kA as finite tensor products of evaluation
representations.
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2.1 Triangular decomposition
We write x 7→ x for the complex conjugation on g = kC and put x∗ := −x. We then have
k = {x ∈ g : x∗ = −x}. If t ⊆ k is maximal abelian, then h := tC is a Cartan subalgebra. Let ∆ ⊆ h∗
be the corresponding root system, so that we have the root decomposition
g = h⊕
⊕
α∈∆
gα.
Note that h = h and gα = g−α. We write αˇ ∈ h for the coroot associated to α ∈ ∆, i.e., the unique
element αˇ ∈ [gα, g−α] with α(αˇ) = 2. Fix a positive system ∆
+, and let Π = {α1, . . . , αr} denote
the corresponding simple roots.
Then g(A) := g⊗C A, equipped with Lie bracket
[x1 ⊗ a1, x2 ⊗ a2] := [x1, x2]⊗ a1a2
is a locally convex Lie algebra with respect to the natural tensor product topology, for which
g(A) ∼= Adim g as a topological vector space. The antilinear antiautomorphisms ∗ of g and A
combine to the antilinear antiautomorphism of g(A), defined by
(x⊗ a)∗ := x∗ ⊗ a∗.
The Lie algebra kA = k ⊗R AR is the corresponding real form; kA = {z ∈ g(A) : z∗ = −z}. We
define2
g± :=
∑
α∈∓∆+
(gα ⊗A) and g
0 := h⊗A
to obtain the triangular decomposition
g(A) = g+ ⊕ g0 ⊕ g−.
2.2 Inducible functionals
Bounded ∗-representations correspond to so-called inducible functionals. In this section, we will
classify the inducible functionals of g(A).
Definition 2.1. (a) For a real topological Lie algebra u, a bounded unitary representation is a pair
(π,H), where H is a complex Hilbert space and π : u → u(H) a continuous homomorphism of Lie
algebras.
(b) If (g, ∗) is a complex topological Lie algebra and x 7→ x∗ a continuous antilinear involutive
antiisomorphism, then a bounded ∗-representation of g is a pair (π,H), whereH is a complex Hilbert
space and π : g → B(H) = gl(H) a continuous homomorphism of Lie algebras with π(x∗) = π(x)∗
for x ∈ g. Then the restriction to the real form u := {x ∈ g : x∗ = −x} is a bounded unitary
representation. Conversely, the complex linear extension of every bounded unitary representation
of u to g is a bounded ∗-representation.
Proposition 2.2. Let (π,H) be a bounded ∗-representation of g(A). Then the following assertions
hold:
2 In view of the difference in sign conventions for holomorphic induction and highest weight representations, we
define g+ to be the span of the root spaces corresponding to negative roots.
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(i) E := Hg
−
= (π(g+)H)⊥ carries a ∗-representation ρ of the commutative subalgebra g0 = h⊗A.
(ii) E generates the g(A)-module H.
(iii) There exists an N ∈ N with π(g+)N = π(g−)N = {0}.
(iv) The restriction map R : π(g(A))′ → ρ(g0)′, B 7→ B|E is an isomorphism of von Neumann
algebras.
(v) (π,H) is irreducible if and only if dim E = 1.
Proof. (i) The relation (g+)∗ = g− implies that π(g+)∗ = π(g−), which leads to
Hg
−
= ker(π(g−)) = (π(g+)H)⊥.
Further, [g0, g−] ⊆ g− implies that this closed subspace is invariant under g0.
(ii) Since, for every g(A)-invariant subspace K ⊆ H, the orthogonal complement K⊥ is also
invariant, it suffices to show that any non-zero invariant subspace K intersects E non-trivially. This
amounts to showing that, if H is non-zero, then E is non-zero.
To this end, we integrate the representation of the finite-dimensional involutive Lie algebra
π : g → gl(H) to a holomorphic representation of the corresponding 1-connected group πG : G →
GL(H). Let t := k ∩ h. Then T := expG(t) is a torus, so that the boundedness of π implies that H
decomposes into finitely many h-weight spaces
H =
⊕
β∈h∗
Hβ .
From the relation gα(A)Hβ ⊆ Hβ+α and the finiteness of the decomposition of H, we derive the
existence of a minimal N ∈ N with π(g−)N = {0}. Then π(g−)N−1H is non-zero and contained
in E .
(iii) We have already seen that π(g−)N = {0}, so that (ii) follows from π(g+) = π(g−)∗.
(iv) Since π(g(A))′ commutes in particular with π(g−), it leaves the subspace E invariant, so
that R is well-defined. Since E generates the g(A)-module H, the map R is injective. To see that
it is surjective, it suffices to show that its range contains all projections of ρ(g0)′. Here we use
that each von Neumann algebra is generated by hermitian projections ([Dix96, Chap. 1, §1.2]) and
that images of von Neumann algebras under restriction maps are von Neumann algebras ([Dix96,
Chap. 1, §2.1, Prop. 1]). So let P = P ∗ = P 2 ∈ ρ(g0)′ be a hermitian projection and E0 := P (E)
be its range.
If we denote by U(g(A)) the universal enveloping algebra, then H0 := U(g(A))E0 is the closed
g(A)-invariant subspace generated by E0. From U(g(A)) = U(g+)U(g0)U(g−) we derive that
H0 ⊆ U(g+)E0 ⊆ E0 + π(g
+)H ⊆ E0 + E
⊥,
which implies that H0 ∩ E = E0. We conclude that the orthogonal projection P˜ : H → H0, which is
contained in π(g(A))′, satisfies P˜ |E = P . Therefore R is surjective.
(v) In view of Schur’s Lemma, (π,H) is irreducible if and only if π(g(A))′ = C1. According
to (iv), this is equivalent to the irreducibility of (ρ, E). As g0 is abelian, this is equivalent to
dim E = 1.
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Remark 2.3. (Disintegration of bounded representations) For every bounded ∗-representation
(π,H) of g(A), every irreducible representation of the C∗-algebra A := C∗(π(g(A))) generated
by π(g(A)) defines an irreducible bounded ∗-representations of g(A). This implies that π is a
direct integral of irreducible ones (cf. [Dix77] in the separable case and [He82] for inseparable
representations). We therefore understand the structure of bounded ∗-representations if we know
the irreducible representations.
Definition 2.4. We call an involutive linear functional λ : g0 → C inducible if there exists a
bounded ∗-representation (π,H) of g(A) with (ρ, E) ∼= (λ,C), i.e., if λ occurs as the g0-weight on E
for some irreducible bounded representation of g(A).
Lemma 2.5. If (π1,H1) and (π2,H2) are irreducible representations with g
0-weights λ1 and λ2 on
E, then π1 ∼= π2 if and only if λ1 = λ2.
Proof. Suppose that λ1 = λ2 = λ. Consider the direct sum representation π := π1 ⊕ π2 on
H := H1 ⊕H2. Then E = E1⊕E2 is 2-dimensional with ρ(x)(v, w) = (λ(x)v, λ(x)w). In particular,
we obtain ρ(g0)′ ∼= M2(C) for the commutant. We conclude that π(g(A))′ ∼= M2(C) (Proposi-
tion 2.2(iv)). If the representations π1 and π2 were not equivalent, then we would have obtained
π(g(A))′ ∼= C2 by Schur’s Lemma. This shows that π1 ∼= π2. Conversely, suppose that π1 ≃ π2.
Then the intertwiner U : H1 → H2 restricts to an intertwiner U |E1 : E1 → E2 of the one-dimensional
representations ρ1 and ρ2, so that λ1 = λ2.
Definition 2.6. In view of the preceding lemma, we write (πλ,Hλ) for the unique irreducible
representation with (ρ, E) ∼= (λ,C). We call λ the highest weight of πλ.
Lemma 2.7. If λ and µ are inducible, then so is their sum λ+ µ.
Proof. We consider the ∗-representation (π,H) with
H := Hλ ⊗Hµ and π := πλ ⊗ 1+ 1⊗ πµ.
Then F := Eλ ⊗ Eµ ⊆ E is a one-dimensional subspace on which g0 acts by the weight λ+ µ. Since
H0 := U(g(A))F ⊆ H is a g(A)-submodule with F = (H0)g
−
(Proposition 2.2(iv)), it carries an
irreducible representation with highest weight λ+ µ.
Definition 2.8. Let A be a commutative involutive cia and χ : A → C an involutive character.
Then evχ := id⊗χ : g(A) → g(C) ∼= g is an involutive algebra homomorphism. If (ρ,H) is a ∗-
representation of g with highest weight λ, then the representation πχ,ρ := ρ ◦ evχ of g(A) on H is
called an irreducible evaluation representation. This is an irreducible ∗-representation with highest
weight λ⊗ χ.
The proof of the following theorem builds on the main result of Section 3 (Theorem 3.4) which
deals with the special case g = sl2(C).
Theorem 2.9. All functionals of the form λ ⊗ χ, where χ ∈ Γ∗A is an involutive character and
λ ∈ h∗ is dominant integral, i.e., λ(αˇ) ∈ N0 for α ∈ Π, are inducible. Conversely, any inducible
functional is such a finite sum.
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Proof. The definition of the evaluation representations shows that any functional of the form λ⊗χ,
χ ∈ Γ∗A and λ ∈ h
∗ dominant integral, is inducible. Further, Lemma 2.7 implies that any sum of
such functionals is inducible.
We now show that any inducible functional is of this form. Suppose that λ is inducible and that
(π,H) := (πλ,Hλ) is the corresponding representation of g(A). Let α ∈ ∆ and
gα(A) := gα(A) + g−α(A) + αˇ⊗A ∼= sl2(A).
Then E is annihilated by gα(A) and generates a gα(A)-subrepresentation (πα,Hα). Then
U(gα(A))E = U(g−α(A))E ⊆ E + πα(g−α(A))Hα
implies that
Eα := H
gα(A)
α = (πα(g−α(A))Hα)
⊥ = E
is one-dimensional, so that (πα,Hα) is irreducible with Eα = E . Therefore λ|αˇ⊗A is inducible.
The main result of Section 3 (Theorem 3.4) asserts that there exist finitely many pairwise different
involutive characters χ1, . . . , χN ∈ ΓA and mj ∈ N0 with
λ(αˇ ⊗ a) =
N∑
j=1
mjχj(a) for a ∈ A.
Recall that Π = {α1, . . . , αr} is the set of simple roots. Then αˇ1, . . . , αˇr is a basis of h, and we
obtain finitely many pairwise different involutive characters χj ∈ ΓA and mij ∈ N0 with
λ(αˇi ⊗ a) =
∑
j
mijχj(a) for a ∈ A.
Define λj ∈ h∗ by λj(αˇi) = mij and note that λj is dominant integral. We now have for each i
λ(αˇi ⊗ a) =
∑
j
(λj ⊗ χj)(αˇi ⊗ a) for a ∈ A,
so that λ =
∑
j λj ⊗ χj .
2.3 Bounded ∗-representations
The classification of inducible functionals now yields the irreducible ∗-representations of g(A).
Lemma 2.10. If χ1, . . . , χN : A → C are mutually different characters of the complex algebra A,
then the homomorphism
χ : A → CN , χ(a) := (χ1(a), . . . , χN (a))
is surjective.
Proof. This follows immediately from the fact that characters are linearly independent.
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Theorem 2.11. Every bounded irreducible ∗-representation (π,H) of g(A) is unitarily equivalent
to a finite tensor product of irreducible evaluation representations; there exists a finite set x ⊆ ΓA
of involutive characters, and for each χ ∈ x an irreducible ∗-representation ρχ of g, such that
π ≃ πx,ρ :=
⊗
χ∈x ρχ ◦ evχ. Conversely, all such representations are irreducible, and πx,ρ ≃ πx′,ρ′
if and only if x = x′ and ρχ ≃ ρ
′
χ for all χ ∈ x.
Proof. In view of Theorem 2.9, we can write the highest weight λ : h ⊗ A → C of (π,H) in the
form λ =
∑
χ∈x λχ ⊗χ, where the λχ are dominant weights and x ⊆ ΓA is a finite set of involutive
characters of A. Then
evx : g(A)→ g
x, ev(x⊗ a)(χ) = χ(a)x
is a surjective homomorphism of Lie algebras (Lemma 2.10) through which all the evaluation rep-
resentations πχ,ρχ factor, where ρχ is the representation with highest weight λχ. This implies that
the tensor product πx,ρ =
⊗
χ∈x ρχ◦evχ defines an irreducible representation of g(A), which clearly
has highest weight λ.
Conversely, suppose that πx,ρ ≃ πx′,ρ′ . Then kerχ′ ⊃
⋂
χ∈x kerχ for all χ
′ ∈ x′, so that χ′ ∈ x
by Lemma 2.10. Similarly, we have χ ∈ x′ for all χ ∈ x, whence x′ = x. It then follows from
Lemma 2.5 and the surjectivity of evx that πχ ≃ π
′
χ for all χ ∈ x.
Specializing to A = C∞(X,C) if X is a compact manifold (Example 1.2(a)) and to A =
C∞c (X,C)+ if X is a non-compact manifold (Example 1.2(b)), we notice that ΓA ≃ X , so that we
obtain:
Corollary 2.12. Let X be a smooth manifold. Then every bounded irreducible ∗-representation
(π,H) of the Fre´chet–Lie algebra C∞(X, k) (if X is compact) or C∞c (X, k)⋊ k ∼= k⊗R C
∞
c (X,R)+
(if X is non-compact) is a finite tensor product π ∼=
⊗
x∈x ρx ◦ evx of irreducible evaluation rep-
resentations for some finite subset x ⊆ X and irreducible ∗-representations ρx of g. Conversely,
all such representations are irreducible, and πx,ρ ≃ πx′,ρ′ if and only if x = x′ and ρx ≃ ρ′x for
all x ∈ x.
2.4 Translation to the group context
Theorem 2.11 classifies the bounded irreducible ∗-representations of g(A). We now discuss how
these results lift to the group level, providing a complete classification of the bounded unitary
representations of the 1-connected Lie group KA with Lie algebra k ⊗R AR. Here and throughout
this section, A will be a a unital commutative involutive cia and k a compact semisimple Lie algebra.
2.4.1 Matrix groups over cias
We start by introducing some Lie groups related to A.
Definition 2.13. (a) Since A is commutative, tr : gln(A) → A, (xij) 7→
∑n
j=1 xjj is a homomor-
phism of Lie algebras, so that
sln(A) := {x ∈ gln(A) : trx = 0}
is a closed ideal which is the Lie algebra of the Lie subgroup
SLn(A) := ker(det),
15
where det: GLn(A) → A× is the natural determinant homomorphism (cf. [Ne06, Prop. IV.3.4]).
We write S˜Ln(A) for the unique 1-connected locally exponential Lie group with Lie algebra sln(A),
which is the simply connected covering of the identity component SLn(A)0.
(b) If A is involutive, then the involution extends to all matrix algebras Mn(A) by
(xij)
∗ := (x∗ji).
We have corresponding unitary groups and their Lie algebras
Un(A) := {g ∈ GLn(A) : g
∗ = g−1} and un(A) := {x ∈ gln(A) : x
∗ = −x}.
The closed subalgebra sun(A) := un(A) ∩ sln(A) is the Lie algebra of the Lie subgroup
SUn(A) := Un(A) ∩ SLn(A).
Hence it is the Lie algebra of a unique 1-connected Lie group, denoted S˜Un(A).
Remark 2.14. (a) Let K be a 1-connected compact Lie group and G := KC its universal com-
plexification. We write k ⊆ g = kC for their Lie algebras. Then kA = k ⊗R AR is a real form
of the complex Lie algebra g(A) = g ⊗C A. Let KA, resp., G(A) be corresponding 1-connected
locally exponential Lie groups. Then the canonical morphism η : KA → G(A) for which L(η) is
the inclusion k ⊗R AR →֒ g⊗C A has the following universal property. For each smooth morphism
α : KA → H , where H is a complex Lie group with exponential function, there exists a unique
holomorphic morphism αC : G(A) → H with αC ◦ η = α. To verify this claim, we simply have to
integrate the complex linear extension L(α)C : g ⊗ A → L(H) to a group homomorphism ([Ne06,
Thm. 4.1.19]).
(b) For k = sun(C) and g = sln(C) we have KA = S˜Un(A) and G(A) = S˜Ln(A).
2.4.2 Bounded unitary representations
We now discuss the translation from Lie algebra to Lie group representations.
Definition 2.15. Let G be a complex locally exponential Lie group endowed with an antiholo-
morphic antiautomorphism g 7→ g∗. A holomorphic ∗-representation of G is a pair (π,H), where
H is a complex Hilbert space and π : G → GL(H) is a holomorphic homomorphism satisfying
π(g∗) = π(g)∗ for g ∈ G. Then dπ : g → B(H) is a bounded ∗-representation of g in the sense of
Definition 2.1.
With Remark 2.14 we immediately obtain the following generalization of Weyl’s correspondence
between unitary representations of KA and holomorphic representations of G(A):
Proposition 2.16. Let A be a commutative involutive cia, g a semisimple complex Lie algebra with
compact real form k, G(A) a 1-connected Lie group with Lie algebra g⊗CA, and KA a 1-connected
Lie group with Lie algebra k⊗R AR.
If (πC,H) is a holomorphic ∗-representation of G(A), then π := πC ◦ η is a bounded uni-
tary representation of KA. We thus obtain a one-to-one correspondence between holomorphic ∗-
representations πC of G(A) and bounded unitary representations π of KA.
The commutants π(KA)
′ and πC(G(A))
′ coincide, so that π is irreducible if and only if πC has
this property.
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Combining Theorem 2.11 with the preceding proposition, we obtain:
Theorem 2.17. Let A be a commutative involutive cia. Then every bounded irreducible unitary
representation (π,H) of KA is a finite tensor product of evaluation representations corresponding
to irreducible representations of K. In particular, H is finite-dimensional.
Remark 2.18. LetK be a compact Lie group with Lie algebra k. Then Tychonov’s Theorem implies
that the product group KX of all maps X → K is a compact group. Any irreducible continuous
unitary representation (π,H) of KX is finite-dimensional and factors through a projection to some
quotient Lie group Kx, where x ⊆ X is a finite subset. Hence there exist irreducible unitary
representations (ρx, Vx), labeled by x ∈ x, such that π(g) = ⊗x∈xρx(gx).
It now follows from Corollary 2.12 that every irreducible bounded unitary representation of
the connected Lie group C∞(X,K)0, where X is a compact manifold, extends to a continuous
representation of the compact group KX . This observation may be of some interest in the context
of Loop Quantum Gravity where one works with compactified gauge groups of the form KX (cf.
[Th08]). As we shall see in Section 4 below, this picture changes for the group C∞c (X,K) when
X is a non-compact manifold. In this case there exist bounded irreducible unitary representations
that do not extend to the compact group KX . However, it turns out that they all factor through
representations of groups of the type K(x) with x ⊂ X a locally finite subset.
3 Irreducible ∗-representations of sl2(A)
In this section we apply Theorem 1.8 on multiplicative characters to obtain a classification of the
inducible functionals of sl2(A), where A is a unital involutive commutative cia. We have already
seen how this was used in Theorem 2.9 to obtain the corresponding result for tensor products
g(A) = kC ⊗ A, where k is a compact Lie algebra and g = kC. Theorem 2.9 in turn led to the
characterization of bounded irreducible ∗-representations in Theorem 2.11.
Throughout this section, A will be a unital commutative involutive cia.
3.1 The group S˜L2(A)
We use the standard notation for the basis elements of sl2(C):
h :=
(
1 0
0 −1
)
, e :=
(
0 1
0 0
)
and f :=
(
0 0
1 0
)
satisfying the relations [h, e] = 2e, [h, f ] = −2f and [e, f ] = h. In the notation of Section 2, we
have g = g+ ⊕ g0 ⊕ g− with3
g = sl2(C), g
0 = Ah, g− = Ae and g+ = Af.
Using Gauss decomposition, we see that the identity component SL2(A)0 of the Lie group
SL2(A) is generated by matrices of the form(
1 a
0 1
)
,
(
1 0
b 1
)
, a, b ∈ A .
3Recall that g+ is the span of the negative roots, cf. the footnote 2.
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Indeed, this follows from(
a b
c d
)
∈ eAf∆(a)eAe for ∆(a) :=
(
a 0
0 a−1
)
and a ∈ A×
and
∆(a) =
(
a 0
0 a−1
)
=
(
1 0
a−1 − 1 1
)(
1 1
0 1
)(
1 0
a− 1 1
)(
1 −a−1
0 1
)
for a ∈ A×. (1)
We write q : S˜L2(A)→ SL2(A)0 for the universal covering homomorphism with L(q) = idsl2(A) and
e12 : (A,+)→ S˜L2(A) for the unique continuous homomorphism satisfying
q(e12(x)) =
(
1 x
0 1
)
for x ∈ A.
We likewise define e21 : A → S˜L2(A). For a ∈ A×, we define ∆˜(a) ∈ S˜L2(A) by
∆˜(a) := e21(a
−1 − 1)e12(1)e21(a− 1)e12(−a
−1) (2)
and observe that ∆˜(1) = 1. In view of (1), we have q ◦ ∆˜ = ∆ on A×.
This means that the restriction ∆˜: A×0 → S˜L2(A) to the identity component A
×
0 is the unique
continuous lift of the homomorphism ∆: A×0 → SL2(A)0 to the simply connected covering group
S˜L2(A), hence in particular a morphism of Lie groups (cf. [GN13]). This in turn implies that
∆˜(ea) = exp
S˜L2(A)
(ah) for a ∈ A, (3)
where ex =
∑∞
n=0
xn
n! is the exponential function of the Lie group A
× and exp
S˜L2(A)
is the expo-
nential function of the Lie group S˜L2(A).
3.2 Inducible functionals on sl2(A)
Let (π,H) be a bounded irreducible ∗-representation of sl2(A). We consider the closed subspace
E := Hg
−
= HAe = ker(π(Ae))
and recall from Proposition 2.2 that the representation (ρ, E) of g0 = Ah is one-dimensional, hence
can be written as ρ(ah) = λ(a)1 for some λ ∈ A′. In this subsection we shall determine which
linear functionals arise from this construction.
To simplify notation, we now put
G := S˜L2(A) and G
0 := ZG(h) .
In order to determine which λ ∈ A′ have the above property, we need to go to the level of Lie
groups, i.e. we need the holomorphic ∗-representation πG : S˜L2(A) → GL(H) with dπG = π (cf.
Remark 2.14).
Let P ∈ B(H) denote the orthogonal projection to E . Then
ϕ : G→ B(E), ϕ(g) := PπG(g)P
is a holomorphic function. Observe that the homomorphism ∆˜: A×0 → G defines an isomorphism
∆˜: A×0 → (G
0)0 of locally exponential complex Lie groups.
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Lemma 3.1. With G, ϕ and ρ as above, we have:
(i) ϕ(g−gg+) = ϕ(g) for g ∈ G, g+ ∈ e12(A), g− ∈ e21(A).
(ii) ρG = ϕ|G0 : G
0 → GL(E) is a representation with dρG = ρ.
(iii) ϕ(∆˜(ex)) = ρG(exp(xh)) for x ∈ A.
(iv) The group homomorphism ρG ◦ ∆˜ : A
×
0 → GL(E) extends to a polynomial function F : A →
B(E).
Proof. We prove the above point by point.
(i) By definition, the elements of E are fixed by e12(A), so that ϕ(gg+) = ϕ(g) for g ∈ G and
g+ ∈ e12(A). From ϕ(g)∗ = ϕ(g∗) and e12(A)∗ = e21(A), we now have (i).
(ii) As πG(G
0) normalizes g−, it preserves E , and this proves (ii).
(iii) follows from (ii) and (3).
(iv) From (i) and the definition of ∆˜, we derive
ϕ(∆˜(a)) = ϕ(e12(1)e21(a− 1)) = PπG(e12(1)e21(a− 1))P = Pe
π(e)eπ((a−1)f)P.
That this function is polynomial in a follows from the existence of a natural number N ∈ N
with π(Af)N = {0} (Proposition 2.2(iii)).
Proposition 3.2. For sl2(A), any inducible functional λ : A → C is a finite sum of characters.
Any finite sum of involutive characters is inducible.
Proof. Since F is a polynomial map to B(E) ∼= C and F (ab) = F (a)F (b) holds for a, b ∈ A×0 = e
A,
analytic continuation implies that F (ab) = F (a)F (b) for a, b ∈ A. On the other hand, F (ex) = eλ(x)
for x ∈ A. Now Corollary 1.9 implies the existence of χ1, . . . , χN ∈ ΓA with F =
∏N
j=1 χj .
Differentiating in 1, we obtain
λ = χ1 + . . .+ χN .
For the converse, we only have to show that any involutive character χ is inducible (cf. Lemma 2.7).
This follows from the fact that evχ : sl2(A) → sl2(C) ⊆ gl2(C) is a 2-dimensional ∗-representation
with highest weight λ = χ.
Remark 3.3. Every inducible character is involutive. Indeed, suppose that χ : A → C is a non-
involutive character. The pair (χ, χ∗) then defines a surjective homomorphism
ev : sl2(A)→ sl2(D) ∼= sl2(C)⊕ sl2(C),
where the involution on D = C2 is given by (z1, z2)
∗ = (z2, z1) (cf. Remark 1.7 and Lemma 2.10).
Then sl2(D) ∼= sl2(C)2, but the corresponding real form is
su2(D) = su2(C)⊗R DR = (su2(C)⊗ (1, 1))⊕ (su2(C)⊗ (i,−i)) = {(z,−z
∗) : z ∈ sl2(C)}.
As a real Lie algebra, we thus obtain su2(D) ∼= sl2(C), which is a simple real Lie algebra with no
non-zero bounded unitary representation. This means that χ is not inducible.
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The following theorem closes the gap in the characterization of inducible functionals in Propo-
sition 3.2.
Theorem 3.4. For sl2(A), any inducible functional λ : A → C is a finite sum of involutive algebra
characters. Conversely, any such sum is inducible.
Proof. In view of Proposition 3.2, it only remains to show that, if a functional λ is inducible and a
finite sum of characters, then it can be written as a finite sum of involutive characters.
Let (πλ,Hλ) be the irreducible ∗-representation of sl2(A) with highest weight λ and unit highest
weight vector vλ spanning Eλ. According to Proposition 3.2, we then have
λ = χ1 + · · ·+ χN with χj ∈ ΓA .
We rewrite
λ = m1χ1 + · · ·+mkχk, χj ∈ ΓA,mj ∈ N0,
where the χj are pairwise different, hence linearly independent in the dual space A′. Since λ = λ∗,
the relation
m1χ1 + · · ·+mkχk = m1χ
∗
1 + · · ·+mkχ
∗
k
implies the existence of an involution σ ∈ Sk with χ∗j = χσ(j) for j = 1, . . . , k. If σ(j) = j, then χj
is involutive; if σ(j) 6= j, then χ∗j = χσ(j). It follows in particular that mj = mσ(j). We may thus
write
λ =
ℓ∑
j=1
ajηj +
n∑
j=1
bj(γj + γ
∗
j ), aj, bj ∈ N0,
where the ηj are involutive and γj 6= γ∗j . This shows in particular that the ideal
I :=
N⋂
j=1
kerχj =
⋂
i
ker ηi ∩
⋂
j
(ker γj ∩ ker γ
∗
j ) (4)
is ∗-invariant. Since e⊗I ⊆ g−, the Lie algebra e⊗I + h⊗I annihilates vλ. This implies that the
linear functional α(X) := 〈πλ(X)vλ, vλ〉 satisfies sl2(I) ⊆ kerα. Next we observe that, for a ∈ I,
‖πλ(f ⊗ a)vλ‖
2 = 〈πλ(f ⊗ a)
∗πλ(f ⊗ a)vλ, vλ〉 = 〈πλ([(f ⊗ a)
∗, f ⊗ a])vλ, vλ〉 ∈ α(sl2(I)) = {0},
whence vλ ∈ H
sl2(I)
λ . Since sl2(I) E sl2(A) is an ideal, the subspace H
sl2(I)
λ is invariant under
sl2(A). As it contains the cyclic vector vλ, it follows that sl2(I) ⊆ kerπλ (cf. [Ne00, Lemma IX.1.3]
for similar arguments). Therefore the representation πλ factors through a representation πλ of the
involutive quotient algebra sl2(A/I). We now have to understand the structure of this algebra.
With (4) and Lemma 2.10, we see that codim I = ℓ + 2n. Accordingly, A/I is isomorphic to
the algebra Cℓ ⊕ Dn with the involution
(x1, . . . , xℓ, y1, . . . , yn, z1, . . . , zn)
∗ = (x1, . . . , xℓ, z1, . . . , zn, y1, . . . , yn).
We thus obtain
su2(A/I) ∼= su2(C)
ℓ ⊕ sl2(C)
n
(cf. Remark 3.3). Since sl2(C) has no non-zero bounded ∗-representations, πλ is trivial on the
corresponding factors, and this in turn implies that n = 0.
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4 Lie algebras of smooth sections
Building on Corollary 2.12, we now extend our classification results to Lie algebras of smooth
sections of Lie algebra bundles K → X , where the typical fiber k of K is compact semisimple, and
X is a σ-compact smooth manifold with compact boundary ∂X . This includes in particular the
Fre´chet–Lie algebras gau(P ) of infinitesimal gauge transformations of principal bundles P → X
with compact semisimple structure group K.
4.1 Lie algebra bundles
Let q : K → X be a smooth Lie algebra bundle over X whose typical fiber k is a finite-dimensional
Lie algebra. Let Γ(K) denote the space of sections s : X → K that are smooth on the interior
X◦, and whose derivatives extend continuously to the boundary. We endow Γ(K) with the smooth
compact open topology obtained from the embedding
Γ(K) →֒
∏
n∈N0
C(T nX,T nK), s 7→ (T ns)n∈N0 ,
and the compact open topology on the spaces C(T nX,T nK). This turns Γ(K) into a Fre´chet–Lie
algebra with respect to the pointwise bracket
[s1, s2](x) := [s1(x), s2(x)]
(cf. [Ne06, Thm. II.2.7]).
We write X =
⋃
n∈NXn, where Xn is a compact submanifold with boundary, X =
⋃
nXn
and Xn ⊆ X0n+1 for n ∈ N. (This is possible because we required ∂X to be compact.) We also
put Kn := K|Xn and observe that the restriction map rn : Γ(K) → Γ(Kn) is surjective for every n
(cf. [Wo06]). Therefore the embedding
Γ(K)→ lim
←−
Γ(Kn)
is a continuous bijective linear map between Fre´chet spaces, hence a topological isomorphism by
the Open Mapping Theorem (cf. [Ru91]).
The space Γc(K) of compactly supported smooth functions is the union of the closed ideals
Γ(K)Xn := {s ∈ Γ(K) : supp(s) ⊆ Xn} E Γ(K)
which are Fre´chet spaces. We endow Γc(K) ∼= lim
−→
Γ(K)Xn with the corresponding locally convex
direct limit topology which turns it into an LF-Lie algebra, i.e., an LF-space with a continuous Lie
bracket ([Gl04, Cor. F.24, Rem. F.28]).
The following proposition reduces the problem of describing the bounded unitary representations
of Γ(K) to the case where X is a compact manifold with boundary.
Proposition 4.1. For every bounded unitary representation (π,H) of the Fre´chet–Lie algebra Γ(K),
there exists a compact submanifold Y ⊆ X with boundary and a bounded unitary representation
(π,H) of Γ(K|Y ) such that π(s) = π(s|Y ) for every s ∈ Γ(K).
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Proof. Since Γ(K) is the projective limit of the Fre´chet spaces Γ(Kn), there exists an n ∈ N and a
continuous seminorm p on Γ(Kn) such that
‖π(s)‖ ≤ p(s|Xn) for s ∈ Γ(K).
This implies that π vanishes on the kernel of the restriction map rn, and since rn is a quotient map,
the assertion follows with Y = Xn.
Remark 4.2. Suppose that k is compact. Let k = z(k) ⊕ [k, k] denote the decomposition of k into
center and the semisimple commutator algebra. Since this decomposition is invariant under the
full automorphism group Aut(k), it induces a direct sum decomposition K ∼= Z(K) ⊕ [K,K] of Lie
algebra bundles, which in turn leads to
Γ(K) ∼= Γ(Z(K)) ⊕ Γ([K,K]).
If (π,H) is a bounded factor representation of Γ(K), then π(Γ(Z(K))) ⊆ Z(π(Γ(K))′′) = C1.
Therefore the representation π is a tensor product of a one-dimensional unitary representation of
the abelian Lie algebra Γ(Z(K)) and a factor representation of Γ([K,K]). Since every continuous
linear map λ : Γ(Z(K))→ iR defines a one-dimensional unitary representation, the classification of
bounded factor representations of Γ(K) reduces to the corresponding problem for Γ([K,K]).
Example 4.3. (a) Typically, Lie algebra bundles arise as K := Ad(P ) for a smooth K-principal
bundle q : P → X , where K is a Lie group with Lie algebra k. The adjoint bundle Ad(P ) :=
P ×Ad k→ X is the orbit space of the action K y P × k defined by k · (p, x) := (pk−1,Ad(k)x).
The group of vertical bundle automorphisms of P is called the gauge group Gau(P ). It is a
locally convex Lie group if M is compact. Each gauge transformation g ∈ Gau(P ) is of the form
g(p) = pg˜(p) with g˜ ∈ C∞(P,K)K , i.e. g˜(pk) = k−1g˜(p)k for all p ∈ P, k ∈ K. The map g 7→ g˜ is
an isomorphism of locally exponential Lie groups Gau(P ) → C∞(P,K)K . Accordingly, we obtain
an isomorphism of Lie algebras
gau(P ) = Γ(Ad(P ))→ C∞(P, k)K := {f ∈ C∞(P, k) : (∀p ∈ P, k ∈ K) f(pk) = Ad(k)−1f(p)}.
(b) If ρ : K → U(V ) is a continuous finite-dimensional unitary representation of K, then we
obtain an associated vector bundle V := P ×ρ V as the orbit space of the action K y P ×V defined
by k · (p, v) := (pk−1, ρ(k)v). As in the case of the adjoint bundle, one identifies sections s ∈ Γ(V)
with equivariant functions s˜ ∈ C∞(P, V )K .
The gauge group Gau(P ) acts on V by bundle automorphisms via
g · [p, v] := [g(p), v] = [pg˜(p), v] = [p, ρ(g˜(p))v].
For any Radon measure µ on X , we obtain on the space Γ(V) of smooth sections of V a scalar
product by
〈s, t〉 :=
∫
X
〈s(x), t(x)〉 dµ(x).
On the Hilbert completion Γ2(V, µ) of Γ(V), this yields a unitary representation of Gau(P ) by
(g · s)(x) := g · s(x). If s is identified with s˜ ∈ C∞(P, V )K , this reads (g.s˜)(p) = ρ(g˜(p))s˜(p).
If X is compact, then this representation Gau(P ) → U(Γ2(V, µ)) is norm continuous, and the
corresponding derived representation
(ξ.s˜)(p) = dρ(ξ(p))s˜(p)
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is a bounded unitary representation of gau(P ).
Since the commutant of this representation always contains the multiplications with elements of
L∞(X,µ), it is irreducible if and only if V is irreducible, and µ is non-zero and supported in a single
point x0 ∈ X . Fix p0 ∈ P with q(p0) = x0. Then Γ2(V, µ)→ V, s 7→ s˜(p0) is a unitary equivalence
intertwining the representation of Gau(P ) on Γ2(V, µ) with the evaluation representation on V by
πp0 (g) := ρ(g˜(p0)).
4.2 Local structure of irreducible bounded representations
We proceed with the classification of irreducible bounded unitary representations in terms of evalu-
ation representations. We aim to prove that they are tensor products of evaluation representations.
In order to do this, we investigate the local structure of bounded unitary representations.
Definition 4.4. Let x ∈ X and let (ρ, V ) be a bounded representation of Kx ∼= k. Then π(s) :=
ρ(s(x)) defines a bounded unitary representation of Γ(K). We call these representations evaluation
representations. Note that π is irreducible if and only if ρ is.
Remark 4.5. In view of the paracompactness of X , there exists a locally finite open covering
(Uj)j∈J by relatively compact subsets Uj ⊆ X for which K is trivial on an open neighborhood
of Uj . Then the space Γc(K|Uj ) of sections of K with support contained in Uj is isomorphic to
C∞c (Uj , k) and a partition of unitary argument shows that
Γc(K) =
∑
j∈J
Γc(K|Uj ),
where the Γc(K|Uj ) are ideals isomorphic to C
∞
c (Uj , k).
Lemma 4.6. If k is perfect, i.e. k = [k, k], then also Γc(K) is perfect.
Proof. Since Γc(K) is a sum of subalgebras of the form C
∞
c (X, k) (Remark 4.5), it suffices to show
that C∞c (X, k) ≃ C
∞
c (X,R)⊗R k is perfect for every smooth manifold X . Since k is perfect, every
x ∈ k can be written as x =
∑k
j=1[yj , zj] with yj , zj ∈ k. For f ∈ C
∞
c (X,R), we choose a function
χ ∈ C∞c (X,R) with χ|supp(f) = 1. Then
k∑
j=1
[yj ⊗ χ, zj ⊗ f ] =
k∑
j=1
[yj , zj ]⊗ χf = x⊗ f
shows that C∞c (X, k) is perfect.
Note that the above lemma applies in particular to compact semisimple Lie algebras k, which are
automatically perfect.
Lemma 4.7. Let (ρ,H) be a finite tensor product of irreducible evaluation representations at differ-
ent points for an ideal Γc(K|U ) (U ⊆ X open) of Γc(K). Then (ρ,H) extends uniquely to a bounded
unitary representation (ρ,H) of Γc(K) on the same space. It is again a finite tensor product of
irreducible evaluation representations at different points
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Proof. Since ρ is a finite tensor product of evaluation representations, the existence of the extension
follows from the obvious extensions of evaluation representations.
To see that the extension is unique, note that a finite tensor product of irreducible evaluation
representations is itself irreducible, provided that one evaluates at different points x of X . Now
suppose that ρ˜ and ρ are two extensions of ρ. Then, for each x ∈ Γc(K), the operator ρ˜(x) − ρ(x)
commutes with ρ(Γc(K|Uj )), so that Schur’s Lemma implies that it is of the form α(x)1 for some
α(x) ∈ iR. Then α : Γc(K)→ R is a one-dimensional representation, hence vanishes on all brackets.
As Γc(K) is perfect by Lemma 4.6, α = 0, and therefore ρ˜ = ρ.
Lemma 4.8. Let g be a Lie algebra and n E g be an ideal. Suppose that π : g→ u(H) is a unitary
factor representation. Then
(i) π|n is a factor representation.
(ii) If π|n is a type I representation, i.e., a multiple of an irreducible representation (ρ, V ), and
if ρ extends to a bounded irreducible representation (π2,H) of g, then there exists a bounded
representation (π1,H1) of g such that π ∼= π1 ⊗ π2 and n ⊆ kerπ1. Then π1 is a factor
representation which is irreducible if and only if π is irreducible.
Proof. (i) LetM := π(n)′′ ⊆ B(H) denote the bicommutant of π(n). The fact that n E g is an ideal
implies that M is invariant under ad(π(g)), so that we obtain for each x ∈ g a derivation ad(π(x))
of M. Since every derivation of a von Neumann algebra is inner ([Ta03, Thm. XI.3.5]), ad(π(g))
annihilates the center of M, so that Z(M) ⊆ π(g)′. On the other hand Z(M) ⊆ M ⊆ π(g)′′, so
that Z(M) ⊆ Z(π(g)′′) = C1 since π(g)′′ is a factor. We conclude that M is also a factor.
(ii) IfM is of type I, there exists an irreducible bounded unitary representation (ρ,H2) of n and
a Hilbert space H1 (the multiplicity space) such that H ∼= H1⊗̂H2 and π|n = 1H1 ⊗ ρ. Extending
the irreducible representation ρ to a representation π2 of g on H2, we obtain the representation
π˜2 := 1⊗ π2 of g on H = H1⊗̂H2 which coincides on n with π. For each x ∈ g, the operator
π˜1(x) := π(x) − π˜2(x)
commutes with π(n) with generates the von Neumann algebra M∼= 1⊗B(H2). Therefore
π˜1(x) = π1(x)⊗ 1 ∈ B(H1)⊗ 1H2 for some π1(x) ∈ B(H1),
which implies in particular that π˜1(x) commutes with π˜2(g). This leads to
π(x) = π1(x)⊗ 1+ 1⊗ π2(x),
i.e., π ∼= π1 ⊗ π2. Now
π(g)′ ⊆ π(n)′ = (1⊗M)′ = B(H1)⊗ 1
leads to
π(g)′ = π(g)′ ∩ (B(H1)⊗ 1) = π1(g)
′ ⊗ 1 ∼= π1(g)
′,
and further to
π(g)′′ = π1(g)
′′ ⊗B(H2).
We conclude that
C1 = Z(π(g)′′) = Z(π1(g)
′′)⊗ 1,
so that π1 is a factor representation. We also see with Schur’s Lemma that π is irreducible if and
only if π1 is irreducible.
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Lemma 4.9. Suppose that k is compact semisimple. Let (π,H) be a bounded unitary factor (irre-
ducible) representation of Γc(K) and U ⊆ X an open relatively compact subset for which the bundle
K is trivial on an open neighborhood V of U . Then the following assertions hold:
(i) The restriction of π to the ideal n := Γc(K|U ) ∼= C
∞
c (U, k) extends to a representation of the
topological Lie algebra C∞c (U, k)⋊ k
∼= k⊗R C∞c (U)+.
(ii) There exists a bounded factor (irreducible) representation (π1,H1) of Γc(K) and a finite tensor
product (π2,H2) of irreducible evaluation representations at different points such that π ∼=
π1 ⊗ π2 and n ⊆ kerπ1.
Proof. Let M := π(n)′′ ⊆ B(H) denote the bicommutant of π(n). In view of Lemma 4.8, this is a
factor. If π(n) = {0}, there is nothing to show. We may therefore assume that n 6⊆ kerπ. Since
n E g := Γc(K) is an ideal, we obtain a homomorphism
α : g→ der∗(M), α(s)(A) := [π(s), A].
Since every derivation of a von Neumann algebra is inner ([Ta03, Thm. XI.3.5]), der(M) ∼=
M/Z(M) as Banach–Lie algebras. This in turn implies that the ∗-derivations of M are induced
by elements in u(M) := {A ∈M : A∗ = −A}, i.e.,
der∗(M) := {D ∈ der(M) : (∀M ∈ M)D(M
∗) = D(M)∗} ∼= u(M)/Z(u(M)).
Let h ∈ C∞c (V,R) be such that h|U = 1. For x ∈ k and the corresponding section
x⊗ h ∈ k⊗ C∞c (V,R)
∼= C∞c (V, k)
∼= Γc(K|V ) ⊆ Γc(K)
we then have
α(x⊗ h)π(s) = π([x, s]), s ∈ Cc(U, k). (5)
In particular, α(x⊗ h) does not depend on the choice of h, which leads to a homomorphism
α : k→ der∗(M), x 7→ α(x⊗ h).
The pullback along α of the central extension
u(Z(M))→ u(M)→ der∗(M)
yields a u(Z(M))-valued 2-cocycle on k, which is trivial because k is semisimple. We conclude that
there exists a homomorphism
α˜ : k→ u(M) with α(x) = ad(α˜(x)) for x ∈ k.
Then α˜ is a bounded unitary representation of k. Because of (5),
π : n+ := Cc(U, k)⋊ k→ u(M) ⊆ u(H), (s, x) 7→ π(s) + α˜(x)
defines a bounded unitary representation whose range lies in u(M).
Let A := C∗(π(n+)) ⊆ B(H) denote the C
∗-algebra generated by π(n+). Then every irre-
ducible representation (α,F) of A defines a bounded irreducible representation of n+, hence is
25
finite-dimensional by Corollary 2.12. In particular, the image of A in every irreducible represen-
tation contains the compact operators, so that A is type I ([Sa67]). We conclude that the factor
M = A′′ is of type I and that π is a factor representation of type I, hence a multiple of some
irreducible representation (ρ, V ) whose restriction (ρ, V ) to n is also irreducible. Now ρ is a finite
tensor product of irreducible evaluation representations in different points for k ⊗ C∞c (U,R)+ (cf.
Theorem 2.11), and since the restriction to n is irreducible, none of the corresponding characters
of C∞c (U,R)+ vanishes on the ideal C
∞
c (U,R). Hence they are given by evaluations in points of
U (Example 1.2). In view of Lemma 4.7, ρ extends uniquely to an irreducible bounded unitary
representation (π2,H2) of g. Now Lemma 4.8(ii) applies and the assertion follows.
Theorem 4.10. Suppose that X is a smooth manifold with compact boundary and that K→ X is a
smooth Lie algebra bundle whose typical fiber k is a compact semisimple Lie algebra. Let C ⊆ X be
a compact subset and let (π,H) be a bounded unitary factor (irreducible) representation of Γc(K).
Then there exists a bounded factor (irreducible) representation (π1,H1) and a finite tensor product
(π2,H2) of irreducible evaluation representations in different points for Γc(K) such that π ∼= π1⊗π2
and Γ(K)C = {s ∈ Γ(K) : supp(s) ⊆ C} ⊆ kerπ1.
Proof. Let (Uj)j∈J be as in Remark 4.5. Since C is compact and the covering (Uj) is locally finite,
the set F := {j ∈ J : Uj ∩ C 6= ∅} is finite and we may w.l.o.g. assume that F = {1, . . . , N}. Then
n :=
∑
j∈F gj is an ideal of g := Γc(K), where gj := Γc(K|Uj )
∼= C∞c (Uj , k). From C ⊆
⋃
j∈F Uj it
follows that supp(s) ⊆ C implies s ∈ n.
If n ⊆ kerπ, we put π1 := π, and there is nothing to show. If this is not the case, there exists
a minimal j ∈ F for which gj 6⊆ kerπ. Then Lemma 4.9 leads to a tensor product decomposition
π = ρj⊗ρ′j , where ρj vanishes on
∑
i≤j gj and ρ
′
j |gj is a finite tensor product of irreducible evaluation
representations in different points, hence in particular irreducible. If n 6⊆ ker ρj , we apply the same
argument to ρj , where j
′ ∈ {i ∈ F : i > j} is now minimal with gj′ 6⊆ kerρj . After at most N
steps, we arrive at a factorization π = π1 ⊗ π2, where π1 vanishes on n and π2 is a finite tensor
product of irreducible evaluation representations. Because ρj vanishes on
∑
i≤j gj , the new points
that one obtains at each step cannot coincide with points that one already had. This completes the
proof.
4.3 Classification of irreducible bounded representations
Using the preceding theorem on the representations of Γc(K), we can now prove our main result
on the Fre´chet–Lie algebra Γ(K) of all smooth sections. In particular, it shows that all irreducible
bounded unitary representations are finite-dimensional.
Theorem 4.11. Suppose that X is a smooth manifold with compact boundary and that K → X
is a smooth Lie algebra bundle whose typical fiber k is a compact semisimple Lie algebra. Then
every bounded irreducible unitary representation π of Γ(K) is equivalent to a finite tensor product
of irreducible evaluation representations at different points. That is, there exists a finite subset
x ⊆ X and irreducible representations ρx of Kx such that π ≃ πx,ρ :=
⊗
x∈x ρx ◦ evx. Two such
representations πx,ρ and πx′,ρ′ are equivalent if and only if x = x
′ and ρx ≃ ρ′x for all x ∈ x.
Proof. In view of Proposition 4.1, we may w.l.o.g. assume that X is compact. Then π ≃ πx,ρ follows
from the preceding theorem with C = X . Since the evaluation map evx∪x′ : Γ(K) →
⊕
x∈x∪x′ Kx
is surjective, πx,ρ ≃ πx′,ρ′ implies x = x′, as well as ρx ≃ ρ′x.
26
We now consider the Lie algebra g = Γc(K) for a non-compact manifold X . For every bounded
factor representation (π,H) of g and every compact equidimensional submanifold Y ⊆ X with
boundary, we have seen in Theorem 4.10 that there exists a factorization π = π1 ⊗ π2 for which
Γ(K)Y ⊆ kerπ1, and π2 is a finite tensor product of evaluation representations
⊗
x∈x ρx◦evx, where
(ρx, Vx) are irreducible representations of the Lie algebras Kx ∼= k. Therefore
C∗(π(Γ(K)Y )) ∼= C
∗(π2(Γ(K)Y )).
We may then assume w.l.o.g. that x ⊆ Y 0, which further implies that π2(Γ(K)Y ) ∼= ⊕x∈xρx(Kx),
and thus
C∗(π2(Γ(K)Y )) ∼=
⊗
x∈x
B(Vx).
Since X is σ-compact, X =
⋃
n Yn with Yn ⊆ Y
0
n+1 and Yn is a compact submanifold with
boundary, so we can iterate the preceding construction. Therefore Γc(K) =
⋃
n Γ(K)Yn implies the
existence of a locally finite subset x ⊆ X such that
C∗(π(Γc(K))) ∼= lim
−→
C∗(π(Γ(K)Yn ))
∼= lim
−→
⊗
x∈x∩Y 0n
B(Vx) =:
⊗̂
x∈x
B(Vx) ,
where the second limit is the direct limit of the net of C∗-algebras
⊗
x∈x∩Y 0n
B(Vx) over the directed
system of finite subsets x ∩ Y 0n of x, i.e., the norm completion of the algebraic limit. Defining
Ax,ρ :=
⊗̂
x∈x
B(Vx) ,
we obtain for every x a canonical inclusion ιx : B(Vx) →֒ Ax,ρ.
Conversely, for every locally finite subset x ⊆ X with corresponding irreducible unitary repre-
sentations ρx of Kx, we obtain a Lie algebra homomorphism
ηx,ρ : Γc(K)→ Ax,ρ, s 7→
∑
x∈x
ιx ◦ ρx(s(x)) (6)
whose image generates a dense subalgebra. (The sum only has finitely many terms.)
The preceding discussion now leads to the following theorem which describes the bounded irre-
ducible and factor representations of the LF-Lie algebra Γc(K) in terms of irreducible representa-
tions of the C∗-algebras Ax,ρ. It reduces all Lie theoretic issues concerning these representation to
questions concerning C∗-algebras.
Theorem 4.12. Suppose that X is a smooth manifold with compact boundary and that K → X
is a smooth Lie algebra bundle whose typical fiber k is a compact semisimple Lie algebra. For
every bounded unitary factor (irreducible) representation (π,H) of Γc(K), there exists a locally finite
subset x ⊆ X, irreducible representations ρx of Kx corresponding to x ∈ x, and a unique factor
(irreducible) representation β : Ax,ρ → B(H) with π ≃ β ◦ ηx,ρ. Conversely, every representation
of the type (β ◦ ηx,ρ,H) is a bounded factor (irreducible) representation. Two such representations
are equivalent, β ◦ ηx,ρ ≃ β′ ◦ ηx′,ρ′ , if and only if x = x′, ρx ≃ ρ′x for all x ∈ x, and β ≃ β
′.
Remark 4.13. The algebra Ax,ρ is a so-called UHF (ultra hyperfinite) C
∗-algebra. These algebras
have been classified by Glimm in [Gli60], where one also finds a characterization of their pure states.
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Even stronger results were obtained later by Powers in [Po67], where he shows that the automor-
phism group acts transitively on the set of pure states, so that every irreducible representation is a
twist (by an automorphism) of an infinite tensor product of irreducible representations. Together
with these results, Theorem 4.12 provides a complete description of the bounded irreducible unitary
representations of Γc(K).
Example 4.14. If A =
⊗̂
x∈xB(Vx) is an UHF C
∗-algebra, then typical examples of irreducible
representations are the infinite tensor products ⊗̂x∈x(Vx, vx), where vx ∈ Vx is a unit vector.
All these representations are irreducible ([Sam91, Prop. 5.2.1]; see also [Sa71, Prop. 4.4.3]), but
they do not exhaust all irreducible representations. The restriction of these representations to
the canonical maximal abelian subalgebras is multiplicity free. This is not true for all irreducible
unitary representations (cf. [Sam91, Sect. 5.2]). Two such infinite tensor product representations
corresponding to the sequences (vx) and (wx) of unit vectors are unitarily equivalent if and only if∑
x∈x
1− |〈vx, wx〉| <∞
([Sam91, Prop.5.2.2]). In particular, there exist infinitely many non-equivalent irreducible unitary
representations. The above condition is equivalent to
∞∑
x∈x
d([vx], [wx])
2 <∞ ,
since the natural metric on the projective space P(Vx) satisfies d([v], [w])
2 = 2(1− |〈v, w〉|) ([Ne12,
Lemma 3.2]).
4.4 Translation to the group context
We have carried out our classification of the bounded unitary representations on the Lie algebra
level, which is equivalent to working with the corresponding 1-connected groups. However, some
natural mapping groups, such as G := C∞(X,K), where X is compact (take f.i. X = S3) and K is
a 1-connected compact group, are neither connected nor simply connected.
Let P → X be a principal K-bundle over a compact space X , with K compact semisimple.
Since every irreducible bounded representation of Γ(Ad(P )) is a finite tensor product of irreducible
evaluation representations and every irreducible evaluation representation obviously integrates to
a representation of Gau(P ), all bounded unitary representations do. They actually factor through
quotient homomorphisms Gau(P )→ Πx∈xGau(P |x), given by evaluation in the finite subset x ⊆ X .
Each factor Gau(P |x) is isomorphic to K, so Πx∈xGau(P |x) is isomorphic to the 1-connected group
Kx. In particular, the group π0(Gau(P )) acts trivially on the set Ĝau(P )0
b of equivalence classes
of bounded irreducible unitary representations of the identity component Gau(P )0. If Gau(P ) is
not connected, then a bounded irreducible unitary representation is not determined by its derived
Lie algebra representation. In this context however, we do have the following theorem:
Theorem 4.15. Every irreducible bounded unitary representation of Gau(P ) is equivalent to π1⊗π2,
where π1 is a finite tensor product of irreducible evaluation representations at different points, and
π2 comes from an irreducible unitary representation of the discrete group π0(Gau(P )). Conversely,
any such tensor product is irreducible.
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Proof. We set G := Gau(P ). Let A := C∗(π(G0)) = C∗(dπ(g)) ⊆ B(H) denote the C∗-algebra
generated by π(G0). Then every irreducible representation β of A defines a bounded unitary
representation of G0, hence is finite-dimensional. In particular, the image of A in every irreducible
representation contains the compact operators, so that A is type I ([Sa67]). The group G acts by
conjugation on A but we have already seen above that its action on the space Â of equivalence
classes of irreducible representations of A is trivial.
Since H and A are separable and A is of type I, the representation of A on H has a canonical
direct integral decomposition
H ∼=
∫ ⊕
Â
Hα dµ(α) ∼=
⊕
n∈N∪{∞}
∫
Ân
Hα dµn(α)
for a measure µ on Â which is a sum of disjoint measures µn := µ|Ân , n ∈ N ∪ {∞}, where
(Ân)n∈N∪{∞} is a measurable partition of Â, and for which the representation on Hα, α ∈ Ân, is an
n-fold multiple of an irreducible representation of type α ([Dix77, Thm. 8.6.6]). Here the measure
classes [µn], n ∈ N∪ {∞}, are uniquely determined by the representation. Since G acts trivially on
Â, it preserves all these measure classes. Therefore the irreducibility of the representation implies
that only one of these measures is non-zero, and that this measure is ergodic for the G-action on
Â, hence a point measure because the action is trivial. Therefore π|G0 is a factor representation
of type I, hence a multiple of a tensor product of irreducible evaluation representations at different
points. This implies that π ∼= π1 ⊗ π2, where π1 is a finite tensor product of irreducible evaluation
representations at different points, and π2 vanishes on G0, hence defines an irreducible unitary
representation of the discrete group π0(G). Conversely, any such tensor product is irreducible.
5 Noncompact fibers and projective representations
In this section we show that the problem of classifying bounded irreducible projective unitary
representations π : Γc(K)→ pu(H), where the typical fiber k of K is an arbitrary finite-dimensional
real Lie algebra, reduces to Theorems 4.11 and 4.12. This justifies our assumptions that k is compact
semisimple and that π : Γc(K)→ u(H) is a linear representation.
We start with the observation that a finite-dimensional Lie algebra k is compact if and only if its
adjoint group 〈ead k〉 is relatively compact in GL(k), which in turn is equivalent to the existence of
an adjoint invariant norm on k. Next we observe that every finite-dimensional Lie algebra k contains
a unique minimal ideal n E k for which k/n is compact. This is a direct consequence of the fact that
direct sums and subalgebras of compact Lie algebras are compact, which implies that the set of all
ideals with compact quotients is filtered.
Proposition 5.1. Let A be a real commutative associative locally convex algebra and let p be a
bounded seminorm on k⊗A which is invariant under ead k. Let n E k be the minimal ideal for which
k/n is a compact Lie algebra. Then n⊗A ⊆ p−1(0).
Proof. Let g = k⊗A. For each a ∈ A we consider the seminorm pa(x) := p(x ⊗ a) on k. Since the
map k→ k⊗A, x 7→ x⊗ a is k-equivariant, the seminorm pa on k is invariant. Therefore pa induces
on the quotient k/p−1a (0) an invariant norm, so that this Lie algebra is compact. This implies that
n ⊆ p−1a (0), and hence that n⊗A ⊆ p
−1(0).
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Corollary 5.2. Let p be a bounded seminorm on C∞(X, k) or C∞c (X, k), which is invariant under
the adjoint action and let n E k be the minimal ideal for which k/n is a compact Lie algebra. Then
C∞(X, n) and C∞c (X, n), respectively, are contained in the closed ideal p
−1(0).
Proof. The Lie algebra C∞(X, k) is covered by the preceding proposition because C∞(X,R) is
unital, so that k ∼= k⊗ 1 ⊆ k⊗A.
For A = C∞c (X,R), we fix a compact subset Y ⊆ X and consider the subalgebra
AY := C
∞(X,R)Y := {f ∈ C
∞(X,R) : supp(f) ⊆ Y }.
Let χ ∈ C∞c (X,R) with χ|Y = 1. For x ∈ k we then have
ad(x⊗ χ)(y ⊗ a) = [x, y]⊗ a for a ∈ AY .
Therefore the restriction of p to k ⊗AY is invariant under ead k, so that the assertion follows from
Proposition 5.1.
Corollary 5.3. Let K → X be a k-Lie algebra bundle, where k is a finite-dimensional real Lie
algebra, let n E k be the minimal ideal for which k/n is a compact Lie algebra, and let N ⊆ K
be the corresponding subbundle. If π : Γc(K) → pu(H) is a projective unitary representation, then
Γc(N) ⊆ kerπ.
Proof. Since the operator norm on u(H) is invariant under the adjoint action of U(H), it induces on
the Banach–Lie algebra pu(H) = u(H)/iR1 a norm which is also invariant under the adjoint action.
Therefore p(s) := ‖π(s)‖ is an invariant seminorm on Γc(K). We have to show that Γc(N) ⊆ p−1(0).
In view of Remark 4.5, Γc(K) is a sum of ideals of the form Γc(K|U ) ∼= C∞c (U, k), where K|U is
trivial. It therefore suffices to observe that Corollary 5.2 implies C∞c (U, n)
∼= Γc(N|U ) ⊆ p−1(0).
The preceding corollary shows that, for the sake of classifying bounded projective unitary rep-
resentations of the Lie algebra Γc(K), we may w.l.o.g. assume that k is compact. As the following
theorem shows, the corresponding cocycles must be trivial.
Theorem 5.4. If K is a bundle of Lie algebras with compact fiber, then every bounded projective
unitary representation of Γc(K) lifts to a bounded unitary representation.
Proof. Let π : Γc(K) → u(H) be a bounded projective representation. Then there exists a cocycle
ω : Γc(K) × Γc(K) → R such that π is a unitary representation of Rc ⊕ω Γc(K) mapping c to i1.
As the decomposition k = z(k) ⊕ [k, k] is Aut(k)-invariant, it leads to a corresponding direct sum
K = Z(K)⊕ [K,K] of Lie algebra bundles, and hence to Γc(K) = Γc(z(K)) ⊕ Γc([K,K]).
First of all, we show that ω vanishes on Γc(z(K)) × Γc(z(K)). Indeed, for all z, z
′ ∈ Γc(z(K)), π
defines a bounded representation of the at most 2-step nilpotent Lie algebra spanned by z, z′ and
c, and thus vanishes on [z, z′] = ω(z, z′)c. This implies that ω(z, z′) = 0. Furthermore, the cocycle
property implies that ω(z, [ξ, η]) = 0 for all z ∈ Γc(z(K)) and ξ, η ∈ Γc(K), so that we may assume
w.l.o.g. that k is compact semisimple.
Let V := S2(K)/〈ad(K) · S2(K)〉, κ : K × K → V be the universal invariant symmetric bilinear
bundle map. Then V is a flat bundle, hence carries a canonical differential d : Γ(V)→ Ω1(X,V). We
know from [JW10] that there exists a Lie connection ∇ on K and a continuous linear functional λ
on Ω1c(M,V) vanishing on dΓc(V), such that ω is cohomologous to the cocycle (ξ, η) 7→ λ(κ(ξ,∇η)).
Suppose that λ 6= 0. Then there exists a γ ∈ Ω1c(M,V) with λ(γ) 6= 0. We may assume w.l.o.g.
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that γ is supported in an open set U ⊂M over which K (and thus V) can be trivialized. Using this
trivialization, we write γ =
∑
j fjdgj ⊗ κ(Xj , Yj). By polarization, we may assume that Xj = Yj ,
so that we find f ⊗X and g ⊗X with λ(κ(f ⊗X,∇g ⊗X)) 6= 0. As π defines a bounded unitary
representation of the 2-step nilpotent Lie algebra spanned by f ⊗X , g ⊗X and c, we must have
λ(κ(f ⊗X,∇g ⊗X)) = 0, contradicting our hypothesis. This means that ω is a coboundary, and
π lifts to a bounded unitary representation of Γc(K).
By Remark 4.2, we may assume w.l.o.g. that k is compact semisimple, which renders Theorems
4.11 and 4.12 applicable.
6 Boundary conditions and non-unital algebras
In this final section we discuss Lie algebras of the form kA = k ⊗R AR for A non-unital, and Lie
algebras of sections of K that satisfy vanishing conditions at the boundary of X .
First we show that, for A = ℓ1(N,C) (with the pointwise product), the Lie algebra kA has
infinite-dimensional bounded irreducible representations (Subsection 6.1). We aready know from
Section 4 that this is the case for A = C∞c (X,R), where X is a non-compact manifold, but the
case of ℓ1(N,C) shows that this also happens for Banach algebras. In view of this observation,
it is remarkable that this phenomenon does not occur for non-unital C∗-algebras, as we show in
Subsection 6.2. Given these two classes of examples, one expects that, for a Banach algebra A
with ℓ1(N,C) ⊆ A ⊆ c0(N,C), a mixture of the “tame” behavior of c0(N,C), where all irreducible
representations are finite-dimensional, and the “wild” behavior for ℓ1(N,C) will occur.
This issue is addressed on a quantitative level in Subsection 6.3, where we discuss the Banach–
Lie algebra Γk0(K) of C
k-sections of K whose k-jet vanishes at the boundary ∂X of X . This is a
Banach completion of Γc(X
◦) and we characterize those pairs (x, ρ) for which the homomorphism
ηx,ρ : Γc(K)→ Ax,ρ extends continuously to Γk0(K).
6.1 Bounded representations of ℓ1(N, k)
The simplest non-compact manifold is X = N. In this case
C∞c (X, k)
∼= k(N) := lim
−→
kN := {X = (Xn) ∈ k
N : |{n ∈ N : Xn 6= 0}| <∞}.
From Theorem 4.12 it follows that k(N) has a wild bounded unitary representation theory. That this
is not a phenomenon caused by the rather fine topology on this Lie algebra, follows from the fact
that it is shared by certain Banach completions. Let ρ := (ρn, Vn)n∈N be a sequence of irreducible
unitary representations of k and let Aρ := ⊗̂n∈NB(Vn) denote the corresponding UHF C∗-algebra.
We further assume that sup ‖ρn‖ < ∞. Then the inclusion k(N) → Aρ extends to a continuous
embedding
ηρ : g := ℓ
1(N, k)→ Aρ, (Xn)n∈N 7→
∞∑
n=1
1⊗(n−1) ⊗ ρn(Xn)⊗ 1
⊗∞ (7)
with ‖ηρ‖ ≤ supn∈N ‖ρn‖. Since ηρ maps k
(N) to a topologically generating subalgebra, im(ηρ) gen-
erates a dense subalgebra. Therefore the Banach–Lie algebra g has bounded factor representations
of type II and III.
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Example 6.1. (cf. [Sa71, pp. 205 et seqq.]) For k = su2(C) and the defining representation
ρn : k → M2(C), we consider the algebra A := Aρ, i.e., A = ⊗̂n∈NM2(C). Let 0 ≤ pn ≤
1
2 and
consider the factorial state
ϕn
(
a b
c d
)
:= pna+ (1− pn)d
on M2(C). Then ψ := ⊗n∈Nϕn is a factorial state on A. If pn = 0 for every n, then ψ is pure, so
that we obtain a type I∞ representation. If pn =
1
2 for every n, then πψ(A)
′′ is a type II1-factor.
If there exists a δ > 0 with δ < pn <
1
2 − δ for every n, then πψ(A)
′′ is a type III factor. For
pn = λ ∈]0,
1
2 [, n ∈ N, the factor Mλ := πψ(A)
′′ is called a Powers factor (cf. [Po67]).
Remark 6.2. It is easy to see that the map ηρ actually is an isometric embedding ℓ
1(N, k) →֒ A.
Let β : A → B(H) be a factor representation of A. Since A is simple, β is isometric, and this implies
for every sequence (Xn) ∈ kN that
lim
N→∞
‖β ◦ ηρ(X1, X2, . . . , XN , 0, · · · )‖ =
∑
n
‖Xn‖.
In particular, the representation π := β ◦ηρ does not extend to a bounded representation of ℓ
2(N, k),
or any other Banach–Lie algebra containing ℓ1(N, k) as a proper dense subspace.
As the spectra of elements in ℓ1(N, k) are symmetric, it follows that the map
ηρ : ℓ
1(N, k)→ der(A), X 7→ ad(ηρ(X))
is isometric. Therefore, even the bounded projective representation π : ℓ1(N, k) → pu(H) does not
extend to any Banach–Lie algebra containing ℓ1(N, k) as a proper dense subspace.
However, one can show that for certain β, π has a unique proper extension to a projective
unitary representation of ℓ2(N, k) by unbounded operators and that this representation integrates
to an analytic representation of a non-trivial central T-extension of the corresponding Banach–Lie
group
ℓ2(N, SU2(C)) :=
{
k ∈ SU2(C)
N :
∞∑
n=1
‖1− kn‖
2 <∞
}
.
We shall explore this and related phenomena in subsequent work (cf. [JN13]).
Example 6.3. Note that any Lie algebra that has a dense continuous homomorphism into ℓ1(N, k)
will inherit the “wild” factor representations mentioned in Example 6.1. For example, the Lie
algebra S(Rd, k) of k-valued Schwartz functions allows for the dense homomorphism S(Rd, k) →
ℓ1(N, k) defined by f 7→ (f(ne1))n∈N.
Example 6.4. Consider the Lie algebra kA := k⊗RAR, where A := C
k
0 ([0, 1],C) is the commutative
Banach algebra
Ck0 ([0, 1],C) :=
{
f ∈ Ck([0, 1],C) : f (j)(0) = 0, ∀ j ∈ {0, . . . , k}
}
.
If k ≥ 1, then we have a dense continuous Lie algebra homomorphism into ℓ1(N, k), derived from the
Banach algebra homomorphism η : A → ℓ1(N,C) defined by η(f)n = f(xn), with xn :=
1
(n+1)2 . It
is continuous because |f(x)| ≤ 1k!x
k‖f (k)‖∞, and 1/(n+1)2k is summable for k ≥ 1. Consequently,
KA has bounded unitary factor representations of type II and III if k ≥ 1. However, we will see in
Section 6.2 that, for k = 0, all irreducible bounded unitary representations are finite-dimensional,
so that in this case, the bounded unitary factor representations are all of type I.
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In the following, we will perform a more refined analysis of Example 6.4. In Subsection 6.2 below,
we will show that if A := C0(X,C) is a (possibly non-unital) C∗-algebra, then every irreducible
bounded unitary representation of kA is a finite tensor product of evaluation representations. Note
that the Banach algebra Ck0 ([0, 1], k) is a C
∗-algebra only if k = 0. This is what causes the “tame”
behavior that distinguishes it from its siblings with k ≥ 1. In Subsection 6.3 we will take up
the thread for k ≥ 1. We will show, again in a more general context, that an infinite evaluation
representation in a sequence (xn) is defined if and only if x
k
n is summable.
6.2 Non-unital C∗-algebras
Let A ∼= C0(X) be the C∗-algebra of continuous functions that vanish at infinity, for X a locally
compact space which is not compact. The dual A′
R
of the Banach space AR ∼= C0(X,R) can be
identified with the space M(X) of finite regular Borel measures on X . Let B ⊆ A′
R
be a weak-∗-
compact subset. Then we have a natural map AR → C(B,R), a 7→ a∗ with a∗(α) := α(a).
Lemma 6.5. If (δn)n∈A is an approximate identity in A with 0 ≤ δn ≤ 1, then δ∗n → 1
∗ holds
pointwise on A′.
Proof. If µ ∈ A′ ∼=M(X) is a complex regular measure on X , then we have to show that∫
X
δn dµ→
∫
X
1 dµ = µ(X).
Since µ is a linear combination of four positive measures ([Ru86, Thm. 6.14]), we may w.l.o.g.
assume that µ is positive. Let ε > 0 and pick a compact subset K ⊆ X with µ(X \K) ≤ ε. There
exists a function χ ∈ C0(X) with χ|K = 1. Then δnχ → χ implies that δn|K converges uniformly
to 1, so that
∫
K
δn dµ→ µ(K). Since
0 ≤
∫
X\K
δn dµ ≤ µ(X \K) ≤ ε,
it follows that, eventually,
∣∣ ∫
X
δn dµ− µ(X)
∣∣ ≤ 2ε.
Remark 6.6. A sequence (δn)n∈N with the above properties exists if and only if X is countable at
infinity. In fact, if X is countable at infinity, then there exists an exhaustion (Kn)n∈N by compact
subsets satisfying Kn ⊆ K0n+1. Then Urysohn’s Lemma implies the existence of δn ∈ C0(X) with
δn|Kn = 1 and 0 ≤ δn ≤ 1. Now (δn) is an approximate identity of C0(X).
If, conversely, (δn) exists, then we consider the compact subsets Kn :=
{
δn ≥
1
n
}
⊆ X. Since
δn → 1 holds uniformly on every compact subset K ⊆ X , there exists an n ∈ N with K ⊆ Kn. In
particular, X =
⋃
nKn and X is countable at infinity.
Lemma 6.7. Let B ⊆ A′
R
be a weak-∗-compact subset with Borel σ-algebra B(B), and let (δn) be
an approximate identity of A with 0 ≤ δn ≤ 1. For every spectral measure P : B(B) → B(H), we
then have
P (1∗) = s− limn→∞P (δ
∗
n).
Proof. Since B is weak-∗-compact, it is weak-∗-bounded, hence bounded by the Uniform Bound-
edness Principle. Therefore the sequence (δ∗n) is uniformly bounded. Since δ
∗
n → 1
∗ pointwise by
Lemma 6.5, the assertion follows from the standard continuity properties of spectral measures.
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Proposition 6.8. Let k be a compact Lie algebra and kA := C0(X, k) for a locally compact space
X countable at infinity. Then any bounded unitary representation π : kA → u(H) extends to the
Banach–Lie algebra kA+
∼= kA ⋊ k by
π̂(x) := s− limn→∞π(x ⊗ δn).
Proof. For each x ∈ k, the map
πx : AR → u(H), a 7→ π(x ⊗ a)
is a bounded representation of the abelian Lie algebra AR. Hence there exists a spectral measure
Px on a weak-∗-compact subset Bx ⊆ A
′
R
such that
πx(a) = iPx(a) = i
∫
Bx
a dPx
([Ne09, Thm. 4.1]). We now put
π̂(x) := iPx(1
∗) = s− limn→∞iPx(δn).
Since the commutator bracket is separately strongly continuous on bounded subsets of B(H), we
obtain
[π̂(x), π(y ⊗ a)] = s− limn→∞[π(x⊗ δn), π(y ⊗ a)]
= s− limn→∞π([x, y]⊗ δna) = π([x, y]⊗ a)
and
[π̂(x), π̂(y)] = s− limn→∞[π̂(x), π(y ⊗ δn)] = s− limn→∞π([x, y]⊗ δn) = π̂([x, y]).
Therefore
π̂ : kA+ = kA ⋊ k→ B(H), (x⊗ a, y) 7→ π(x⊗ a) + π̂(y)
is a representation of the Banach–Lie algebra kA+ . Since k is finite-dimensional, it is also continuous.
Since every bounded unitary representation of kA extends to kA+ , the classification of the irre-
ducible bounded unitary representations of kA+ (Theorem 2.17) yields immediately the correspond-
ing classification for kA (cf. [NS11] for the case of unital commutative C
∗-algebras).
Theorem 6.9. Let kA = k ⊗R C0(X,C)R, with k a compact semisimple Lie algebra, and A =
C0(X,C) the commutative C
∗-algebra of continuous functions vanishing at infinity for a locally
compact space X countable at infinity. Then every bounded irreducible unitary representation (π,H)
of kA is a finite tensor product of evaluation representations at different points corresponding to
irreducible representations of k. In particular, H is finite-dimensional.
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6.3 Boundary conditions
Let X be a compact manifold with boundary ∂X and let K → X be a Lie algebra bundle whose
typical fiber is a compact semisimple Lie algebra k. We then denote by Γk(K) the Lie algebra of
Ck-sections of K, and by
Γk0(K) := {s ∈ Γ
k(K) ; jk(s)|∂X = 0}
the subalgebra of sections whose derivatives of order ≤ k vanish at the boundary. The negative of
the Killing form yields a smoothly varying inner product κ : Kx×Kx → R on the fibers. If we choose
a metric g on X and a Lie connection ∇ on K, both nondegenerate at ∂X , then ∇ combines with
the Levi-Civita connection to the covariant derivative ∇n : Γ(K) → Γ(K ⊗ (T ∗X)⊗n). The scalar
product κ⊗ g∗x
⊗n induces the norm ‖ · ‖g,x on Kx ⊗ (T ∗xX)
⊗k, and we obtain the Ck-norm
‖s‖k := sup
{∑k
j=0‖∇
js(x)‖g,x ; x ∈ X
}
on Γk(K). This norm (multiplied by a suitable constant to guarantee ‖[s, s′]‖k ≤ ‖s‖k‖s′‖k) makes
Γk(K) into a Banach Lie algebra with Γk0(K) as a closed ideal. Note that different choices of g and
∇ yield equivalent norms.
Since the inclusion Γ(K) →֒ Γk(K) is continuous and dense, every irreducible bounded unitary
representation of Γk(K) restricts to an irreducible bounded unitary representation of Γ(K), by
which it is uniquely determined. By Theorem 4.11, these are finite tensor products of irreducible
evaluation representations, hence extend to Γk(K). The Lie algebras Γ(K) and Γk(K) of smooth and
Ck sections thus have the same bounded irreducible representations, given by 4.11. The following
theorem generalizes this observation to representations that need not be irreducible.
Theorem 6.10. If X is compact, then any bounded unitary representation of Γ(K) extends to the
Banach–Lie algebra Γ0(K) of continuous sections of K and even to the Banach–Lie algebra Γb(K)
of all bounded sections.
Proof. Let (π,H) be a bounded representation of Γ(K) and A := C∗(im(π)) the C∗-algebra gener-
ated by its image. We have to show that the linear map π : Γ(K) → A is continuous with respect
to the norm ‖s‖∞ := supx∈X ‖s(x)‖.
To this end, we recall that the irreducible representations of a C∗-algebra determine its norm
([Dix77, Thm. 2.7.3]). For every irreducible representation β of A, the unitary representation β ◦ π
of Γ(K) is bounded and irreducible, hence a finite tensor product of evaluation representations πx,ρ
(Theorem 4.11). We may therefore assume that π is a direct sum of irreducible representations
πxj ,ρj , j ∈ J . We now have to show that there exists a C > 0 with
‖π(s)‖ = sup
j∈J
‖πxj,ρj (s)‖ ≤ C‖s‖∞ for s ∈ Γ(K).
With xj = {x1j , . . . , x
nj
j } and ‖πxj,ρj‖ =
∑nj
i=1 ‖ρ
i
j‖ we thus obtain
‖π(s)‖ = sup
j∈J
‖πxj,ρj (s)‖ ≤
(
sup
j∈J
nj∑
i=1
‖ρij‖
)
‖s‖∞.
It now remains to show that C := supj∈J
∑nj
i=1 ‖ρ
i
j‖ < ∞. Since every summand πxj ,ρj defines a
bounded representation of Γ0(K), it follows that π extends to a continuous representation of the
Lie algebra Γb(K) of all bounded sections.
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Let y0 ∈ X and pick open neighborhoods V = V (y0) ⊆ U of y0 such that V ⊆ U is compact
and K|U is trivial. We identify Γc(K|U ) ⊆ Γ(K) with C∞c (U, k). Let χ ∈ C
∞
c (U,R) with 0 ≤ χ ≤ 1
and χ|V = 1. We thus obtain a linear embedding γ : k → Γc(K|U ) ⊆ Γ(K), x 7→ χx. Since π defines
a bounded representation of Γ(K), the operator π(γ(x)) is bounded for every x ∈ k. In particular,
we have
sup
j∈J
∑
xi
j
∈V ∩xj
‖ρij(x)‖ <∞,
where we consider for xij ∈ V the representation ρ
i
j of Kxij as a representation of k. As k is finite-
dimensional, using these estimates for a linear basis of k, we obtain
Cy0 := sup
j∈J
∑
xi
j
∈V ∩xj
‖ρij‖ <∞.
Since X is compact, there are finitely many points y1, . . . , yN ∈ X with X ⊆
⋃N
k=1 V (yj). Then
‖πxj ,ρj‖ ≤ C˜ :=
∑
k Cyk holds for every j ∈ J , and we thus obtain ‖π(s)‖ ≤ C˜‖s‖∞.
This shows that, for all k ≥ 0, the Banach–Lie algebra Γk(K) of Ck-sections has the same
bounded unitary representation theory as the Fre´chet–Lie algebra Γ(K) of smooth sections.
For the Lie algebra Γk0(K), the situation is slightly more subtle, even in the case of irreducible
representations. Although every bounded unitary factor (irreducible) representation of Γk0(K) re-
stricts to a bounded unitary factor (irreducible) representation of Γc(K|X◦), the latter do not always
extend to the former. The following theorem shows that bounded unitary factor (irreducible) rep-
resentation of Γc(K|X◦) (which are all obtained by infinite tensor products of irreducible evaluation
representations, cf. Theorem 4.12), extend to bounded representations of Γk0(K) only if the high-
est weights of the evaluation representations satisfy the following growth condition as the points
approach the boundary.
Theorem 6.11. Let X be a compact manifold with boundary, and K → X a Lie algebra bundle
whose typical fiber is a compact simple Lie algebra. Then every factor (irreducible) bounded unitary
representation of Γk0 is equivalent to
πx,ρ,β : Γ
k
0(K)→ B(H) , s 7→
∑
x∈x
β ◦ ιx(ρx(s(x))) ,
where (x, ρ, β) is a triple with x ⊂ X◦ a locally finite subset, ρ = {(ρx, Vx) ; x ∈ x} a set of
irreducible representations of Kx with highest weight λx satisfying∑
x∈x
‖λx‖κ d(x, ∂X)
k <∞ , (8)
and (β,H) a factor (irreducible) representation of the C∗-algebra Ax,ρ =
⊗̂
x∈xB(Vx) (cf. (6)).
In order to prove Theorem 6.11, we will have use for the following lemma.
Lemma 6.12. Let k be a compact simple Lie algebra with invariant scalar product κ. Then there
exists a constant C(k) >0 such that
C(k)‖λ‖κ‖x‖κ ≤ ‖ρ(x)‖ ≤ ‖λ‖κ‖x‖κ (9)
holds for all irreducible representations ρ with highest weight λ, and for all x ∈ k.
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Proof. Let t ⊆ k be maximal abelian and h := tC ⊆ g := kC the corresponding Cartan subalgebra
(cf. Section 2). We also fix a connected Lie group K with Lie algebra k. We denote by W :=
NK(t)/ZK(t) the Weyl group of (k, t), and by ∆
+ ⊆ ∆ ⊆ h∗ a positive system with respect to which
λ is the highest weight of ρ. Recall that every adjoint orbit Ad(K)x intersects
t+ := {z ∈ t : (∀α ∈ ∆
+) iα(z) ≥ 0},
so we may assume that x ∈ t+.
First we recall that the set Pρ of t-weights of ρ is W-invariant, contains λ and is contained in
conv(Wλ) (cf. [Bou90, Ch. VIII]). As W acts isometrically on t∗ with respect to the induced norm,
the relation
‖ρ(x)‖ = sup |〈Wλ, x〉| ≤ ‖λ‖κ‖x‖κ
for x ∈ t follows from the Cauchy–Schwarz inequality.
It remains to show that there exists a constant C > 0 with ‖ρ(x)‖ ≥ C‖λ‖κ for every x ∈ t+
with ‖x‖ = 1. For β ∈ it∗, let tβ ∈ t be the unique element with κ(tβ , z) = iβ(z) for z ∈ t.
Then t+ = {z ∈ t : (∀α ∈ ∆+)κ(tα, z) ≥ 0}. For α ∈ ∆, we have −iαˇ =
2
‖tα‖2
tα, so that
κ(tλ, tα) = iλ(tα) ≥ 0 for α ∈ ∆+ implies tλ ∈ t+.
Now we observe that
‖ρ(x)‖ ≥ |λ(x)| = κ(tλ, x),
so that it remains to show that
inf{κ(y, z) : ‖y‖ = ‖z‖ = 1, y, z ∈ t+} > 0.
By compactness, it suffices to show that κ(y, z) > 0 for 0 6= y, z ∈ t+. We argue by contradiction
and assume that this is not the case. Then there exists non-zero y, z ∈ t+ with κ(y, z) ≤ 0. Since
Wz ⊆ z −
∑
α∈∆+
R+tα
by [Ne00, Prop. V.2.7(ii)], we obtain κ(y, z′) ≤ 0 for z′ ∈ conv(Wz). The simplicity of k implies that
t is a simpleW-module, so f :=
∑
w∈W wz is an element of t
W = {0}. SinceWz spans t, there exists
a w ∈ W with κ(wz, y) 6= 0, hence < 0, but this leads to the contradiction 0 = κ(y, f) < 0.
Proof. (of Theorem 6.11) Since X is compact, the continuous inclusion Γc(K|X◦) →֒ Γ
k
0(K) of Lie
algebras is dense. Thus every norm continuous factor (irreducible) representation of Γk0(K) restricts
to a norm continuous factor (irreducible) representation of Γc(K|X◦), and is uniquely defined by
this restriction. Theorem 4.12 then yields a locally finite set x ⊆ X◦ and representations ρx of
Kx and β of Ax,ρ such that π|Γc(K|X◦ ) = β ◦ ηx,ρ. Since β is an isometry, the representation of
Γc(K|X◦) extends to a bounded unitary representation of Γk0 if and only if ηx,ρ : Γc(K|X◦) → Ax,ρ
is continuous w.r.t. the Ck-norm. In the following, we write dx := d(x, ∂X) for brevity.
We first prove that
∑
x∈x ‖λx‖κd
k
x < ∞ implies continuity of ηx,ρ. Recall that ηx,ρ(s) :=∑
x∈x ιxρx(s(x)), where ιx : B(Vx) → Ax,ρ is the canonical inclusion. Since the ιx are isometries,
we have
‖ηx,ρ(s)‖ =
∑
x∈x
‖ρx(s(x))‖ . (10)
By Lemma 6.12, we have the estimate ‖ρx(s(x))‖ ≤ ‖λx‖κ‖s(x)‖κ. Since every Lie connection
is orthogonal w.r.t. κ, we can combine Taylor’s Theorem with the parallel transport equation to
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yield ‖s(x)‖κ ≤
1
k!d
k
x‖s‖k, and thus ‖ρx(s(x))‖ ≤
1
k!‖λx‖κd
k
x ‖s‖k. Now (10) yields ‖ηx,ρ(s)‖ ≤
1
k! (
∑
x∈x ‖λx‖κd
k
x)‖s‖k, which shows that ηx,ρ is continuous if
∑
x∈x ‖λx‖κd
k
x <∞.
Conversely, suppose that
∑
x∈x ‖λx‖κd
k
x = ∞. We will exhibit sections sγ with ‖ηx,ρ(sγ)‖ ≥ 1
but ‖sγ‖k arbitrarily small as γ ↓ 0, showing that ηx,ρ is not continuous in the Ck-norm.
The first step is to localize the problem. Using the exponential flow for the metric g, we find an
ε ∈ (0, 1/2), a finite covering of ∂M by Ui ⊆ ∂M , open neighborhoods Vi ⊃ U i, and local diffeomor-
phisms ϕi : Vi×[0, 2ε)→ X , such that K trivializes over im(ϕi) and such that d(ϕi(v, x), ∂X) = x (cf.
[Sp70, Ch. 9, Thm. 20/21]). The local diffeomorphisms are defined by the flow ϕi(v, t) = expv(t~nv)
along a (locally defined) inward pointing normal vector field ~n on ∂M .
Since x is locally finite in X◦, and since X◦ is covered by the open sets Ûi := ϕi(Ui × (0, ε))
together with the compact set {x ∈ M ; dx ≥ ε/2} ⊂ X
◦, there is at least one i such that∑
x∈x∩Ûi
‖λx‖κdkx =∞.
Now let δ > 0 and let ξ ∈ C∞c (im(ϕi), k) be such that its restriction to Ûi is a constant ξ0 ∈ k
with ‖ξ0‖κ = 1. Using the trivialization of K over im(ϕi), we define for every γ ∈ (0, 1) the section
sγ ∈ Γk0(X) by sγ(ϕi(u, x)) := δ x
k+γξ. Since the topology induced by the Ck-norm is independent
of the choice of connection, we may as well choose ∇ to be compatible with the trivialization over
supp(ξ). We then have ‖sγ‖k ≤ δC‖ξ‖k‖xk+γ‖k for some suitable constant C, with
‖xk+γ‖k := sup
{∑k
j=0 |
dj
dxj x
k+γ | : x ∈ [0, 2ε]
}
≤
∑k+1
j=0
(k+1)!
j! ≤ e (k + 1)! .
Thus limδ↓0 ‖sγ‖k = 0 uniformly in γ. However, we have ‖ρx(s(x))‖ ≥ C(k)‖λx‖κ‖s(x)‖κ by Lemma
6.12, so that
‖ηx,ρ(sγ)‖ ≥ δ C(k)
∑
x∈x∩Ûi
‖λx‖κd
k+γ
x . (11)
Now since
∑
x∈x∩Ûi
‖λx‖κd
k
x =∞, there exists for every N ∈ N a finite subset x0 ⊂ x∩Ûi such that∑
x∈x0
‖λx‖κdkx > N . Taking the limit γ → 0 in the inequality ‖ηx,ρ(s)‖ ≥ δ C(k)
∑
x∈x0
‖λx‖κdk+γx
and choosing N > 1/(δ C(k)), we see that there exists a γ > 0 for which ‖ηx,ρ(sγ)‖ > 1. Since
limδ↓0 ‖sγ‖k = 0 uniformly in γ, this finishes the proof.
The following is a direct consequence of Theorem 6.11 in the case k = 0.
Corollary 6.13. Every bounded irreducible unitary representation (π,H) of Γ00(K) is a finite tensor
product of irreducible evaluation representations. In particular, H is finite-dimensional.
6.4 Further problems
It is an interesting question to which extent the theory developed in Sections 2 and 3 can be extended
to the case where A is a general non-unital cia. Not unrelated, it would also be interesting to see
whether the results on Lie algebras of sections in Section 4 extend to the context of complex analytic
or algebraic geometry.
6.4.1 Unital cias
It is straightforward to apply our techniques to the unital cia A = Oan(T n) of analytic functions
on the torus T n ⊂ Cn (cf. Example 1.2 (d)). The characters are given by evaluation in points of
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T n, and are thus in particular involutive w.r.t. the involution f∗(z1, . . . , zn) := f(1/z1, . . . , 1/zn).
Corollary 1.9 guarantees that every holomorphic multiplicative map ϕ : Oan(T n) → C is given by
evaluation in finitely many points pi ∈ T n, i.e., ϕ(f) = ΠNi=1f(pi). Using Theorem 2.11, we then see
that every irreducible bounded ∗-representation of the Lie algebra Oan(T n, g) of analytic functions
on T n with values in g = kC, for k a compact semisimple Lie algebra, is a tensor product of finitely
many irreducible evaluation representations in different points pi of T
n.
6.4.2 Non-unital cias
If A is a non-unital cia, then the results of Sections 2 and 3 do not apply. The localization techniques
of Section 4 will work for certain classes of cias which are soft sheaves over their spectra, but more
‘rigid’ non-unital cias, such as the algebra Ap = Oan(T n)p of analytic functions on T n that vanish
at p ∈ T n, cannot be handled in this way.
It is clear that the Lie algebra g(Ap) allows for infinite tensor products of evaluation represen-
tations, coming from holomorphic multiplicative involutive maps of the form
F : 1+Ap → C, (1 + f) 7→
∞∏
m=1
(1 + f(pm)) ,
where (pm)m∈N is a sequence of points in T
n with
∑∞
m=0 d(pm, p) <∞ (cf. Examples 6.3 and 6.4).
Here we use that, for any bounded set S of holomorphic functions in a neighborhood U of T n, the
set {f ′(p) : f ∈ S} of derivatives in p is bounded by the Cauchy estimates.
In this connection, the following question arises: Suppose that A is a non-unital involutive
cia, and F : 1 + A → C a holomorphic, multiplicative and involutive map. Is the functional λ :=
dF (1) : A → C inducible? As the following proposition shows, it makes a serious difference whether
we consider multiplicative homomorphisms on (A, ·) or on (1+A, ·).
Proposition 6.14. Let A be a non-unital commutative k-algebra. Then every multiplicative map
χ : (A, ·) → C extends to a multiplicative map χ˜ : (A+, ·) → C with χ˜(1) = 1. If, in addition, A is
a complex cia and χ is holomorphic, then the same holds for χ˜ and then χ is a finite product of
algebra homomorphisms.
Proof. If χ = 0, then we put χ(a + t1) := t. We now assume that χ 6= 0. For a ∈ A+, we write
λa : A → A for the multiplication with a. Then there exists a b ∈ A with χ(b) 6= 0. We put
χb(a) :=
χ(ab)
χ(b)
for a ∈ A+, b ∈ A.
For any other c ∈ A with χ(c) 6= 0 and a ∈ A+, we then have
χb(a)χ(b)χ(c) = χ(ab)χ(c) = χ(abc) = χ(acb) = χ(ac)χ(b) = χc(a)χ(c)χ(b),
so that χb(a) = χc(a). Therefore
χ˜ : A+ → C, χ˜(a) := χb(a) for χ(b) 6= 0
is a well-defined extension of χ. It satisfies χ(ab) = χ˜(a)χ(b) for χ(b) 6= 0. If χ(b) = 0, then we
choose a c ∈ A with χ(c) 6= 0 and obtain
χ(ab)χ(c) = χ(abc) = χ(bac) = χ(b)χ(ac) = 0,
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so that χ(ab) = 0. This shows that
χ(ab) = χ˜(a)χ(b) for a ∈ A+, b ∈ A.
For a, a′ ∈ A+ and χ(b) 6= 0, we then have
χ˜(aa′) = χb(aa
′) =
χ(aa′b)
χ(b)
= χ˜(a)
χ(a′b)
χ(b)
= χ˜(a)χ˜(a′).
Therefore χ˜ is multiplicative.
Now suppose thatA is a complex cia and that χ is holomorphic. For any b ∈ A with χ(b) 6= 0, the
relation χ˜(a) = χb(a), together with the holomorphy of the map A+ → A, a 7→ ab now implies that
also χ˜ is holomorphic. We conclude with Theorem 1.8 that χ˜ is a finite product of characters.
Not all bounded irreducible ∗-representations of Ap = Oan(T n)p are highest weight representa-
tions. The Lie algebra sl2(Ap) has an irreducible bounded ∗-representation,
π(X) :=
⊕
m∈N
1m ⊗X(pm)⊗ 1
∞,
on any infinite tensor product space H :=
⊗
m∈N(C
2, vm), where vm ∈ C
2 is a sequence of unit vec-
tors and (pm)m∈N a sequence of points in T
n with
∑
m∈N d(pm, p) <∞ (cf. (7) and Example 4.14).
In particular, we have irreducible bounded unitary representations of sl2(Ap) where Hg
−
= {0}.
Clearly, these cannot be classified with the highest weight theory from Section 2. This raises
the following question: Suppose that E = Hg
−
is non-zero for an irreducible bounded unitary
representation of kA, with A a non-unital involutive cia. Then the arguments from the proof of
Proposition 2.2 still imply that dim E = 1, so that the representation (ρ, E) of g0 = h⊗A is given by
a linear functional λ : A → C. In view of the above example, λ can be an infinite sum
∑∞
j=1 λj⊗χj ,
so that Theorem 2.9 does not extend to the non-unital case. Does F (ea) := eλ(a) extend to a
multiplicative holomorphic map F : A → C?
6.4.3 Multiloop algebras
It would also be interesting to see whether the results on Lie algebras of sections in Section 4 extend
to the context of complex analytic or algebraic geometry.
The class of twisted multiloop algebras are an interesting example. In this case, the finite
group H = Πni=1Z/kiZ acts on g by automorphisms, and on T
n by the free action h · z :=
(e2πih1/k1z1, . . . , e
2πihn/knzn). Then K := T
n×H k is a bundle of Lie algebras over T n/H ≃ T n, and
the twisted multiloop algebras in the algebraic, analytic and smooth setting are the corresponding
Lie algebras of sections
Oalg(T
n, g)H ⊂ Oan(T
n, g)H ⊂ C∞(T n, g)H , (12)
where Oalg(T n, g) := C[t
±
1 , . . . , t
±
n ] ⊗ g. Assuming that the action of H on g preserves a compact
real form k, Theorem 4.11 implies that every irreducible bounded ∗-representation of Γ(K)C ≃
C∞(T n, g)H is a finite tensor product of irreducible evaluation representations in different points pi
of T n. Analogously, it follows from [La10] that every finite-dimensional irreducible representation
of Oalg(T n, g)H is given by a finite tensor product of evaluation representations, which implies the
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corresponding result in the analytic and smooth setting because the inclusions in (12) are dense.
(See also [NSS12], where the action of H on T n is generalized to the automorphic action of a finite
group on a scheme.)
This striking similarity raises the question whether our results extend to the analytic/algebraic
setting also if the bundle K → X does not allow for a flat Lie connection, so that the structure
group is not finite.
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