Exudate is one of the serious complications and a major cause of blindness in diabetic retinopathy patients. Nowadays, the digital retinal image is frequently used to follow-up and diagnoses eye diseases. Therefore, the retinal image is crucial and essential for expert to detect of exudates. Unfortunately, the retinal images in Thailand are poor quality image. Detecting exudates in a large number of poor quality retinal images generated by screening programs, is very expensive in professional time and opens to human error. This paper proposes a part of a larger effort to develop a new method for detection of exudates in poor quality retinal image. The retinal images are segmented using fast mean shift algorithm following key preprocessing steps, i.e., color normalization, contrast enhancement, noise removal and color space selection. On the difficult data set, the method can achieves accuracy, specificity and sensitivity with 93.8%, 95.3%, 94.9% for the detection of exudates on a set of 1,220 retinal images.
INTRODUCTION
Exudate is a critical eye disease which can be regarded as manifestation of diabetes on the retina. It's a major public health problem and it remains the leading cause of blindness in people of working age, especially on developing countries. The screening of exudates for the development of diabetic retinopathy can potentially reduce the risk of blindness in these patients. Early detection enables laser therapy to prevent or delay visual loss and maybe encourages improvement in diabetic control. However, the detection of exudates from poor quality image is difficult with taking a long time and expensive computation cost. Many approaches have been developed and applied for detection of exudates.
Zhang et al. [1] used local contrast enhancement and fuzzy c-mean clustering (FCMC) in Luv color space to segment bright exudates areas. However, the main difficulty with FCMC is how to determine the number of clusters. Wang et al. [2] used FCMC to segment retinal image, and then used neural network with a train dataset, and then used support vector machines (SVM) to separate exudates and nonexudates areas. The applications work well only Luv space. For poor quality image, the performance detection is low. Mathematical reconstruction has been used to detect contours typical of exudates [3] . This technique achieved predictive and sensitivity values are 92.4% and 92.8% against a set of 15 abnormal retinal images. However, this technique also did not discriminate exudates from cotton wool spots. The back propagation neural network has been used for the segmentation of exudates [4] . Comparative the results by this method with of the expert ophthalmologist, the method achieved sensitivity and specificity for the detection of exudates are 88.4% and 83.5%, respectively. A drawback of this method was that did not work well on poor quality image. Sanchez et al. [5] combined color and shape edge feature to detect of exudates. They found yellowish objects, then they found sharp edges using various rotated version of Kirsch masks on the green component of the original image. These techniques are highly sensitive to image contrast.
Many techniques have been performed for detection of exudates, but they have limitations. Poor quality images affect the result of exudates and non-exudates, while other classification techniques require intensive computing power for training and classification. Furthermore, based on experimental work report in the previous work, most of techniques mentioned above worked on images good quality retinal images with large fields that are clear enough to show retinal detail are required to achieve good algorithm performance. Poor quality image do not give good results even when enhancement processes are included. The examination time could be reduced if the automated application could succeed on poor quality retinal images.
DATA PREPARATION
A large data set of manually labeled images was constructed for testing of this new method. This data set consists of 1,220 images taken from a screening program for diabetic retinopathy in Mahasarakham Hospital, Thailand. The images were captured using a KOWA-7 retinal camera and stored in JPEG format. For the 1,220 images in the dataset, there are 968 patients' images with exudates and the rest of the images are without exudates.
Typically, one main problem in detection of exudates is the wide variability in the color of retinal image from different patients and different time (see Fig. 1(A-D) ). These variations are strongly correlated to iris color. To obtain a retinal image suitable, we put our image through four preprocessing steps before commencing the detection of exudates. The reason for features selection and their details are explained below
Retinal color normalization
The color of exudates in some region of a retinal image may appear dimmer than the background color of other regions. Therefore, the exudates can wrongly be detected as the background. In fact, in the natural retinal pigmentation across
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Therefore, color normalization is essential in this study. Three methods to normalize namely; grey world [6] , histogram equalization [7] and histogram specification [8] were tested of our dataset. We found that the histogram specification to be most appropriate for the restoration of the color retinal image. Therefore, we selected a retinal image as a reference ( Fig. 2A ) and then applied the described histogram specification to modify the values of each image in the dataset. The histograms specification was independently applied to each individual RGB channel to match the shapes of three specific histograms of the reference image (Fig. 2B ).
This image was chosen in agreement with the expert ophthalmologist. To demonstrate the color normalization effect, a different color retinal image is shown in Fig. 2(C) . The image normalized version and the relevant RGB histogram can be seen in Fig. 2 (D-E). As is evident, the normalization process modifies the color distributions of the considered image to match the reference image's distribution. This can clearly be seen from comparison of normalized image histogram (Fig. 2E) with the reference image's histogram (Fig. 2B ).
Contrast enhancement
From previous section, the retinal image quality has a great impact on the features of exudates. However, the contrast is decreasing as the distance of pixels from the center, especially in the periphery. We applied local contrast enhancement [7] to show all possible intensities and transformed of the values inside small windows in the image in a way that all values are distributed around the local mean. The result after contrast enhanced is shows in Fig. 2 (F).
Noise removal
While the contrast enhancement improves the contrast of exudates, it may also enhance the contrast of some nonexudates background pixels (e.g., noise), so that these pixels can wrongly be detected as exudates. There are several ways to remove or reduce noise in an image. We found that the median filtering is better able to remove these outliers without reducing the sharpness of the image. Therefore, a median filtering operation is applied in this step.
Color space selection
There are several different color spaces in the literature and each has its own advantages. Indeed, there is no color space that better than the others and suitable for all kinds of images. 
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In this work, to select the most appropriate color space, we conduct a quantitative analysis and utilize the evaluation function value J = trace (S b /S w ) as a measure of color space efficiency [9] . This function estimates the class separate of our exudates and non-exudates pixels classes in different color space and was measured using within-class and between classes scatter matrices. The within-class scatter matrix (Sw) indicates the distribution of sample points around their respective mean vectors and (Sb) represents the scatter of samples around the mean vector of class mixture. In fact the numerator of function J represents the overall color difference of exudates and non-exudates sample points, while the denominator denotes the variations of the color distribution for these two classes. A higher value of J shows that the classes are more separated, while the numbers within each class are closer to each other. We have experimented with various color spaces such as RGB, YIQ, HIS, HSL, Lab and Luv color space, it is obvious that Luv color space [11] the most appropriate space for our segmentation ( Table 1) . 
Optic disc localization
In this work, detection of exudates is our main purpose. However, to prevent the optic disc (OD) from interfering with exudates, we have to remove the OD before the segmentation because it appears with color, similar intensity and contrast to other features on the retinal image. Thus, OD regions are removed from the other segmented regions using our proposed automatic OD detection technique [10] .
PERFORMANCE MEASUREMENT
The performance of all algorithms is measure by sensitivity and specificity. Sensitivity and specificity of the test set are calculated using discriminant analysis of exudates and nonexudates. These criteria quantify the algorithm performance according to the True Positive (TP, a number of exudates pixels that are correctly identified), False Positive (FP, a number of non-exudates pixels that are wrongly identified as exudates pixels), False Negative (FN, a number of exudates pixels which are not identified), and True Negative (TN, a number of non-exudates pixels that are correctly detected as non-exudates pixels). These two values are defined as:
So "Sensitivity" in this paper is defined as percentage of exudates pixels correctly identified, and "Specificity" is defined as percentage of non-exudates pixels correctly identified as non-exudates pixels. Also "Accuracy" is overall per-pixel success rate of the algorithms. The accuracy value was derived using the following Eq. (3).
TP + TN Accuracy = TP + FP + FN + TN
DETECTION OF EXUDATES
We analyzed the performance of several algorithms to select the one with the most accurate results to comparative with our algorithm. We choose four very commonly used algorithms to detect of exudates, FCMC algorithm [11] , combination of FCMC algorithm and mathematical morphology method [3] , naive Bayes classifier [12] and SVM classifier [2] to towards our detection of exudates task. To have a fair comparison between different algorithms, all feature selection steps are kept for all algorithms.
Feature selection
We asked expert ophthalmologists how they identify of exudates in an image so that our feature extraction would reflect expert ophthalmologists' expertise. We found that color, shape and texture are among those top features they look at.
To differentiate exudates pixels from non-exudates pixels, we attempt to mimic ophthalmologist expertise by extracting these relevant and significant features. Six features are experimentally selected as input for all algorithms. Four features from preprocessing steps and the rest is the standard deviation and number of edge pixels. The standard deviation of preprocessed intensity values in a window around the pixel. We use a window size of 15×15. We use the standard deviation because exudates tend to be more highly textured than non-exudates regions, and the standard deviation is a simple indication of texture. The number of edge pixels in a region around the pixel. We apply a Sobel edge operator then eliminate the strong edges arising from blood vessels and the optic disc using decorrelation stretch on the red band. We use a 17×17 neighborhood.
Learning Dataset Building
To construct learning datasets of exudates and non-exudates pixels, a consultant ophthalmologist manually segmented a number of representative retinal images and marked the exudates lesions. Our representative learning dataset comprised of 694,026 exudates and 635,503 non-exudates pixels. The exudates pixels were collected from 968 manually segmented abnormal images. Similarly, the non-exudates pixels were collected from 252 normal images. Table 2 indicates the exudates and non-exudates sample points used for the cross validation scheme. 
Combination of FCMC algorithm and mathematical morphology method
In this experiment we combine both FCMC and morphology for detection of exudates. The digital retinal image is coarsely segmented first using FCMC and then fine segmentation using morphological reconstruction is applied. Six features from previous experiment are selected as input for clustering is a rough estimation of the exudates; a fine segmentation using morphological reconstruction is applied to get a better result.
Each image takes approximates 4.52 minutes for FCMC and another 0.6 minutes for morphological reconstruction. After fine segmentation, most of the classified exudates regions are true exudates pixels, which give a smaller true positive value; however, it also reduces the false positive value because misclassification of non-exudates pixels is also lower. It found that this method detects of exudates successfully with sensitivity, specificity and accuracy of 92.06%, 92.92% and 92.49%, respectively.
Naive Bayesian classifier
We first estimate the model from a training set using all features then evaluate the resulting classifier performance on a separate test set. The resulting classifier had an overall per-pixel sensitivity, specificity and accuracy of 97.20%, 85.40% and 85.60%, respectively.
SVM classifier
SVMs map training data into a high-dimensional feature space in which we can construct a separating hyper-plane maximizing the margin, or distance from the hyper-plane to the nearest training data points. The v-SVM with a radial basis function (RBF) kernel is used in which the parameter function (RBF) kernel is used in which the parameter v ϵ [0, 1] controls how many support vectors are allowed to lie on the wrong side of the separating hyper-plane. We use normalized images, enhance image with contrast, filter images for noise, remove the OD, extract local features describing pixels or regions, and then classify those feature using a model built from a training set. For the SVM classifier, after feature selection achieves an overall per pixel sensitivity of 84.53%, specificity of 94.19% and an overall accuracy of 91.86%.
Fast mean shift algorithm
From the previous section, the advantages of FCMC are a straightforward implementation and the ability to model uncertainty within the data. On the other hand, FCMC required the number of clusters beforehand otherwise false results may be returned. While the disadvantage of NB and SVM classifier is to take a time to training process.
Therefore, we aim at developing a better knowledge base to deal with the number of clusters and reduce the computation time. This paper proposes a new method call the fast mean shift algorithm. The feature of fast mean shift is illustrated using a part of mean shift algorithm. Next we review the theories in mean shift algorithm, and then studies in detail the speed of convergence for identify of exudates from poor retinal images. All the relation is very important in our study.
Mean shift algorithm
Given n data points and the multivariate kernel density estimate using a radially symmetric kernel (e.g., Gaussian kernels), K(x), is given by,
where n is the number of data points, x i represents a sample from some unknown density f, h is a symmetric positive definite d×d bandwidth matrix. For the radially symmetric kernel is defined as Eq. (5). (5) where K(x) is the d-variate kernel function, c k represents normalization constant. The gradient of the density estimator in Eq. (6) and some further algebraic manipulation yields.
where g(x) = -k′(x) denotes the derivative of the selected kernel profile. In Eq. (6) is proportional to the density estimate at x (computed with the kernel G = c g g (‖x‖ 2 )). In Eq. (7), called the mean shift vector, m, points toward the direction of maximum increase in density and is proportional to the density gradient estimate at point x obtained with kernel K. The algorithm terminates when the shift distance equal to zero or less than a tolerant threshold as follows:
The clustering is performed by representing each mode of the kernel density estimate as the cluster, and the data points are converted to their mode. Fig. 3 shows that, data points are moved rising up to their mode. The direction of data points by applying mean shift algorithm to 3d dataset, the third axis denotes density of data.
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Fast mean shift algorithm
The nature of the mean shift algorithm, there are many positions which are moved to the same stationary points as an example shown in Fig. 3(B) . Consider Fig. 4 , the position of the i th data point is moved to the position which is closed mode to the starting position of the l th data point at iteration τ. Also, the direction of the shift vector of the i th data point is paralleled to the direction vector of the l th data point. Therefore, the i th data point should be is considered as the "followers" of the l th data point which is assumed to be a "leaders" of the i th data point. Hence, the moving of the i th data point will be exempted from the computation in the next iteration.
Fig.4 Direction vector of x l and shift vector of x i and x f at iteration τ.
Even though the f th data point at iteration τ is also moved to the position near the starting position of the l th data point, its mode is different from the mode of the l th data point. One of ideas in this paper is that, the most nearest data point which is assigned as the leaders should have the direction of the shift vector of the followers.
To accelerating the convergence, four matrices are introduced. Firstly, Matrix U is a matrix of direction vector of all the data points. The second, Matrix L is stored indexes of the leaders. The third, Matrix C is logical which indicate the convergence status. Finally, Matrix A is present status of the data points. The detail of each matrix is explained below. 
The pseudo code of fast mean algorithm is shown in Fig. 5 . In step 2, the direction vector is computed and stored in Matrix U using (Eq. 9). In step 6, 9 and 10 are normally performed by the original mean shift algorithm. However if the leaders of the i th data point is found, step 9 will be exempt from the computed which is computing exponential of all distances values in step 6. This means the shift vector of the i th data point is assigned to be as the followers. Therefore, if there are many followers found, there are few data that needs to be computed in the next iteration. According to steps 8, the leaders of the i th data point is found and assigned to l i . This means the i th data point should be the same mode as its leaders. 
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The key speed up occurs in this step by using Matrix L. At the convergence step, the depth first search algorithm is used for retrieving all followers of the remaining leaders. Therefore, any cluster may have many leaders assigned in the same cluster. Hence, it would be easy to perform clustering for those leaders by using the distance threshold.
Although there is an additional parameter (α) in our algorithm, this makes the algorithm more flexible. It is used for choosing a suitable leaders-followers relationship. Normally, the parameter (α) is in between [0, 1]. For α = 0 the follower is moved by the leaders only the shift vector of the followers and the direction vector of the leaders are parallel. For α = 1, the angle of those vectors is in range 0 -180 degrees is acceptable. Hence, the value of Eq. (11) is spanned in range [0, 1]. However, the parameter α can be assigned out of this range. In the case of α > 1, the nearest position of shift position at the i th data is always assigned to be the leaders of the i th data. In this case fast mean shift algorithm perform the fastest. If α < 0, there is no leader to be assigned. In this case fast mean shift algorithm performs as original mean shift algorithm.
Experiments with retinal image segmentation
In our simulation, OMS is denoted for the original mean shift algorithm. FMS is denoted for the fast mean shift algorithm with α 0 = 0, α τ = 0.5 and τ = 10. FMS-1 is denoted for the FMS by choosing α > 1. The tolerate threshold is set to 10 -7 for all experiments. Each data pixel in an image can be thought of as lying in a 5 dimensional space or (x, y, L*, u*, v*) where (x, y) is the pixel location in the image and (L*, u*, v*) is the pixel in color components.
We tested retinal images of different size; the segmentation time required of FMS for 700 × 500, on average time, 149.4 second for processing each images while OMS takes 1,342.2 second per image. The convergence steps of OMS requiring very large number of iterations for those pixels converging to that mode. We report the number of data pixel relative to FMS as given in Table 3 . Fig. 7 . Remarkably, the number of data pixels of FMS and FMS-1 remained only 263,769 pixels and 105,000 pixels in the second iterations. Fig. 8 shows the simulation results for exudates regions detected by FMS overlaid on four original images. 
Comparative study
According to experimental results, a fair comparison of our results against the other work is difficult. There is another difficulty in carrying out other people's algorithms due to lack of necessary details. [15] , and Garcia in 2007 [16] . A comparison results with other literature is shown in Table 5 . 
CONCLUSIONS
In this paper, we explore methods toward the development of a new method for automated detection of exudates in digital retinal images. Past works on detection of exudates mainly relies on grey-level information, and were assessed of diagnostic accuracy on small data set.
The FCMC have been proposed as possible solutions to detect of exudates. One main weakness of the FCMC is that required many features or predetermined parameters. While the disadvantage of NB and SVM classifier is to take a time to training process.
To solve the problem, we have presented a fast version of the mean shift algorithm, relies on the careful preprocessing steps could be used to identifying and isolating of exudates and non-exudates even on retinal images acquired from poor quality in retinal images. The performance of the algorithm is validated by against manually labeled ground truth produced by an expert ophthalmologist. Sensitivity, specificity and accuracy are used as the performance measurement of detection of exudates. On this difficult data set, our methods can achieves accuracy with sensitivity, specificity and accuracy of 93.8%, 95.3% and 94.9% for the detection of exudates. The results will to be able to integrate the presented method in a tool for diabetic retinopathy symptoms faster and more easily. It is not a final result method but it can be a preliminary diagnosis tool for decision support system for expert ophthalmologists. However, expert ophthalmologists are still needed for the case where detected results are not very obvious.
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