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НЕКОТОРЫЕ ЗАДАЧИ УПРАВЛЕНИЯ НЕОДНОРОДНЫМИ 
ПРОЦЕССАМИ РОЖДЕНИЯ И ГИБЕЛИ 
Н.В. АНДРЕЕВ, В.М. СТАТКЕВИЧ 
Аннотация. Для неоднородных марковских процессов рождения и гибели 
в случае постоянного отношения c  интенсивностей гибели и рождения реше-
ны три задачи управления выбором параметра c . Для задачи минимизации ве-
роятности выхода процесса при t  из полосы при помощи метода золо-
того сечения найдены точки минимума в случае их наличия, зависящие от 
конкретных значений порога и интегральной интенсивности рождения. Для 
задачи управления выбором параметра c  с учётом стабилизирующей функции 
найдено точку минимума и доказано условие её существования; рассмотрены 
важные частные случаи. К этой задаче примыкает задача идентификации па-
раметров для стабилизирующей функции экспоненциального роста. Для зада-
чи минимизации математического ожидания момента вырождения при малой 
вероятности превышения порога найдены условия сходимости математическо-
го ожидания, упрощены условия вероятности превышения порога, а сама зада-
ча решена в случае постоянной интенсивности рождения. 
Ключевые слова: задача управления, задача стабилизации, неоднородный 
марковский процесс рождения и гибели, интенсивность рождения, интенсив-
ность гибели, момент вырождения. 
ВВЕДЕНИЕ 
Ветвящиеся процессы являются математической моделью многих физиче-
ских, биологических и социальных явлений, например, ливней космических 
лучей, электронно-фотонных каскадов, ядерных реакций, эволюции биоло-
гических популяций, распространения эпидемий и т.д. [1–10]. В работе рас-
сматривается один из классов ветвящихся процессов, а именно неоднород-
ные марковские процессы рождения и гибели (являющиеся частным 
случаем процессов рождения, иммиграции и гибели). Они встречаются, на-
пример, в теории массового обслуживания, в теории надёжности и т.д. Раз-
личным аспектам проблем управления такими процессами посвящены рабо-
ты [11–16]. 
ПОСТАНОВКА ЗАДАЧИ 
Для неоднородного процесса рождения и гибели в случае постоянного от-
ношения c  интенсивностей гибели и рождения рассмотрим следующие за-
дачи управления выбором параметра c : 
1) задачу минимизации вероятности выхода процесса при t  из по-
лосы; 
2) задачу управления с учётом стабилизирующей функции; 
3) задачу минимизации математического ожидания момента вырожде-
ния процесса при малой вероятности превышения порога. 
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Эти задачи сформулированы в работе [6]. Указанное постоянное отно-
шение c  интенсивностей гибели и рождения возникает, например, при ана-
лизе процесса нуклеации ковкого чугуна [4, 5]. Подробнее про механизм 
и кинетику нуклеации из жидкой фазы изложено, например, в работе [17]. 
Пусть )(t , 0t  — неоднородный во времени процесс рождения и ги-
бели. Это марковский процесс с состояниями },2,1,0{  , для которого из со-
стояния 0)(  nt  возможны лишь переходы в состояния 1n  и 1n , 
причём 
 )()(})(/1)({ tottnntnttP  , 
 )()(})(/1)({ tottnntnttP  , 
 )())()((1})(/)({ totttnntnttP  . 
Здесь )(t  и )(t  – положительные непрерывные на );0(   функции, назы-
ваемые интенсивностями рождения и гибели соответственно. В начальный 
момент времени 1)0(  , а возможность самозарождения исключается (пе-
реход из состояния 0 в состояние 1 невозможен). Обозначим:  
t
dt
0
)()(  
— интегральная интенсивность рождения, 

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0
)( d , })({)( ntPtPn   
( ,2,1,0n ). Из второй системы дифференциальных уравнений Колмого-
рова следует [1, 7] 
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В работах  [1] и [6] получены явные формулы для )(tPn  ( ,2,1,0n ), 
а также доказано, что 
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Рассматривается следующий случай: отношение 0
)(
)( 
 c
t
t  постоян-
ное для всех 0t . В работах [4, 6] получены формулы: 
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Из соотношений (1) и (2) следует, что ctP )(0 , а функция )(tPn  при 
фиксированном t  непрерывна по c . Первый момент распределения случай-
ной величины )(t  [4, 6] 
 )(1 )()(
tetMt  . (3) 
Для момента   вырождения процесса )(t , т.е. момента исчезновения 
всех частиц, справедливо равенство [6] 
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0
0 )()( dttPdt
dtttdPM . (4) 
Цель работы — решение задач 1–3. 
1. ЗАДАЧА МИНИМИЗАЦИИ ВЕРОЯТНОСТИ ВЫХОДА ПРОЦЕССА )(t  
ПРИ t  ИЗ ПОЛОСЫ 
Пусть задано натуральное число N . Рассмотрим задачу управления: мини-
мизировать вероятность выхода процесса при t  из полосы ]1;1[ N , 
управляя параметром c , т.е. 
 
ctt
NtPtPcP min})({lim}0)({lim)(   . (5) 
Вероятность превысить порог 1N  согласно соотношениям (2) равна 
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Вычислив с учётом формулы (2) сумму геометрической прогрессии со 
знаменателем 1q , получим 
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Подставив в первое слагаемое критерия (5) формулы (1), а во второе  —  
формулы (6) и перейдя к пределу t , находим эргодическое состояние 
процесса: при   
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а при   1)( cP . Заметим, что функция )(cP  непрерывна на );0(  . 
Утверждение 1. )(1 cP — возрастающая функция на );0(  . 
Доказательство. Производная данной функции имеет вид  )(1 cP  
2)1(
)1(
)1(
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cce . Рассмотрим вспомогательную функцию )(g  
)1)1((1 )1(   cce c . Её производная 0)1()1()( )1(2   cecg c , 
поэтому 0)0()(  gg , что доказывает утверждение. 
Утверждение 2. )(2 cP  — убывающая функция на );0(  . 
Доказательство. Вводим вспомогательную функцию ),(cg  
N
N
c
c
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. Тогда, используя равенство ),()( )1(2  cecgdc
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Выполняются неравенства 01))1(1()1(  ce c  и   )1(1 ce  
0)1(  c . Действительно, для доказательства первого из них вводим 
вспомогательную функцию )1()(1 yeyg y  , имеющую глобальный макси-
мум в точке 0y , откуда 1)0()( 11  gyg  при 0y . Второе неравенство 
следует из неравенства 1 ye y  ( 0y ). Поэтому )(2 cP , задаваемая фор-
мулой (7), отрицательна, что доказывает утверждение. 
Функция )(cP  при   может либо иметь единственную точку ми-
нимума 0* c , либо иметь 1
0);0(
)1()(lim)(inf  
N
c
ecPcP  в зависимости 
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от соотношения N  и  . Для функций на рис. 1 численный подсчёт (напри-
мер, методом золотого сечения) даёт 1993
);0(
)1()(inf   ecP  при 3  
и точки минимума 117263,0* c , 420581,0* c  и 632043,0* c  при 5 , 
7  и 10  соответственно. 
2. ЗАДАЧА УПРАВЛЕНИЯ ВЫБОРОМ ПАРАМЕТРА c  С УЧЁТОМ 
СТАБИЛИЗИРУЮЩЕЙ ФУНКЦИИ 
Пусть задано число 0T  и некоторая функция ]);0([)( 2 TLtf  . Напомним, 
что в пространстве ]);0([2 TL  скалярное произведение и норма задаются 
формулами 
T
dttftfff
0
2121 )()(),(  и 
T
dttffff
0
2 )(),(  соответст-
венно. Рассмотрим задачу управления: минимизировать отклонение в норме 
пространства ]);0([2 TL  первого момента )(1 t  (см. формулу (3)) от задан-
ной функции )(tf , управляя параметром c . Соответствующий критерий 
c
T
t dtetfcJ min))(()(
0
2)(     (ср. [6]) зависит от c  экспоненциально. Из-
меним постановку задачи управления: минимизировать отклонение )(ln tf  
от )(ln 1 t , соответствующий критерий   2
0
2))()((ln)( cdtttfcJ
T
 
c
min , где 0  — заданное число, квадратичен относительно c . 
Теорема 1. Если выполнено условие 
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2
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)()(ln)(  (8) 
(эквивалентные записи 0),ln(  f  и 2)ln,(  f ), то )(cJ  имеет 
единственную точку минимума 
Рис. 1. Графики функций )(cP  при 200N  
c
)(cP  
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При выполнении условия (8) критическая точка 0* c , 0J  на 
);0( *c , 0J  на );( * c . Поэтому *c  является точкой глобального мини-
мума на );0(  , а 
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При равенстве в условии (8) критической точкой является точка 0, 
0J  на );0(  . При знаке «  » в условии (8) критическая точка отрица-
тельна. Поэтому при невыполнении условия (8)  )(inf );0( cJ  
2
0
ln)(lim   fcJc . 
Теорема доказана. 
Замечание. При выполнении условия (8) 2* ln)(  fcJ , а вследст-
вие неравенства Коши–Буняковского 
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Частный случай 1. Рассмотрим 0)( 0  t . Этот случай предложен 
В. Феллером, рассмотрен в качестве частного случая в [1] и других работах. 
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0)( 0  ct ), в противном случае 2
);0(
ln)(inf  fcJ  (интенсивность 
гибели почти нулевая). 
Рассмотрим частный случай 0)(  atf . Условие (8) принимает вид 
3/2 0Tea  , при выполнении этого условия 
 

62
ln32
32
0
2
0
32
0
* T
aTTc ,  
)3(4
)ln3ln3(4ln)( 32
0
22
0
32
0
242
0
* 

T
aTaTTaTcJ . 
Рассмотрим частный случай atetf )( . Такая функция выбрана потому, 
что это элементарная функция, а при 0a выполняются 0)(lim  tft , 


0
)( dttf . Также можно провести параллель с плотностью экспоненци-
ального распределения случайной величины   с параметром 0 : 
tetf  )(  при 0t , 0)(  tf  при 0t . Условие (8) принимает вид 
0a , и если оно выполнено, то 

3
)(
32
0
0
3
0
* T
aTc , 

3
)()( 32
0
32
0
* T
TacJ . 
Заметим, что при выборе a , близких к 0 , расхождение между )(ln tf  
и )(ln 1 t  малó. 
Частный случай 2. Рассмотрим btet  )( . Тогда )1(1)(  bte
b
t . Если 
0b , то 0)(lim  tt , а b
1 . Условие (8) после упрощения принимает 
вид 
 233
2
3
0 2
32
2
1)(ln)1(1
b
T
b
e
b
e
b
dttfe
b
bTbT
T
bt  , 
и если оно выполнено, выполняется равенство 
 



32
0
22
* 2234
)(ln)1(2234
bbTee
dttfebbTee
c bTbT
T
btbTbT
. 
Частный случай 3. Рассмотрим 00)(  tt  — процесс линейного 
роста с иммиграцией [2]. Тогда ttt 0202)( 
 , условие (8) после упро-
щения принимает вид 
 
3420
)(ln
2
32
0
4
00
52
0
0
0
20 TTTdttftt
T 

  , 
и если оно выполнено, выполняется равенство 
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 



6020153
)(ln)2(3020153
32
0
4
00
52
0
0
0
2
0
32
0
4
00
52
0
* TTT
dttfttTTT
c
T
. 
Частный случай 4. В некоторых случаях полезно полагать, что интен-
сивность рождения допускает всплеск, ограниченный во времени. Простей-
шая функция такого типа с носителем ];0[ a  — сплайн степени 1 и дефекта 
1, «шапочка» (рис. 2): 
 t
a
bt 2)(  ,  
2
0 at  ; 
 bt
a
bt 22)(  ,  ata 
2
; 
 0)(  t ,  at  . 
(здесь полагаем 0a , 0b ). Тогда функция 
 2)( t
a
bt  ,  
2
0 at  ;  
2
2)( 2 abbtt
a
bt  ,  ata 
2
;  
2
)( abt  ,  at   
реализует переход гладкости 1C  с уровня 0 на уровень 
2
ab . Для выполнения 
условия 0)(  t  полагаем aTa 
2
. Условие (8) после упрощения прини-
мает вид 
 

  
T
a
a
dttfabbtt
a
bdttft
a
b
2/
2
2/
0
2 )(ln
2
2)(ln  
 


 
4843
5
5
32
2
34
2
5
2 aTaaTT
a
T
a
Tb , 
а при 0 aT  правая часть стремится к 
240
23 23ba . При выполнении этого 
условия имеем 
 
 2542332452
542332452
* 240)56024040024048(
)56024040024048(
aaTaTaTaaTTb
aTaTaTaaTTbc  
Рис. 2. Функция (t) 
0           a /2        a
(t)
b 
t
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 ,
)(ln)42(120)(ln240
2/
22
2/
0
2  
T
a
a
dttfaattabdttftab
 
а при 0 aT   
 



aba
dttfbaattbdttftbba
c
a
a
a
24023
)(ln)42(120)(ln24023
24
2/
22
2/
0
224
* . 
ДОПОЛНЕНИЕ: ЗАДАЧА ИДЕНТИКАЦИИ ПАРАМЕТРОВ ДЛЯ 
СТАБИЛИЗИРУЮЩЕЙ ФУНКЦИИ ЭКСПОНЕНЦИАЛЬНОГО РОСТА 
Теперь рассмотрим задачу идентификации параметров. Считая, что )(tf  
является функцией экспоненциального роста, т.е. batetf )( , где Ra  
и Rb , находим параметры a  и b  для указанной функции )(tf  при за-
данном c , минимизируя отклонение )(ln tf  от )(ln 1 t  (см. формулу (3)). 
Соответствующий критерий 
),(
0
2 min))()1((),(
ba
T
dttcbatbaJ   .  
Приравнивая частные производные к нулю 
 0))()1((2),(
0
 
T
a tdttcbatbaJ ,  0))()1((2),(
0
 
T
b dttcbatbaJ , 
составляем систему линейных уравнений для поиска критической точки: 
  
T
dtttcbTaT
0
2
3
)()1(2
3
2 ,  
T
dttcTbaT
0
2 )()1(22 . 
Определитель данной системы 0
3
4
T , поэтому согласно формулам 
Крамера 
 


  
TT
dttTdttt
T
ca
00
3 )(2)(4
)1(3 ,  
 


  
TT
dtttdttT
T
cb
00
2 )(2)(3
4)1(3 . (9) 
Заметим, что матрица вторых производных J   согласно критерию 
Сильвестра положительно определена, поэтому критическая точка (9) явля-
ется точкой локального минимума, а в силу единственности – и глобально-
го. Вычислим невязку между )(ln tf  и )(ln 1 t . Подстановка искомых пара-
метров (9) в критерий ),( baJ  после упрощений даёт 
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 






  
2
0
22 )(4)1(),(
T
dtt
T
cbaJ  
 






  
2
0
3
00
2 )(
12)()(12
TTT
dttt
T
dtttdtt
T
.  (10) 
В случае малой невязки можно использовать функции экспоненциаль-
ного роста. 
Частный случай 1. Рассмотрим 0)(  t . Тогда после соответствую-
щих вычислений получаем )1(0 ca  , 0b  и 0),( baJ . Это полностью 
согласуется с теми «эмпирическими соображениями», что при выборе 
tcetf )1(0)(   расхождения между )(ln tf  и )(ln 1 t  нет. Этим, в частности, 
можно объяснить выбор функций экспоненциального роста, поскольку они 
подходят для данного частного случая. 
Частный случай 2. Рассмотрим 00)(  tt  — процесс линейного 
роста с иммиграцией. Тогда после соответствующих вычислений получаем 
0
0 )1(
2
)1(  cTca , 
12
)1( 20Tcb  , 5202)1(720
1),( TcbaJ  . Это 
показывает, что лишь при малых ),( baJ , т.е. при малых 0  или близких 
к единице c  следует пользоваться функциями экспоненциального роста. 
Частный случай 3. Рассмотрим )(~)( 0 tt  , где )(~ t  — достаточ-
но малая величина в следующем смысле:  
t
dt
0
)(~)(~ . Вследствие 
неравенства Коши–Буняковского 
  Ttdtt
T ~)(1)~),(1()(~
0
,   3~)~,()(~0
TTttdttt
T
 
(здесь )(1 t  – единичная функция на ];0[ T ), поэтому из формулы (10) полу-
чаем 
 










 


  
2
0
3
00
2
2
0
22 )(~12)(~)(~12)(~4~)1(),(
TTTT
dttt
T
dtttdtt
T
dtt
T
cbaJ , 
 22 )349()1(),(  cbaJ . 
3. ЗАДАЧА МИНИМИЗАЦИИ МАТЕМАТИЧЕСКОГО ОЖИДАНИЯ 
МОМЕНТА ВЫРОЖДЕНИЯ   ПРИ МАЛОЙ ВЕРОЯТНОСТИ 
ПРЕВЫШЕНИЯ ПОРОГА 
Пусть задано натуральное число N  и малое число 0 . Рассмотрим зада-
чу управления: минимизировать математическое ожидание момента   вы-
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рождения процесса )(t  при условии, что для каждого 0t  вероятность 
превышения порога 1N  не превышает  , т.е. 
 
c
M min ,   })({0 NtPt . (11) 
Здесь M  задаётся равенством (4). Из формул (1), (2) следует 
 



0
2)1)((
)( dt
t
ttM ,  ( 1c ); 
 





0
2)()1(
)()1(
2
)1(
)()1( dt
ce
tteccM tc
tc
,  ( 1c ); (12) 
 


N
N
t
tt
)1)((
)(0
1
,  ( 1c ); 
 
 

Ntc
Ntc
ce
ect
)1(
)1)(1(0 )()1(
1)()1(
, ( 1c ). (13) 
В данной работе найдены условия сходимости интеграла M  (12), уп-
рощены условия (13), а задача (11) решена в частном случае 0)( 0  t . 
Теорема 2. Пусть )()(  tOt  при t . Тогда интеграл M  
а) сходится на множестве  )01(()1(()2(|),{( c  
)))}1(  c ; 
б) расходится на множестве ))}1()01(()12(|),{(  cc . 
Доказательство. Обозначим L
t
t
t
 
)(lim . Рассмотрим следующие 
случаи. 
1. Пусть 2 , 1c . Интеграл 


1
dtt  сходится, поэтому по теореме 
сравнения интеграл )(t  также сходится, т.е.  . Предел 
2
1
2 )1()1)((
)(lim 
 

Lt
t
tt
t
 существует и ненулевой, интеграл 


1
1dtt  
сходится, поэтому интеграл M  также сходится. 
2. Пусть 12  , 1c . В отличие от случая 1 интеграл 


1
1dtt  
расходится, поэтому интеграл M  также расходится. 
3. Пусть 0 , 1c . В отличие от случая 1 интеграл )(t  расходится. 
Предел 
 





 

21
2
2
12 )(
lim
)1)((
)(lim)(lim1
)1)((
)(lim
t
t
t
t
t
t
tt
tt
tttt
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Lt
tL
t
22 )1(
)(
)1(lim 






  
согласно правилу Лопиталя существует и ненулевой, интеграл 


1
1t
dt  схо-
дится, поэтому интеграл M  также сходится. 
4.  Пусть 01  , 1c . В отличие от случая 3 интеграл 


1
1t
dt  рас-
ходится, поэтому интеграл M  также расходится. 
5. Пусть 1 , 1c . Аналогично случаю 3 интеграл )(t  расходится. 
Предел 
 
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
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
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согласно правилу Лопиталя существует и ненулевой; интеграл 

a t
dt
2ln
 
( 1a ) сводится заменой uet   к расходящемуся интегралу 

a
u
du
u
e
ln
2 , сле-
довательно, расходится; поэтому интеграл M  расходится. 
6.  Пусть 2 , 1c . Аналогично случаю 1 интеграл )(t  сходится. 
Предел 2)1(
)1(
1
2)()1(
)()1(
)1()1(
)(lim 



 

c
c
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t ce
Let
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tte  существует и ненулевой, 
интеграл 


1
1dtt  сходится, поэтому интеграл M  также сходится. 
7. Пусть 12  , 1c . В отличие от случая 6 интеграл 


1
1dtt  
расходится, поэтому интеграл M  также сходится. 
8.  Пусть 1 , 1c . Интеграл )(t  расходится. Предел 
 

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согласно правилу Лопиталя существует и ненулевой; интеграл 




0
)()1(
)( dt
e
t
tc  сходится, поскольку )()( 1 tOt  при t , поэтому ин-
теграл M  также сходится. 
9. Пусть 1 , 1c . Аналогично случаю 8 интеграл )(t  расходится. 
Предел 
 
 
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
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)()1(
)(
)1(
)(lim tctc
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)(
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1
1lim)(lim
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
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
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t
t
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t
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согласно правилу Лопиталя существует и ненулевой; интеграл 




 
0
)()1(
0
)()1( )()( dt
e
tdtet tc
tc  сходится (см. случай 8), поэтому интеграл 
M  также сходится. Теорема доказана. 
Замечание. Теорема не охватывает случай 1 , 1c . 
Теперь рассмотрим условия (13). Их проверка для всех 0t  вызывает 
сложности, поэтому упростим условия (13). 0)(  t , поэтому функция )(t  
монотонно возрастает, следовательно имеет обобщённый предел   
(конечный или бесконечный). 
Теорема 3. Пусть 2N . Тогда условия (13) эквивалентны: 
1) 
 
N
N
)1(
1
, если 1c , 1 N ; 
2) 

N
N
N
N 1)1( , если 1c , 1 N  (в том числе и  ); 
3) 



Nc
Nc
ce
ec
)1(
)1)(1(
)1(
1)1(
, если выполнены условия а) 1c , 
c
cN
c
)1(1ln
1
1 
 , или б) 1c , cN  1
1 ,  , или в) 1c , 
c
N  1
1 , 
c
cN
c
)1(1ln
1
1 
 ; 
4)  

NN
N
Nc
N
1
1)1( , если 





 


 )1(1
1)1( c
c
Nc  


 
 c
cN
c
)1(1ln
1
1 ; 
5)  c1 , если 1с , 
c
N  1
1 ,  . 
Доказательство. Случай 1. Пусть .1с  Вводим вспомогательную 
функцию N
N
t
ttg
)1(
)(
1


. Тогда 
 

1
2
)1)((
)()())((})({ N
N
t
tttgNtP
dt
d  
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)())(1( ttN  . Если 1 N , то })({ NtP   возрастает на );0[   и 
условия (13) эквивалентны условию 1 теоремы. Если 1 N  (в том числе 
и  ), то существует единственная точка 0* t  такая, что 1)( *  Nt , 
и условия (13) эквивалентны условию 2 теоремы. 
Случай 2. Пусть .1c  Вводим вспомогательную функцию )(tg  
N
N
ct
tc
)1(
)1()1(
1



. Тогда, используя равенство )(})({ )()1( tceg
dt
dNtP
dt
d  , 
после упрощений получаем 
  })({ NtP
dt
d  
 )()1)1((
)1(
)1()1( )()1()()1(1)()1(
2)()1(
2 tececN
ce
ec tctcNtc
Ntc

 

. 
Для определения знака полученной производной рассмотрим урав-
нение 
 
c
cNe tc 1)1()()1(  . (14) 
Пусть 1c . В предположении 2N  правая часть уравнения (14) больше 
единицы и уравнение (14) принимает вид 
c
cN
c
t 1)1(ln
1
1)(  . Если 
c
cN
c
)1(1ln
1
1 
 , то })({ NtP   возрастает на );0[   и условия (13) 
эквивалентны условию 3 теоремы. В противном случае существует един-
ственная точка 0* t  – решение уравнения (14) и условия (13) эквивалентны 
условию 4 теоремы. 
Пусть .1c  Если 
c
N  1
1 , то уравнение (14) не имеет решений 
и })({ NtP   возрастает на );0[  . Если  , то условия (13) эквива-
лентны условию 3 теоремы; в противном случае – условию 5 теоремы. Если 
c
N  1
1 , то 11)1(0 
c
cN  и уравнение (14) принимает вид 
c
cN
c
t 1)1(ln
1
1)(  . Если c
cN
c
)1(1ln
1
1 
 , то })({ NtP   воз-
растает на );0[   и условия (13) эквивалентны условию 3 теоремы. В про-
тивном случае существует единственная точка 0* t  — решение уравнения 
(14) и условия (13) эквивалентны условию 4 теоремы.  
Теорема доказана. 
Замечание. В условиях 2 и 4 теоремы 3 
NeN
N
N
N 1)1( 1 

 при достаточ-
но больших N . 
Частный случай. Рассмотрим 0)( 0  t . В этом случае интеграл 
M , сходящийся при 1c  согласно теореме 2, выражается в явном виде. 
Некоторые задачи управления неоднородными процессами рождения и гибели 
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Действительно, в равенстве (4) применим интегрирование по частям и под-
ставим формулы (1): 
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R
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Rc   (15) 
В случае 1c  первое слагаемое в правой части формулы (15) стремит-
ся к нулю при t , а в интеграле делаем замену ue tc  0)1(  и разлагаем 
на простые дроби: 
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R
. 
В случае 1c  аналогичной заменой в интеграле и разложением на про-
стые дроби получаем 
 M  
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Поэтому задачу (11) с учётом явного выражения для интеграла M  
и теоремы 3 удобно рассматривать в виде двух задач. 
Первая из задач, отвечающая случаю 1c  и условию 4 теоремы 3, 
 ,min
1
11ln1
0 cc



   



NN
N
Nc
N
1
1)1(   
решения не имеет: инфимум целевой функции равен нулю, при этом 
c  (т.е. почти мгновенное вымирание всей популяции). 
Вторая из задач отвечает случаю 1c  и условиям 4 и 5 теоремы 3: 
 ,min)1(ln
0 c
c 
  
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 1
1
 
 N NN
Nc , если 
N
c 11 , 
 1c , если 
N
c 11 . 
Решение этой задачи зависит от соотношения N  и  . Если 1N , то 
1*c . В противном случае 1* α
1


N NN
Nc . 
ВЫВОДЫ 
В работе для неоднородного процесса рождения и гибели в случае постоян-
ного отношения c  интенсивностей гибели и рождения решено три задачи 
управления при помощи выбора параметра c . 
Для первой задачи минимизации вероятности выхода процесса )(t  при 
t  из полосы ]1;1[ N  доказано, что критерий является суммой возрас-
тающей и убывающей функций, а для конкретных значений порога N  и ин-
тегральной интенсивности рождения   при помощи метода золотого сече-
ния найдены точки минимума *c  в случае их наличия. 
Для второй задачи управления выбором параметра c  с учётом стабили-
зирующей функции )(tf  найдена точка минимума *c  и доказано условие её 
существования. В качестве примеров рассмотрены наиболее интересные 
(с точки зрения авторов) частные случаи. К этой задаче примыкает задача 
идентификации параметров a  и b  для стабилизирующей функции экспо-
ненциального роста bate  . 
Для третьей задачи минимизации математического ожидания момента 
вырождения   при малой вероятности   превышения порога 1N  найде-
ны условия сходимости математического ожидания M , упрощены условия 
вероятности превышения порога 1N , а сама задача решена в частном слу-
чае 0)(  t . 
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