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Abstract
Se describen algunas aplicaciones de la teor¶‡a de ma-
trices a diversos temas pertenecientes al ¶ambito de la
matem¶atica discreta.
1 Introducci¶on
En una primera aproximaci¶on, la \matem¶atica
discreta" puede describirse como la rama de las
matem¶aticas que trata sobre las estructuras numer-
ables, en contraste con la \matem¶atica del cont¶‡nuo"
que se usa en an¶alisis y geometr¶‡a cl¶asicos. Algu-
nas de los temas b¶asicos de los que se ocupa la
matem¶atica discreta son las t¶ecnicas de enumeraci¶on,
estructuras combinatorias, teor¶‡a de grafos, estruc-
turas algebraicas discretas, las versiones discretas de
la geometr¶‡a, y la teor¶‡a de c¶odigos. Una introducci¶on
a algunos de estos temas puede encontrarse en [4].
Este tipo de matem¶atica ha recibido un gran im-
pulso en las ¶ultimas d¶ecadas, gracias al desarrollo
espectacular de la inform¶atica y las telecomunica-
ciones, por lo que actualmente es una de las ramas
de la matem¶atica aplicada con m¶as vitalidad.
La teor¶‡a de matrices no necesita presentaci¶on y es
un tema cl¶asico en matem¶aticas, con amplias aplica-
ciones de tipo te¶orico y pr¶actico. En el prefacio de
su libro, Bellman [2] la deflne como la \aritm¶etica
de las matem¶aticas superiores", justiflcando su aflr-
maci¶on por el hecho de que las matrices representan
las transformaciones m¶as importantes, a saber, las
transformaciones lineales.
En este trabajo se pretende dar algunos ejemplos de
la interrelaci¶on entre la teor¶‡a de matrices y algunos
temas de la matem¶atica discreta. Estos temas, rela-
cionados a menudo con las aplicaciones, no son nece-
sariamente los temas centrales de dicha matem¶atica,
sino que corresponden en general a nuestras l¶‡neas de
trabajo. Sin embargo, lo que s¶‡ ocurre, como cab¶‡a
esperar, es que los resultados b¶asicos que intervienen
en la resoluci¶on de nuestros ejemplos, constituyen re-
sultados centrales de su ¶area. Un ejemplo claro de
¶esto lo constituye la \forma normal de Smith" para
matrices enteras, que tratamos a continuaci¶on.
2 Matrices enteras y equivalencia
Denotemos por Zn£n el anillo de matrices n £ n en-
teras, es decir cuyos elementos son n¶umeros enteros.
Dadas A;B 2 Zn£n, se dice que A es equivalente
por la derecha a B si existe una matriz V 2 Zn£n
unimodular (esto es, con determinante §1) tal que
A = BV :
La equivalencia por la izquierda se deflne
an¶alogamente y exige la presencia de una matriz uni-
modular U que cumpla A = UB. Por otra parte, se
dice que las matrices A y B son equivalentes cuando
A = UBV
para ciertas matrices unimodulares U ;V 2 Zn£n.
2.1 La forma normal de Hermite
A partir de ahora supondremos, por sencillez, que
M = (mij) denota una matriz entera no singular con
columnas mj = (m1j ;m2j ; : : :mnj)>, j = 1; 2; : : : ; n
y determinante (en valor absoluto) m := jdetM j.
Entonces, el teorema de la forma normal de Hermite
aflrma que M is equivalente por la derecha a una
matriz triangular superiorH(M) = H = (hij) cuyos
elementos de la diagonal hii son todos positivos (no
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nulos), y cada elemento sobre la diagonal hij , j > i,
pertenece a un conjunto completo de residuos m¶odulo
hii; por ejemplo hij 2 f0; 1; : : : ; hii ¡ 1g. Adem¶as, se
sabe que esta formal normal es ¶unica.
2.2 La forma normal de Smith
Para cada entero k = 1; 2; : : : ; n, se deflne el lla-
mado k-¶esimo divisor determinantal, denotado por
dk(M) = dk, como el m¶aximo com¶un divisor de los
determinantes de los k £ k menores de M (es decir,
de las submatrices cuadradas de M cuyos elementos
pertenecen a alguna de las k fllas y k columnas elegi-
das previamente). Notar que, fljado k, existen
¡n
k
¢2 de
tales submatrices y, como M es no singular, alguna
de ¶ellas debe tener determinante no nulo. As¶‡, en par-
ticular, d1 es el m¶aximo com¶un divisor de todos los
elementos deM y, en el otro extremo, dn coincide con
el determinante de M . N¶otese tambi¶en que dk divide
a dk+1 para todo k = 0; 1; 2; : : : ; n ¡ 1, donde, por
conveniencia, deflnimos d0 := 1. Entonces los fac-
tores invariantes de M , denotados por sk(M) = sk,
son las cantidades
sk :=
dk
dk¡1
(1 • k • n)
que se sabe cumplen las misma propiedad de divi-
sibilidad que los divisores determinantales, es decir,
skjsk+1 para todo k = 1; 2; : : : ; n ¡ 1. El teorema
de la forma normal de Smith aflrma entonces que la
matriz M es equivalente a la matriz diagonal
S(M) = S := diag(s1; s2; : : : ; sn):
(Por tanto, esta forma normal tambi¶en es ¶unica).
2.3 Sistemas lineales diof¶anticos
La forma normal de Smith tiene m¶ultiples aplica-
ciones en matem¶aticas. Por ejemplo, se usa en la
resoluci¶on de sistemas lineales diof¶anticos (con coefl-
cientes y soluciones enteras); en la teor¶‡a de grupos
abelianos, ligada como veremos a la congruencia en-
tre vectores enteros; y en el estudio de la equivalencia
entre matrices bajo permutaci¶on de sus fllas y colum-
nas (la llamada permutaci¶on-equivalencia). Para una
descripci¶on de ¶estas y otras aplicaciones, pueden con-
sultarse las referencias [13, 14].
3 Congruencias y grupos
abelianos
Como sabemos, dado un entero positivo m, decimos
que los enteros a; b son congruentes m¶odulo m si los
restos que se obtienen al dividir a y b por m son
iguales ¶o, equivalentemente, si a ¡ b es un m¶ultiplo
de m. Con notaci¶on autoexplicativa,
a · b (modm) () a¡ b 2 mZ: (1)
Este concepto de congruencia entre enteros es bien
conocido, y tiene muchas aplicaciones en la resoluci¶on
de diversos problemas, tanto te¶oricos como pr¶acticos.
Esencialmente, su utilidad radica en el hecho de que
representa la periodicidad (con periodo m) en el
ret¶‡culos unidimensional de los puntos enteros de la
recta:
: : :¡m;¡(m¡ 1); : : : ;0; 1; : : : ;m;m+ 1; : : :
por lo que podr¶‡amos llamarla \periodicidad dis-
creta". Gr¶aflcamente, podemos representar esta
situaci¶on con m puntos equiespaciados sobre una
circunferencia, numerados correlativamente desde 0
hasta m ¡ 1 siguiendo el sentido de las agujas del
reloj. Adem¶as, si queremos representar el efecto del
\generador" a = 1, establecemos un arco dirigido
desde el punto i al punto i+ 1 (modm). Obtenemos
as¶‡ un ciclo dirigido con m v¶ertices, Cm, como repre-
sentaci¶on del grupo c¶‡clico de m elementos, Zm. Esto
es un ejemplo de lo que se denominada diagrama de
Cayley de un grupo ¡ con respecto a un conjunto de
generadores ¢ y que se denota por Cay(¡;¢). As¶‡,
en nuestro ejemplo, Cm = Cay(Zm; f1g).
La questi¶on que nos planteamos ahora es: >C¶omo
representar la periodicidad discreta en un un espa-
cio n-dimensional como, por ejemplo, el plano o el
espacio euclideo? La respuesta pasa por considerar
un tipo de equivalencia entre vectores (columna) con
coordenadas enteras, cuyo conjunto denotaremos por
Zn. Entonces, dada una matriz entera M como en la
secci¶on anterior, el conjunto MZn, cuyos elementos
son combinaciones lineales con coeflcientes enteros de
los vectores (columna) mj , es el llamado ret¶‡culo ge-
nerado por M . Notar que Zn, con la operaci¶on suma
de vectores, es un grupo commutativo que tiene como
subgrupo (normal) MZn. Entonces, el concepto de
congruencia en Z tiene la siguiente generalizaci¶on na-
tural a Zn: Decimos que dos vectores enteros, a y b
son congruentes m¶odulo M cuando su diferencia a¡b
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pertenece al ret¶‡culo generado por M . Es decir,
a · b (modM) () a¡ b 2MZn: (2)
Comparar con (1). De la misma forma que el grupo
cociente Zn := Z=mZ es conocido simplemente por el
conjunto de \enteros m¶odulo m", podemos referirnos
a ZnM := Z
n=MZn como el grupo de \vectores en-
teros m¶odulo M". Con ¶ello seguimos la convenci¶on
habitual de identiflcar cada clase de equivlencia por
uno cualquiera de sus representantes.
Notar que, cuando M = diag(m1;m2; : : : ;mn), los
vectores a = (a1; a2; : : : ; an)> y b = (b1; b2; : : : ; bn)>
son congruentes m¶odulo M si y s¶olo si se satisface el
sistema de congruencias en Z
ai · bi (modmi) (1 • i • n)
En este caso, ZnM es el producto directo (o cartesiano)
de los grupos c¶‡clicos Zmi , i = 1; 2; : : : ; n.
Sea H = MV la forma normal de Hermite de M .
Entonces (2) se cumple si y s¶olo si a¡b 2HV ¡1Zn 2
HZn ya que V y, por tanto tambi¶en V ¡1, son uni-
modulares. Por consiguiente, concluimos que
a · b (modM) () a · b (modH) (3)
o, en t¶erminos de isomorphismo de grupos,
Zn=MZn »= Zn=HZn:
Consideremos ahora la forma normal de Smith de la
matriz M : S = diag(s1; s2; : : : ; sn) = UMV . En-
tonces se cumple (2) si y s¶olo si Ua · Ub (modS)
o, de forma equivalente,
uia · uib (mod si) (1 • i • n) (4)
donde ui denota la flla i-¶esima de U . Adem¶as, si
r representa el entero positivo m¶as peque~no tal que
s1 = s2 = ¢ ¢ ¢ = sn¡r = 1 (si no existe tal entero
tomamos r := n), las n¡r primeras ecuaciones en (4)
son irrelevantes, y s¶olamente necesitamos considerar
las r ¶ultimas. Es decir, en forma matricial,
a · b (modM) () U 0a · U 0b (modS0) (5)
donde U denota la
matriz r £ n formada por las r ¶ultimas fllas de U ,
y S0 := diag(sn¡r+1; sn¡r+2; : : : ; sn). En consequen-
cia, la aplicaci¶on lineal “ desde los vectores m¶odulo
M a los vectores m¶odulo S0 deflnida por “(A) = Ua
es un isomorflsmo de grupos que nos permite escribir:
Zn=MZn »= Zr=S0Zr »= Zsn¡r+1 £ ¢ ¢ ¢ £ Zsn : (6)
Como resulta que todo grupo abeliano se puede re-
presentar como (es isomorfo a) el grupo de vectores
m¶odulo una cierta matriz M , (6) es, en realidad, el
enunciado del teorema central sobre descomposici¶on
de grupos commutativos. Otras dos consecuencias in-
teresantes de la discusi¶on anterior son las que siguen:
† El n¶umero de vectores distintos m¶odulo M (clases
de equivalencia) es:
jZn=MZnj = jdetM j = m: (7)
† El grupo (abeliano) de vectores enteros m¶odulo M
es c¶‡clico si y s¶olo si dn¡1 = 1.
En [6] pueden encontrarse m¶as detalles sobre el tema.
3.1 Redes de doble lazo
Una red de doble lazo consta de n nodos o v¶ertices
rotulados 0; 1; : : : ; n¡ 1 y una serie de enlaces unidi-
reccionales o arcos de la forma (i; i + a) e (i; i + b),
con a y b enteros positivos. Es decir, existen enlaces
desde el nodo i hacia los nodos i+ a e i+ b (las ope-
raciones deben enterderse m¶odulo n). Dicha red se
denota entonces por G(n; a; b). En teor¶‡a de grafos
¶esto es un ejemplo de grafo dirigido o digrafo y, en
el lenguaje propio del ¶area, se dice que el v¶ertice i
es adyacente hacia los v¶ertices i + a e i + b. Estas
estructuras han sido propuestas y estudiadas como
modelos para las llamadas \redes de ¶area local", en
las que una serie de ordenadores situados a corta dis-
tancia intercambian datos a alta velocidad. En par-
ticular, el retraso en la transmisi¶on de un mensaje
entre dos nodos tiene que ver con el n¶umero m¶‡nimo
de retransmisiones necesarias para llegar a su des-
tino, esto es, la distancia entre nodos. Por tanto in-
teresa dise~nar redes con reducido di¶ametro (m¶axima
distancia entre v¶ertices). Para tal fln resulta ¶util uti-
lizar congruencias en Z2, juntamente con la teor¶‡a de
matrices enteras. El puente que nos permite pasar
de la formulaci¶on combinatoria (es decir, la estruc-
tura de la red) a la algebraica es la representaci¶on de
cada digrafo mediante una \baldosa" (en forma de
L) que tesela peri¶odicamente el plano (por transla-
ciones), ver [8]. En la referencia complementaria [7]
se describen y estudian varias familias de grafos con
esta propiedad geom¶etrica.
4 Mosaicos peri¶odicos
Como es bien sabido, un mosaico est¶a constituido
por una serie de baldosas que recubren todo el plano
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sin solaparse ni dejar huecos. Un mosaico se llama
peri¶odico cuando al transladarlo seg¶un un cierto
movimiento r¶‡gido (¶o isometria) se superpone a s¶‡
mismo (es decir, queda invariante). Una o m¶as bal-
dosas teselan peri¶odicamente cuando constituyen un
mosaico (¶o teselaci¶on) peri¶odico. El caso m¶as sim-
ple se produce cuando una sola flgura tesela usando
s¶olo translaciones, como ocurre con los pol¶‡gonos re-
gulares tri¶angulo, cuadrado y hex¶agono. Los mo-
saicos peri¶odicos han sido objeto de atenci¶on y es-
tudio desde muy antiguo. En nuestro pa¶‡s tenemos
un m¶agniflco ejemplo de ¶ello en los mosaicos de la
Alhambra de Granada, que han sido (y son) objeto
de numerosos estudios, incluida alguna tesis doctoral.
Gran parte de su inter¶es radica en la relaci¶on que
guardan con la teor¶‡a de grupos; en particular, el
estudio y clasiflcaci¶on de los grupos cristalogr¶aflcos
planos. (El desarrollo de la cristalograf¶‡a corres-
ponde al siglo XIX, aunque el primer tratamiento
matem¶atico de los mosaicos se debe a Kepler). El
lector interesado en m¶as detalles sobre el tema, puede
consultar el texto de Gru˜nbaum y Shephard [10].
4.1 Equidescomposici¶on de flguras planas
Dos flguras planas se llaman equidescomponibles
cuando una de ¶ellas puede dividirse en un n¶umero
flnito de piezas que, resituadas adecuadamente, per-
miten obtener la otra (sin que se produzcan so-
lapamientos). Por tanto, dos flguras equidescom-
ponibles deben tener la misma ¶area. Lo curioso
es que, para flguras poligonales, el resultado con-
verso tambi¶en es cierto: Seg¶un el teorema cl¶asico de
Bolyai-Gerwin, cualquier par de regiones poligonales
de igual ¶area son equidescomponibles. Adem¶as, se
sabe que la disecci¶on puede hacerse utilizando s¶olo
regla y comp¶as. Sin embargo, el resultado an¶alogo
para poliedros no se cumple. Por ejemplo, se ha
demostrado que un tetraedro regular y un cubo de
igual volumen no son equidescomponibles. De forma
m¶as restrictiva, a veces se requiere que las flguras
no tan s¶olo sean equidescomponibles, sino que una se
pueda transformar en la otra usando s¶olamente cierto
tipo de movimientos como, por ejemplo, transla-
ciones y rotaciones. Como dichos movientos y su
composici¶on forman un grupo, digamos G, se dice
entonces que las correspondientes flguras son G-
equidescomponibles. En este contexto, otro resul-
tado cl¶asico es el teorema de Hadwiger-Glur, que
afrima que dos regiones poligonales de igual ¶area
son siempre GS-equidescomponibles, siendo GS el
grupo de translaciones y simetr¶‡as centrales (o, lo
que es lo mismo, giros de 180 grados). De hecho,
se sabe que ¶este es el m¶‡nimo subgrupo del grupo
completo GK de isometr¶‡as del plano que cumple
esta propiedad. Una demostrarci¶on de estos resul-
tados puede realizarse utilizando las propiedades de
las teselaciones peri¶odicas (ver [1]).
5 Teoria espectral de grafos
Como ya se ha dicho anteriormente, un digrafo consta
simplemente de una serie de v¶ertices y arcos que los
unen. La versi¶on no dirigida de este concepto es el
llamado grafo G = (V;E), con conjunto de v¶ertices
V = V (G), y ramas E = E(G) que son pares no
ordenados de v¶ertices. Si los v¶ertices i; j 2 V forman
una rama, denotado por ij 2 V ¶o i » j, y se dice que
i y j son adyacentes.
Una forma usual de representar un grafo (o digrafo)
G es a trav¶es de su matriz de adyacencia A = (aij),
con fllas y columnas indexadas por los v¶ertices de G,
y elementos
aij :=
(
1 si i » j
0 en caso contrario.
El problema gen¶erico consiste
en estudiar propiedades (estructurales) del grafo G
a partir de propiedades (algebraicas) de la matriz A.
Por ejemplo, se demuestra que el elemento ij de la
potencia k-¶esima deA, a(k)ij := (A
k)ij , coincide con el
n¶umero de caminos de longitud k (longitud = n¶umero
de ramas) que van del v¶ertice i al v¶ertice j.
Como la matriz de adyacencia depende del orden en
que se consideran los v¶ertices, solemos centrar nues-
tra atenci¶on sobre aquellas propiedades de A que
son invariantes bajo una permutaci¶on de sus fllas y
columnas. Pos¶‡blemente, la m¶as conocida de tales
propiedades es el espectro de la matriz, o conjunto
de sus autovalores y multiplicidades, que se denota
por
spG := f‚m00 ; ‚m11 ; : : : ; ‚mdd g:
(Los exponentes indican las multiplicidades). As¶‡,
la teor¶‡a espectral de grafos trata de dilucidar hasta
que punto el espectro de la matriz de adyacencia de
un grafo contiene informaci¶on sobre su estructura.
En un primer momento se pens¶o que dicho espec-
tro podr¶‡a caracterizar un¶‡vocamente el grafo, pero
pronto se descubri¶o la existencia de grafos distintos
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(es decir, no isomorfos) con el mismo espectro, a los
que se les llam¶o grafos coespectrales. Una buena in-
troducci¶on a la teor¶‡a algebraica (y, en particular,
espectral) de grafos puede encontrarse en el texto
cl¶asico de Biggs [3].
Una idea muy simple, pero muy ¶util, en este campo
es la siguiente interpretaci¶on de los autovectores y
autovalores como un proceso din¶amico de \desplaza-
miento de cargas". Supongamos que A, la matriz de
adyacencia de un grafo o digrafo, tiene autovector v
con autovalor ‚: Av = ‚v. Si cada componente vi de
v se interpreta como una carga inicial del v¶ertice i,
nos interesa averiguar que ocurre cuando aplicamos
la transformaci¶on (movimiento de cargas) represen-
tado por A. Para ¶ello calculamos las componentes i-
¶esimas en la ecuaci¶on vectorial anterior y obtenemos:
(Av)i =
nX
j=1
aijvj =
X
i»j
vj = ‚vi: (8)
Por tanto, el efecto resultante es que cada v¶ertice i
recibe las cargas de sus vecinos para quedar con una
carga flnal igual a ‚ veces la que ten¶‡a inicialmente.
En otras palabras, el autovalor ‚ es la raz¶on, com¶un
a todos los v¶ertices, entre las cargas flnal e inicial:
‚ =
1
vi
X
i»j
vj para todo i 2 V :
Un estudio del di¶ametro de un grafo a partir de su
espectro puede encontrarse en [9].
5.1 Aplicaciones en teor¶‡a de c¶odigos
En lenguaje amplio, podemos entender una cierta
cantidad de informaci¶on como una serie de palabras
concatenadas. En la pr¶actica sucede a menudo que,
al transmitir dicha informaci¶on, se producen errores
que enmascaran su signiflcado (al modiflcar las pa-
labras que la constituyen). La teor¶‡a de c¶odigos, ini-
ciada por Shannon, estudia la manera de solucionar
este problema. B¶asicamente, se trata de a~nadir \re-
dundancia" a cada palabra para hacerla \insensible"
a posibles alteraciones. Un ejemplo sencillo lo cons-
tituye el lenguaje com¶un, en el que la mayor¶‡a de
palabras \conservan" su signiflcado a¶un que est¶en es-
critas o pronunciadas err¶oneamente. Para una in-
troducci¶on a la teor¶‡a de c¶odigos, ver por ejemplo el
texto de Van Lint [11].
Un c¶odigo dado C (conjunto de palabras permitidas
o palabras-c¶odigo) puede representarse simplemente
como un cierto subconjunto de v¶ertices C ‰ V de
un grafo G = (V;E). El conjunto de v¶ertices repre-
senta el \universo" de palabras que uno puede recibir
(tengan signiflcado o no); y se establece una rama en-
tre dos palabras cuando, con una cierta probabilidad,
una puede transformarse en la otra en el proceso de
la transmisi¶on. As¶‡, cuanto menor es la distancia
entre dos palabras (medida en G) m¶as se asemejan.
Si una palabra-c¶odigo no ha sufrido demasiadas al-
teraciones, la palabra resultante no est¶a demasiado
lejos de la original y ¶ello permite recuperarla (crite-
rio de decisi¶on por proximidad). Por tanto un c¶odigo
es tanto mejor cuanto m¶as alejadas est¶an entre s¶‡ las
palabras que lo constituyen. En el estudio y dise~no
de buenos c¶odigos, se usan t¶ecnicas algebraicas que,
como ya se ha explicado, nos dan informaci¶on sobre
la estructura del grafo G y, en particular, del subcon-
junto de v¶ertices C que representa al c¶odigo.
6 Matrices circulantes
Una matriz cuadrada C se llama circulante, y se
denota por C := circ(c0; c1; : : : ; cn¡1), si cada una
de sus fllas se obtiene desplazando c¶‡clicamente una
posici¶on la flla anterior. Esto es:
C =
0BBBB@
c0 c1 ¢ ¢ ¢ cn¡1
cn¡1 c0 ¢ ¢ ¢ cn¡2
...
...
. . .
...
c1 c2 : : : c0
1CCCCA :
As¶‡, por ejemplo, el ciclo dirigido de n v¶ertices
Cn tiene como matriz de adyacencia A =
circ(0; 1; 0; : : : ; 0), cuyo elemento ij es aij = 1 si
j = i+ 1 (modn) (j adyacente desde i), y aij = 0 en
caso contrario. An¶alogamente, la potencia k-¶esima
es Ak = circ(0; 0; : : : ; 1; : : : ; 0) con el 1 en la posici¶on
k ya que indica un ¶unico camino entre v¶ertices a dis-
tancia k. De lo anterior, vemos que cualquier matriz
circulante se puede escribir en la forma
C = circ(c0; c1; : : : ; cn¡1) =
n¡1X
k=0
ckA
k: (9)
Por otra parte, el polinomio caracter¶‡stico de A es
`(Cn; ‚) := det
0BBBBBB@
‚ ¡1 0 ¢ ¢ ¢ 0
0 ‚ ¡1 ¢ ¢ ¢ 0
0 0 ‚ ¢ ¢ ¢ 0
...
...
...
. . .
...
¡1 0 0 ¢ ¢ ¢ ‚
1CCCCCCA
= ‚n ¡ 1:
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con lo cual los autovalores de A son las ra¶‡ces n-
¶esimas de la unidad
‚k :=
n
p
1 = ej
k2…
n (0 • k • n¡ 1):
Otra forma de ver ¶esto es considerar ciertos vectores
que resulten ser autovectores de A. A tal fln, denote-
mos ! := ‚1 = ej
2…
n , con lo cual ‚k = !k y ‚k = !¡k.
Entonces deflnimos los n vectores columna `k de la
forma siguiente:
`k := (!
0; !k; !2k; : : : ; !(n¡1)k)> (0 • k • n¡ 1)
con ‘-¶esima componente `k‘ := !k‘, 0 • ‘ • n ¡ 1.
As¶‡ resulta, recordando la interpretaci¶on en (8), que
(A`k)‘ =
X
‘»j
`kj = `k;‘+1
= !k(‘+1) = !k!k‘
= ‚k(`k)‘ (0 • ‘ • n¡ 1)
es decir,
A`k = ‚k`k (0 • k • n¡ 1):
Por tanto, hemos comprobado que cada vector `k es
autovector de A con autovalor ‚k = !k.
Esto nos permite calcular los autovectores y autova-
lores de cualquier matriz circulante. En efecto, a la
vista de (9), y para cada vector c := (c0; c1; : : : ; cn¡1),
deflnimos, el polinomio pc como
pc(x) :=
n¡1X
k=0
ckx
k:
Entonces los autovalores µk de la matriz circulante
C = circ(c0; c1; : : : ; cn¡1) son de la forma
µk = pc(‚k) = pc(!k) (0 • k • n¡ 1):
(N¶otese que estos autovalores no son necesariamente
distintos).
6.1 Pol¶‡gonos anidados
Consideremos un pol¶‡gono P0, cuyos n v¶ertices se
representan mediante las componentes de un vec-
tor (columna) complejo c0 := (c00; c01; : : : ; c0;n¡1)>
tal que
Pn¡1
i=0 ci = 0 (esto signiflca que el centro
de gravedad del pol¶‡gono coincide con el origen de
coordenadas) y lados c0ic0;i+1, 0 • i • n ¡ 1 (con
aritm¶etica m¶odulo n). Dados dos n¶umeros reales
s; t 2 [0; 1] tales que s + t = 1, consideramos ahora
el pol¶‡gono P1 con v¶ertices los elementos del vector
c1 := (c10; c11; : : : ; c1;n¡1)>, tales que el punto c1i
est¶a situado sobre el lado c0ic0;i+1 y la raz¶on entre
las distancias a sus extremos es precisamente s=t:
dist(c1i; c0;i+1)
dist(c1i; c0;i)
=
jc1i ¡ c0;i+1j
jc1i ¡ c0;ij =
s
t
;
es decir,
c1i := sc0;i + tc0;i+1 (0 • i • n¡ 1): (10)
La cuesti¶on general que se plantea es averiguar la
relaci¶on entre ambos pol¶‡gonos P1 y P0 o, entendido
como un proceso din¶amico, >c¶omo se ven modiflcadas
las propiedades (por ejemplo, ¶area, per¶‡metro, centro
de gravedad, etc.) de P0 al transformarse en P1? M¶as
a¶un, podemos iterar el procedimiento para obtener
un tercer pol¶‡gono P2 a partir de P1, y as¶‡ sucesiva-
mente obtener una sucesi¶on inflnita
P0;P1;P2;P3; : : : ;Pk; : : :
cuyos elementos reciben, debido a su aspecto
geom¶etrico, el nombre de pol¶‡gonos anidados. En-
tonces interesa conocer si existe, y que aspecto tiene,
el \pol¶‡gono-l¶‡mite" limk!1 Pk. Resulta que la trans-
formaci¶on considerada (10) admite la representaci¶on
matricial
ck+1 = Cck; k = 0; 1; 2; : : :
donde C := circ(0; s; t; 0; 0; : : : ; 0). Esto permite re-
solver el problema planteado utilizando la teor¶‡a de
matrices circulantes anteriromente descrita (ver [5]).
6.2 La transformada discreta de Fourier
Resulta que los vectores `k, estudiados al principio
de esta secci¶on, son ortogonales entre s¶‡ con respecto
al producto escalar usual para vectores complejos:
h`k;`hi :=
n¡1X
‘=0
`k‘`h‘ =
(
0; k 6= h
n; k = h
y, por tanto, f 1p
n
`kg0•k•n¡1 es una base ortonormal
de Cn. Esto sugiere representar cualquier vector com-
plejo x := (x0; x1; : : : ; xn¡1)> en t¶erminos de dicha
base:
x =
1p
n
n¡1X
k=0
°k`k
6
donde
°k =
1p
n
hx; `ki = 1p
n
n¡1X
‘=0
x‘`k‘
=
1p
n
n¡1X
‘=0
x‘!
¡k‘ =
1p
n
n¡1X
‘=0
x‘e
¡j 2…k
n
‘
es el coeflciente de Fourier del desarrollo.
La matriz de cambio de base F = (fk‘), con com-
ponentes fk‘ = 1pn!
¡k‘, 0 • k; ‘ • n ¡ 1, es la lla-
mada matriz de Fourier. Notar que es una matriz
sim¶etrica, con fllas (y columnas) los vectores norma-
lizados 1p
n
`k, que cumple:
FF = I (11)
(es decir, es una matriz unitaria). La transformada
discreta de Fourier del vector x, denotada por X ¶o
Fx, es simplemente el vector transformado (o vector
de coeflcientes)
X = Fx := Fx:
Por tanto, la f¶ormula de la transformada inversa, que
\recupera" x a partir de X, es, seg¶un (11),
x = F¡1x := Fx:
Esta transformaci¶on se usa en teor¶‡a de la se~nal para
el an¶alisis de se~nales discretas (obtenidas, por ejem-
plo, al muestrear una se~nal continua) y peri¶odicas
(para m¶as detalles, ver [12]).
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