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Abstract—We consider an energy-harvesting communication
system where a transmitter powered by an exogenous energy
arrival process and equipped with a finite battery of size Bmax
communicates over a discrete-time AWGN channel. We first
concentrate on a simple Bernoulli energy arrival process where
at each time step, either an energy packet of size E is harvested
with probability p, or no energy is harvested at all, independent
of the other time steps. We provide a near optimal energy control
policy and a simple approximation to the information-theoretic
capacity of this channel. Our approximations for both problems
are universal in all the system parameters involved (p, E and
Bmax), i.e. we bound the approximation gaps by a constant
independent of the parameter values. Our results suggest that
a battery size Bmax ≥ E is (approximately) sufficient to extract
the infinite battery capacity of this channel. We then extend our
results to general i.i.d. energy arrival processes. Our approximate
capacity characterizations provide important insights for the
optimal design of energy harvesting communication systems in
the regime where both the battery size and the average energy
arrival rate are large.
Index Terms—Energy Harvesting Channel, Information-
Theoretic Capacity, Online Power Control, Constant Gap Ap-
proximation, Receiver Side Information.
I. INTRODUCTION
In many future wireless networks, we may encounter nodes
(such as sensor nodes) that harvest the energy they need for
communication from the natural resources in their environ-
ment. The simplest model that captures this communication
scenario is the discrete-time AWGN channel depicted in Fig. 1,
where the transmitter is powered by an exogenous stochastic
energy arrival process Et stored in a battery of size Bmax.
The energy of the transmitted symbol at each channel use is
limited by the available energy in the battery, which unlike
in traditionally powered communication systems is a random
quantity due to the randomness in the energy harvesting
process Et and moreover depends on the energy expenditure
in the previous channel uses. Understanding the capacity of
such newly emerging communication systems and the optimal
principles to design and operate them has received significant
attention over the recent years [1]–[5].
In the limiting case Bmax = ∞, the capacity of the
energy harvesting communication system in Fig. 1 has been
characterized by Ozel and Ulukus in [3]. Their result shows
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Fig. 1. System model for an energy-harvesting AWGN communication
system.
that in this asymptotic case the capacity of the energy-
harvesting system is equal to the capacity of a classical AWGN
channel with an average power constraint equal to the average
energy harvesting rate E[Et]. Perhaps even more importantly,
the result of [3] offers a number of important engineering
insights for the large battery limit: first it shows that, via
simple modifications, the standard communication and coding
techniques developed for the classical AWGN channel can be
used to achieve the capacity of an energy-harvesting AWGN
channel; second, it shows that, in this asymptotic case, the
only relevant property of the energy-harvesting process in
determining capacity is the average energy harvesting rate.
Two energy harvesting mechanisms are equivalent as long as
they have the same average energy arrival rate.
Can we obtain analogous engineering insights for the more
realistic case of finite battery? For example, how does the
capacity of the energy-harvesting AWGN channel in Fig. 1
depend on major system parameters such as Bmax and Et?
Are there different operating regimes where this dependence
is qualitatively different? Given a communication system pow-
ered with a certain energy harvesting mechanism Et, how
can we optimally choose the battery size Bmax? What are
the properties of the energy harvesting process Et that are
critical to capacity in the finite battery regime? Consequently,
what are more desirable and less desirable energy-harvesting
profiles? These are foremost engineering questions, the an-
swers of which can guide the design of optimal communication
architectures for such systems.
Despite significant recent effort [6]–[8] to characterize the
capacity of the energy-harvesting channel in Fig. 1 in the
finite battery case, we currently lack an understanding of the
above questions. For example, [6] provides a formulation of
the capacity in terms of the Verdu-Han general framework and
based on a conjecture on the properties of the optimal energy
management strategy derives a lower bound to the capacity
which is numerically computable for a given setup. However,
2it is difficult to obtain the above high-level insights from the
numerical evaluations. Indeed, even in the case of zero battery,
Bmax = 0, where [9] provides an exact single letter char-
acterization of the capacity as an optimization problem over
the so called Shannon-strategies, the resultant optimization is
difficult to solve and requires numerical evaluations, therefore
providing limited high-level insights.
A. Overview of Our Results
In this paper, we take an alternative approach. Instead
of seeking the exact capacity, we seek to provide a simple
approximation to the capacity (with bounded guarantee on the
approximation gap) which can provide insights on the above
engineering questions. As a starting point, we concentrate
on an i.i.d. Bernoulli energy arrival process, i.e. Et = E
with probability p and zero otherwise, and is independent
across different channel uses. We show that in this case the
capacity of the energy harvesting AWGN channel in Fig. 1 is
approximately given by
C ≈
{
1
2 log(1 + pBmax) when Bmax ≤ E
1
2 log(1 + pE) when Bmax > E.
(1)
The approximation gap is bounded by 2.58 bits for all values
of the system parameters p,E, and Bmax. See Fig. 2.
The capacity approximation in (1) provides couple of impor-
tant insights: First, it identifies the dependence of the capacity
to major system parameters. There are two regimes where
this dependence is qualitatively different: in the large battery
regime (Bmax > E), the capacity is mainly determined by the
average energy arrival rate and is (almost) independent of the
exact value of the battery size; on the other hand, in the small
battery regime (Bmax < E), the capacity depends critically
on the battery size and is increasing logarithmically with
increasing Bmax. The formula also suggests that choosing
Bmax ≈ E is sufficient to extract most of the capacity of
the system (achieved at Bmax = ∞). One can also observe
that while in the large battery regime the only property of the
energy harvesting profile that impacts capacity is the average
rate, in the small battery regime energy profiles that are less
peaky over time lead to larger capacity. See Figure 3 which
compares two energy profiles with the same average rate.
The main ingredient of the above result is a near optimal
online strategy we develop for energy/power control over the
Bernoulli energy harvesting channel. The problem of optimal
energy/power allocation over an energy harvesting channel has
been extensively studied in the literature. While the offline
version is well-understood [1], [2], [4], the online version
of the problem is known to be difficult [4], [10]–[12] and
several works suggest simple online power control policies
with and without performance guarantees. For example, [12]
shows that a simple strategy that allocates constant energy,
equal to the average energy arrival rate, to each channel use as
long the battery is not empty becomes asymptotically optimal
as Bmax → ∞. However as we show in Section IV-C, this
strategy can be arbitrarily away from optimality for finite
values of Bmax. In contrast, we show analytically that the
online energy allocation policy we propose remains within
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Fig. 2. Illustration of the main result: constant gap upper and lower bounds
on the capacity of the system. The plot shows how the capacity and its upper
and lower bounds vary with Bmax for a fixed pair of (p,E).
0.973 bits of the optimal value for all values of the system
parameters. This result can be of interest in its own right.
In the final section of the paper, we extend our approxima-
tion results to general i.i.d. energy arrival processes where each
Et is i.i.d. according to some arbitrary distribution. We show
that a simple modification allows to apply the near optimal
energy allocation policy and the information-theoretic coding
strategy we develop in the earlier sections for the Bernoulli
process to general i.i.d. energy arrival processes. We show
that for many distributions of Et, this yields an approximate
characterization of the capacity within a constant gap, though
with a larger constant. However, we also illustrate that one can
engineer specific distributions for which our approach would
fail to provide a constant gap approximation.
The constant gap approach we propose in this paper is
most useful to understand the capacity of energy harvesting
communication channels operating at moderate to high SNRs.
This, for example, can be the operating regime of a base
station in a rural area powered by renewable energy sources
(ex. wind or solar). However, the insights obtained from such
an analysis can be applicable even at low SNR. Note that the
2.58 bits/s/Hz is an analytical upper bound on the worst case
gap over all SNR regimes and the actual gap between the rate
achieved by the strategies we propose and the true capacity
of the system can be much smaller especially at low SNR.
More generally, we believe the approximation philosophy we
propose in this paper will be useful in providing a basis for
comparing the performances of different strategies, developing
insights into the capacity of the system and giving a sense
of the remaining gap in characterizing the problem, when
obtaining an exact insightful capacity formula proves to be
difficult.
II. SYSTEM MODEL
We consider an AWGN communication system powered
by an energy harvesting mechanism with limited battery (See
Fig. 1). At each time step t, Et amount of energy is harvested
from the exogenous energy source and is stored in the battery
of size Bmax. In the case the harvested energy Et exceeds the
available space in the battery at time t, the battery is charged
to maximum capacity and the remaining energy is discarded.
Let Xt denote the scalar real input to the channel at time t,
Yt the output of the channel and Nt the additive noise with
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Fig. 3. Comparison of the capacity for two energy harvesting profiles
(p1, E1) and (p2, E2) with the same average rate p1E1 = p2E2 (p1 >
p2, E1 < E2).
unit normal distribution N (0, 1). We have
Yt = Xt +Nt. (2)
Let Bt represent the amount of energy available in the battery
for transmission at time step t. Then the transmitted signal
Xt is amplitude constrained by the available energy in the
battery Bt. The system energy constraints can be summarized
as follows:
|Xt|2 ≤ Bt (3)
Bt+1 = min(Bt + Et+1 − |Xt|2, Bmax) (4)
Equation (3) represents the amplitude constraint on the input,
and (4) represents the update rule for the energy available in
the battery. 1
The harvested energy at each time step Et is a discrete-
time stochastic process dictated by the energy harvesting
mechanism. We assume that the energy arrival process is
causally known at the transmitter (i.e. at time t the transmitter
knows {Et, Et−1, . . . }), but not at the receiver. In the sequel,
we first focus on a simple Bernoulli process (Sections IV and
V), where Et’s are i.i.d. Bernoulli random variables:
Et =
{
E w.p. p
0 w.p. 1− p, (5)
so at each time step, either an energy packet of size E is
harvested, or no energy is harvested at all, independent of the
other time steps. We then extend our results to more general
i.i.d. energy harvesting processes in Section VI, where we
assume that Et are i.i.d. with common cdf F (x).
The information-theoretic capacity of the channel is defined
in the usual way as the largest rate at which the transmitter
can reliably communicate to the receiver under the system
energy constraints in (3) and (4) and the assumption that the
realizations of Et are known only to the transmitter in a causal
fashion. While the main focus of our paper is the information-
theoretic capacity of this channel, in Section IV we also
study a related problem, optimal (online) energy allocation
for maximizing the average rate (or utility) of an energy-
harvesting system. This problem is defined more precisely
1Here, we require the harvested energy be stored in the battery before it
can be used for transmission. An alternative energy storage model, considered
in [6], [9], is to allow the harvested energy Et to be used instantaneously at
time t and the remaining amount be stored in the battery. The capacities under
the two energy storage models are different in general.
in the corresponding section and forms the basis for the
information-theoretic results we prove in Section V.
III. MAIN RESULT
The following theorem is the main result of the paper.
Theorem 1 (Main Result): The capacity C of the channel
described in Section II with Bernoulli energy arrival process
Et satisfies
1
2
log (1 + p ·min{Bmax, E})− 2.58 ≤ C
≤ 1
2
log (1 + p ·min{Bmax, E}) .
The bound in Theorem 1 is illustrated in Figure 2. The result
shows that the capacity of a finite battery energy harvesting
system is within 2.58 bits of 12 log (1 + p ·min{Bmax, E})
for any choice of the system parameters p,E and Bmax.
We therefore refer to 12 log (1 + p ·min{Bmax, E}) as the
approximate capacity of the channel. Figure 3 compares the
approximate capacity under two different Bernoulli energy
harvesting profiles.
The main ingredient of the above theorem is a near optimal
online energy allocation policy we develop for the Bernoulli
energy harvesting channel in Section IV. We show that this
strategy is within 0.973 bits of optimality for all values of
the system parameters. We state the corresponding results in
Theorems 2 and 3, after we precisely define the online energy
allocation problem in Section IV. Finally, we discuss how our
results from Sections IV and V for the Bernoulli process can
be extended to more general i.i.d. energy harvesting profiles
in Section VI.
IV. A NEAR OPTIMAL ONLINE POLICY FOR ENERGY
CONTROL
In this section, we study an online energy allocation problem
for the energy harvesting communication system with finite
battery described in Section II. The near optimal energy
control policy we develop in this section turns out to be a
critical ingredient of the approximate capacity characterization
we develop in the next section.
We consider the energy harvesting transmitter described in
Section II and assume that we are specified an energy-rate (or
energy-utility) function r(g) which specifies the rate or utility
r(g(t)) obtained at a given channel use t as a function of the
energy g(t) allocated for transmission at time t.2 We assume
the energy arrival process is a Bernoulli process described
by (5), and again only online, i.e. causal, information of the
energy packet arrivals is available at the transmitter. An online
policy g(t) denotes the amount of energy transmitter decides
2The continuous-time version of this problem has been considered in many
works in the literature [1], [2], [4], [10]–[12] where it is more commonly
referred to as the power control problem and the function r(g) is called the
power-rate or the power-utility function in this case. Note that in our discrete-
time setup power corresponds to energy per channel use, and therefore the
terms energy (per channel use) and power can be used interchangeably. We
prefer to refer to the problem as the energy allocation problem.
4to allocate for transmission at time t. We call g(t) a feasible
online policy, if g(t) satisfies:
0 ≤ g(t) ≤ Bt (6)
Bt+1 = min(Bt + Et+1 − g(t), Bmax) (7)
Notice that constraints (6) and (7) are analogous to the system
energy constraints (3) and (4) from Section II, except |Xt|2,
the amount of energy used for transmission at time step t, from
Section II is replaced with g(t) here. Moreover, the energy
allocated at time t can only depend on the past realizations
of the energy harvesting process, i.e. we have the causality
constraint
g(t) = f(t, {Ei}ti=0). (8)
Since the energy arrival process Et is a stochastic process,
the quantity g(t) is random. Let G denote the class of online
policies satisfying constraints (6), (7) and (8). Then, our goal
is to maximize the long term average rate over the class of
feasible online policies:
max
g∈G
lim inf
N→∞
E
[
1
N
N∑
t=1
r(g(t))
]
, (9)
where the expectation here is over the ensembles of {Et}Nt=0
and r(·) is the energy-rate function of interest. Since our main
motivation for studying this problem is to use the solution to
approximate the capacity of the AWGN channel in the next
section, we restrict our attention to the following classical
AWGN rate function:
r(x) =
1
2
log (1 + x) (10)
in bits per channel use. Therefore, the problem of interest here
is:
max
g∈G
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g(t))
]
. (11)
A. The case Bmax ≤ E
We first analyze the case where Bmax ≤ E. In this
case, according to our system definition, every time a non-
zero energy packet arrives, the battery is charged to full,
and the left over energy is wasted. Since, the system is
reset to the initial state of full battery each time a non-zero
energy packet arrives, each epoch (the period of time instances
between two adjacent non-zero packet arrivals) is independent
and statistically indistinguishable from every other epoch.
Motivated by this observation, we propose to use a strategy
where the energy g(t) allocated to transmission at time t
depends only on the number of channel uses since the last
time the battery was recharged, i.e., g(t) = g˜(j) where
j = t − max{t′ ≤ t : Et′ = E}, for a function g˜(j) that
satisfies
∞∑
j=0
g˜(j) ≤ Bmax and g˜(j) ≥ 0 ∀j. (12)
t0 1 2 3 4 5 6 7 8 9 10 11 12
E E E0 0 0 0 0 0 0 0 0 0
10 8.0 6.4 5.1 10 8.0 6.4 5.1 4.1 3.3 10 8.0 6.4
= 2.0 = 1.6 = 1.28 = 1.02 = 2.0 = 1.6 = 1.28 = 1.02 = 2.0 = 1.6 = 1.28= 0.82 = 0.66
Bt
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Fig. 4. Illustration of the energy allocation policy in Theorem 2. The
parameters in this example are p = 0.2, Bmax = 10, E ≥ Bmax, so
our policy allocates g˜(j) = 2 · 0.8j for j = 0, 1, 2, ... Note that the energy
control policy is reset to j = 0 each time a packet arrives.
Note that an energy allocation policy that satisfies the above
properties clearly satisfies the feasibility constraints (6) and
(7). Moreover, it uses only information about the past realiza-
tions of the process. We choose g˜(j) = p(1−p)jBmax, which
clearly satisfies (12), and show in the following theorem that
it achieves an objective value that’s no more than 0.973 bits
away from the optimum value of the optimization problem
given in (11) for any value of p and Bmax.
Theorem 2: Let g′(t) = g˜(j) where j = t −max{t′ ≤ t :
Et′ = E} and g˜(j) = p(1−p)jBmax for j = 0, 1, 2, .... When
Bmax ≤ E, we have the following guarantee:
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g′(t))
]
≥ max
g∈G
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g(t))
]
− 0.973.
(13)
Proof: The detailed proof of the theorem is deferred to
the Appendix. The proof follows roughly three major steps.
• Using Jensen’s inequality, we first show that
max
g∈G
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g(t))
]
≤ 1
2
log(1 + pBmax) (14)
• Using the fact that g′(t) is same across different epochs,
we turn our achievable rate (left-hand-side of (13)) into
the following expression as a function of g˜(j):
∞∑
j=0
p(1− p)j 1
2
log(1 + g˜(j))
=
∞∑
j=0
p(1− p)j 1
2
log(1 + p(1− p)jBmax) (15)
• Finally, we upper bound the gap between the objec-
tive value achieved with g′(t), i.e. Equation (15), and
1
2 log(1 + pBmax) by a constant.
Fig. 4 illustrates the energy allocation policy in Theorem
2. In this allocation policy we use p fraction of the remaining
energy in the battery at each time (so the energy in the battery
decays like Bt = (1 − p)jBmax). The motivation for this
energy allocation policy is the following: for the Bernoulli
arrival process Et, the inter-arrival time is a Geometric random
variable with parameter p. We know that the Geometric
5random variable is memoryless and has mean 1/p. Therefore,
at each time step, the expected number of time steps to the next
energy arrival is 1/p. Furthermore, since log(·) is a concave
function, results from [1], [2] tell us that in order to achieve
higher rate, we want to allocate the energy as uniform as
possible between energy arrivals, i.e. if the current energy level
in the battery is Bt and we knew that the next recharge of
the battery would be in exactly m channel uses, we would
allocate Bt/m energy to each of the next m channel uses.
For the online case of interest here, we do not know when
the next energy arrival would be. Instead, we use the expected
time to the next energy arrival as a basis: since at each time
step, the expected time to the next energy arrival is 1/p, we
use a fraction p of the currently available energy.
Some simple online policies with and without performance
guarantees have been earlier proposed in [4], [11], [12].
None of these strategies utilize the idea of exponential energy
usage we propose here and can achieve the optimal rate
within a constant gap uniformly over all parameter ranges. In
Section IV-C below, we provide simulations which illustrate
that these strategies can be arbitrarily away from optimality.
However, before that we first address the remaining case of
Bmax > E.
B. The case Bmax > E
Note that when Bmax ≤ E, because the energy must
be stored into the battery before it can be used, the extra
energy is wasted, and the system Bmax ≤ E is equivalent
to a system where the energy packet size is exactly equal to
Bmax. Therefore, the average optimal rate we can achieve
with online energy management strategies is independent of
E, and Theorem 2 characterizes this rate as approximately
1
2 log(1 + pBmax). In the case Bmax > E, we show that the
average optimal rate is given by 12 log(1 + pE) which can
be achieved by a simple modification of the energy control
policy proposed in the earlier section. We have the following
theorem.
Theorem 3: Let g′(t) = g˜(j) where j = t −max{t′ ≤ t :
Et′ = E} and g˜(j) = p(1 − p)jE for j = 0, 1, 2, .... When
Bmax > E, we have the following guarantee:
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g′(t))
]
≥ max
g∈G
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g(t))
]
− 0.973.
(16)
Note that in the case Bmax > E, each time an energy packet
arrives Bt, the available energy in the battery, becomes at least
as large as E. Based on this observation, our strategy utilizes
a fraction p of E when j = 0, i.e. if the energy packet has just
arrived in the current channel use; a fraction p of the remaining
(1− p)E in the next channel use j = 1, i.e. if the energy has
arrived in the previous channel use and not the current one,
etc. It is easy to verify that since
∞∑
j=0
g˜(j) ≤ E and g˜(j) ≥ 0 ∀j, (17)
this strategy satisfies the energy feasibility constraints in (6)
and (7) when Bmax > E. Indeed, this energy management
policy is quite conservative and can be clearly wasteful of
resources. Consider the first epoch which starts with the arrival
of the first energy packet: the remaining energy in the battery
j-channel uses after the first energy packet arrives is given by
(1−p)jE, so at the time the second packet arrives, there will be
some residual energy left in the battery, at least part of which
will add up to the arriving energy packet E since Bmax > E.
The strategy we propose ignores this residual energy. An
equivalent way of thinking about our strategy is that it operates
as if Bmax = E even though Bmax > E. However this
strategy still turns out to be within constant number of bits of
the optimal value. One immediate way to improve this strategy
would be to use, at each time step, a fraction p of the currently
available energy in the battery Bt. However, this improved
strategy turns out to be difficult to analyze analytically. In the
next section, we present simulation results which demonstrate
the improvement due to this modification.
Theorem 3 can be proved by using similar lines to the
proof of Theorem 2. In the appendix, again based on Jensen’s
inequality, we show that
max
g∈G
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g(t))
]
≤ 1
2
log(1 + pE)
in this case. The remaining step is to show is that the strategy
we propose in Theorem 3 is within 0.973 bits of this upper
bound. While this can be shown from first principles by
following the steps of Theorem 2, it can also be directly
observed from the proof of Theorem 2: Fix the energy packet
size E. When the battery size is as large as E, i.e. Bmax = E,
the strategy in Theorem 2 reduces to the strategy in Theorem 3.
Moreover, the proof of Theorem 2 establishes that this strategy
achieves 12 log(1+pE) within 0.973 bits. Now in a system with
same E but larger Bmax, so that Bmax > E, the same strategy
is still feasible and will clearly achieve the same rate. This
argument shows that when Bmax > E, the strategy proposed
in Theorem 3 achieves an average rate at least as large as
1
2 log(1 + pE)− 0.973 bits/channel use.
C. Numerical Evaluations
In this section, we provide simulation results that compare
the performance of the near optimal energy control policy
we proposed in the earlier section, which we refer to as
the Constant Fraction Policy in the current section, to some
other simple energy/power control policies that have been
proposed in the literature for the same problem. In particular,
[4] proposes a Constant Water Level Policy, which we refer
to as the Uniform Policy in this section, which allocates a
constant amount of energy, equal to the average energy arrival
rate, to each channel use as long as there is sufficient energy
in the battery. When the energy in the battery is exhausted, no
6(a) Bmax ≤ E (b) Bmax = 2E (c) Bmax = 8E
Fig. 5. Numerical evaluations for a system described in Section II with energy arrival probability p = 1/15.
(a) Bmax ≤ E (b) Bmax = 2E (c) Bmax = 8E
Fig. 6. Numerical evaluations for a system described in Section II with energy arrival probability p = 1/5.
energy is allocated until the next energy arrival. [12] shows
that this strategy becomes asymptotically optimal as Bmax
increases.3 The same intuition is suggested by [3] in the
information-theoretic setting.
Figure 5 and 6 summarize the results. In all the plots,
the curve with label “Upper Bound” is the upper bound
on the average rate achieved by any feasible policy, i.e.
1/2 log(1 + pBmax) when Bmax ≤ E and 1/2 log(1 + pE)
when Bmax > E. When Bmax ≤ E, the curve with label
“Constant Fraction Policy” is the rate achieved by the strategy
we proposed in the earlier section (Theorem 2), which uses
a fixed p fraction of the remaining energy in the battery; the
curve with label “Uniform Policy” is the rate achieved by a
strategy that allocates pBmax amount of energy, which is the
average energy arrival rate in this case, if there is enough
energy left in the battery, and 0 energy otherwise. Similarly
when Bmax > E, the Constant Fraction Policy uses a fixed
fraction p of the available energy in the battery Bt and the
Uniform Policy uses energy pE at each channel use if possible.
There are two curves for each of these strategies. The curves
with “(Lower Bound)” in the label represent an analytical
lower bound we can compute on the rate achieved by these
strategies by assuming Bmax = E (so these lower bounds
remain the same as long as Bmax > E). In particular, for the
3The strategy discussed in [12] is a slight variation of the Uniform Policy
in that the amount of energy utilized in each channel use is ±ǫ of the average
energy arrival rate. ǫ decreases to zero as Bmax → ∞ and the decay of ǫ
controls the battery discharge probability and the convergence speed to the
optimal average rate as Bmax →∞. However, in its essence the strategy is
a Uniform Policy, so its behavior is captured by the Uniform Policy plots.
Constant Fraction Policy, the lower bound corresponds to the
rate achieved by the strategy proposed in Theorem 3. Recall
the discussion in the paragraph after (17) which suggests a
strategy using a constant fraction p of the available energy
would actually achieve a larger rate when Bmax > E. This
actual rate is obtained by running Monte Carlo simulation
and is given by the curve with “(Monte Carlo)” in the label.
Similarly, it’s possible to analytically compute a lower bound
on the rate achieved by the Uniform Policy by assuming
Bmax = E and the actual performance is obtained by Monte
Carlo simulations.
Based on Fig. 5(a) and 6(a), we see that in the Bmax ≤ E
regime, the Constant Fraction Policy indeed tracks the upper
bound within a constant gap for all values of Bmax, whereas
the gap of the Uniform Policy starts to diverge at around 15 to
20 dB depending on p. A similar conclusion holds for Fig. 5(b)
and 6(b) where Bmax > E with the ratio of Bmax to E being
fixed at 2. Fig. 5(c) and 6(c) showed that when Bmax ≫ E (in
this case Bmax = 8E), the performances of both policies are
very similar to each other across all SNR regimes. Moreover,
they both track the upper bound very closely. This is not
surprising given that [12], [3] show that the Uniform Policy
converges to the upper bound as Bmax/E → ∞. Fig. 5(c)
and 6(c) empirically show that our Constant Fraction Policy
performs just as good when Bmax ≫ E.
The figures also illustrate the difference between a constant
gap guarantee on optimality and an asymptotic guarantee
on optimality as Bmax → ∞. While Fig. 5(c) and 6(c)
show that the Uniform Policy becomes optimal in the regime
7when Bmax ≫ E, when Bmax and E are comparable this
strategy can be arbitrarily away from the optimal rate (as
illustrated in the figures for Bmax ≤ E and Bmax = 2E).4
Our Constant Fraction Policy on the other hand is within
a bounded gap from optimality for all parameter values as
guaranteed by our theoretical results. Finally, observe that
there is not much qualitative difference between Fig. 5 and
Fig. 6 which correspond to different values of energy arrival
probability p. This is expected as our constant gap guarantees
hold independent of p.
V. THE INFORMATION THEORETIC CAPACITY OF THE
FINITE BATTERY SYSTEM
In this section, we approach the system in Section II with
Bernoulli energy arrival process from an information theoretic
perspective. In particular, we derive an upper and a lower
bound on the information-theoretic capacity of the channel and
show that the gap between these upper and lower bounds is no
more than a constant for all choices of the system parameters.
Our lower bound relies on the near-optimal energy allocation
policy we developed in Section IV, and reveals the connection
between the two problems by developing a codebook con-
struction which allows to implement a given energy allocation
policy. We examine the regime where Bmax ≤ E in Section
V-A, and the regime Bmax > E in Section V-B.
A. The Bmax ≤ E regime
In the case Bmax ≤ E, each time the non-zero energy
packet arrives, the battery will be filled up completely regard-
less of how much energy was remaining in the battery. In
particular, at least E − Bmax amount of energy is wasted in
every non-zero incoming energy packet. Therefore, a system
with energy packet size E′ = E − (E − Bmax) = Bmax is
equivalent to the original system in terms of the available com-
munication resources and hence the two systems must have
the same capacity. In the sequel, we consider the equivalent
system with E′ = Bmax.
Note that as a result of the above observation, in the regime
Bmax ≤ E, the capacity of the system can only explicitly
depend on Bmax and p and not E. We next provide an upper
bound on the capacity as a function of Bmax and p. We will
then provide an achievable scheme and show that the rate it
achieves is within a constant gap from this upper bound for
all choices of Bmax and p.
Theorem 4 (Upper Bound on Capacity: Bmax ≤ E):
When E ≥ Bmax, the capacity C of the channel with
Bernoulli energy arrival process defined in Section II is upper
bounded by
C ≤ 1
2
log (1 + pBmax) , Cub(Bmax, p). (18)
Proof: Note that the capacity of the channel in Section II
should be an increasing function of the battery size, since
4Indeed, this fact can be shown analytically; for example taking Bmax =
E, one can show that the gap between the upper bound and the rate achieved
by the Uniform Policy increases to infinity as Bmax = E → ∞. However,
we do not provide a proof of this fact since the trend is already quite obvious
from the graphs.
we can always choose not to use the extra battery space.
Therefore, the capacity of our channel with finite battery is
upper bounded by the capacity of the same channel with
infinite battery size. The infinite battery capacity has been
characterized in [3] as
C∞ =
1
2
log(1 + E [Et])
=
1
2
log(1 + pE) (19)
since E [Et] = pE in our current case. Based on the earlier
discussion, when E ≥ Bmax, the capacity of the system is the
same as the capacity of a system with reduced energy packet
size E = Bmax. Plugging E = Bmax in (19) gives the desired
upper bound in (18).
Next, we will provide an achievable strategy for the channel
in Fig. 1 when the energy arrival process {Et} is also causally
known at the receiver. Later, we will use this result to derive an
achievable rate for our original system in Section II where we
assume that the receiver has no information about the energy
arrival process.
Theorem 5 (Achievable Scheme with CSIR): Assume that
for the system defined in Section II, the Bernoulli energy ar-
rival process {Et} is causally known not only at the transmitter
but also at the receiver. Then we can achieve any rate:
Rach ≤
∞∑
j=0
p(1− p)j max
p(x):|X|2≤Ej
I(X ;Y ) (20)
for any non-negative E0, E1, ... satisfying
∞∑
j=0
Ej ≤ Bmax. (21)
The proof of Theorem 5 is provided in the Appendix.
The idea for the achievable scheme is that if both the
transmitter and receiver know when the energy packet E
arrives, they can agree on an energy allocation strategy ahead
of time. As we did in Section IV, here we concentrate on an
energy allocation policy Ej that is invariant across different
epochs (the period of time between two adjacent non-zero
packet arrivals). Ej denotes the amount of energy allocated
to transmission, j channel uses after the last time the battery
was recharged, i.e. if energy arrives at the current channel use,
we allocate E0 amount of energy for transmission; if energy
arrived in the previous channel use but not the current channel
use, then we allocate E1 amount of energy for transmission,
etc. The transmitter and receiver agree ahead of time on a se-
quence of codebooks C(j) where each codebook is amplitude-
constrained to Ej , i.e. the symbols of each codeword in C(j) are
such that |X |2 ≤ Ej . This ensures that the symbol transmitted
at the corresponding time will not exceed the energy constraint
Ej . We assume that the transmitter has one codeword cj ∈ C(j)
from each codebook to communicate to the receiver and the
symbols of these codewords are interleaved as dictated by the
realization of the energy arrival process. For example, upon
the arrival of the first energy packet, the transmitter sends
the first symbol of codeword c0; if there is no energy packet
arrival in the next channel use, it transmits the first symbol
8of codeword c1 in the next channel use, etc. Once the second
energy packet arrives, the cycle is reset and the transmitter
moves to transmitting the second symbol of the codeword
c0, then the second symbol in codeword c1, etc. (See the
Appendix for a detailed description of the strategy and its
performance analysis.) (20) gives the rate we can achieve with
such a strategy in the large blocklength limit. (21) ensures that
the total energy spent does not exceed the available energy in
the battery at j = 0 which is equal to Bmax (since when
E ≥ Bmax, the battery is recharged to full every time an
energy packet arrives).
We next show that when there is no channel state infor-
mation at the receiver we can achieve the rate in Theorem 5
with at most H(p) bits of penalty. The main idea of the result
is similar to Theorem 1 in [13] which shows that over an
information stable channel the maximum possible capacity
improvement due to receiver side information is bounded by
the amount of the side information itself. In the current case,
the energy constraints in (3) and (4) introduce memory into the
system and its not a priori clear if the channel is information
stable or not. The following theorem extends Theorem 1 of
[13] to general, not necessarily information-stable, channels.
Theorem 6 (Capacity improvement due to RX Side Info):
Consider a general channel, not necessarily stationary
memoryless, defined as a sequence {Wn(·|·) = PY (n)|X(n) :
X (n) → Y(n)}∞n=1, of arbitrary conditional probability
distributions together with an input and an output alphabet
for each n (which need not be Cartesian products of a basic
input and an output alphabet). The improvement in channel
capacity due to the availability of side information at the
receiver is upper-bounded by the spectral sup-entropy rate of
the side information process G = {Gn}∞n=1, which is defined
as
H¯(G) = p- lim sup
n→∞
1
n
log
1
PGn(gn)
,
where p- lim sup denotes limsup in probability (see [14, p.14]).
The proof of the theorem is given in the Appendix. In
order to apply the theorem to our current channel with causal
transmitter side information, we can use Shannon’s technique
in [15] to first transform the channel to an equivalent channel
without states but with an enlarged input alphabet over so
called Shannon strategies (this transformation has been de-
veloped in [6]) and then apply Theorem 6 to the equivalent
channel. Since the side information process G in our case
is the i.i.d. Bernoulli energy arrival process {Et}, which has
entropy rate H¯(G) = H(p) we immediately get the following
theorem.
Theorem 7 (Achievable Rate without CSIR): Consider the
system defined in Section II where the energy arrival process
{Et} is causally known only at the transmitter, but not at the
receiver. The capacity C of this system is lower bounded by
C ≥
∞∑
j=0
p(1 − p)j max
p(x):|X|2≤Ej
I(X ;Y )−H(p) (22)
subject to:
∞∑
j=0
Ej ≤ Bmax (23)
where H(p) is the binary entropy function.
While the proof of Theorem 7 follows directly from The-
orem 6, in the Appendix we provide an alternative proof for
Theorem 7 that makes specific use of our channel structure
and the achievable scheme we propose in Theorem 5.
Note that the mutual information maximization problem in
(22) is over the class of distributions with bounded support in[−√Ej ,√Ej]. This is a nontrivial optimization problem and
as shown in [16], the optimal input distribution turns out to
be discrete rather than continuous. Below we lower bound the
optimal value of this optimization problem by considering the
uniform distribution over the interval
[−√Ej ,√Ej].
Lemma 1 (LB on Amplitude-constrained AWGN Capacity):
max
p(x):|X|2≤Ej
I(X ;Y ) ≥ 1
2
log (1 + Ej)− 1.04 (24)
Proof: Take p(x) to be the uniform distribution on[−√Ej ,√Ej], then the average power is E[X2] = Ej3 . We
use the following result which is proved in [17, Eq.(7)]:
Proposition 1: Consider a discrete-time AWGN channel
with average power constraint P , i.e. E[|X |2] ≤ P , and noise
variance σ2. Let the input X of the channel be uniformly
distributed over [−√3P ,√3P ] (so that E[|X |2] = P ) and Y
be the corresponding output random variable. Then
I(X ;Y ) ≥ log
(
1 +
P
σ2
)
− 1
2
log
(πe
6
)
.
By using the result in the proposition, we get
max
p(x):|X|2≤Ej
I(X ;Y ) ≥ 1
2
log
(
1 +
Ej
3
)
− 1
2
log
(πe
6
)
≥ 1
2
log(1 + Ej)−
(
1
2
log(3) +
1
2
log
(πe
6
))
=
1
2
log(1 + Ej)− 1.04 (25)
Combining Lemma 1 and Theorem 7, we can conclude
that the following rate is achievable in the system defined in
Section II where the energy arrival process is causally known
only at the transmitter, but not at the receiver:
Rach ≥
∞∑
j=0
p(1− p)j 1
2
log (1 + Ej)−H(p)− 1.04 (26)
with Ej subject to the constraint (23). Notice that up to a fixed
constant, we are back to the online rate optimization problem
studied in Section IV (see eq.(15)). Employing the near-
optimal allocation policy from the previous section, which
assigns Ej = p(1−p)jBmax, gives us the following achievable
rate.
Lemma 2 (Lower Bound on Capacity: Bmax ≤ E): When
E ≥ Bmax, the capacity of a system defined in Section II
with Bernoulli energy arrival process {Et} only causally
known at the transmitter, but not at the receiver, is lower
bounded by
C(Bmax, p) ≥ Clb(Bmax, p)
9,

 ∞∑
j=0
p(1− p)j 1
2
log
(
1 + (1− p)jpBmax
)−K(p)


+
(27)
where a+ = max(a, 0) and K(p) = 1.04+H(p) where H(p)
is the binary entropy function.
Proof: This lemma is a direct consequence of Theorem 7
and Lemma 1 with particular choice of Ej = p(1− p)jBmax.
We complete the proof by verifying {Ej} satisfies the con-
straint (23) since
∞∑
j=0
p(1 − p)jBmax = Bmax, and use the
fact that the capacity is non-negative.
The next theorem states that for all values of Bmax and p,
the gap between the lower bound in (27) and the upper bound
in (18) is bounded by a constant.
Theorem 8 (Constant Gap): For all 0 < p < 1, Bmax > 0,
we have the following inequality:
Cub(Bmax, p)− Clb(Bmax, p) ≤ 2.58 bits (28)
The detailed proof is given in the Appendix. Notice that
in the proof of Theorem 2, we have already bounded the
gap between
∞∑
j=0
p(1 − p)j 1
2
log
(
1 + (1− p)jpBmax
)
and
1
2 log (1 + pBmax) by a constant, so it’s no surprise we have
a constant bound here. The additional term K(p) in Lemma
2 is why we have a larger constant, i.e. 2.58 bits, here.
B. The Bmax > E regime
In Section V-A, we provided an upper bound and a lower
bound on the capacity when Bmax ≤ E. Because the energy
must be stored into the battery before it can be used, the extra
energy is wasted when Bmax ≤ E. Therefore, the capacity
depends only on Bmax and not E in that case. When Bmax >
E, a natural question is how the extra battery space impacts
the capacity of the system, and whether Bmax or E (or both)
is the determining factor for the capacity. We show below that
the capacity depends critically on E in this case and not so
much on the extra battery space Bmax.
The bounds in Section V-A can be summarized as:
1
2
log (1 + pBmax)− 2.58 ≤ C ≤ 1
2
log (1 + pBmax) (29)
Notice, in the case Bmax = E, this bound turns into:
1
2
log (1 + pE)− 2.58 ≤ C(Bmax = E, p) ≤ 1
2
log (1 + pE)
(30)
Note that the right hand side of (30) is the same as the
infinite battery capacity given by (19). This gives rise to the
following theorem.
Theorem 9 (Bounds on Capacity: Bmax > E): When the
battery size Bmax > E, the capacity of a system with
Bernoulli energy arrival process defined in Section II is
bounded by:
1
2
log (1 + pE)− 2.58 ≤ C ≤ 1
2
log (1 + pE) (31)
Proof: Since having a larger battery can only help the
capacity of the system, the capacity when Bmax > E is at
least as large as the capacity when Bmax = E. Using the left
hand side of (30), we have: when Bmax > E
C ≥ C(Bmax = E, p)
≥ 1
2
log (1 + pE)− 2.58
Similarly, using (19), we have the upper bound:
C ≤ C(Bmax =∞, p)
≤ 1
2
log (1 + pE)
This completes the proof of the theorem.
VI. GENERALIZATION TO OTHER ENERGY PROFILES
The near optimal energy allocation policy and the coding
strategy we developed in the earlier sections, as well as
the resultant constant gap approximation for the information-
theoretic capacity of the AWGN energy harvesting commu-
nication channel were specific to the i.i.d. Bernoulli energy
arrival process and it may seem difficult to extend these results
to the more general settings. In this section, we present a
simple way to apply these strategies in the more general
settings of i.i.d. energy arrival processes.
The idea we propose is very simple: given an i.i.d. energy
arrival process where Et has an arbitrary distribution (discrete
or continuous), fix an energy level E and find the probability
p of having an energy arrival with packet size at least E,
i.e. p = P(Et ≥ E); then apply the near optimal energy
allocation policy of Section IV or the near optimal coding
strategy of Section V as if the exogenous energy process were
i.i.d. Bernoulli with parameters E and p. Clearly, this is an
energy feasible strategy for the general i.i.d. energy arrival
process. However, a priori it may seem highly suboptimal
and wasteful of energy since by treating the energy arrival
process as Bernoulli with parameters E and p, we assume
that there is no energy arrival when the arriving energy packet
size is smaller than E, and we assume that the energy packet
size is equal to E each time we receive an energy packet of
size larger than or equal to E. Effectively, our strategy may
not be utilizing a large fraction of the energy accumulating
in the battery under the general i.i.d. energy arrival process.
However, as we illustrate next this simple strategy turns out
to be sufficient to achieve the optimal value for the energy
allocation problem in Section IV and the information-theoretic
capacity of the channel within a constant gap for a large class
of i.i.d. energy arrival processes, though with a larger constant.
Note that as already discussed in Section IV-C, the earlier
strategies proposed in the literature [4], [11], [12] would fail
to provide a constant gap approximation.
We have the following theorem which is the extension of
our main result in Theorem 1 to the general i.i.d. energy
arrival processes. It is straightforward to write down the
corresponding extensions of Theorems 2 and 3 to this more
general setting.
Theorem 10: Assume that the energy arrival process {Et}
is an i.i.d. random process with each Et distributed according
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to an arbitrary cumulative distribution function F (x) such that
F (x) = 0, ∀x < 0. Then for each 0 ≤ x ≤ Bmax, the
information theoretic capacity C of the corresponding AWGN
energy harvesting channel with battery size Bmax is bounded
by
1
2
log(1+x(1 − F (x))) − 2.58 ≤ C
≤ 1
2
log
(
1 +
∫ Bmax
0
(1− F (y)) dy
)
.
(32)
Proof: Fix an energy level x. The capacity C of our
channel can be lower bounded by the capacity of the same
channel when the exogenous energy arrival process is i.i.d.
Bernoulli with energy packet size E = x and probability of
energy packet arrival p = 1 − F (x) since we can always
discard the additional energy. Then, applying Theorem 1 we
immediately get the lower bound in (32).
For the upper bound, we notice when the arrival energy
Et > Bmax, the extra Et−Bmax amount of energy is wasted.
Therefore, the available resource for communication for this
system is equivalent to a system where Et, is distributed
according to a cumulative distribution function:
F˜ (x) =


0 for x < 0
F (x) for 0 ≤ x < Bmax
1 for Bmax ≤ x
(33)
Again, using the infinite battery capacity, we can upper
bound the capacity of the system by:
C ≤ C∞
=
1
2
log(1 + E(Et))
(a)
=
1
2
log
(
1 +
∫ ∞
0
(1− F˜ (y))dy
)
(b)
=
1
2
log
(
1 +
∫ Bmax
0
(1 − F (y))dy
)
where (a) comes from a well-known identity relating the cdf
of a non-negative random variable to its mean, (b) uses (33).
Note that the above theorem holds for any value of x
between 0 and Bmax. For a given energy arrival process, we
would want to optimize x to maximize the lower bound on
capacity. In other words, the lower bound in the theorem can
be equivalently rewritten as
1
2
log
(
1 + sup
0≤x≤Bmax
x(1 − F (x))
)
− 2.58 ≤ C. (34)
Using this lower bound, the approximation gap in the theorem
(the difference between the lower and upper bounds) is given
by
1
2
log

 1 +
∫ Bmax
0 (1− F (y))dy
1 + sup
0≤x≤Bmax
x(1 − F (x))

+ 2.58, (35)
1− F (x)
x Bmax
1− F (0)
Fig. 7. The graph of 1−F (x) for an arbitrary distribution. The approximation
gap for the capacity is related to the ratio between the area under this graph
and the area of the largest rectangle lying below the graph.
E1 E2
1
2
(E1 + E2)
1
1
2
Fig. 8. The graph of 1 − F (x) for a uniform distribution. Observe that
choose x = (A1 + A2)/2 ensures the ratio of the area under the graph to
the corresponding rectangle’s area to be 2 for all A1, A2.
which can be upper bounded by
1
2
log


∫ Bmax
0 (1− F (y))dy
sup
0≤x≤Bmax
x(1 − F (x))

+ 2.58. (36)
since the numerator is always greater than or equal to the
denominator inside the log in Equation (36).
Figure 7 illustrates the ratio inside the logarithm for a given
energy arrival process, characterized by the graph 1 − F (x)
between 0 and Bmax. The numerator in this fraction is the
area under this graph, while the denominator is the largest
area of a rectangle lying below this graph (as illustrated by
the shaded rectangle). Therefore, as long as the cumulative
distribution function has the property that this ratio is not too
large, Theorem 10 will yield a constant gap approximation
of the capacity. As we illustrate next, two examples of such
distributions are the uniform distribution and an energy arrival
process with two discrete energy levels (as opposed to one
energy level in the Bernoulli case). For these distributions
we get a total approximation gap of 3.08 bits (as opposed to
2.58 bits in the Bernoulli case). However, not all cumulative
distribution functions yield a constant gap approximation. We
also provide a counter example (a sequence of energy profiles)
for which the approximation gap provided by the theorem
becomes arbitrarily large.
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A. Uniform Distribution
Assume the energy arrival process is i.i.d. with Et uniformly
distributed over the interval [A1, A2] for some arbitrary 0 ≤
A1 < A2. We first assume that Bmax ≥ A2. We have∫ Bmax
0
(1− F (y))dy = A1 +A2
2
= 2× 1
2
× A1 +A2
2
≤ 2× sup
0≤x≤Bmax
x(1− F (x)).
(37)
we have the inequality in the last step because by choosing
x = (A1+A2)/2, we can achieve x(1 − F (x)) = (A1+A2)/4
(See Figure 8). With this choice of energy level E, i.e. the
midpoint of the interval [A1, A2], the ratio inside the log in
Equation (36) is guaranteed to be a constant of 2 for any
i.i.d. uniformly distributed energy arrival process independent
of the values of A1 and A2. In particular, Theorem 10 will
approximate the capacity as
1
2
log
(
1 +
A1 +A2
2
)
bits (38)
when Bmax ≥ A2 within a gap of 3.08 bits.
When (A1 + A2)/2 ≤ Bmax < A2, we can again choose
x = (A1+A2)/2, and achieve within 3.08 bits of (38), which
clearly is also an upper bound for this case. When A1 ≤
Bmax < (A1 + A2)/2, we can no longer choose x = (A1 +
A2)/2, since x must be no more than Bmax. However, in this
case, if we simply choose x = Bmax, the ratio of interest is
still no more than 2, therefore, Theorem 10 will approximate
the capacity as 1/2 log(1 + Bmax) within 3.08 bits. Finally,
when Bmax ≤ A1, we are back to a degenerate Bernoulli case
with arrival probability p = 1, and packet size Bmax, so we
have upper bound 1/2 log(1 + Bmax), and lower bound of
1/2 log(1 +Bmax)− 2.58.
We summarize the approximate capacity and the approxi-
mation gap for various regimes in the following table:
TABLE I
APPROXIMATE CAPACITY FOR AWGN ENERGY HARVESTING CHANNEL
WITH UNIFORM ENERGY ARRIVAL DISTRIBUTION
Regime Approximate Capacity Gap
A1+A2
2
≤ Bmax
1
2
log
(
1 + A1+A2
2
)
≤ 3.08
A1 ≤ Bmax <
A1+A2
2
1
2
log (1 +Bmax) ≤ 3.08
Bmax < A1
1
2
log (1 +Bmax) ≤ 2.58
Similar to the Bernoulli arrival process, based on Table I,
we infer there are two qualitatively different regimes for the
capacity of a system with uniform arrival process. In particular,
when Bmax < (A1+A2)/2, the capacity is increasing roughly
logarithmic in Bmax, while when Bmax ≥ (A1 + A2)/2
the capacity approximately saturates to 12 log
(
1 + A1+A22
)
.
Perhaps, what’s interesting here is that the threshold where
this regime shift happens is neither A1 nor A2 by itself, but
instead happens at the midpoint between A1 and A2.
B. k-Level Distribution
Assume now that the energy arrival process is again i.i.d.
but Et is a discrete random variable that takes the value Ai
with probability pi for i = 1, 2, . . . , k. Further, assume that
0 < A1 < A2 < · · · < Ak ≤ Bmax. Note that the probability
of having no energy packets is 1−∑ki=1 pi. Then we have∫ Bmax
0
(1− F (y))dy =
k∑
i=1
piAi
≤
k∑
i=1
Ai
k∑
j=i
pj
≤ k max
1≤i≤k
Ai
k∑
j=i
pj
= k sup
0≤x≤Bmax
x(1 − F (x)).
The last equality holds because the supremum is achieved
when x in Theorem 10 approaches Ai from left for which
Ai
∑k
j=i pj is maximized. This shows we can approximate
the capacity as 12 log(1 + E[Et]), when 0 < Ai ≤ Bmax for
all i, within a gap of at most
1
2
log(k) + 2.58 bits. (39)
For example, for k = 1, i.e. the Bernoulli case, we recover
the gap of 2.58 bits. For the case k = 2, we obtain an
approximation gap of 3.08 bits. Note that Equation (39) is
just an upper bound on the gap, and not necessarily tight. In
particular, not all classes of distributions have gap increasing
with k. For example, if all the pi’s are the same and Ai’s are
equally spaced within an interval [Aa, Ab]. Then as k → ∞,
the distribution of Et starts to approach a uniform distribution
we examined in the previous subsection, which we know
has a bounded gap of 3.08 bits. However, there does exist
sequence of profiles, where as k increases, our approximation
gap increases unboundedly. Indeed, in the last subsection, we
will find an example of discrete profiles for which the gap can
be arbitrarily large.
If Ai−1 ≤ Bmax < Ai, we can consider the equivalent
distribution where we replace all Aj , j ≥ i with Bmax and
assign a probability mass
∑k
j=i pj to Bmax. This case can be
handled similarly as we did above but note that in this case
the expression for the approximate capacity will depend on
Aj and pj’s for j < i as well as Bmax.
C. Counterexample
While the strategy has worked well for the above cases,
here we provide a sequence of profiles for which the gap
between the upper and lower bounds in Theorem 10 can be
made arbitrarily large. Define a sequence of profiles with cdf
{Fn(x)}∞n=1 as
1− Fn(x) =


1 x < 1
1
x
1 ≤ x < n
0 n ≤ x
Now, suppose we have a channel with energy arrival process
described by the cdf Fn(x). Without loss of generality, let
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1 Bmax = nx
1
x
Fig. 9. The graph of 1−Fn(x). Note that the area under the graph goes to
infinity as n goes to infinity, but the hatched area x(1 − F (x)) is no more
than 1 for every x.
Bmax = n, i.e. the process takes on a support in [0, Bmax].
Then,
1 +
∫ Bmax
0
(1 − Fn(y))dy
1 + sup
0≤x≤Bmax
x(1 − Fn(x))
(a)
=
1 +
∫ 1
0
1dy +
∫ n
1
1
y
dy
1 + 1
= 1 +
ln(n)
2
(40)
where (a) is true due to the way we constructed Fn(x), in
particular:
x(1− Fn(x)) =


x for x < 1
1 for 1 ≤ x < n
0 for n ≤ x
Substitute the ratio from (40) into Equation (35), we obtain a
gap between the upper and lower bounds in Theorem 10 of:
1
2
log
(
1 +
ln(n)
2
)
+ 2.58 (41)
which can be made arbitrarily large as n grows unboundedly.
This suggests that the approximation gap using our strategy
can not be bounded by a constant as we did in the previous
examples. Alternatively, the unboundedness of the ratio can be
seen from Figure 9 where the area of every shaded bounded
rectangle is no more than 1, but the area under the graph
becomes arbitrarily large as n goes to infinity.
As mentioned earlier, it is possible to come up with a dis-
crete counterexample by discretizing this sequence of profiles
at integer levels. In particular, let the energy arrival process be
a k-level distribution with Ai = i for 1 ≤ i ≤ k, pi = 1i − 1i+1
for 1 ≤ i ≤ k− 1 and pk = 1k . Again, let Bmax = k to avoid
complication due to truncation of the cdf. Then the ratio inside
the log in (35) can be written as:
1 +
∫ Bmax
0
1− Fk(y)dy
1 + max
1≤i≤k
Ai(1− Fk(A−i ))
=
1 +
∑k
i=1
1
i
1 + max
1≤i≤k
i× 1
i
=
1 +
∑k
i=1
1
i
2
≥ 1 + ln(k + 1)
2
where Fk(A−i ) = lim
x↑Ai
Fk(x). This shows the ratio can again
grow unboundedly as k → ∞. The counterexamples in this
subsection show that there are both discrete and continuous
profiles, for which our strategy can not achieve the upper
bounds within a constant gap, although such profiles may not
be common in practice. A natural future direction is to obtain
approximate characterizations of the energy harvesting com-
munication channel under general energy harvesting profiles.
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APPENDIX
Proof of Theorem 2: Here, we provide the detailed proof
to the three steps mentioned in the main context.
Step One: Since we are in the case Bmax ≤ E, each time
a non-zero energy packet arrives, the battery will be filled up
completely regardless of how much energy was remaining in
the battery. In particular, at least E−Bmax amount of energy is
wasted in every non-zero incoming energy packet. Therefore,
a system with Bernoulli arrival process E˜t where the energy
packet size is E˜ = E − (E − Bmax) = Bmax is completely
equivalent to our original system in terms of the amount of
the available energy for communication.
Now, let g(t) be any policy in G. We have:
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g(t))
]
(a)
≤ lim inf
N→∞
E
[
1
2
log
(
1 +
1
N
N∑
t=1
g(t)
)]
(b)
≤ lim inf
N→∞
E
[
1
2
log
(
1 +
1
N
N∑
t=1
E˜t
)]
(c)
= E
[
lim inf
N→∞
1
2
log
(
1 +
1
N
N∑
t=1
E˜t
)]
=
1
2
log (1 + pBmax)
where (a) follows from the concavity of the log which allows
to apply Jensen’s Inequality; (b) follows from the argument at
the beginning that we can equivalently consider a Bernoulli
arrival process E˜t where the energy packet is E˜ = Bmax and
the fact that g(t) is feasible, so we can not spend more energy
up to time N than the amount of exogenous energy we receive
by time N , i.e.
N∑
t=1
g(t) ≤
N∑
t=1
E˜t;
(c) follows from the Dominated Convergence Theorem. The
Dominated Convergence Theorem holds because first,
lim
N→∞
1
2
log
(
1 +
1
N
N∑
t=1
E˜t
)
(d)
=
1
2
log
(
1 + lim inf
N→∞
1
N
N∑
t=1
E˜t
)
(e)
=
1
2
log
(
1 + E[E˜t]
)
=
1
2
log (1 + pBmax)
almost surely, where (d) follows from the fact 12 log(1 + x)
is smooth and monotonically increasing so we can move
the lim inf inside; and (e) follows from the Law of Large
Numbers; and second
1
2
log
(
1 +
1
N
N∑
t=1
E˜t
)
≤ 1
2
log (1 +Bmax)
for all N which is finite. Since the above upper bound applies
to all feasible policies g ∈ G, we have the desired upper bound
(14).
Step Two: Let {Ti}Li=1 be the inter-arrival times between the
i’th and i+1’th non-zero energy packets, where L is the total
number of non-zero packets received by time instance N, i.e.∑L
i=1 Ti ≤ N <
∑L+1
i=1 Ti. Notice that for fixed N , Ti’s and
L defined in this way are random variables which are functions
of N and the random energy arrival process {Et}Nt=0. We can
lower bound the rate achieved by g′(t) in terms of these new
variables as
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g′(t))
]
≥ lim inf
N→∞
E

 L∑
i=1
Ti−1∑
j=0
1
2
log (1 + g˜(j))
/ L+1∑
i=1
Ti

 (42)
which follows from the fact that the strategy g′(t) we consider
is of the form g′(t) = g˜(j) where j = t−max{t′ ≤ t : Et′ =
E}, i.e., the strategy is invariant across different epochs and
the allocated energy depends only on the number of time steps
since the last energy arrival.
Notice that as N →∞, L→∞ with probability 1. Divide
both the numerator and the denominator of the last equation by
L and apply the Law of Large Numbers to both the numerator
and the denominator, we obtain
lim inf
N→∞
L∑
i=1
Ti−1∑
j=0
1
2
log (1 + g˜(j))
/ L+1∑
i=1
Ti
= E

T1−1∑
j=0
1
2
log (1 + g˜(j))

/E[T1]. (43)
Note that {Ti}’s are i.i.d. Geometric(p) so the Law of Large
Numbers is directly applicable to the denominator and it
also applies to the numerator since the random variables
Ti−1∑
j=0
1
2 log (1 + g˜(j)) are i.i.d. with finite mean. Now, because
the sequence of random variables in (43) converges almost
surely, and for every N the sequence is upper bounded, we
can apply the Dominated Convergence Theorem to exchange
the limit and the expectation in (42) to obtain
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g′(t))
]
≥ E

T1−1∑
j=0
1
2
log (1 + g˜(j))

/E[T1].
We have
E

T1−1∑
j=0
1
2
log (1 + g˜(j))

/E[T1]
= p
∞∑
i=1
P(T1 = i)
i−1∑
j=0
1
2
log(1 + g˜(j))
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(a)
= p
∞∑
i=1
(1− p)i−1p
i−1∑
j=0
1
2
log(1 + g˜(j))
(b)
= p
∞∑
j=0

 ∞∑
i=j+1
(1− p)i−1p

 1
2
log(1 + g˜(j))
(c)
=
∞∑
j=0
p(1− p)j 1
2
log(1 + g˜(j))
=
∞∑
j=0
p(1− p)j 1
2
log(1 + p(1− p)jBmax)
where (a) follows from the fact that {T1} is Geometric(p), (b)
follows from switching the order of summations, and (c) uses
the formula for the sum of geometric series.
Step Three: Finally, to complete the proof, we need to show:
1
2
log(1 + pBmax)−
∞∑
j=0
p(1− p)j 1
2
log(1 + g˜(j)) ≤ 0.973
(44)
In order to show (44), we will first restrict the range of
(Bmax, p) to be considered by noticing:
1
2
log(1 + pBmax)−
∞∑
j=0
p(1− p)j 1
2
log(1 + g˜(j))
≤ 1
2
log(1 + pBmax)
≤ 0.973
for all (Bmax, p) such that pBmax ≤ 2.853.
So let’s restrict ourself to the set of (Bmax, p) such that
pBmax > 2.853. We have
1
2
log(1 + pBmax)−
∞∑
j=0
p(1− p)j 1
2
log(1 + g˜(j))
=
1
2
log(1 + pBmax)
−
∞∑
j=0
p(1− p)j 1
2
log(1 + p(1− p)jBmax)
(a)
≤ 1
2
log(1 + pBmax)−
∞∑
j=0
p(1− p)j 1
2
log(p(1 − p)jBmax))
=
1
2
log(p) +
1
2
log(Bmax) +
1
2
log
(
1
pBmax
+ 1
)
−
∞∑
j=0
p(1− p)j 1
2
[log(p) + j log (1− p) + log(Bmax)]
(b)
=
1
2
log(p) +
1
2
log(Bmax) +
1
2
log
(
1
pBmax
+ 1
)
− 1
2
log(p)− 1− p
p
1
2
log (1− p)− 1
2
log(Bmax)
=
1
2
log
(
1
pBmax
+ 1
)
− 1− p
p
1
2
log (1− p)
(c)
≤ 1
2 ln(2)
1
pBmax
− 1− p
p
1
2
log (1− p)
(d)
≤ 1
2 ln(2)
1
2.853
+
1− p
2p
log
(
1
1− p
)
(e)
≤ 0.253 + 0.72
= 0.973
where (a) follows from the fact that removing the 1 inside the
second log results in an upper bound; (b) uses the identity
∞∑
j=0
j · p(1 − p)j = (1 − p)E [X ] = 1− p
p
, where X ∼
Geometric(p), and
∞∑
j=0
p(1 − p)j = 1; (c) uses the inequality
ln(1 + x) ≤ x for all x; (d) follows from the fact we restrict
ourself to the case pBmax > 2.853; and finally (e) follows
from the fact that
g(p) ,
1− p
2p
log
(
1
1− p
)
is a continuous bounded function on p ∈ (0, 1). Further-
more, it’s monotonically decreasing and is upper bounded by
lim
p→0
g(p) =
1
2 ln(2)
= 0.72.
Proof of Theorem 3: The highlight of the proof has been
outlined in the comment after the statement of Theorem 3 in
Section IV-B. The proof is essentially the same as Theorem 2
with Bmax replaced by E. Therefore, we will simply reiterate
the major steps of the proof without boring the reader with all
the details.
Step One: Using Jensen’s Inequality, Dominated Conver-
gence Theorem and Law of Large Numbers, we have the
following upper bound:
max
g∈G
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g(t))
]
≤ 1
2
log(1 + pE)
Step Two: Replace Bmax by E in Step Two in the proof of
Theorem 2 and follow the exact same sequence of arguments,
we can lower bound the rate achieved by g′(t) as:
lim inf
N→∞
E
[
1
N
N∑
t=1
1
2
log (1 + g′(t))
]
≥
∞∑
j=0
p(1− p)j 1
2
log(1 + p(1− p)jE)
Step Three: Finally, replace Bmax everywhere by E in Step
Three in the proof of Theorem 2, we have the following bound:
1
2
log(1 + pE)−
∞∑
j=0
p(1− p)j 1
2
log(1 + p(1− p)jE)
≤ 0.973
which completes the proof.
Proof of Theorem 5: We want to show that for any
{Ej} satisfying (21) and any ǫ > 0, we can construct a
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communication strategy that achieves a rate
R ≥
∞∑
j=0
p(1− p)j max
p(x):|X|2≤Ej
I(X ;Y )− ǫ
and has arbitrarily small probability of error.
We start by fixing a positive integer M(ǫ), and positive real
numbers δ2(ǫ,M) and δ1(ǫ,M, δ2) such that
(1− p)M+1K ≤ ǫ/3 (45)
δ2
1 + δ2
(
1− (1− p)M+1)K ≤ ǫ/3 (46)
δ1 · (M + 1)p
1 + δ2
K ≤ ǫ/3 (47)
where K , max
j
{
max
p(x):|X|2≤Ej
I(X ;Y )
}
is a finite constant.
Furthermore, let L be a large positive integer and let
n(j) = L
(
(1− p)j − δ1
)
For a given energy allocation policy {Ej} for j = 0, 1, 2, ...
that satisfies (21), the transmitter and the receiver agree on a
sequence of M + 1 codebooks:
C(0), C(1), C(2), ..., C(M)
where each codebook C(j) consists of 2n(j)R(j) codewords
generated randomly from a distribution p(x) whose support is
limited to [−√Ej,√Ej ] so that the symbols of each codeword
are amplitude constrained according to
|X(j)i (k)|2 ≤ Ej
for all i = 1, 2, ..., n(j), j = 0, 1, 2...,M and k =
1, 2, ..., 2n
(j)R(j)
.
During the course of communication the transmitter will
aim to send one codeword from each of the M+1 codebooks.
Communication proceeds as follows: At each time step t, the
transmitter sees the realization of the energy process Et, let
j = t−max{t′ ≤ t : Et′ = E}, i.e. the number of time steps
since the last time battery was recharged. Then the transmitter
selects the next untransmitted symbol from the codeword it
wants to transmit from the codebook C(j) (if all n(j) symbols
have been transmitted, it simply transmits the zero symbol).
Similarly if j > M , it transmits the zero symbol. Commu-
nication ends when the transmitter observes the arrival of the
L+1’th energy packet. (We assume that communication starts
with the arrival of the first energy packet). The receiver can
track the codebook used by the transmitter and decode each
codeword separately by collecting together the corresponding
channel observations since we assume that {Et} are also
causally known at the receiver.
We will say that communication is in error if one of the
following events occur:
• E(j), j = 0, . . . ,M : by the end of the transmission, the
codeword from C(j) has not been completely transmitted.
• E0 : the total duration of the communication exceeds
L
p
(1 + δ2).
• F (j), j = 0, . . . ,M : the codeword from codeword C(j)
is decoded erroneously at the receiver.
Below we will argue that the probability of each one of these
events can be made arbitrarily small by taking L large enough.
To bound the probability of E(j), recall the inter arrival
time of energy packets, denoted by T1, T2, ..., TL, are i.i.d.
Geometric(p) r.v’s. Therefore,
P(E(j)) = P
(
L∑
i=1
1{Ti > j} ≤ n(j)
)
= P
(
1
L
L∑
i=1
1{Ti > j} ≤ (1 − p)j − δ1
)
≤ ǫ1(L)→ 0
as L→∞ by the weak law of large number, since E[1{Ti >
j}] = P(Ti > j) = (1− p)j .
Furthermore, notice the total duration of communication
N = T1 + · · ·+ TL is a random quantity. Then, we have
P(E0) = P
(
L∑
i=1
Ti >
L
p
(1 + δ2)
)
= P
(
1
L
L∑
i=1
Ti >
1
p
(1 + δ2)
)
≤ ǫ2(L)→ 0
as L → ∞, again by the weak law of large numbers, since
E[Ti] = 1/p.
On the receiver side, the decoder can decode each individual
codeword via joint typical decoding once the transmission is
finished. The classic channel coding theorem shows that as
long as
R(j) ≤ max
p(x):|X|2≤Ej
I(X ;Y )
the probability of each one of the events F (0), . . . , F (M) can
be made arbitrarily small by making L, hence n(j), large
enough, using codewords from each codebook C(j).
Finally, the union bound allows us to conclude that the
probability of the union of all these error events can be made
arbitrarily small as L → ∞ (note that δ1, δ2 > 0, and M are
fixed at the beginning).
We finally compute the average rate achieved by this com-
munication strategy
R ≥ p
L(1 + δ2)
M∑
j=0
n(j)R(j)
=
p
L(1 + δ2)
M∑
j=0
L
(
(1− p)j − δ1
)
max
p(x):|X|2≤Ej
I(X ;Y )
=
M∑
j=0
p
1 + δ2
(
(1− p)j − δ1
)
max
p(x):|X|2≤Ej
I(X ;Y )
=
∞∑
j=0
p(1− p)j max
p(x):|X|2≤Ej
I(X ;Y )
−
∞∑
j=M+1
p(1− p)j max
p(x):|X|2≤Ej
I(X ;Y )
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−
M∑
j=0
δ2p
1 + δ2
(1− p)j max
p(x):|X|2≤Ej
I(X ;Y )
−
M∑
j=0
p
1 + δ2
δ1 max
p(x):|X|2≤Ej
I(X ;Y )
≥
∞∑
j=0
p(1− p)j max
p(x):|X|2≤Ej
I(X ;Y )− (ǫ/3 + ǫ/3 + ǫ/3)
which is what we set up to prove. The last step follows from
the fact M , δ2 and δ1 are chosen to satisfy the bounds (45),
(46) and (47).
Proof of Theorem 6: 5 The capacity of a general channel
is given by [14, Theorem 3.2.1] as the maximum spectral inf-
mutual information rate between the input and the output,
C = sup
X
p- lim inf
n→∞
1
n
log
PY n|Xn(y
n|xn)
PY n(yn)
,
where the supremum is over all input processes X =
{Xn}∞n=1. When the receiver has access to a side information
process G = {Gn}∞n=1, this process can be viewed as part
of the output of the channel and the corresponding capacity
becomes
CG = sup
X
p- lim inf
n→∞
1
n
log
PY n,Gn|Xn(y
n, gn|xn)
PY n,Gn(yn, gn)
.
We have
CG = sup
X
p- lim inf
n→∞
1
n
log
PY n,Gn|Xn(y
n, gn|xn)
PY n,Gn(yn, gn)
= sup
X
p- lim inf
n→∞
[ 1
n
log
PY n|Xn(y
n|xn)
PY n(yn)
+
1
n
log
PGn|Y n,Xn(g
n|yn, xn)
PGn|Y n(gn|yn)
]
≤ sup
X
p- lim inf
n→∞
1
n
log
PY n|Xn(y
n|xn)
PY n(yn)
+ sup
X
p- lim sup
n→∞
1
n
log
PGn|Y n,Xn(g
n|yn, xn)
PGn|Y n(gn|yn) (48)
= C + sup
X
p- lim sup
n→∞
1
n
log
PGn|Y n,Xn(g
n|yn, xn)
PGn|Y n(gn|yn)
≤ C + sup
X
p- lim sup
n→∞
1
n
log
1
PGn|Y n(gn|yn) (49)
= C + sup
X
H¯(G|Y ) (50)
≤ C + sup
X
H¯(G). (51)
Here, (48) follows from the fact that for any two sequences of
random variables (Vn)∞n=1 and (Zn)∞n=1 we have [14, p.15]
p- lim inf
n→∞
(Vn + Zn) ≤ p- lim inf
n→∞
Vn + p- lim sup
n→∞
Zn.
Note that PGn|Y n,Xn(gn|yn, xn) ≤ 1, thus (49) holds. (50)
follows by the definition of the conditional spectral sup-
5This proof was pointed out to the authors by one of the anonymous
reviewers.
entropy rate [14, p.182], given as
H¯(G|Y ) = p- lim sup
n→∞
1
n
log
1
PGn|Y n(gn|yn) .
Finally, non-negativity of the inf-mutual information rate [14,
Equations 3.2.3, 3.2.10]
0 ≤ I(G;Y ) ≤ H¯(G)− H¯(G|Y ),
yields (51). In (51), we assume that the side information
process G is independent of the input process, which yields the
conclusion of the theorem. Note that when the side information
process is a function of the input, the capacity gain due
to receiver side information can be bounded by considering
the sup of the spectral sup-entropy rate of G over the input
process.
Proof of Theorem 7: Here, we provide an alternative
proof for Theorem 7 that does not use Theorem 6. We
first define a specific finite state channel and establish a
relation between its capacities with and without channel state
information at the receiver, denoted by C1 and C2 respectively.
In particular, we show that C2 ≥ C1 − H(p). We then
relate the capacity of this finite state channel to our original
communication setup defined in Section II. We show that the
capacity C of our original energy harvesting channel without
channel state information at the receiver satisfies C ≥ C2,
while C1 is larger than the right-hand side of (20) in Theorem
5. This completes the proof of the theorem.
Given any E0, E1, E2, . . . that satisfy (23) define a finite
state channel p(yt|xt, st) where the output Yt ∈ R depends
on the input Xt ∈ R to the channel and the channel state
St ∈ {0, 1, ...,M + 1} in the following way:
Yt =
{
Xt + Zt if |Xt|2 ≤ E ′St
Zt otherwise
(52)
where Zt is i.i.d. N (0, 1) Gaussian noise. The channel state
process {St} is a Markov Chain and its (M + 2)× (M + 2)
transition matrix is given by
T =


p 1− p 0 · · · 0
p 0 1− p . . . ...
.
.
.
.
.
.
.
.
.
.
.
. 0
p 0 0 1− p
p 0 · · · 0 1− p


(53)
where Tij = p(St+1 = j|St = i). The sequence E ′0, . . . , E ′M+1
satisfies E ′j = Ej for 0 ≤ j ≤M and E ′M+1 = 0. There are no
constraints on the transmitted signal Xt ∈ R over this channel.
We assume that the initial state of the channel S0 = 0 and the
realization of the state sequence {St} is known causally at the
transmitter. We will discuss the capacity of this channel under
two different assumptions:
1) The realization of the state sequence {St} is also known
at the receiver. In this case we will denote the capacity
by C1.
2) The realization of the state sequence {St} is not known
at the receiver. In this case we will denote the capacity
by C2.
Obviously, C2 ≤ C1. Below, we show that C2 can not be
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much smaller than C1.
First note that the Markov Chain {St} is time-invariant,
aperiodic and indecomposable. For such channels Theorem 2
of [18] 6 establishes the following expression for the capacity,
CD = sup
F
lim inf
n→∞
1
n
I(Fn;Y n|Dn) (54)
where Dn = (D1, ..., Dn) is the channel state information
available at the receiver which is of the form Dt = g(St) for
a given mapping g(·). Here, we will be interested in the two
extremal cases when Dn = Sn, in which case the capacity
is denoted by C1, and Dn = ∅ in which case the capacity
is denoted by C2. Here, Fn denotes (F1, . . . , Fn) where Ft
stands for a random variable that takes values in the space of
all mappings {ft : Et → X}. Also, F denotes a sequence
{Fn}∞n=1. Now, observe that
C1 = sup
F
lim inf
n→∞
1
n
I(Fn;Y n|Sn)
≤ sup
F
lim inf
n→∞
1
n
I(Fn;Y n, Sn)
= sup
F
lim inf
n→∞
1
n
(I(Fn;Y n) + I(Fn;Sn|Y n))
≤ sup
F
lim inf
n→∞
1
n
I(Fn;Y n) +
1
n
H(Sn) (55)
= H(p) + sup
F
lim inf
n→∞
1
n
I(Fn;Y n) (56)
= H(p) + C2 (57)
where (56) follows from the fact that
lim
n→∞
1
n
H(Sn) = lim
n→∞
H(Sn+1|Sn, . . . S1)
= lim
n→∞
H(Sn+1|Sn)
= H(p)
since for the transition matrix T in (53), we have
H(Sn+1|Sn) = H(p) independent of the state Sn. H(p) refers
to the binary entropy function evaluated at p. Note that when
limn→∞
1
n
H(Sn) exists, we can decompose the limit inferior
of the sum of the two sequences in (55) to the sum of the
limit inferior of those sequences.
This shows that the capacity of this channel without side
information at the receiver is at most H(p) bits smaller than
its capacity with receiver side information. We next relate the
capacity of this finite state channel to the capacity of our
original channel.
In the proof of Theorem 5, we have shown that when
the realization of the external energy arrival process {Et} is
causally known to both the transmitter and the receiver, for
any given energy allocation policy {Ej} that satisfies (21), we
6Theorem 2 of [18] is stated for multiple access finite state channel. We
use a simplified version of it for single-user channels, combined with part 2
of Corollary 1 in the same paper which shows that when the initial state is
known to the transmitter, the capacity region is independent of the initial pmf.
can achieve a rate
R(M) ≥
∞∑
j=0
p(1 − p)j max
p(x):|X|2≤Ej
I(X ;Y )− ǫ(M),
where M determines the maximal number of channel uses
employed after each energy packet arrival and as M → ∞,
ǫ(M) → 0. Observe that the same strategy can be employed
over the finite state channel defined in (52) and would achieve
exactly the same rate R(M). (Here, the state St will dictate
which of the M + 1 codebooks C(0), C(1), C(2), ..., C(M) to
transmit from at given t.) This is because the code constructed
in the achievability scheme for our original channel (with
receiver side information) will satisfy |Xt|2 ≤ ESt at every
t when applied over the finite state channel. This ensures that
the input-output relations for the two channels are the same.
Moreover, the transition matrix T in (53) of the finite state
channel is designed so that the process {E ′t} induced by {St}
is probabilistically equivalent to the energy allocation process
{Et} induced by the Bernoulli energy arrival process {Et}
over the original channel. This allow us to conclude that
C1 ≥ R(M),
or using the result of (57)
C2 ≥ R(M)−H(p).
Finally, we want to argue that the capacity of our original
system without receiver side information is lower bounded by
the capacity of this finite state channel without receiver side
information, i.e. C ≥ C2. Once this is established, we can
conclude that C ≥ R(M) − H(p). Taking M → ∞, hence
ǫ(M)→ 0, completes the proof of the theorem.
To show that C ≥ C2, we argue that any code designed for
the finite state channel (without receiver state information) can
be applied to our original energy harvesting communication
channel (again without receiver side information).
When the state information {St} (or equivalently the real-
ization of the process {E ′t}) is known causally at the transmit-
ter, a code for communicating over the finite state channel is
given by a set of mappings
W → fnW = (fW,1, fW,2, ..., fW,n)
for each message W (a so-called Shannon strategy), where
for given W , fW,t is a mapping from all the transmitter side
information received up to time step t, i.e. St = (S0, ..., St),
to the space of channel input symbols, X . This code can
not be immediately applied to our original energy harvesting
communication channel since the input alphabet for the finite
state channel X = R and it can potentially imply using
symbols with magnitude |Xt|2 > E ′St . However, this code
can be modified, without impacting its probability of error
and rate, to a form that can be immediately applied over our
energy harvesting channel.
Let us modify the code by zeroing all the symbols that
violate |Xt|2 > E ′St . In particular, we define a new sequence of
functions (fW,1, fW,2, ..., fW,n) associated with the message
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W as follow:
fW,t(S
t) = 1{|fW,t(St)|2≤E′St}fW,t(S
t).
Based on the way our finite state channel is constructed, the
output distributions are exactly the same whether we use the
code with fn or fn, i.e.
p(yn|fnW , sn) = p(yn|f
n
W , s
n)
Therefore, if we keep our decision regions at the decoder
exactly the same, we can achieve the exact same rate and prob-
ability of error with both codes over the finite state channel.
Now that all the potential channel input symbol generated from
this new code do satisfy the constraint |Xt|2 ≤ E ′St , we can
apply this new code over our energy harvesting communication
channel: Given the Bernoulli energy harvesting process {Et}
define the process {S′t} such that
S′t =
{
j if 0 ≤ j ≤M,
M + 1 if j > M.
where j = t − max{t′ ≤ t : Et′ = E}. Applying the
codebook {fnW }W with side information process {S′t} over the
original energy harvesting communication channel achieves
the exact same rate and probability of error as in the finite state
channel. This is because the input-output relations for the two
channels are the same and {S′t} and {St} are probabilistically
equivalent. Also note that because of our initial assumption
that E0, E1, E2, . . . satisfy (23), this is an energy feasible
strategy for our harvesting system. This completes the proof
of the theorem.
Proof of Theorem 8: The proof follows almost the same
line of argument as in Theorem 2, except we have a different
constant here due to the additional K(p) = 1.04 + H(p) in
the Clb(Bmax, p).
Again, we will first restrict the range of (Bmax, p) to be
considered by noticing:
Cub(Bmax, p)−Clb(Bmax, p) ≤ Cub(Bmax, p)
=
1
2
log(1 + pBmax)
≤ 2.58
for all (Bmax, p) such that pBmax ≤ 34.75.
Next, let’s restrict ourself to the set of (Bmax, p) such that
pBmax > 34.75:
Cub(Bmax, p)− Clb(Bmax, p)
=
1
2
log (1 + pBmax)
−

 ∞∑
j=0
p(1− p)j 1
2
log
(
1 + (1− p)jpBmax
)−K(p)


+
(a)
≤ 1
2
log (1 + pBmax)
−
∞∑
j=0
p(1− p)j 1
2
log
(
1 + (1− p)jpBmax
)
+H(p) + 1.04
(b)
≤ 1
2 ln(2)
1
pBmax
− 1− p
p
1
2
log (1− p) +H(p) + 1.04
(c)
≤ 1
2 ln(2)
1
34.75
− 1− p
p
1
2
log (1− p) +H(p) + 1.04
=1.06 +
1− p
2p
log
(
1
1− p
)
+H(p)
(d)
≤2.58
where (a) comes from removing the (·)+ resulting in an upper
bound and using the definition of K(p). (b) uses exactly the
same sequence of inequalities in the proof of Theorem 2, so we
won’t repeat here. (c) comes from the fact we restrict ourself
to pBmax > 34.75. Finally, (d) comes from the fact:
g(p) ,
1− p
2p
log
(
1
1− p
)
+H(p)
=
1− p
2p
log
(
1
1− p
)
+ p log
(
1
p
)
+ (1 − p) log
(
1
1− p
)
is a continuous bounded function on p ∈ (0, 1). Furthermore,
it’s concave and attains a maximum value of 1.52 at p = 0.413.
