Abstract. Zero-curvature representations (ZCRs) are well known to be one of the main tools in the theory of integrable PDEs. In particular, Lax pairs for (1 + 1)-dimensional PDEs can be interpreted as ZCRs.
Introduction and the main results

Zero-curvature representations and the algebras F
p (E, a). Zero-curvature representations and Bäcklund transformations belong to the main tools in the theory of integrable PDEs (see, e.g., [7, 24, 34] ). This paper is part of a research program on investigating the structure of zero-curvature representations for PDEs of various types. The study of zero-curvature representations leads to some results on Bäcklund transformations and integrability, which are described on the next pages.
Consider an arbitrary PDE
(1) F l x 1 , . . . , x n , u j , u , . . . are partial derivatives of u j = u j (x 1 , . . . , x n ). A zero-curvature representation (ZCR) for (1) is given by functions (2) A q = A q x 1 , . . . , x n , u j , u Here D xq , D xr are the total derivative operators corresponding to (1) . Note that functions (2) may depend on any finite number of partial derivatives of u j of arbitrary order.
LetÃ q , q = 1, . . . , n, be another ZCR for (1) . The ZCRÃ q is said to be gauge equivalent to the ZCR A q if there is a function G = G x i , u j , u
, . . . with values in the group of invertible N × N matrices such thatÃ q = GA q G −1 − D xq (G) · G −1 for all q = 1, . . . , n. The above-mentioned research program concerns the problem of classification of ZCRs up to gauge equivalence. The main ideas can be outlined as follows.
For a very wide class of PDEs, one can prove the following property. For any given PDE from this class, we can define a family of Lie algebras so that representations of these algebras classify all ZCRs (for all N) of this PDE up to local gauge equivalence, in a certain sense.
If one regards the PDE as a submanifold of the corresponding infinite jet space, it can be shown that these Lie algebras have some coordinate-independent geometric meaning. So these algebras are geometric invariants of the PDE. (The coordinate-independence of the algebras is not shown in the present paper, but is proved in other preprints, see Remark 10 in Section 1.2 for more details.) Also, these Lie algebras play an important role in the theory of Bäcklund transformations and integrability. Some applications to Bäcklund transformations and integrability are described below.
The general theory of such Lie algebras for analytic PDEs satisfying some non-degeneracy conditions is sketched in the preprint [11] , which is not in final form yet.
The present paper can be studied independently of [11] . In the present paper we elaborate the above-mentioned ideas in the case of (1 + 1)-dimensional scalar evolution equations (3) u t = F (x, t, u 0 , u 1 , . . . , u d ), u = u(x, t), u t = ∂u ∂t ,
Here the number d ≥ 1 is such that the function F may depend only on x, t, u k for k ≤ d.
The methods of this paper can be applied also to (1 + 1)-dimensional multicomponent evolution systems, which are briefly discussed in Remark 2.
PDEs of the form (3) have attracted a lot of attention in the last 40 years and have been a source of many remarkable results on integrability. In particular, some types of equations (3) possessing higher (generalized) symmetries and conservation laws have been classified (see, e.g., [20, 21, 28] and references therein). However, the problem of complete understanding of all integrability properties for equations (3) is still far from being solved.
Examples of integrable PDEs of the form (3) include the Korteweg-de Vries (KdV), KricheverNovikov [16, 32] , Kaup-Kupershmidt [14] , Sawada-Kotera [29] (Caudrey-Dodd-Gibbon [2] ) equations (these equations are discussed below). Many more examples can be found in [20, 21, 28] and references therein.
In the present paper, integrability is understood in the sense of soliton theory and the inverse scattering method. (This is sometimes called S-integrability.)
It is well known that, in order to investigate possible integrability properties of (3), one needs to consider ZCRs. Let g be a finite-dimensional Lie algebra.
For an equation of the form (3), a ZCR with values in g is given by g-valued functions 
We assume that all considered functions are analytic. The number p in (4) is such that the function A may depend only on the variables x, t, u k for k ≤ p. Then equation (5) implies that the function B may depend only on x, t, u k ′ for k ′ ≤ p + d − 1.
Such ZCRs are said to be of order ≤ p. In other words, a ZCR given by A, B is of order ≤ p iff ∂A ∂u l = 0 for all l > p.
We study the following problem. How to describe all ZCRs (4), (5) for a given equation (3)?
In the case when p = 0 and the functions F , A, B do not depend on x, t, a partial answer to this question is provided by the Wahlquist-Estabrook prolongation method (WE method for short). Namely, for a given equation of the form u t = F (u 0 , u 1 , . . . , u d ), the WE method constructs a Lie algebra so that ZCRs of the form
correspond to representations of this algebra (see, e.g., [3, 15, 33] ). It is called the Wahlquist-Estabrook prolongation algebra.
To study the general case of ZCRs (4), (5) with arbitrary p for any equation (3), we need to consider gauge transformations.
Without loss of generality, one can assume that g is a Lie subalgebra of gl N for some N ∈ Z >0 , where gl N is the algebra of N × N matrices. Let G be the connected matrix Lie group corresponding to g ⊂ gl N . A gauge transformation is given by a function G = G(x, t, u 0 , u 1 , . . . , u l ) with values in G.
For any ZCR (4), (5) and any gauge transformation G = G(x, t, u 0 , u 1 , . . . , u l ), the functions The WE method does not use gauge transformations in a systematic way. In the classification of ZCRs (7) this is acceptable, because the class of ZCRs (7) is relatively small.
The class of ZCRs (4), (5) is much larger than that of (7) . As is shown in the present paper, gauge transformations play a very important role in the classification of ZCRs (4), (5) . Because of this, the classical WE method does not produce satisfactory results for (4), (5) , especially in the case p > 0.
To overcome this problem, we find a normal form for ZCRs (4), (5) with respect to the action of the group of gauge transformations. Using the normal form of ZCRs, for any given equation (3), we define a Lie algebra F p for each p ∈ Z ≥0 so that the following property holds. For every finite-dimensional Lie algebra g, any g-valued ZCR (4), (5) of order ≤ p is locally gauge equivalent to the ZCR arising from a homomorphism F p → g. More precisely, as is discussed below, we define a Lie algebra F p for each p ∈ Z ≥0 and each point a of the infinite prolongation E of equation (3) . So the full notation for the algebra is F p (E, a). Recall that the infinite prolongation E of (3) is the infinite-dimensional manifold with the coordinates x, t, u k for k ∈ Z ≥0 . The precise definition of F p (E, a) for any equation (3) is presented in Section 2. In this definition, the algebra F p (E, a) is given in terms of generators and relations. For every finite-dimensional Lie algebra g, homomorphisms F
p (E, a) → g classify (up to gauge equivalence) all g-valued ZCRs (4), (5) of order ≤ p, where functions A, B are defined on a neighborhood of the point a ∈ E. See Section 2 for details.
Using the algebras F p (E, a), we obtain some necessary conditions for integrability of equations (3) and necessary conditions for existence of a Bäcklund transformation between two given equations.
To obtain such conditions, one needs to study some properties of ZCRs (4), (5) with arbitrary p, and we do this by means of the algebras F p (E, a). As has been explained above, the classical WE method (which studies ZCRs of the form (7)) is not sufficient for this.
Applications of F p (E, a) to obtaining necessary conditions for integrability of equations (3) are presented in Section 1.3. Applications of F p (E, a) to the theory of Bäcklund transformations are briefly discussed in Section 1.2.
Let K be either C or R. We suppose that the variables x, t, u k take values in K. A point a ∈ E is determined by the values of the coordinates x, t, u k at a. Let
To clarify the definition of F p (E, a), let us consider the case p = 1. To this end, we fix an equation (3) and study ZCRs of order ≤ 1 of this equation.
According to Theorem 6 in Section 2, any ZCR of order ≤ 1
on a neighborhood of a ∈ E is gauge equivalent to a ZCR of the form
In other words, properties (12) determine a normal form for ZCRs (9) with respect to the action of the group of gauge transformations on a neighborhood of a ∈ E.
A similar normal form for ZCRs (4), (5) with arbitrary p is described in Theorem 6 in Section 2.
Recall that all considered functions are assumed to be analytic. Therefore, on a neighborhood of a ∈ E, the functionsÃ,B from (10), (12) are represented as absolutely convergent power series
are elements of a Lie algebra, which we do not specify yet. Using formulas (13) , (14) , we see that properties (12) are equivalent to
To define F 1 (E, a), we regardÃ
from (13), (14) as abstract symbols. By definition, the algebra F 1 (E, a) is generated by the symbolsÃ
. Relations for these generators are provided by equations (11), (15) . A more detailed description of this construction is given in Section 2.
According to Section 2, the algebras F p (E, a) for p ∈ Z ≥0 are arranged in a sequence of surjective homomorphisms
Remark 1. Somewhat similar (but not the same) ideas were considered in [9] for a few scalar evolution equations of order 3. The theory described in the present paper is much more powerful than that of [9] . See Remark 9 in Section 1.2 for a more detailed discussion of the relations between the present paper and [9] . Remark 2. It is possible to introduce an analog of F p (E, a) for multicomponent evolution systems
. . , m. In this paper we study only the scalar case m = 1. For m > 1 one gets interesting results as well, but the case m > 1 requires much more computations, which will be presented elsewhere. Some results for m > 1 are sketched in the preprints [11, 12] .
As has been discussed above, the algebra F p (E, a) is defined by a certain set of generators and relations arising from a normal form of ZCRs. In Theorem 8 in Section 3 we describe a smaller subset of generators for F p (E, a).
Example 1.
Consider the case p = 1. According to the above definition of F 1 (E, a), the algebra F 1 (E, a) is given by the generatorsÃ
and the relations arising from (11), (15) . Theorem 8 implies that the algebra F 1 (E, a) coincides with the subalgebra generated byÃ
. According to Theorem 8, a similar result is valid also for F p (E, a) for every p.
This result helps us to describe the structure of F p (E, a) and the homomorphisms (16) more explicitly for some PDEs. Consider first equations of the form u t = u 2q+1 + f (x, t, u 0 , u 1 , . . . , u 2q−1 ) for q ∈ {1, 2, 3}. Examples of such PDEs include
• the KdV equation [29] u t = u 5 + 5u 0 u 3 + 5u 1 u 2 + 5u 2 0 u 1 (which is sometimes called the Caudrey-Dodd-Gibbon equation [2] ). Many more examples of integrable equations of the form u t = u 3 + f (x, u 0 , u 1 ) and
can be found in [20, 21] and references therein.
Remark 3. The paper [20] presents a classification of equations of the form u t = u 3 + g(x, u 0 , u 1 , u 2 ) and u t = u 5 + g(u 0 , u 1 , u 2 , u 3 , u 4 ) satisfying certain integrability conditions related to generalized symmetries and conservation laws.
We study the problem of describing all ZCRs (4), (5) for a given equation (3). This problem is very different from the problems of describing generalized symmetries and conservation laws. 
where f is an arbitrary function and q ∈ {1, 2, 3}. Let a ∈ E. For each p ∈ Z >0 , consider the surjective homomorphism ϕ p :
In other words, if p ≥ q +δ q,3 then the kernel of ϕ p is contained in the center of the Lie algebra F p (E, a). Here δ q,3 is the Kronecker delta. So δ q,3 = 0 if q = 3, and δ q,3 = 1 if q = 3.
In particular, the kernel of ψ k is nilpotent.
Some applications of Theorem 1 to obtaining necessary conditions for integrability of equations (17) are presented in Section 1.3. Results similar to Theorem 1 can be proved for many other evolution equations as well, but this will be described elsewhere.
Let L, L 1 , L 2 be Lie algebras. One says that L 1 is obtained from L by central extension if there is an ideal I ⊂ L 1 such that I is contained in the center of L 1 and L 1 /I ∼ = L. Note that I may be of arbitrary dimension.
We say that L 2 is obtained from L by applying several times the operation of central extension if there is a finite collection of Lie algebras (17) with q ∈ {1, 2, 3},
• for every p ≥ q + δ q,3 the algebra
by applying several times the operation of central extension.
Theorem 2 (Section 6). Consider the infinite-dimensional Lie algebra sl
is the algebra of polynomials in λ.
Let E be the infinite prolongation of the KdV equation
) and a 3-dimensional abelian Lie algebra, • for every p ∈ Z >0 , the algebra
) by applying several times the operation of central extension.
To describe F
0 (E, a) for the KdV equation in Theorem 2, we use the following fact. If the function F in (3) does not depend on x, t, then the algebra F 0 (E, a) is isomorphic to a certain subalgebra of the Wahlquist-Estabrook prolongation algebra for (3) (see Theorem 11 in Section 5 for details).
The explicit structure of the Wahlquist-Estabrook prolongation algebra for the KdV equation is given in [4, 5] , and this helps us to describe F 0 (E, a) for KdV. Now assume that K = C. For any constants e 1 , e 2 , e 3 ∈ C, consider the Krichever-Novikov equation [16, 32] (18) KN(e 1 , e 2 , e 3 ) = u t = u xxx − 3 2
To study F p (E, a) for this equation, we need some auxiliary constructions.
be the algebra of polynomials in the variables v 1 , v 2 , v 3 . Let e 1 , e 2 , e 3 ∈ C be such that e 1 = e 2 = e 3 = e 1 . Consider the ideal I e 1 ,e 2 ,e 3 ⊂ C[v 1 , v 2 , v 3 ] generated by the polynomials
Set E e 1 ,e 2 ,e 3 = C[v 1 , v 2 , v 3 ]/I e 1 ,e 2 ,e 3 . In other words, E e 1 ,e 2 ,e 3 is the commutative associative algebra of polynomial functions on the algebraic curve in C 3 defined by the polynomials (19). Since we assume e 1 = e 2 = e 3 = e 1 , this curve is nonsingular and is of genus 1. We have the natural surjective homomorphism µ :
Consider also a basis x 1 , x 2 , x 3 of the Lie algebra so
We endow the space so 3 (C) ⊗ C E e 1 ,e 2 ,e 3 with the following Lie algebra structure
Denote by R e 1 ,e 2 ,e 3 the Lie subalgebra of so 3 (C) ⊗ C E e 1 ,e 2 ,e 3 generated by the elements
Since R e 1 ,e 2 ,e 3 ⊂ so 3 (C) ⊗ C E e 1 ,e 2 ,e 3 , we can regard elements of R e 1 ,e 2 ,e 3 as so 3 (C)-valued functions on the elliptic curve in C 3 determined by the polynomials (19) . It is known that such so 3 (C)-valued functions on elliptic curves appear in the structure of some ZCRs for the Landau-Lifshitz and Krichever-Novikov equations (see, e.g., [6, 7, 16, 22, 31] ).
It is shown in [25] that the Wahlquist-Estabrook prolongation algebra of the anisotropic LandauLifshitz equation is isomorphic to the direct sum of R e 1 ,e 2 ,e 3 and a 2-dimensional abelian Lie algebra. The paper [25] describes a basis for R e 1 ,e 2 ,e 3 , which implies that the algebra R e 1 ,e 2 ,e 3 is infinitedimensional.
According to Proposition 1 below, the algebra R e 1 ,e 2 ,e 3 shows up also in the structure of F p (E, a) for the Krichever-Novikov equation. A proof of Proposition 1 is sketched in [11] (this proof uses some results of [9, 13] ).
Proposition 1 ([11]).
For any e 1 , e 2 , e 3 ∈ C, consider the Krichever-Novikov equation KN(e 1 , e 2 , e 3 ) given by (18) . Let E be the infinite prolongation of this equation. Let a ∈ E. Then
• if e 1 = e 2 = e 3 = e 1 , then F 1 (E, a) ∼ = R e 1 ,e 2 ,e 3 and for each p ≥ 2 the algebra F p (E, a) is obtained from R e 1 ,e 2 ,e 3 by applying several times the operation of central extension.
Remark 5. For the Burgers and KdV equations, ZCRs of the form
(where A and B may depend on any finite number of the coordinates u k ) were studied in [8] . However, gauge transformations were not considered in [8] . Because of this, the paper [8] had to impose some additional constraints on the functions A, B in (20) .
Remark 6. Some other approaches to the study of the action of gauge transformations on ZCRs can be found in [17, 18, 19, 26, 27, 30] and references therein. For a given g-valued ZCR, the papers [17, 18, 26] define certain g-valued functions that transform by conjugation when the ZCR transforms by gauge. Applications of these functions to construction and classification of some types of ZCRs are described in [17, 18, 19, 26, 27, 30] . To our knowledge, the theory of [17, 18, 19, 26, 27, 30] does not produce any infinite-dimensional Lie algebras responsible for ZCRs. So this theory does not contain the algebras F p (E, a).
1.2.
Necessary conditions for existence of Bäcklund transformations. The algebras F p (E, a) help to obtain necessary conditions for existence of a Bäcklund transformation between two given evolution equations. In the present paper we do not study Bäcklund transformations. We just briefly mention some results in this direction.
For each p ∈ Z >0 , consider the surjective homomorphism ϕ p : 
Since the homomorphisms (16) are surjective, ρ k is surjective as well. We define a topology on the algebra F(E, a) as follows. For every k ∈ Z ≥0 and every v ∈ F k (E, a), the subset ρ ) . Such subsets form a base of the topology on F(E, a).
Remark 7. Let L be a Lie algebra endowed with the discrete topology. Then a homomorphism
Remark 8. It is easy to check that a subalgebra H ⊂ F(E, a) is tame iff H is open and closed in F(E, a) with respect to the topology on F(E, a).
A proof of Proposition 2 is sketched in [11] .
Proposition 2 ([11])
. Let E 1 and E 2 be evolution equations. Suppose that E 1 and E 2 are connected by a Bäcklund transformation. Then for each i = 1, 2 there are a point a i ∈ E i and a tame subalgebra
• H 1 is isomorphic to H 2 , and this isomorphism is a homeomorphism with respect to the topology induced by the embedding H i ⊂ F(E i , a i ).
The preprint [11] presents also a more general result about PDEs that are not necessarily evolution. Proposition 2 provides a powerful necessary condition for two given evolution equations to be connected by a Bäcklund transformation (BT).
For example, the following result is obtained in [10] by means of methods similar to Proposition 2. For any e 1 , e 2 , e 3 ∈ C, we have the Krichever-Novikov equation KN(e 1 , e 2 , e 3 ) given by (18) . Consider also the algebraic curve C(e 1 , e 2 , e 3 ) = (z, y) ∈ C 2 y 2 = (z − e 1 )(z − e 2 )(z − e 3 ) . BTs of Miura type (differential substitutions) for (18) were studied in [20, 32] . According to [20, 32] , the equation KN(e 1 , e 2 , e 3 ) is connected with the KdV equation by a BT of Miura type iff e i = e j for some i = j.
Propositions 2, 3 consider the most general class of BTs, which is much larger than the class of BTs of Miura type studied in [20, 32] .
Note that the present paper can be studied independently of [10, 11] .
Remark 9. Somewhat similar (but not the same) ideas on ZCRs and BTs were considered in [9] for a few equations of order 3. The theory described in the present paper is much more powerful than that of [9] . Indeed, in [9] one studied a certain class of transformations of PDEs and considered three examples: the KdV equation, the Krichever-Novikov equation, and the linear equation u t = u xxx . For these equations, the paper [9] introduced Lie algebras f p for p ∈ Z ≥0 so that representations of f p classify ZCRs the form
up to local gauge equivalence. Since the paper [9] assumed that A, B in (21) do not depend on x, t, the algebras f p in [9] are different from the algebras F p (E, a) defined in the present paper. (Recall that the algebras F p (E, a) are responsible for ZCRs (4), (5), where dependence on x, t is allowed.) So in [9] one studied ZCRs and transformations that are invariant with respect to the change of variables x → x + α, t → t + β for any constants α, β. In this framework, the paper [9] showed that finite-dimensional quotients of the algebras f p have some coordinate-independent meaning. This helped [9] to prove that the equation u t = u xxx is not connected with the KdV equation and is not connected with the Krichever-Novikov equation by any BTs.
Concerning necessary conditions for existence of Bäcklund transformations between two given equations, Proposition 2 described above is much more powerful than the theory of [9] . Indeed, Proposition 2 works with the algebras F(E, a), which are infinite-dimensional in interesting cases and contain much more information than the finite-dimensional quotients of f p considered in [9] .
For example, Proposition 3 is proved in [10] by means of methods similar to Proposition 2. The theory of [9] is not sufficient to obtain the result of Proposition 3.
Using the algebras F p (E, a), in Section 1.3 we present some necessary conditions for integrability of equations (3). Such results on integrability were not considered at all in [9] .
Remark 10. Using the theory of infinite jet bundles, one can regard PDEs as certain geometric objects (manifolds with distributions) (see, e.g., [1, 11, 15] and references therein). This is applicable to PDEs satisfying some non-degeneracy conditions, which are satisfied for evolution equations.
In this framework, it is shown in [11] that the algebra F(E, a) has some coordinate-independent geometric meaning. 
p (E, a) for the Krichever-Novikov equation (18) in the case e 1 = e 2 = e 3 = e 1 . As has been discussed in Section 1.1, if e 1 = e 2 = e 3 = e 1 , we can view elements of R e 1 ,e 2 ,e 3 as certain so 3 (C)-valued functions on the elliptic curve determined by the polynomials (19) .
The field K can be regarded as a rational algebraic curve with coordinate λ. Then elements of sl 2 (K[λ]) are identified with polynomial sl 2 (K)-valued functions on this rational curve.
The invariant meaning of algebraic curves related to F p (E, a) and F(E, a) for the KdV and KricheverNovikov equations is studied in [10] .
1.3. Necessary conditions for integrability. In this subsection, g is a finite-dimensional matrix Lie algebra, and E is the infinite prolongation of an equation of the form (3). ZCRs and gauge transformations are supposed to be defined on a neighborhood of a point a ∈ E.
Let G be the connected matrix Lie group corresponding to g. Recall that a gauge transformation is given by a function G = G(x, t, u 0 , u 1 , . . . , u k ) with values in G.
A g-valued ZCR
is called gauge-solvable if there is a gauge transformation G such that the functions
take values in a solvable Lie subalgebra of g. In other words, a g-valued ZCR is gauge-solvable iff it is gauge equivalent to a ZCR with values in a solvable Lie subalgebra of g.
Recall that, in this paper, integrability of PDEs is understood in the sense of soliton theory and the inverse scattering method. In soliton theory, one is interested in ZCRs that are not gauge-solvable. In particular, the inverse scattering method for (1 + 1)-dimensional PDEs is based on the use of ZCRs can be regarded as a necessary condition 2 for integrability of equation (3) . According to Theorem 7 in Section 2, for any g-valued ZCR of order ≤ p, there is a homomorphism ρ : F p (E, a) → g such that this ZCR is gauge equivalent to a ZCR with values in the Lie subalgebra ρ F p (E, a) ⊂ g. Therefore, if for each p ∈ Z ≥0 and each a ∈ E the Lie algebra F p (E, a) is solvable then any ZCR is gauge-solvable. This fact implies the following.
Theorem 3. Let E be the infinite prolongation of an equation of the form (3). If for each p ∈ Z ≥0 and each a ∈ E the Lie algebra F p (E, a) is solvable, then this equation is not integrable. In other words, the property
"there exist p ∈ Z ≥0 and a ∈ E such that the Lie algebra
is a necessary condition for integrability of equation (3).
For some classes of equations (3) one can find a nonnegative integer r such that the kernel of the surjective homomorphism (16) is nilpotent for all k > r. Then condition (23) should be checked for p = r.
For example, according to Theorem 1, for equations of the form (17) we can take r = q − 1 + δ q,3 . According to Proposition 1, for the Krichever-Novikov equation (18) one can take r = 1.
Let us show how this works for equations (17) .
Theorem 4. Let E be the infinite prolongation of an equation of the form
Let a ∈ E. If the Lie algebra
Proof. According to Theorem 1 and Remark 4, for every p ≥ q+δ q,3 the Lie algebra F p (E, a) is obtained from F q−1+δ q,3 (E, a) by applying several times the operation of central extension. Since the homomorphisms (16) are surjective, for eachp ≤ q − 1 + δ q, 3 we have a surjective homomorphism F q−1+δ q,3 (E, a) → Fp(E, a). Clearly, these properties imply the statement of Theorem 4.
Combining Theorem 4 with Theorem 3, we obtain the following.
Theorem 5. Let E be the infinite prolongation of an equation of the form (24), where q ∈ {1, 2, 3}.
If for all a ∈ E the Lie algebra F q−1+δ q,3 (E, a) is solvable, then for each p ∈ Z ≥0 any ZCR of order ≤ p
is gauge-solvable. Hence, if F q−1+δ q,3 (E, a) is solvable for all a ∈ E, then equation (24) is not integrable. In other words, the property (25) "the Lie algebra F q−1+δ q,3 (E, a) is not solvable for some a ∈ E" is a necessary condition for integrability of equations of the form (24).
Remark 12. In this remark we briefly discuss (without detailed proof) another necessary condition for integrability of equations of the form (3). In soliton theory and the inverse scattering method for (1 + 1)-dimensional PDEs, one is interested in a ZCR such that
• the ZCR is not gauge-solvable,
• the ZCR depends nontrivially on a parameter which cannot be removed by gauge transformations. That is, if an equation (3) (26) such that A, B depend (nontrivially) on a parameter λ which cannot be removed by gauge transformations, and the ZCR (26) is not gauge-solvable.
Letg be the infinite-dimensional Lie algebra of functions h(λ) with values in g. Then (26) can be regarded as a ZCR with values ing.
It can be shown that the algebras F p (E, a) are responsible also for ZCRs with values in infinitedimensional Lie algebras. 3 In particular, the ZCR (26) is gauge equivalent to the ZCR determined by a homomorphismρ : F p (E, a) →g. Ifρ F p (E, a) is finite-dimensional, then the ZCR (26) cannot be used to establish integrability of the considered equation.
Therefore, the property (27) "there exist p ∈ Z ≥0 and a ∈ E such that the algebra F p (E, a) is infinite-dimensional" is another necessary condition for integrability of equation (3) . A more detailed explanation of this fact will be given elsewhere. In the present paper we do not use condition (27) .
Recall that equation (3) reads u t = F (x, t, u 0 , u 1 , . . . , u d ). According to Section 2, the Lie algebra F p (E, a) for this equation is defined in terms of generators and relations. To define the generators and relations for F p (E, a) in Section 2, we use some explicit procedure, which involves the Taylor series of the function F = F (x, t, u 0 , u 1 , . . . , u d ) from (3). So F p (E, a) is determined by the Taylor series of F in some (rather complicated, but explicit) way. Therefore, in principle, conditions (23) , (27) can be understood as some conditions on the function F = F (x, t, u 0 , u 1 , . . . , u d ) from (3).
In general, for a Lie algebra L given in terms of generators and relations, it is not easy to recognize whether L is infinite-dimensional and is not solvable. Because of this, if we do not make any additional assumptions, it is not easy to use conditions (23), (27) for actual computations of integrable equations. However, if we consider a particular class of equations, conditions (23) , (27) may show that some equations from this class are not integrable.
For example, consider equations (24) in the case q = 2. According to Theorem 10 in Section 4, for equations of the form u t = u 5 + f (x, t, u 0 , u 1 , u 2 , u 3 ), if ∂ 3 f ∂u 3 ∂u 3 ∂u 3 = 0 then F 1 (E, a) = 0 for all a ∈ E.
Combining this with Theorem 5, we get the following. If ∂ 3 f ∂u 3 ∂u 3 ∂u 3 = 0 then the equation
Similar results can be obtained for many other classes of (1 + 1)-dimensional evolution equations as well. We plan to study the resulting necessary conditions for integrability in more detail in forthcoming publications.
Remark 13.
Recall that in this paper we study integrability by means of ZCRs. Another well-known approach to integrability involves symmetries and conservation laws (see, e.g., [1, 21, 23, 28] ).
Many remarkable classification results for some types of equations (3) possessing higher (generalized) symmetries or conservation laws are known (see, e.g., [20, 21, 28] and references therein).
The problem of describing ZCRs is very different from the problems of describing generalized symmetries and conservation laws. Since ZCRs play an essential role in the inverse scattering method and the theory of Bäcklund transformations, we think that the problem of ZCRs deserves to be studied in detail.
Since our integrability conditions (23), (25) , (27) arise from the study of ZCRs, we do not see any way to deduce these conditions from known results on symmetries and conservation laws.
Remark 14.
In the study of integrable evolution equations, it often happens that the WahlquistEstabrook prolongation algebra is infinite-dimensional and is not solvable. This looks similar to conditions (23), (25) , (27) , but one should keep in mind the following. The Wahlquist-Estabrook prolongation algebra is responsible for ZCRs of the form (7). Our results concern the most general class of ZCRs (4), (5), which is much larger than the class of Wahlquist-Estabrook ZCRs (7).
1.4. Abbreviations, conventions, and notation. The following abbreviations, conventions, and notation are used in the paper. ZCR = zero-curvature representation, WE = Wahlquist-Estabrook, BT = Bäcklund transformation. All manifolds and functions are supposed to be analytic.
The symbols Z >0 and Z ≥0 denote the sets of positive and nonnegative integers respectively. K is either C or R. All vector spaces and algebras are supposed to be over the field K.
The algebras F p (E, a)
Recall that x, t, u k take values in K, where K is either C or R. Let K ∞ be the infinite-dimensional space with the coordinates x, t, u k for k ∈ Z ≥0 . The topology on K ∞ is defined as follows. For each l ∈ Z ≥0 , consider the space K l+3 with the coordinates x, t, u k for k ≤ l. One has the natural projection π l : K ∞ → K l+3 that "forgets" the coordinates u k ′ for k ′ > l. We consider the standard topology on K l+3 . For any l ∈ Z ≥0 and any open subset V ⊂ K l+3 , the subset π
Such subsets form a base of the topology on K ∞ . In other words, we consider the smallest topology on K ∞ such that the maps π l , l ∈ Z ≥0 , are continuous.
be an open subset such that the function F (x, t, u 0 , u 1 , . . . , u d ) from (3) is defined on U. The infinite prolongation E of equation (3) can be defined as follows
is an open subset of the space K ∞ with the coordinates x, t, u k for k ∈ Z ≥0 . The topology on E is induced by the embedding E ⊂ K ∞ .
A point a ∈ E is determined by the values of the coordinates x, t, u k at a. Let
means that we substitute u k = a k for all k ≥ s in the function M. Also, sometimes we need to substitute x = x 0 or t = t 0 in such functions. For example, if t, u 0 , u 1 , a 2 , a 3 ) .
For every N ∈ Z >0 , let gl N be the algebra of N × N matrices with entries from K. Denote by Id ∈ gl N the identity matrix. Theorem 6. Let N ∈ Z >0 and p ∈ Z ≥0 . Let g ⊂ gl N be a matrix Lie algebra. Denote by G the connected matrix Lie group corresponding to g ⊂ gl N .
Let
be a ZCR of order ≤ p such that the functions A, B are defined on a neighborhood of a ∈ E and take values in g.
Then there is a G-valued function G = G(x, t, u 0 , u 1 , . . . , u p−1 ) on a neighborhood of a ∈ E such that the functions
Proof. To explain the main idea, let us consider first the case p = 2. So A = A(x, t, u 0 , u 1 , u 2 ).
Consider the ordinary differential equation (ODE)
with respect to the variable u 1 and an unknown function G 1 = G 1 (x, t, u 0 , u 1 ). The variables x, t, u 0 are regarded as parameters in this ODE. Let G 1 (x, t, u 0 , u 1 ) be a local solution of the ODE (35) with the initial condition G 1 (x, t, u 0 , a 1 ) = Id. Since ∂A/∂u 2 takes values in g, the function G 1 (x, t, u 0 , u 1 ) takes values in G.
Set
1 . Since G 1 takes values in G, the functionsÂ,B take values in g. Using (36) and (35), we get
with respect to the variable u 0 and an unknown function G 0 = G 0 (x, t, u 0 ), where x, t are regarded as parameters. Let G 0 (x, t, u 0 ) be a local solution of the ODE (38) with the initial condition G 0 (x, t, a 0 ) = Id. Set
LetG =G(x, t) be a local solution of the ODE
with the initial conditionG(x 0 , t) = Id, where t is viewed as a parameter. Set
Finally, letĜ =Ĝ(t) be a local solution of the ODE
with the initial conditionĜ(t 0 ) = Id. Set
ThenÃ,B obey (32), (33) , (34) .
Then equations (36), (39), (40), (42) implỹ
Therefore, G =Ĝ ·G · G 0 · G 1 satisfies all the required properties in the case p = 2. This construction can be easily generalized to the case of arbitrary p. One can define G as the product
are defined as solutions of certain ODEs similar to the ODEs considered above. Recall that all functions are supposed to be analytic. Therefore, taking a sufficiently small neighborhood of a ∈ E, we can assume thatÃ,B are represented as absolutely convergent power series
In other words, for k ∈ Z >0 and i 0 , . . . , i k ∈ Z ≥0 , one has (i 0 , . . . , i k ) ∈ V k iff there is r ∈ {1, . . . , k} such that (i 0 , . . . , i r−1 , i r , i r+1 , . . . , i k ) = (i 0 , . . . , i r−1 , 1, 0, . . . , 0). Set also V 0 = ∅. Using formulas (44), (45), we see that properties (32) , (33), (34) are equivalent to
Remark 16. Let L be a Lie algebra. Consider a formal power series of the form
The expressions
are functions of the variables x, t, u k . Taking the corresponding Taylor series at the point (28), we regard (50) as power series. Then (48), (49) become formal power series with coefficients in L.
According to (6) , one has
. When we apply D t in (49), we view F as a power series, using the Taylor series of the function F . Consider another formal power series
Then the Lie bracket [C, R] is defined as follows
Remark 17. The main idea of the definition of the Lie algebra F p (E, a) can be informally outlined as follows. According to Theorem 6 and Remark 15, any ZCR (29), (30) of order ≤ p is gauge equivalent to a ZCR given by functionsÃ,B that are of the form (44), (45) and satisfy (43), (47).
To define F p (E, a), we regardÃ
from (44), (45) as abstract symbols. By definition, the algebra F p (E, a) is generated by the symbolsÃ
for l 1 , l 2 , i 0 , . . . , i p , j 0 , . . . , j p+d−1 ∈ Z ≥0 . Relations for these generators are provided by equations (43), (47). The details of this construction are presented below.
Let F be the free Lie algebra generated by the symbols A for all l 1 , l 2 , i 0 , . . . , i p , j 0 , . . . , j p+d−1 ∈ Z ≥0 . Consider the following power series with coefficients in F
are defined according to Remark 16. We have
for some elements Z l 1 ,l 2 q 0 ...q p+d ∈ F. Let I ⊂ F be the ideal generated by the elements
Set F p (E, a) = F/I. Consider the natural homomorphism ψ : F → F/I = F p (E, a) and set
The definition of I implies that the power series
Remark 18. The Lie algebra F p (E, a) can be described in terms of generators and relations as follows. Equation (53) is equivalent to some Lie algebraic relations for A
is given by the generators A
, the relations arising from (53), and the following relations
Note that, according to Remark 16, the definition of the power series D t (A) in (53) uses the Taylor series of the function F = F (x, t, u 0 , u 1 , . . . , u d ) from (3), because D t is determined by F .
So the constructed generators and relations for the algebra F p (E, a) are determined by the Taylor series of the function F at the point (28) .
Let g be a finite-dimensional Lie algebra. A homomorphism ρ : F p (E, a) → g is said to be regular if the power seriesÃ
are absolutely convergent on a neighborhood of a ∈ E. In other words, ρ is regular iff (55), (56) are analytic functions with values in g on a neighborhood of a ∈ E. Since (51), (52) obey (53), the power series (55), (56) satisfy (43) for any homomorphism ρ : F p (E, a) → g. Therefore, if ρ is regular, the analytic functions (55), (56) form a ZCR. Denote this ZCR by Z(E, a, p, ρ).
Combining this construction with Theorem 6 and Remark 15, we obtain the following result.
Theorem 7. Let g be a finite-dimensional matrix Lie algebra. For any g-valued ZCR (29), (30) of order ≤ p on a neighborhood of a ∈ E, there is a regular homomorphism ρ : F p (E, a) → g such that the ZCR (29) , (30) is gauge equivalent to the ZCR Z (E, a, p, ρ) .
The ZCR Z(E, a, p, ρ) takes values in the Lie algebra ρ F p (E, a) ⊂ g.
Suppose that p ≥ 1. According to Remark 18, the algebra F p (E, a) is given by the generators A
and the relations arising from (53), (54). Similarly, the algebra F p−1 (E, a) is given by the
and the relations arising from
This implies that the map
. Here δ 0,ip and δ 0,j p+d−1 are the Kronecker deltas.
According to Theorem 7, the algebra F p (E, a) is responsible for ZCRs of order ≤ p, and the algebra F p−1 (E, a) is responsible for ZCRs of order ≤ p − 1. The constructed homomorphism
reflects the fact that any ZCR of order ≤ p − 1 is at the same time of order ≤ p.
Thus we obtain the following sequence of surjective homomorphisms of Lie algebras
Some results on generators of F p (E, a)
According to Remark 18, the algebra F p (E, a) is given by the generators A
and the relations arising from (53), (54). Using (6), we can rewrite equation (53) as
We regard F = F (x, t, u 0 , u 1 , . . . , u d ) as a power series, using the Taylor series of the function F at the point (28).
Theorem 8. The elements
Proof. For each l ∈ Z ≥0 , denote by A l ⊂ F p (E, a) the subalgebra generated by all the elements A
with l 2 ≤ l. To prove Theorem 8, we need several lemmas.
Proof. For any j 0 , . . . , j p+d−1 ∈ Z ≥0 satisfying j 0 + · · · + j p+d−1 > 0, denote by Φ(j 0 , . . . , j p+d−1 ) the maximal integer r ∈ {0, 1, . . . , p + d − 1} such that j r = 0. Set also Φ(0, . . . , 0) = −1. Differentiating (58) with respect to u p+d , we obtain
We are going to show that B
For any power series C of the form
.
That is, in order to obtain S(C), we differentiate C with respect to u m+1 and then substitute u k = a k for all k ≥ m + 1. Property (54) implies
Combining (58) with (61), we get
Using (52), one obtains
From (54) it follows that S(A) = 0, which yields
, S(B) .
In view of (63), (64), for any l 1 , l 2 , 0 , . . . , p+d−1 ∈ Z ≥0 satisfying Φ( 0 , . . . , p+d−1 ) = m the element B
appears only once on the left-hand side of (62) and does not appear on the right-hand side of (62). Combining (62), (63), (64), we see that the element B
is equal to a linear combination of elements of the form
Obviously, for anyl 2 ≤ l 2 one has Al 2 ⊂ A l 2 . Taking into account assumption (60), we obtain that the elements (65) belong to A l 2 . Hence B
The proof of the lemma is completed by induction.
Lemma 2. For all l 1 , l 2 ∈ Z ≥0 , one has B A
Lemma 5. One has
Proof. Suppose that (95) does not hold. Let k 0 be the maximal integer such that ∂
Differentiating (85) with respect to u k 0 +1 , we obtain
Substituting u k = a k in (97) for all k ≥ k 0 + 1 and using (96), one gets ∂ 3 ∂u k 0 ∂u p ∂u p (A) = 0, which contradicts to our assumption.
Using equation (80) for s = p and equation (95) for all k ∈ Z ≥0 , we see that A is of the form
where A 2 (x, t) is a power series in the variables x − x 0 , t − t 0 and A 0 (x, t, u 0 , . . . , u p−1 ) is a power series in the variables x − x 0 , t − t 0 , u 0 − a 0 , . . . , u p−1 − a p−1 . From (95), (98) it follows that equation (85) reads
Note that condition (77) implies
Substituting u k = a k in (99) for all k ≥ 0 and using (100), we get
Combining (101) with (99), one obtains
In view of (74), (98), we have Proof. We prove (108) by induction on l. The property Ã 0 , F p (E, a) = 0 has been obtained in (107).
Let r ∈ Z ≥0 be such that Ã l , F p (E, a) = 0 for all l ≤ r. Since Since the elements (105) generate the algebra F p (E, a), from (110), (111) it follows that Ã r+1 , F p (E, a) = 0.
Theorem 9. Let E be the infinite prolongation of an equation of the form u t = u 2q+1 + f (x, t, u 0 , u 1 , . . . , u 2q−1 ), q ∈ {1, 2, 3}.
Let a ∈ E. For each p ∈ Z >0 , consider the homomorphism ϕ p : F p (E, a) → F p−1 (E, a) from (57). If p ≥ q + δ q,3 then
In other words, if p ≥ q +δ q,3 then the kernel of ϕ p is contained in the center of the Lie algebra F p (E, a). For each k ∈ Z >0 , let ψ k : F k+q−1+δ q,3 (E, a) → F q−1+δ q,3 (E, a) be the composition of the homomorphisms F k+q−1+δ q,3 (E, a) → F k+q−2+δ q,3 (E, a) → · · · → F q+δ q,3 (E, a) → F q−1+δ q,3 (E, a) In particular, the kernel of ψ k is nilpotent.
According to Remark 18, the algebra F 0 (E, a) is generated by A (126) is invariant with respect to the change of variables x → x − x 0 , t → t − t 0 , we can assume x 0 = t 0 = 0 in (127). Since A So one can set V = U(L).
Denote by F the vector space of formal power series in variables z 1 , z 2 with coefficients in F 0 (E, a). That is, an element of F is a power series of the form
