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In this paper a series representation of the joint density and the joint distribution
of a quadratic form and a linear form in normal variables is developed. The expan-
sion makes use of Laguerre polynomials. As an example the calculation of the joint
distribution of the mean and the sample variance is considered. The truncated series
is compared with the empirical distribution function which was determined in a
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1. INTRODUCTION
Many statistical procedures are based on quadratic forms. In most cases
these quantities express a measure for variability. For this reason it is
important to have results about their distribution. Kotz et al. (1967)
developed various representations of the density and the distribution for
normal variables. They considered expansions in terms of power series,
Laguerre polynomials and chi-squared distributions. In Johnson and Kotz
(1968) a computer program for the calculation of the Laguerre expansion
was given. A comparison of the effectiveness of several representations was
made by Gideon and Gurland (1976). An overview about the vast
literature on quadratic forms can be found in the books of Johnson and
Kotz (1970) and Mathai and Provost (1992).
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There are a lot of problems in statistics where it is necessary to know the
joint distribution of a quadratic form and a linear form. For instance, if we
are interested in a simultaneous confidence interval or a simultaneous
control chart (see, e.g., Scho ne (1997), Schmid and Scho ne (1997), Knoth
et al. (1999)) for the expectation and the variance. Note that for auto-
correlated variables the mean and the sample variance are in general not
independent (cf. Mathai and Provost (1992, Section 5.5)). In this paper we
derive an expansion of the joint density and the joint distribution function
of a quadratic and a linear form for normal variables (see Theorem 2.1).
Our representation is also based on Laguerre polynomials. The proof of
this result is given completely in the appendix.
In practice, the main problem of all expansions is the choice of the
truncation point. In the context of Laguerre expansions for a quadratic
form Johnson and Kotz (1968) derived upper bounds for the error made
by truncation. However, these bounds are very conservative. The perfor-
mance of our expansion is analysed in Section 3. Here, we focus on the
joint density and the joint distribution function of the mean and the
variance. The covariance matrix is assumed to be the correlation matrix of
an autoregressive process of order 1. We compare the finite sum results
with the empirical distribution function obtained in an extensive Monte
Carlo study. Recommendations on the choice of the truncation point are
given.
2. MAIN THEOREM
Let X denote an n-dimensional normally distributed random variable
with mean vector 0 and positive definite covariance matrix 7(XtNn(0, 7)).
Furthermore let A be a symmetric and positive semidefinite n_n matrix
with rk A= p and h be an n_1 vector. We consider the quadratic form
Q1(X)=XTAX,
and the linear form
Q2(X)=hTX.
Here, we give a series expansion of the joint density and the joint distribu-
tion function of Q1(X) and Q2(X).
Let L (:)k (x) denote the k th generalized Laguerre polynomial of order :,
i.e.
L (:)k (x)=
1
k!
exp(x) x&: \ d
k
dxk
(exp(&x) xk+:)+ , :>&1, k # N0 .
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For i # N0 the function g ( p)i (x) is defined by
g ( p)i (x)=
1
2;1 \ p2+
\ x2;+
p2&1
exp \& x2;+ l ( p)i \
x
2;+
with
l ( p)i (x)=
1
\p2+i&1i +
L ( p2&1)i (x).
;>0 denotes an arbitrary constant. Note that by the Rodrigues formula
for Laguerre polynomials (cf. Mathai and Provost (1992, p. 109))
|
y
0
g (:)i (x) dx=2 ; g
(:+2)
i&1 ( y)
for i1 and y0. Furthermore we observe that
|
y
0
g ( p)0 (x) dx=/
2
p \ y;+
where /2p(c) stands for the /
2-distribution function with p degrees of
freedom at point c.
The proof of our expansion is based essentially on the following result
about the joint moment generating function of Q1 and Q2 which is an
immediate consequence of Theorem 3.2c.1 of Mathai and Provost (1992).
Lemma 2.1. Let XtNn(0, 7) and 7 be positive definite. Then the joint
moment generating function of Q1(X) and Q2(X) is given by
MQ1 , Q2 (t1 , t2)= ‘
p
j=1
(1&2t1 *j)&12 exp \12 t22 \ :
p
j=1
hj*2
1&2t1*j
+ :
n
j= p+1
h j*2++ .
(1)
Here *1 , ..., *n denote the eigenvalues of 712A712. Furthermore (h1*, ..., hn*)T
=PT712h and P denotes an orthogonal matrix that diagonalizes 712 A712.
In the following it is always assumed that *1*2 } } } *n . Thus *i=0
for i>p. Furthermore 8 stands for the standard normal distribution
function.
By applying an inverse transformation on the joint moment generating
function of Q1(X) and Q2(X) it is possible to calculate the density function
as well as the distribution function of (Q1 , Q2).
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Theorem 2.1. Let XtNn(0, 7) and 7 be positive definite. Moreover, let
h{0 and ;> 12*1 . If 
n
j= p+1 h j*
2>0 it is assumed that p>2, otherwise it
is required that p>4. Then
fQ1 , Q2 (q1 , q2)= :

i=0
:

j=0
fi, j
- 2?
g ( p)i (q1) q
2 j
2 I[0, )(q1) (2)
is a density function of (Q1 , Q2). The distribution function of (Q1 , |Q2 | ) is
given by
FQ1 , |Q2 |(q1 , q2)= :

i=0
:

j=0
fi+1, j
- 2?
4;
2 j+1
g ( p+2)i (q1) q
2 j+1
2
+/2p \q1; +\8 \
q2
- b0+&8 \&
q2
- b0++ (3)
for q10 and q20. The coefficients fi, k are calculated by
fi, j= :
i
k=0
:
k
l=0
al ck&le i&k, j , i, j0 (4)
where
a0=1, ai =
1
2i
:
i&1
k=0
ak :
p
l=1
# i&kl , i1,
b0= :
n
j=1
h j*2, bi = :
p
k=1
hk*2# i&1k (#k&1), i1,
c0=
1
- b0
, ci =&
1
2ib0
:
i&1
k=0
(i+k) ckbi&k , i1,
d0=&
1
2b0
, di =&
1
b0
:
i&1
k=0
dkb i&k , i1
and
ei, 0=0, i1, e0, j=
d j0
j !
, j0
ei, j =
1
i
:
i&1
k=0
(i&k) ek, j&1di&k , i1, j1.
Here #i=1&*i ;. *i and hi*, i=1, ..., n are defined as in Lemma 2.1.
Proof. See Appendix. K
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Note that (Q1 , Q2) and (Q1 , &Q2) have the same distribution. Using
Theorem 2.1 the distribution function of (Q1 , Q2) can immediately be
obtained since for q20
F(Q1 , Q2)(q1 , q2)=
1
2 (FQ1 (q1)+F(Q1 , |Q2 | )(q1 , q2)).
Several procedures for the calculation of the distribution of Q1 are given in
Mathai and Provost (1992).
Due to the recurrence relation for Laguerre polynomials it follows that
for i2 (cf. Johnson and Kotz (1968))
l ( p)i (x)=\2& p+2xp+2i&2+ l ( p)i&1(x)&\1&
p
p+2i&2+ l ( p)i&2 .
Moreover l( p)0 (x)=1 and l
( p)
1 (x)=1&2xp. Using Horner’s method and
applying the above recurrence relation, the truncated series (2) and (3) of
Theorem 2.1 can easily be evaluated in practice.
3. APPLICATION
In this section we want to calculate the joint density and the joint distri-
bution function of X and S2 where
X =
1
n
:
n
i=1
Xi and S 2=
1
n&1
:
n
i=1
(Xi&X )2.
This result is useful in problem such as the determination of a simultaneous
confidence interval for the mean and the variance in the presence of
autocorrelation. Thus, we have h=(1n, ..., 1n)T=(1n) 1 and A=
(I&(1n)1 1T )(n&1). I denotes the identity matrix and 1 a vector of ones.
In the following we confine ourselves to the important case 7=
(: |i& j |) i, j=1, .., n . This quantity is equal to the correlation matrix of an
autoregressive process of order 1 with coefficient :. The independence
criterion for X and S2 is 7 A 7 1=0 (cf. Mathai and Provost (1992,
Corollary 5.5.1b)). In the present case this condition is equivalent to
7 1=c1 with a constant c. However, it is in general not satisfied. Conse-
quently the variables X and S2 are not independent.
For the practical calculation of the joint density and the joint distribu-
tion it is necessary to truncate the Laguerre series given in Theorem 2.1.
The main problem resides in the choice of the truncation point N. Results
about the magnitude of the error caused by truncation would be desirable.
Then it is possible to assess the performance of the approximation. Kotz et
al. (1967) derived an upper bound for the Laguerre series of Q1 . However,
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TABLE I
Joint Distribution Function of X and S2 for n=5 and :=0.3 (Upper Entries:
Laguerre Expansion with N=25 Coefficients, Lower Entries:
Empirical Distribution Based on 5 Million Repetitions)
q1
q2 0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.50
0.17085 0.27746 0.32861 0.34035 0.34163 0.34170 0.34170
0.17088 0.27739 0.32868 0.34054 0.34183 0.34189 0.34189
0.75
0.26896 0.43662 0.51720 0.53577 0.53781 0.53791 0.53791
0.26912 0.43648 0.51727 0.53599 0.53803 0.53813 0.53813
1.00
0.34394 0.55819 0.66130 0.68511 0.68774 0.68788 0.68788
0.34394 0.55762 0.66096 0.68495 0.68757 0.68771 0.68771
1.50
0.43293 0.70229 0.83219 0.86232 0.86567 0.86585 0.86585
0.43289 0.70216 0.83213 0.86251 0.86584 0.86601 0.86601
2.00
0.47221 0.76582 0.90759 0.94055 0.94422 0.94442 0.94442
0.47215 0.76591 0.90768 0.94088 0.94454 0.94473 0.94473
3.00
0.49537 0.80320 0.95198 0.98664 0.99052 0.99073 0.99073
0.49511 0.80298 0.95182 0.98674 0.99061 0.99081 0.99081
4.00
0.49922 0.80942 0.95937 0.99432 0.99823 0.99844 0.99844
0.49892 0.80911 0.95911 0.99433 0.99823 0.99843 0.99843
in most cases this bound is quite conservative. Hence we have chosen
another procedure. The joint distribution function is estimated via simula-
tions. Our results are based on a large number of repetitions (5 millions).
Therefore, the computation of the empirical distribution was extremely
time consuming. This estimator was compared with the Laguerre expan-
sion where the number of terms N varies between 15 and 250.
In analogy to the paper of Kotz et al. (1967) we have chosen ; to be
equal to (*1+*p)2. Thus ; satisfies the condition of Theorem 2.1. Table I
shows the results for n=5, :=0.3. N was taken equal to 25. For all com-
binations the absolute deviation between both attempts is less than 10&3.
Further investigations have shown that if n and : are not too large, such
an accuracy can be obtained by taking N=50. But if n or : is large, N has
to be chosen larger.
4. CONCLUSIONS
In this paper a series expansion of the joint density and distribution
of a quadratic and a linear form is derived. These series can easily be
evaluated in practice. It seems to provide a useful tool for many statistical
topics. Using elementary numerical methods the truncated series can be
calculated with high accuracy in a short time on a standard personal
computer.
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5. APPENDIX
Proof of Theorem 2.1. Note that there is a suitable neighbourhood of
zero where the function M is well-defined. Thus the following calculations
are valid for |t1 |<= and |t2 |<= for some =>0.
By defining %1=&2;t1 (1&2;t1 ) and #j=1&*j ; for j=1, ..., p, we
obtain
1
1&2t1*j
=
1&%1
1&#j%1
for j=1, ..., p. Using (1) this implies that
MQ1 , Q2 (t1 , t2)=(1&%1)
p2 ‘
p
j=1
(1&#j %1)&12
_exp \12 t22 \(1&%1) :
p
j=1
h j*2
1&#j%1
+ :
n
j= p+1
hj*2++
=(1&%1) p2 a(%1) exp \12 t22b(%1)+ (5)
with
a(x)= ‘
p
j=1
(1&#jx)&12
and
b(x)=(1&x) :
p
j=1
hj*2
1&#jx
+ :
n
j= p+1
hj*2.
Since for u>0
|

&
1
- 2?u
exp \&x
2
2u+ exp(tx) dx=exp \
1
2
t2u+ ,
it follows with (5) that
MQ1 , Q2 (t1 , t2)=(1&%1)
p2 |

&
exp(t2x)
a(%1)
- 2?b(%1)
exp \&12
x2
b(%1)+ dx.
Note that b(%1)>0 since h{0. This implies that h*{0.
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It is proved in Lemma 5.4 that the following expansion is valid
a(%1)
- b(%1)
exp \&12
x2
b(%1)+= :

i, j=0
fi, j% i1x
2 j. (6)
Thus we get
MQ1 , Q2 (t1 , t2)=|

&
exp(t2 x)
(1&%1) p2
- 2?
:

i, j=0
fi, j% i1x
2 j dx.
Now Lemma 4.2c.2 of Mathai and Provost (1992) states that
|

0
exp(t1x) g ( p)i (x) dx=(1&%1)
p2 % i1 .
Using this identity we obtain with Lemma 5.1 and 5.2
MQ1 , Q2 (t1 , t2)=|

&
exp(t2x) :

i, j=0
fi, j
- 2?
x2 j |

0
exp(t1 y) g ( p)i ( y) dy dx
=|

&
|

0
exp(t1 y+t2x) :

i, j=0
f i, j
- 2?
g ( p)i ( y) x
2 j dy dx (7)
=|

0
|

&
exp(t1 y+t2x) :

i, j=0
f i, j
- 2?
g ( p)i ( y) x
2 j dx dy. (8)
Lemma 5.1 ensures that it is permitted to interchange the infinite sum and
the integral in (7). Moreover Lemma 5.2 justifies the change of order of
integration in (8). Applying Lemma 5.3 we obtain that
fQ1 , Q2 (q1 , q2)= :

i, j=0
fi, j
- 2?
g ( p)i (q1) q
2 j
2 (9)
for q10 and q2 # R. Thus we have proved equality (2) of Theorem 2.1.
Since
f0, j=a0c0e0, j=
1
j! - b0 \&
1
2b0+
j
we obtain that for q20
|
q2
&q2
:

j=0
f0, j
- 2?
y2 j dy=|
q2
&q2
1
- 2?b0
:

j=0
1
j ! \&
y2
2b0+
j
dy
=8 \ q2- b0+&8 \&
q2
- b0+ .
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Thus
FQ1 , |Q2 | (q1 , q2)=|
q1
0
|
q2
&q2
fQ1 , Q2 (x, y) dx dy
= :

i=1
:

j=0
fi, j
- 2? |
q1
0
g ( p)i (x) dx |
q2
&q2
y2 j dy
+|
q1
0
g ( p)0 (x) dx |
q2
&q2
:

j=0
f0, j
- 2?
y2 j dy
= :

i=1
:

j=0
f i, j
- 2?
2;g ( p+2)i&1 (q1)
2
2 j+1
q2 j+12
+/2p \q1; +\8 \
q2
- b0+&8 \&
q2
- b0++
= :

i, j=0
fi+1, j
- 2?
4;
2 j+1
g ( p+2)i (q1) q
2 j+1
2
+/2p \q1; +\8 \
q2
- b0+&8 \&
q2
- b0++ . K
The following two lemmas play an important role in the proof of
Theorem 2.1. They ensure that the interchange of summation and integra-
tion in (7) is permissible and that moreover the order of integration in
Eq. (8) can be changed.
Lemma 5.1. Let d<1(4;), ;> 12*1 and x # R. Then
|

0
exp(dy) :

i, j=0
| fi, j g ( p)i ( y) x
2 j | dy<.
Proof. Due to (6) we obtain for |#j%1 |<1, j=1, ..., p
h(%1 , x) :=
a(%1)
- b(%1)
exp \&12
x2
b(%1)+= :

i, j=0
fi, j % i1x
2 j>0.
The equivalence
|#j z1 |<1  |z1 |<
1
max
1 jp
|1&*j ;|
implies that h(z1 , z2) is holomorphic for z2 # C and |z1 |<(max1 jp
|1&*j ;| )&1.
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Now let 0<r1<(max1 jp |1&* j ;| )&1 and r2>|x|. Since
max
1 jp
|1&*j;|<1  ;> 12 *1 , (10)
we can choose r1>1.
According to Cauchy’s inequality for holomorphic functions in several
variables (cf. Vladimirov (1966, Section 4.4)) the coefficients f i, j of the
series expansion of h(%1 , z) satisfy
| f i, j |
1
r i1r
2 j
2
max
(z1 , z2 ) # D (r1 , r2 )
|h(z1 , z2)|
with D(r1 , r2)=[(z1 , z2) # C2 | |zi |<ri , i=1, 2].
In the following Ci , i=1, ..., 4 denote positive constants. It holds that
| g ( p)i ( y)|= }
1
2;1 \p2+\
p2+i&1
i +
\ y2;+
p2&1
exp \& y2;+ L ( p2&1)i \
y
2;+}
C1 y p2&1 exp \& y2;+
1
\p2+i&1i +
exp \ y4;+
1
(1&R) p2 Ri
=C2 y p2&1 exp \& y4;+
1
\p2+i&1i +
1
Ri
with 0<R<1 arbitrary (cf. Kotz et al. (1967, p. 832)). For p2 we have
\
p
2
+i&1
i += ‘
i
j=1 \1+
p2&1
j +1.
As
\i&
1
2
i + 12i ,
we get for p1
| g ( p)i ( y)|C3 y
p2&1 exp \& y4;+
i
Ri
.
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Altogether it follows that
|

0
exp(dy) :

i, j=0
| fi, j g ( p)i ( y)| x
2 j dy
C4 :

i, j=0
ix2 j
r i1 r
2 j
2 R
i |

0
exp \&y \ 14;&d++ dy
=C4
1(Rr1)
(1&1(Rr1))2
1
1&(xr2)2 |

0
y p2&1 exp \&y \ 14;&d++ dy.
Here R is chosen to fulfill the condition Rr1>1. This implies that
d<1(4;)
|

0
exp(dy) :

i, j=0
| fi, j g ( p)i ( y)| x
2 j dy<. K
Lemma 5.2. Let 0<d<1(4;) and ;> 12*1 . Moreover, let p>2 if
nj= p+1 hj*
2>0 and p>4 if nj= p+1 hj*
2=0. Then we obtain for t1 , t2 # R
with |t1 |<d
|

&
|

0
exp(t1 y+t2 x) } :

i, j=0
fi, j g ( p)i ( y) x
2 j } dy dx<.
Proof. Let %1 :=&2;t1 (1&2;t1) (cf. the proof of Theorem 2.1) and
K(t1 , x) :=
a(%1)
- b(%1)
(1&%1) p2 exp \&12
x2
b(%1)+
for |t1 |<1(4;). Since first x is assumed to be fixed we make use of the
shorter notation K(t1). Using Lemma 4.2c.2 of Mathai and Provost (1992)
we get for |t1 |<1(4;) that
K(t1)= :

i, j=0
f i, j% i1(1&%1)
p2 x2 j (11)
= :

i, j=0
f i, jx2 j |

0
exp(t1 y) g ( p)i ( y) dy.
Note that (11) holds because of (10).
Now let {x( y)=i, j=0 fi, j g
( p)
i ( y) x
2 j. Using Lemma 5.1 we have
K(t1)=|

0
exp(t1 y) {x( y) dy.
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According to the inverse transformation theorem for Laplace transformed
functions (cf. Kawata (1972, Theorem 7.4.4)) we get for y>0
{x( y)= lim
T  
1
2?i |
&d+iT
&d&iT
K(&z) exp(zy) dz
= lim
T  
1
2? |
T
&T
K(d+it) exp(&(d+it) y) dt. (12)
Because of (12) it is sufficient to show that
lim
T   |

0
|
T
&T
|

&
exp(t1 y+t2 x) |K(d+it)| exp(&dy) dx dt dy<
since this implies
|

&
|

0
exp(t1 y+t2 x) lim
T   |
T
&T
|K(d+it)| exp(&dy) dt dy dx<.
It holds that
K(d+it)= ‘
p
j=1
(1&2*j (d+it))&12
1
 :
p
j=1
hj*2
1&2* j (d+it)
+ :
n
j= p+1
h j*2
_exp \&
1
2
x2
:
p
j=1
h j*2
1&2*j (d+it)
+ :
n
j= p+1
hj*2+ .
Using
:
p
j=1
hj*2
1&2*j (d+it)
+ :
n
j= p+1
hj*2
=\ :
p
j=1
hj*2
1&2*j d
(1&2* j d )2+4*2j t
2+ :
n
j= p+1
hj*2+
+i \ :
p
j=1
hj*2
2*j t
(1&2*j d )2+4*2j t
2+
=: A+iB
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and
} exp \ ca+ib+}=exp \
ac
a2+b2+
for a, b, c # R, a2+b2>0 we get
|K(d+it)|= ‘
p
j=1
|1&2*j (d+it)| &12
1
- |A+iB|
exp \&12 x2
A
A2+B2+ .
(13)
The inequalities d<1(4;)<1(2*1) imply that 1&2*j d>0, j=1, ..., p.
Besides we have h*{0, and hence A>0.
Furthermore note that
|

&
exp(t2x) exp \&12 x2
A
A2+B2+ dx
=- 2? A
2+B2
A
exp \12 t22
A2+B2
A + .
Next we conclude that (A2+B2)A is uniformly bounded in t. This fact
is obvious for nj= p+1 hj*
2>0. However if nj= p+1 hj*
2=0 we get
 pj=1 hj*
2>0 since h*{0. For |t|>1 this implies
A2+B2
A
 :
p
j=1
hj*2
1
1&2*j d
+
\ :
p
j=1
h j*2
2*j
(1&2*j d )2t2+4*2j +
2
:
p
j=1
hj*2
1&2*j d
(1&2*j d )2t2+4*2j
 :
p
j=1
hj*2
1
1&2*j d
+
\ :
p
j=1
h j*2
1
2*j+
2
:
p
j=1
hj*2
1&2*j d
(1&2*j d )2+4*2j
.
Moreover we observe that
A=
1
t2
:
p
j=1
h j*2
1&2*j d
(1&2*j d )2t2+4*2j
+ :
n
j= p+1
h j*2

1
max[1, t2]
:
p
j=1
hj*2
1&2*j d
(1&2*j d )2+4*2j
+ :
n
j= p+1
h j*2.
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Hence it follows that Anj= p+1 hj*
2>0 provided that nj= p+1 hj*
2>0
and in the case nj= p+1 h j*
2=0
AC5
1
max[1, t2]
.
As above Ci , i=5, ..., 9 denote positive constants.
Furthermore we have
1
|1&2*j (d+it)|2

1
(1&2*1d )2+4*2p t
2=:
1
c0+c1 t2
(14)
with c0 , c1>0.
Altogether we get for nj= p+1 hj*
2>0 with (13), (14) and the uniform
boundedness of (A2+B2)A
|
T
&T
|

&
exp(t2 x) |K(d+it)| dx dtC6 |
T
&T
1
(c0+c1 t2) p4
dt
C7 |

0
1
(cosh u) p2&1
du<
since p>2. For nj= p+1 h j*
2=0 we get
|
1<|t| T
|

&
exp(t2x) |K(d+it)| dx dtC8 |
1<|t| T
|t|
(c0+c1 t2) p4
dt
C9 |

1
1
(1+u) p4
du<
because of p>4.
Since for |t1 |<d
|

0
exp(&(d&t1) y) dy<
we get
lim
T   |

0
|
T
&T
|

&
exp(t1 y+t2x) |K(d+it)| exp(&dy) dx dt dy<.
Thus the result is proved. K
The next lemma ensures that the expression (9) is in fact a density
function of (Q1 , Q2).
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Lemma 5.3. With the requirements of Lemma 5.2 we get that {x( y)- 2?
=1- 2? i, j=0 fi, j g ( p)i ( y) x2 j is a density function of (Q1 , Q2).
Proof. The proof of Lemma 5.2 implies that
M(t1 , t2)=
1
- 2? |

0
|

&
exp(t1 y+t2 x) {x( y) dx dy.
As M(t1 , t2) is the moment generating function of (Q1 , Q2) there exists a
probability measure H with
M(t1 , t2)=|

0
|

&
exp(t1 y+t2x) dH(x, y),
i.e. it holds that
1
- 2? |

0
|

&
exp(t1 y+t2x) {x( y) dx dy=|

0
|

&
exp(t1 y+t2x) dH(x, y).
(15)
Let v denote the signed measure generated by {x( y). Then
v=v+&v&=&v+& v
*
+&&v&& v
*
&
with &v+&=v+(R2), &v&&=v&(R2) and the probability measures
v
*
+=
v+
&v+&
, v
*
&=
v&
&v&&
.
Equation (15) implies v(R2)- 2?=1 and
|

0
|

&
exp(t1 y+t2x) d
- 2? H+&v&& v
*
&
&v+&
=|

0
|

&
exp(t1 y+t2 x) dv*
+.
By analogy to Billingsley (1986, Theorem 22.2) we conclude that
- 2? H+&v&& v
*
&
&v+&
=v
*
+,
i.e.
H(x, y)=
1
- 2?
v(x, y).
Hence the assertion is true. K
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Finally, we present a recursive algorithm for calculating the coefficients
fij introduced in (4). Let
a(x)= ‘
p
j=1
(1&ujx)&12,
b(x)=(1&x) :
p
j=1
v2j
1&u jx
+ :
n
j= p+1
v2j ,
c(x)=
1
- b(x)
,
d(x)=&
1
2b(x)
,
e(x, y)=exp(d(x) y2) and
f (x, y)=a(x) c(x) e(x, y),
with p, n # N, pn and uj , vj # R for j=1, ..., n. These functions are written
as a Taylor series. In the next lemma the coefficients of the expansions are
determined via recursions (except for b(x)). Of course, it is possible to give
explicit expressions for some of these coefficients (cf. Bronshtein and
Semendyayev (1985)) but they are extremely complicated. For practical
computations recursions are more suitable.
Lemma 5.4 (Expansions). The above functions can be calculated as
follows
a(x)= :

i=0
aixi if |uix|<1 for i=1, ..., p, with
a0=1, ai=
1
2i
:
i&1
k=0
ak :
p
l=1
u i&kl , i1,
b(x)= :

i=0
bixi if |uix|<1 for i=1, ..., p, with
b0= :
n
j=1
v2j , bi= :
p
k=1
v2ku
i&1
k (uk&1), i1,
c(x)= :

i=0
ci xi with
c0=
1
- b0
, ci=&
1
2ib0
:
i&1
k=0
(i+k) ckbi&k , i1,
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d(x)= :

i=0
dixi with
d0=&
1
2b0
, di=&
1
b0
:
i&1
k=0
dkb i&k , i1,
e(x, y)= :

i=0
:

j=0
e i, jxiy2 j with
ei, 0=0, i1, e0, j=
d j0
j !
, j0
ei, j =
1
i
:
i&1
k=0
(i&k) ek, j&1d i&k , i1, j1
and
f (x, y)= :

i=0
:

j=0
f i, jxiy2j with
f i, j = :
i
k=0
:
k
l=0
al ck&l ei&k, j for i, j0.
Proof. (a) Expansion of a(x).
We obtain the following representation for the first derivative of a(x)
a$(x)=
1
2
a(x) :
p
i=1
ui
1&uix
=
1
2
a(x) :

k=0
xk :
p
i=1
uk+1i
=
1
2
:

k=0
xk :
k
l=0
a l :
p
i=1
uk&l+1i .
Since on the other hand
a$(x)= :

k=0
(k+1) ak+1xk,
the result follows by a comparison of the coefficients.
(b) The expansion of b(x) follows by straightforward calculations.
(c) Expansion of c(x).
First we obtain that
c$(x) b(x)=\ 1- b(x)+
$
b(x)=&
1
2
1
- b(x)
b$(x)=&
1
2
c(x) b$(x).
179DISTRIBUTION OF A QUADRATIC AND A LINEAR FORM
Using a Taylor series expansion it follows that
:

i=0
xi :
i
k=0
(k+1) ck+1bi&k=&
1
2
:

i=0
xi :
i
k=0
(i+1&k) ck bi+1&k .
A comparison of the coefficients leads to
:
i+1
k=1
kck bi+1&k=&
1
2
:
i
k=0
(i+1&k) ckbi+1&k .
Hence,
(i+1) ci+1b0=& :
i
k=1
ckbi+1&k \i+1&k2 +k+&
1
2
(i+1) c0 bi+1
=&
1
2
:
i
k=0
(i+1+k) ck bi+1&k .
Thus the result is proved.
(d) The representation of d(x) can be found in Bronshtein and
Semendyayev (1985, Section 3.1.14.5).
(e) Expansion of e(x).
Choosing the approach
e(x, y) := :

i=0
:

j=0
ei, jx iy2 j :=exp(d(x) y2)
we get for the partial derivative of e(x, y)

x
e(x, y)= :

i=0
:

j=0
(i+1) ei+1, j xi y2 j
or

x
e(x, y)=exp(d(x) y2) d $(x) y2=e(x, y) d $(x) y2,
which leads to
:

i=0
:

j=0
(i+1) ei+1, jxiy2 j= :

i=0
:

j=0
x iy2 j+2 :
i
k=0
(i+1&k) ek, j d i+1&k .
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This is equivalent to
:

i=0
(i+1) ei+1, 0x i+ :

i=0
:

j=1
(i+1) ei+1, jx iy2 j
= :

i=0
:

j=1
xiy2 j :
i
k=0
(i+1&k) ek, j&1di+1&k
which leads to the coefficients of the expansion
ei, 0=0 for i1,
e0, 0=e(0, 0)=exp(0)=1,
ei, j =
1
i
:
i&1
k=0
(i&k) ek, j&1di&k for i1, j1,
e0, j =
d j0
j !
for j0,
since
:

j=0
e0, j y2j=e(0, y)=exp(d(0) y2)=exp(d0 y2)= :

j=0
d j0
j !
y2 j.
(f ) Expansion of f (x)
Now we obtain with (e)
a(x) c(x) e(x, y)= :

i, j=0
x iy2 j :
i
k=0
:
k
l=0
alck&le i&k, j
= :

i, j=0
f i, j xiy2 j.
Consequently
fi, j= :
i
k=0
:
k
l=0
al ck&lei&k, j for i, j0. K
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