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Abstract
The mechanisms of the sublimation of graphene at zero pressure and the condensation of carbon vapor is investigated by molecular dynamics (MD) simulations. The
interatomic interactions are described by the Reactive Empirical Bond Order potential (REBO). It is found that graphene sublimates at a temperature of 5,200 K

±100

K. At the onset of sublimation, defects that contain several pentagons and heptagons
will form, that are shown to evolve from double vacancies and SW defects.

These

defects consisting of pentagons and heptagons will eventually form carbon chains.
The inuence of the interatomic interactions on the sublimation process are also investigated by comparing the results that are obtained using the REBO potential with
the screened environment dependent (SED)-REBO potential. Two-dimensional MD
simulations are also performed, and it is found that graphene melts at a much higher
temperature and forms many more point defects than in three dimensions. It is also
observed that carbon chains make up the two-dimensional molten state.
The isothermal equation of state of gaseous and liquid carbon, as well as the coexistance of the two phases is calculated at 6,000 K and up to a few GPa. The analysis
shows that the material that forms immediatly following the phase transformation in
graphene is actually a coexistance of liquid and gaseous phases, but it is primarily
two-fold coordinated, so it is mostly a gas, hence the identication of the phase transformation as sublimation. The coexistance pressure for liquid and gaseous carbon is
found using the Maxwell Construction to be 0.0365 GPa at 6,000 K. At a pressure
lower than the coexistance pressure, carbon vapor undergoes a densication and de-

2
velops a small amount (∼6 %) of sp bonds. The diusion coecient of this dense
iv

gas is calculated to be in between that of the liquid and gaseous phases.

v

1 Introduction To Graphene
1.1 Graphene as a Two Dimensional Wonder Material
2
Graphene is a one atom thick layer of carbon atoms composed of planar sp bonds
arranged in a hexagonal pattern.

It is considered the basic building block for all

other graphitic structures. It can be wrapped to form nanotubes, or it can be stacked
to form graphite [1]. It is a very interesting material due to its exceptional thermal,
mechanical, and electronic properties as well as its implications as a novel 2D material
[1, 2, 3, 4]. It has been estimated to have very high rigidity with an elastic modulus
in the TPa range [5], and very high electronic mobility with some estimates reaching
up to 100,000 cm

2

·V−1 ·s−1

[1].

For these reasons, graphene oers many potential

practical applications, especially in device physics. By introducing defects into the
crystal structure, the properties of graphene can be altered [6]. Precise control over
the properties of graphene would make the material much more suitable for real-world
applications. One way to introduce defects into graphene is simply by the application
of temperature. Due to the strong, planar, sp
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bonds in graphene high temperatures

are required to form defects.

1.2 Instability of Two Dimensional Crystals
Graphene, as well as any other two-dimensional crystal, was originally believed to
be thermodynamically unstable according to the well known Mermin-Wagner theorem
dating back to about 70 years ago, with renements made about 40 years ago [7]. The
theorem states that there is a divergent contribution of thermal uctuations at nite

1

temperature that leads to displacements of atoms comparable to their interatomic
distances.

This was theorized to to be due to long range interactions that would

lead to instability at some characteristic distance that would be highly dependent
on the form of the interatomic potential. The theory is backed up by experimental
observations that show that the melting temperature of thin lms decreases rapidly
with decreasing thickness, and indeed become unstable when the thickness is reduced
enough (about a dozen atomic layers) [8]. The theory was challenged in 2004 when
single layers of graphene were isolated for the rst time by mechanical exfoliation [2].
The stability of graphene is typically explained by the gentle crumpling in the third
dimension, which involves either bending or buckling of the sheet [4]. This crumpling
leads to a gain in the elastic energy but suppresses the thermal vibrations that are
anomalously large for two-dimensional crystals. This can lead to a reduction in the
total free energy and stabilization of the crystal [9]. These anomalously large thermal
vibrations may impact the melting or sublimation properties in graphene, and may
also only be relevant at some large distance characteristic of the interatomic potential.
This is something that will be investigated in this thesis.

1.3 Melting by the Formation of Point Defects
Melting in strictly two dimensions can be described theoretically by the dissociation of dislocation and disclination pairs [10]. Graphene, however, is not a strictly
two dimensional crystal because of the gentle rumpling in the third dimension. An
alternative, but similar, analytical model for bulk crystals based on melting via the
formation of point defects may be more applicable [11, 12]. Dislocations and disclinations can occur in graphene by the formation of pentagons (5) and heptagons (7)
which can form via Stone Wales (SW) or a variety of other defects [13]. A SW defect
is a point defect that contains two 5-7 pairs that each produce a dislocation with
opposing burgers vectors. It can be considered to be a dislocation dipole with a burg2

ers vector equal to zero [14, 15]. SW defects and other kinds of defects that contain
pentagons and heptagons have been observed experimentally in graphene under irradiation and ion bombardment (see ref.

[13] and references therein), in atomistic

simulations of graphene at temperatures exceeding 3,800 K [16], and in carbon nanotubes at temperatures exceeding 2,000 K under axial strain [17].

1.4 Characterizing the Phase Transition at High Temperature
High temperatures will be required to form defects in graphene, however graphene
is believed to have a high melting temperature [16] similar to graphite. Although, an
accurate measurement of the melting temperature of graphite has eluded researchers
with experimental [18] and computational [19, 20] values scattered between 4,000 K
and 5,000 K. Graphene has been reported to melt at 4,900 K and at zero pressure
[16]. However, assuming graphene behaves like graphite, graphene should sublimate
at low pressure according to carbon's phase diagram [21, 22, 23, 24, 18, 25] which
places the triple point of graphite around 4,700 K and 0.01 GPa. In this reference [16],
they may not have taken into account the slow (in a simulation) sublimation process
and volume expansion that is required to form the pure carbon vapor. Also, careful
identication of the material following the phase transformation was not performed,
so it is not clear whether the phase observed following 'melting' was actually a liquid.
Such inconsistencies require a systematic investigation, which will be the main focus
of this masters thesis.
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2 Modeling the Phase Transition
2.1 Existing Models of the Melting Process
The oldest theory that explains the mechanism of melting comes from Lindemann
[26]. This simple model of melting is based on the vibrations of atoms. As the temperature of the solid increases the average amplitude of the vibrations becomes larger
and eventually becomes comparable to interatomic distances. When this occurs the
atoms will begin to disturb their nearest neighbors and melting can occur. Since an
accurate quantitative calculation would be dicult, a simple relation for determining
the melting temperature based on the root mean vibration amplitude is given. Assuming all the atoms vibrate with the same frequency,

υE

(Einstein approximation)

the average thermal vibrational energy can be related to the temperature using the
equipartition theorem,

E = 4π 2 mυE2 < u2 >= kB T .

vibrational amplitude squared,

T

Where

is the temperature, and

m

< u >2

is the average

is the mass of the atom.

The lindemann criteria states that the melting will occur when

< u >2 = cl a2

where

cl

is the lindemann constant. In other words, melting occurs when the average thermal
vibrational amplitude becomes comparable to the interatomic distances.

However,

experimental agreement is only fair [27].
This simple model obviously has its aws. For instance, it is based on a harmonic
model which does not allow for bond breaking or the formation of defects. In addition,
it is based on the assumption that the melting is homogeneous throughout the crystal.
Hence, this model can not take into account the observation of heterogeneous melting,
which involves the nucleation of the liquid phase at certain preferred sites in the solid
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(the free surface, grain boundaries, large dislocations and disclinations, etc), followed
by subsequent growth of the liquid phase.
One such model that can account for such phenomena is based on the formation of
point defects by Stillinger and Weber who propose a simple statistical model [12]. It is
based on the idea that at the melting transition the amount of defects reaches a maximum. It also assumes that there exists, what they call, defect softening which causes
a softening of the solid that eases the formation of additional defects and introduces
new local modes of vibration. After minimizing the free energy with respect to the
number of defects, they obtain a temperature dependence of the number of defects,
which indeed does show a sharp peak at the melting temperature. Further development of the theory includes eects due to interstitials, which allow for the calculation
of thermodynamic properties of the material in the solid, liquid, or amorphous state
[28]. A spike in the number of defects at the melting point has been observed in a simulation of the melting (it is described as melting in this paper, but this is inconsistent
with the phase diagram of carbon) of graphene in a recent paper by Zakharchenko
et. al (our results give similar qualitative agreement for sublimation) [16]. So despite
the fact that these models, which are based on the formation of point defects, were
created for bulk crystals, they do qualitatively give good agreement with simulations
of graphene. A similar model for a purely 2D system has also been developed [10] as
well as models for surface melting [29, 30].

2.2 Using Molecular Dynamics to Model the Phase Transition
We will be using Molecular Dynamics (MD) to study the sublimation process of
graphene. Our MD simulations are implemented in LAMMPS [31]. Describing the
interatomic interactions of graphene with a rst principles calculation such as density
functional theory (DFT) would be ideal to describe the sublimation process. However,
incorporating large system size and a large number of particles to model the melt5

ing/sublimation process makes DFT based MD computationally prohibitive.

This

makes MD simulations employing empirical potentials a viable option. MD simulations have been shown to reproduce the phase diagram of carbon within experimental
uncertainty [32]. MD also allows one to probe physical phenomena on time (on the
order of ps) and length scales (on the order of Å) much smaller than an experiment
can.
MD is based on Newtonian mechanics where each atomic position is updated according to the initial position, initial velocity, and acceleration. Updating the position
at each step in the simulation can be performed according to the Verlet algorithm
[33]. The algorithm works as follows: at each time step the the potential is calculated
based on the positions of all the atoms, then the velocities are adjusted according
to the gradient of the potential, and nally each position is adjusted according to
the velocities. The validity of this method hinges on the quality of the interatomic
potential which usually involves several empirical parameters that are adjusted to
match sets of experimental results such as elastic constants, stress-strain curves, and
bond energies. Furthermore, the potential typically includes a cuto distance where
the potential begins to level o and the force is taken to be zero beyond this distance.
Longer range potentials extend this distance to more accurately match the binding
energy curves given by DFT at the cost of being more computationally expensive.
One of the potentials that will be used in this master thesis is the Reactive Empirical
Bond Order Potential (REBO) [34]. Bond order potentials not only contain a pair
wise interaction term between carbon atoms but also a bond order factor that includes
many body eects that take into account bond angles, dihedral angles, bond lengths,
and atomic coordination. REBO has been shown to give a good description elastic
properties, defect energies, and surface energies for graphite and diamond [34].

It

has been widely used to describe not only diamond and graphite but also carbon
nanotubes.

The potential is very well suited to investigate the behavior of carbon
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systems under normal conditions of temperature and pressure. It has been shown that
REBO reproduces the results of LCBOPII and density functional molecular dynamics
(DF-MD) for liquid carbon below 2 g·cm

−3

[35, 36, 37]. Above this density (at 6,000

K) REBO gives an under-representation of sp

3

bonds.

Hence, this is the highest

density we use in our calculations.
We will compare the results of REBO with the newly developed Screened Environment Dependent (SED) REBO potential [38]. SED-REBO is a modied REBO
potential, including long-range interactions and a screening function able to discriminate between the rst and farther nearest-neighbor. The potential is able to reproduce
the response of carbon materials under high compressive or tensile stress. The technical details regarding the potential can be found elsewhere [38]. Another potential
that we will compare our results with is called the Long Range Carbon Bond Order
Potential (LCBOPII). LCBOPII is a sophisticated bond order potential including
short, middle, and long range contributions to the carbon carbon interaction. It has
been shown to reproduce the formation energy for the Stone Wales defect and single
vacancies [39]. In addition, it has also been shown to give an accurate equation of
state and hybridization of the liquid state of carbon at high temperature and pressure [39]. Accurately representing the composition and energetics of the liquid state
of carbon will be important in describing the phase transition, so the properties of
liquid and gaseous carbon will also be investigated with REBO and SED-REBO.
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3 Point Defects in Graphene
3.1 Stone Wales Defect and Vacancies
The formation and aggregation of point defects will play a crucial role in the sublimation of graphene. At temperatures exceeding 4,000 K (kB T=0.34 eV), the energetics of defects with activation/formation energies on a comparable scale will play
a signicant role in a simulation of the sublimation of graphene.

This is why it is

useful to elucidate the structure and energetics of some of the more common defects
that are known to occur.
The most common point defects are the Stone Wales (SW) defect mentioned in
the introduction, single vacancies (SV), and double vacancies (DV). SW defects are
formed by a rotation of a carbon carbon bond by ninety degrees which results in
the formation of two pentagons and two heptagons (55-77).

SV's are simply the

removal of one atom from the crystal which results in the formation of a pentagon
(5-atom) and a nine-atom defect after relaxation around the defect. DV's can result
in the formation of pentagons, heptagons, and octagons in various ways; the 5-8-5
(two pentagons on opposite sides of an octagon) defect is formed by the removal
of two neighboring atoms or the merger of two single vacancies, the 555-777 defect
is formed by the rotation of a bond in the 5-8-5 defect, and a 5555-6-7777 defect
is formed by the rotation of another bond in the 555-777 defect (see ref.
a pictorial representation of these defects and how they form).

[13] for

It is known that

non-hexagonal rings induce local Gaussian curvature in a graphene sheet. Pentagons
represent positive curvature and heptagons represent negative curvature, and an even
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number of pentagons and heptagons typically cancels the local curvature. Although,
it has been shown that SW defects can induce small local deviations from the at
structure [40].

3.2 Activation and Formation Energies
The probability of forming a defect can be determined by the Arrhenius law which
is equal to a prefactor (proportional to the frequency at which atoms collide) multiplied by

Exp[Ea /kB T ],

where

the Boltzmann constant, and

Ea
T

is the activation energy to form the defect,

kB

is

is the temperature. In other words, the higher the

activation energy the less likely a defect is to form, while the higher the temperature
the more likely a defect is to form. Another important factor is the formation energy
of defects. The formation energy is the dierence between the energy of the initial
state and the nal state of the defect. So the activation energy is the energy barrier
the atoms must overcome to make the defect, while the formation energy represents
how much higher in energy the system is with the defect than without it. The dierence between the activation energy and the formation energy represents the energy
barrier for the defect to heal itself (the reverse process of forming the defect).
The activation energy for these common point defects calculated using DFT are
roughly as follows (the largest error the authors give is about 0.5 eV); 9 eV for SW, 7
eV for SV, 8 eV for the 5-8-5 DV, 5 eV for the 555-777 DV, 5.5 eV for the 5557-6-7777
DV [41, 42, 43, 44]. The formation energy for the SW defect is about 5 eV which is
actually the lowest formation energy of any of the defects listed here [41]. In contrast,
the formation energies for the SV and 5-8-5 DV are within 0.2 eV of the activation
energy simply because it does not take a great deal of energy for the atom to reform
a bond in it's previously vacated location, and the relaxation around the vacancy
involves only a slight modication of the structure [42]. This implies that vacancies
can somewhat easily heal itself as long as there is an atom available to ll in the
9

vacancy. On the other hand, the defects that involve a bond rotation are much more
stable because the reverse process takes much more energy which makes the SW, 555777 DV, and 5555-6-7777 DV fairly stable. Another important point to note is that
SV's have a small migration energy and can somewhat easily form the 5-8-5 DV via
the coalescence of two SV's with a calculated migration energy of only about 1 eV[42].
In other words, even though the SV's have the smallest activation energy (about 7
eV) migration and healing should cause this defect to be relatively unstable. Lastly,
the defects listed above are of course not the only kinds of defects that can form in
graphene. There are a myriad of other defects that can form via the coalescence of
multiple defects, multivacancies, and various bond rotations. Nonetheless, the defects
elucidated above are quite common in our simulations.
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4 Previous Experimental and Computational Results for the Melting of
Graphene and Graphite
4.1 Diculty in Determining the Melting Temperature Experimentally
Graphene was not synthesized until 2004, and as of the current date of this master thesis the author is not aware of any experimental melting lines measured for
graphene. However, the melting line for graphite has been studied extensively over
the past century. Since graphene's melting temperature is expected to be very similar
to graphite's it is useful to elucidate the results and the experimental diculties associated with measuring the melting line for graphite. The experimental procedure for
measuring the melting line is fairly straightforward in concept [24, 45]. Essentially,
the tempereture of the sample is increased either through resistive heating or by laser
pulsed heating.

At some point in time, the temperature will plateau indicative of

a phase transition. Afterwards, careful observation of the recrystallized material is
performed to determine whether the sample melted or sublimated. However, in practice, a number of issues prevent accurate measurements from being made for carbon.
This diers dramatically from the situation with metals, where the error is only a few
Kelvin.
One of the oldest experimental measurements on the melting temperature of graphite
was done by Pirani in 1930 [46]. In this work, graphite was melted by applying an
alternating current to rods with a blind whole drilled into the side surface.

A py-

rometer was focused into these holes in order to measure the radiance and hence the
temperature of the sample. When the liquid lled this hole the radiance of the hole
changed abruptly, which was believed to coincide with the melting point. The author
11

applied this procedure successfully to measuring the melting point of several metals
at low pressure (0.1 MPa) with the expectation that it would yield adequate results
for graphite as well [46]. The author observed the bulging of what is now considered
to have been graphite, as can be seen from a gure of the bulging in the original
paper. The author measured the temperature of this bulged region to be about 3,700
K and assumed that this was the melting point. This measurement is considered to
be incorrect, and the bulging is now considered to be due to an increase in plasticity
of the rod.
Following Pirani's work, experimentalists had diculty in measuring the the melting temperature precisely due to the diculty in measuring the precise instant of
melting [18]. It wasn't until the pioneering work done by Bundy in 1963 that a reliable measurement of the melting point at high pressures was made (1-10 GPa) [45].
The measurement involved the discharging of an electrical current through the carbon
sample, which was contained inside of a high pressure apparatus. The melting point
was taken to be given by the beginning of the decrease in electrical resisitivity. Bundy
found the melting temperature to be 4,100 K at 0.9 GPa, a maximum of 4,600 K at
about 7 GPa, and decreases to about 4,100 K at 12.5 GPa [45]. Bundy's work is still
highly regarded, however many subsequent papers give conicting data.
A myriad of additional work has been devoted to measuring the melting point of
graphite, which varies between 4,000-5,000 K [22, 25, 47, 48, 49, 50, 51, 52, 53]. A thorough compilation and review of the work up to 2003 was provided by Savvatimskiy[18].
In this paper it was found that several key factors contributed to the discrepancy between experiments; non-uniform heating of the sample, diculty in measuring the
temperature using the pyrometer, expansion of the gas following melting, and some
issues associated with laser pulsed heating.

Anisotropy of the structure could give

rise to non-uniform heating of the substance. For example, it has been found that
in the case of pulsed electric heating there is drop in the electrical resistivity in the
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initial stages of heating [50, 49]. However, when annealed at a temperature greater
than 3,000 K this drop does not occur, resulting in a low resistivity of 50µΩcm. Savvatimskiy suggests verifying such a resisitivity prior to measuring the melting point.
Another possible cause of non-uniform heating can occur by using a graphite sample
with low initial density (less than 2 g·cm

−3

) because the low densities usually contain

initial disorder in the system as was veried in ref. [54]. This disorder can give rise
to signicant dierences in the resisitivity even over small distances.
Another issue has to do with the sublimation of graphite and the diculty in
measuring the temperature with the pyrometer. It was found that when the distance
between the graphite surface and the apparatus enclosing the sample was large enough
(greater than 12 mm), a visible glow of a coagulated vapor cloud would form about
1 mm above the surface [18]. This was veried by orienting the optical axis of the
pyrometer along the sample's surface. The temperature of the vapor was measured
to be 4,000 K, similar to the lower values for the melting temperature that were
previously measured. When the distance was reduced to 0.05-0.15 mm, transparency
of the vapor was ensured and the melting temperature was found to be 4,750 K which
was reproduced by other papers employing similar techniques [18]. This work utilized
a laser pulse to heat the sample and a pyrometer to measure how the temperature
of the substance changed with time.

The melting point can be characterized by a

temperature plateau where the temperature stops increasing and levels o for a short
period of time, followed by a reduction in the temperature when the sample melts
or sublimates. Savvatimiskiy points out that it is not easy to obtain a temperature
plateau at the melting point. Two necessary conditions for obtaining the plateau are
given; uniformity of the heat ux over the heating spot and restricting the volume
above the surface of the graphite. The volume must be restricted so that the vapor
does not coagulate above the surface as previously discussed, as well as to prevent
energy release to the coagulated vapor, and to provide a thin transparent layer of
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vapor. Savvatimskiy also points out that fast heating is preferable because it reduces
the amount of vapor that forms via sublimation of the sample.
Another source of uncertainty in measuring the melting point comes from the observation of the rise in the temperature at the temperature plateau [18]. Savvatimskiy
oer two possible explanations for this. First, it may be due to the rise in pressure
which would cause the melting point to rise as long as the pressures are not too high.
Vereshchagin measured the melting point of graphite to be 4,750 K at 300 MPa and
6,500 K at 4 GPa yielding a slope of, dP/dT≈2.1 MPa/K [48].

This is consistent

with Savvatimskiy's data which gives the beginning of melting at about 4,900 K and
the end at about 5,200 K. Using the slope of 2.1 MPa/K and an initial pressure of
500 MPa the nal pressure would be 1.1 GPa [18]. This matches closely with a calculation that showed the pressure as a function of temperature and dierent layers of
the sample [18]. Second, it could also be due to surface melting which would cause
the top layer of graphite to melt early on in the melting time. The rest of the sample
would continue to melt, however parts of the surface layer may rise in temperature.
This is a known problem for metals with low conductivity, and the problem could be
amplied in graphite because of it's low conductivity in the 'c' direction [18].
Savvatimskiy concludes that some of the lower estimates for the melting point
between 3,700-4,000 K are unreliable, and that the majority of experimental studies
gives a melting point of graphite between 4,600-5,000 K at pressures above 10 MPa.
Graphene may have a similar melting point as graphite, but it would depend on how
the mechanisms that give rise to melting dier between the two materials.

4.2 Previous Computational Results
Simulations employing empirical potentials for carbon have previously been used
to study the mechanisms of melting of graphene and graphite. A recent Monte Carlo
simulation by Zakharchenko et al using LCBOPII has shown that graphene melts
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via the formation of clusters of pentagons and heptagons that are reported to form
by way of clusters of SW defects [16]. This is followed by the formation of octagons
or larger rings, and nally the formation of carbon chains.

This is in contrast to

graphite which melts via the formation of interplanar bonds. A similar process resulting in the formation of carbon chains has also been observed in a simulation of
the melting of carbon nanotubes using a Terso potential [55] and in the melting
of fullerenes using the Brenner potential [56]. Zakharchenko found that the melting
temperature of graphene was 4,900 K which is close to the value obtained for nanotubes of 4,800 K [55]. In order to nd the melting temperature, Zakharchenko used
a modied lindemann criteria that averages over several nearest neighbor atoms. This
is needed because the ordinary lindemann criteria is divergent at nite temperatures
in 2D. They nd that melting occurs when this modied lindemann criteria is equal
to roughly 0.1 which is close to the lindemann criteria calculated for a strictly 2D
triangular lattice [57].
Zakharchenko's simulations were performed at zero pressure and the nal molten
state is reported to be a complex liquid phase composed of interconnected carbon
chains.

However, assuming graphene behaves like graphite, graphene should subli-

mate at low pressure according to carbon's phase diagram [21, 22, 23, 24, 18, 25]
which places the triple point of graphite around 4,700 K and 0.01 GPa.
Nonetheless, a value of 4,900 K for the melting point is within the experimentally
acceptable range of melting temperatures of graphite. However, this is greater than
the value of 4,250 K at 2 GPa based on free energy calculations of graphite [19]. Free
energy calculations depend critically on the structure of the system and the interactions between the particles. In ref. [19] an einstein crystal [58] is used to model the
solid phase and a lennard jones potential to model the liquid phase, parameterized
by LCBOPII. The parameterization was based on the rst two peaks of the radial
distribution function and the mean square displacement from equilibrium calculated
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using LCBOPII. Both the radial distribution function and the equation of state used
to model the solid and liquid phases match up well with the results obtained with
LCBOPII. Verifying LCBOPII's predicted liquid phase as well as the melting mechanisms for graphene against other reliable potentials would therefore be useful.
LCBOPII gives a good estimation of the melting temperature when compared to
what is considered to be the most reliable experiments discussed in the previous
section.

Nonetheless, the carbon chains that are observed with LCBOPII and the

Brenner potential are reminiscent of carbon chains that have been observed for uniaxial strain of graphene. It is well known that REBO gives an over-representation
of carbon chains during uniaxial strain (see ref. [59] and references therein) due to
the spurious force that arises near the cuto distance.

The cuto distance is typ-

ically adjusted for simulations that impose a large amount of strain to avoid these
erroneous results. It is natural to speculate whether the chains observed during the
melting could also be an artifact of the potential.

It is fairly well established that

small carbon chains, Cn where 2<n<8, are the primary molecular species in carbon's
vapor phase [60, 61, 62]. However the chains that form during the melting process
are not in an equilibrium state so therefore warrant investigation.
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5 Previous Studies on Liquid and Gaseous Carbon
5.1 Experimental Results
The melting/sublimation process of graphene obviously involves a transition to the
liquid/gaseous phase of carbon. This is why it is important for an MD interatomic
potential to not only accurately describe the structure and energetics of graphene,
but also the structure of liquid/gaseous carbon. One of the most well cited papers
investigating carbon vapor goes back to 1973 [60].

In this reference, experimental

data, including the carbon vapor pressure and specic heat, were t to empirical
functions based on the assumption that carbon vapor is composed of small carbon
chains (Cn

n

< 10). Coexistence curves between the gaseous and liquid phases are

also given that give fair agreement to experimental data [63].

Our results are also

in good agreement with this study at low pressure, however at higher pressure and
densities (well within the range that is studied) we nd that there is roughly 10 % sp

2

bonds in a dense gaseous phase. This implies a slight non-chain bonding character.
There has been much more work done investigating liquid carbon. Prior to Bundy's
experiments in 1963, theoretical predictions of the heat of fusion based on the assumption that the liquid phase of carbon at low pressure is composed of long molecular
chains gave a heat of fusion of,
of fusion to be,

∆H=1.09

∆H=0.44

eV/atom [18]. Bundy measured the heat

eV/atom [22]. This led Bundy to believe that the liquid

state of carbon is composed of smaller carbon chains. Later, more sophisticated experiments gave a heat of fusion between 1-1.25 eV/atom [52, 64], close to Bundy's
results.
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Since liquid carbon only exists in thermal equilibrium at high temperatures (about
6,000 K) it is dicult to probe it's structure experimentally. One interesting experiment was performed by Johnson et. al in 2005 by laser pulsed heating of amorphous
carbon [65].

They measured the amount of

π∗

states per site by time resolved x-

ray absorption spectroscopy. This indicates, roughly, the average coordination of the
sample. The coordination being the number of bonds that an atom has formed. For
example, in pristine graphene each atom has a coordination of 3 corresponding to

2
3
the sp hybridized orbitals. An sp bond has 0
one

π∗

π∗

states per site, an sp

state per site, and an sp bond has two. At a density of 2.0 g·cm

on average 1.5

π∗

states per site and at 2.6 g·cm

−3

there were 1.4

π∗

−3

2

bond has

there were

states per site.

2
This means that the liquid was composed of a combination of sp and sp hybridized
orbitals. The sp hybridized orbitals can be considered a carbon chain such as what
makes up carbon's vapor phase, however there are other structures that can be sp
hybridized. For example, a carbon chain that closes in on itself in a loop would be
entirely sp hybridized but would obviously have a dierent structure than a chain.

5.2 Computational Results
Johnson compared this result with a theoretical study that utilized a tight binding
model of carbon which gave good agreement, except at higher density where theory
may have over-predicted the coordination slightly [37].

A direct comparison with

experiment is also somewhat dicult to make because Johnson was unable to measure
the temperature and pressure of their samples in the experiment. Nonetheless, these
simulations showed that as the density was increased from 1.4-4.2 g·cm

−3

at 6,000

K and 7,000 K liquid carbon transformed from being primarily 2-fold coordinated
to primarily 3-fold coordinated at about 2 g·cm
coordinated at about 3.6 g·cm

−3

−3

, then to being primarily 4-fold

[37]. Several other papers have given similar results

[66, 21, 67, 35] utilizing rst principles and density functional based MD, however the
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results are not identical. These results indicate simply that liquid carbon's structure
is complex and therefore dicult to describe theoretically.

This is especially true

because of all the various hybridizations that have been shown to form simultaneously
in liquid carbon. It is therefore important to know how the structure/composition
of liquid carbon diers among various MD interatomic potentials to not only know
how accurate they are, but also as a way to aid in the characterization of the melting
mechanisms of graphitic structures.
There have been previous studies on how the REBO potential describes liquid
carbon.

For example, a study that was done using the most recent version of the

REBO potential compared the structure of liquid carbon at high pressure between
REBO, a rened LCBOP [68], and a density functional molecular dynamics (DF-MD;
Car-Parrinello[69]) method [35]. It was found that along the 6,000 K isotherm up to

3
a pressure of about 60 GPa (6.5 Å ) they each give a very similar equation of state.
However, they each give dierent hybridizations. At a specic volume of about 7.2 Å

3

REBO gave a mostly 2-fold coordinated liquid while both LCBOP and DF-MD gave
a mostly 3-fold coordinated liquid. Furthermore, at the smallest volume investigated,

3
5 Å /atom, the REBO potential evolved to form a graphitelike liquid with almost
exclusively 3-fold coordinated atoms while both LCBOP and DF-MD both gave a
diamondlike liquid with mostly 4-fold coordinated atoms. LCBOP actually gave an
almost exclusively diamondlike liquid while the DF-MD contained about 62% of atoms
as 4-fold coordinated. The fact that LCBOP gives a result that is close to the DFMD result, which is more accurate, is surprising because LCBOP wasn't necessarily
developed to be used for liquid carbon especially at such high pressure.
The authors conclude that the long range interactions included in LCBOP and
the torsional energy term between 3-fold coordinated atoms plays a crucial role in
giving a good description of the liquid. The long range interactions were considered
to be important because of a simulation that was conducted on liquid carbon with
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the short range version of LCBOP, called CBOP, reproduced the results of REBO
[68]. The authors point out that this is somewhat puzzling because the longer range
interactions are expected to be not as signicant at higher densities. The torsional
energy is considered signicant because it was previously shown that an older version
of REBO [70] gives a poor description of the torsional energy barrier and hence a poor
description of the liquid [66]. The discrepancy was that REBO gave a liquid-liquid

3
phase transition between a predominantly sp liquid to a predominantly sp liquid
which disagreed with the paper by Morris previously discussed (using tight binding)
and their rst principles MD results. Verication that the torsional barrier was the
cause of the problem was found by running simulations along the 6,000 K isotherm
with the torsional barrier, without the torsional barrier, and with 25% of the torsional
barrier. Neither with 25% of the barrier or without the barrier was a liquid-liquid
phase transition observed. A barrier strength of 25% was used because the calculated
energy versus torsional angle between two 3-fold coordinated bonded atoms was shown
to match rst principles calculations most accurately. This is justied because the

2
dependence on the angle is simply an empirical formula proportional to sin Θ where

Θ

is the torsional angle.
The potential we will be using will be the newer version of REBO which has this

correction.

Also, at relatively low pressure and density REBO has been shown to

give good agreement with DFT and tight binding of liquid carbon up to a density of
2 g·cm

−3

[36, 35]. The highest density we will use is about 2.00 g·cm

−3

so we do not

anticipate any of the issues that we have discussed. Nonetheless, these results indicate
that the structure and atomistic hybridization of liquid carbon depends critically on
the analytical form of the potential.
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6 Results on the Sublimation Process of Graphene
6.1 Computational Details: Sublimation
Sublimation simulations of free standing graphene are modeled using the MD code
implemented in LAMMPS [31] using periodic boundary conditions (PBC) at zero
pressure. Since the sublimation does not occur below 3,000 K, a substantial amount
of computational time is saved by equlibrating at 3,000 K initially, when a heating
rate is applied. In the two dimensional simulations, the system is relaxed at 6,000 K
prior to ramping the temperature because it is found that the melting temperature
is around 7,000 K in 2D. All simulations of graphene contain 12,960 atoms arranged

2
initially as a 200 X 185 Å sheet. It was veried that the time step used,

4t = 0.2

fs, is small enough to maintain energy conservation at such high temperature.
sublimation simulations are performed at constant pressure.

All

Since graphene is a

two dimensional system, the pressure is controlled by allowing the simulation box
to expand in the x and y directions. For the transverse direction, the dimension is
chosen large enough to avoid the interaction of the sheet with itself through PBC.

6.2 Determination of the Sublimation Temperature
6.2.1 Method for Finding Sublimation Temperature
The sublimation temperature can be identied by where the Gibbs free energy for
the solid and gaseous phases are identical. At this temperature, energy is added to
the system to bring about the phase change, but the temperature and Gibbs free
energy do not change.

However, when a heating rate is applied in a simulation,
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Figure 1: Evolution of the potential energy for dierent heating rates (a). The transition is characterized by a sharp change in the slope of potential energy.
The sublimation temperature is estimated by tting a linear line to the PE
before and during the transition, as shown for a=50 K/ps, and determining
the intersection.

the temperature increases at a constant rate even when the system is undergoing
a phase transition, therefore the phase transition point will be overshot by some
amount depending on the heating rate. In order to account for this, the sublimation
temperature is found for graphene for smaller and smaller heating rates and then
extrapolated down to a heating rate of zero. The sublimation temperature for each
heating rate is determined by tting a straight line to the linear increase in potential
energy (PE) before sublimation and the (somewhat) linear increase in temperature
during sublimation shown in Figure 1. The sublimation temperature is determined by
the intersection point. The sublimation temperature vs. heating rate is then tted to
a square root function that gives a good t (Figure 2). In an experiment, the heating
rates would be much lower than in a MD simulation because MD can only simulate
up to a few ns, preventing experimentally realistic heating rates.

Nevertheless, by

extrapolating to a heating rate of zero this can be taken into account and an accurate
determination for the sublimation temperature can be found.
A similar procedure for estimating the latent heat of sublimation is performed.
Straight lines are tted to the PE for the solid and non-equilibrium phases.

The

non-equilibrium phase that forms after the sublimation process is not in equilibrium
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Figure 2: Relationship between the extracted sublimation temperature (Ts ) and the
change in enthalpy (4H) with the heating rate for graphene modeled by
the REBO potential in 3D. The method for acquiring the sublimation temperature and change in enthalpy is explained in the text.

because, at low pressure, it will expand to form a gas, but it takes a nite amount
of time for this to occur.

Hence, it is referred to as a non-equilibrium dense gas

or liquid-like gas (discussed later on). The dierence between the two straight lines
tted to the energy before and after sublimation, at the sublimation temperature,
would be exactly equal to the change in internal energy of the system (the pressure is
equal to zero), at that heating rate, if the exact sublimation temperature and specic
heats were known (for our simulations). The errors in the tted lines are found to
be;

±100

K for the sublimation temperature,

solid phase,±10

−5

±10−6

eV/atom·K for the slope in the

eV/atom·K for the slope in the gaseous phase, 10

−4

eV/atom for

−3
the intercept in the solid phase, and 10
eV/atom for the intercept in the gaseous
phase. Constant temperature simulations are also performed in order to obtain a more
accurate determination of the melting temperature. The temperature is chosen to be
the estimate obtained from the previous simulation as a starting point. The static
temperature simulations are more computationally expensive, especially when not
using the simple REBO potential, so only one relevant static temperature simulation
is performed with the SED-REBO potential.
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6.2.2 Determination Using the REBO Potential
In Figure 1, a plot of the PE versus temperature for dierent heating rates is
shown that is used to estimate the sublimation temperature.

Using the method

described previously, the sublimation temperatures that are obtained, from the largest
heating rate to the smallest are: 6,100 K, 5,900 K, 5,800 K, and 5,500 K. By visual
inspection of the slow increase in energy around the extracted sublimation point, the
error for these measurements is determined to be

±100 K. The extracted sublimation

temperature versus heating rate is plotted in Figure 2. Although it does not converge
for the heating rates used, an estimate of the sublimation temperature at a heating
rate of zero can be made. The t results in a sublimation temperature of 5,300 K.
This t is expected to overestimate the sublimation temperature because the tted
curve is above the measured sublimation temperature at the two smallest heating
rates and due to the lack of convergence at small rates.
In order to conrm these results, constant temperature simulations are performed at
5,100 K and 5,200 K. Since the sublimation process is a slow process for temperatures
close to the actual sublimation temperature, the constant temperature simulations are
run for over a nanosecond. It is found that graphene sublimates at 5,200 K after about
600 ps, while at 5,100 K sublimation does not occur even after 1,200 ps. On this time
scale it is reasonable to conclude that the sublimation temperature is 5,200 K for
REBO with an error of roughly

±100 K. This is close to the sublimation temperature

of 4,900 K obtained by Zakharchenko et al. [16] using LCBOPII. It is also within the
error (±100 K) of the sublimation temperature obtained just by using the t.
In the two dimensional simulations, a similar procedure is conducted and it is found
that the melting temperature is 7,000 K±100 K. Similarly to the 3D case, constant
temperature simulations are conducted at zero pressure at 6,900 K and 7,000 K for
800 ps. It is found that melting occurs at 7,000 K, but not at 6,900 K.
The latent heat of sublimation of graphene is extrapolated to a heating rate of
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zero to be 1.38

±

0.03 eV/atom in 3D (Figure 2).

The error is calculated using

the estimated errors for the melting temperature, slopes, and intercepts given in the
previous section.

A value of 1.38 eV/atom is only slightly larger than the values

obtained by Bundy for the melting heat of graphite which range between 0.7-1.3
eV/atom [45], which was subsequently rened to be about 1.25 eV/atom [18]. Since
Bundy's experiment measured the melting of graphite, as opposed to the sublimation,
it would seem as though the non-equilibrium dense gas phase that forms following the
sublimation of graphene is similar to molten graphite. This non-equilibrium densegas phase will be discussed in more detail later on. In two dimensions, the carbon
atoms can not break their bonds as easily because they can not move into the third
dimension. Hence, the latent heat required to melt/sublimate the 3D system should
be more than the latent heat to melt the 2D system. Consistent with this idea, it is
found that the latent heat for a 2D system is approximately 0.98 eV/atom, about 0.4
eV smaller than sublimation in 3D.

6.2.3 Determination Using the SED-REBO Potential
For the SED-REBO potential, simulations with a heating rate of 3 K/ps, 12.5 K/ps,
and 50 K/ps are run and the corresponding sublimation temperatures are found to be,
4,600 K, 4,900 K, and 5,500 K respectively. By plotting the sublimation temperature
versus the heating rate similar to what was done with the REBO potential, the t
results in a sublimation temperature of 4,400

±

200 K. The error is larger than for

the REBO potential because there are fewer data points. To verify this value and to
reduce computational time only one NPT simulation at zero pressure and at 4,300
K is conducted to verify the accuracy of the tting procedure. The PE does begin
to drift after about 200 ps indicating the onset of sublimation.
the non-equilibrium sublimation temperature is 4,300 K

We conclude that

± 200 K for the SED-REBO

potential. This number is within the range of experimentally measured sublimation
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temperature's of graphite [22].

6.3 Mechanisms of Sublimation
6.3.1 Mechanisms of Sublimation Using the REBO Potential
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b
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Figure 3:

5

Sequence of snapshots of a 'seed of melt' that forms in graphene using the REBO
potential in the NPT ensemble taken at 5,400 K in 3D. Here, the process begins
by the merger of a SW defect and a DV (a), followed by a cluster of 5 and 7
atom defects (b) (55555-6-77777), then the initial chain formation (c), and nally
(d) shows a typical structure during the onset of sublimation with long chains
and defects surrounding the broken area. This melted/sublimated area will then
spread through the rest of the sheet. Time elapsed for each gure: 99 ps, 108 ps,
111 ps, and 120 ps respectively. Color scheme (# of atoms in ring): dark blue
(6), orange (5), light blue (7), yellow (8), and red (9).

Our description of the sublimation process using the REBO potential is very similar
to the melting process described by Zakharchenko using LCBOPII [16], except DV's
are a much more important part of the process.

The DV's that are observed are

not only the 5-8-5 DV but also the 555-777 and 5555-6-7777 DV. In addition, the
structure shown in Figure 3(b) is observed. This structure contains 5 pentagons, 5
heptagons, and one hexagon in the center (55555-6-77777). This structure forms by
the merger of a SW defect and a DV (Figure 3(a)). The sequence of snapshots shown
in Figure 3(a-c) track the same piece of graphene.
The formation energy for DV's is about 3-4 eV less than the formation energy for
SW defects for pristine graphene [13]. In Figure 4, it is shown that the number of
octagons is near zero and the number of heptagons is much higher before the phase
transformation begins to occur, consistent with a much higher formation energy for
DV's than SW defects. However, as the phase transformation occurs, the number of
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Figure 4:

Relation between the number of non-hexagonal rings and the sublimation point
in graphene. The number of non-hexagonal rings increases exponentially
as graphene undergoes the phase transformation. The number of octagons
starts out near zero indicating almost no DV's, but as the system begins to
undergo the phase transformation many more DV's are created. This simulation was done with constant temperature at 5,400 K and zero pressure.

non-hexagonal rings increases exponentially and many octagons begin to form. The
DV in Figure 3(a) forms after 99 ps, which is very close to the point in time where
the potential energy begins to rise (Figure 4). About 10 ps later, breakdown of the
graphene sheet and the formation of the carbon chains can be seen (Figure 3(c)). In
summary, DV's are indeed an important part of the sublimation process despite their
high formation energy in pristine graphene.
Defects such as that shown in Figure 3(b) containing pentagons and heptagons
typically form the 'seed of melt' for graphene, which is where the sheet will begin
sublimating by rst forming the carbon chains and eventually the gas. This transformation occurs despite the fact that this particular structure does not introduce
any curvature into the system because there are an even number of pentagons and
heptagons. The carbon chains can be seen to form in Figure 3(c),(d). Once the chains
form, the sublimated area spreads through the rest of the sheet until the whole sheet
has sublimated, however there can be multiple seeds of melt. This process for the sublimation is similar qualitatively with a model of melting based on the correspondence
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Figure 5: Sequence of snapshots taken in 2D for the REBO potential in the NPT ensemble at 7,400 K with 12,960 atoms. In (a) a ring-like structure containing
alternating 5 and 7 atom defects is observed, followed by (b) where small
chains have begun to form in the plane as well as many 5 and 7 atom defects. In (c) melting is underway containing a few small chains interspersed

∼ 5 Å and to
Time elapsed for each gure:

in the plain of the sheet. Figure (c) has been shifted down by
the left ∼ 10 Å to see the chains more
56 ps, 70 ps, and 87 ps respectively.

clearly.

between the melting point and the aggregation and maximization of point defects
[12, 10, 28].
An in depth analysis of the migration of defects is not performed, however inspection of the snapshots during the sublimation process shows that the defects do not
appear to be very mobile. We see that the defects will disappear often. This is typically because the defects will heal themselves, however the evolution of most defects
are tracked on the order of ps, so the disappearance could be due to migration if the
migration occurs on a much smaller time scale.
The sublimation process for REBO in 2D follows the same pattern as in 3D; a seed
of melt will form that involves the formation of pentagons and heptagons, the carbon
chains will then form from the seed, and nally the seed/carbon chains will spread to
the rest of the sheet. The key dierence is that the defects begin to form at a much
greater temperature than in 3D. A common structure that is typically part of the
seed of melt is shown in Figure 5(a), the full seed of melt contains many 5 and 7 atom
defects similar to what can be seen around the edges of Figure 5(b). The structure in
5(a) is a called a 'ower' defect and it has been observed by chemical vapor deposition
on Ni but not on Cu [71] as well as by epitaxial growth on SiC(0001)[15]. It is only
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natural to attribute defects like these to SW defects or a merger of SW defects. This
is because it is highly unplausible that any defects could be formed by vacancies since
the atoms do not have the extra degree of motion to migrate into. It is interesting
to note that the chains will form in the plane as part of the melting process in 2D as
shown in Figure 5(b),(c).
SW defects have a formation energy that is about twice as much when the rotation
is restricted to be in the plane [13], so it is not surprising that the SW defects form at
a much greater temperature in 2D. This is why the melting temperature is so much
higher in 2D. The chains require a certain amount of defects in the system in order to
form, and since vacancies are essentially forbidden, SW defects and SW-like defects
(that involve a bond rotation) are all that remain. Since these defects require a very
high temperature to form it makes sense the melting temperature is very high as well.

6.3.2 Mechanisms of Sublimation Using the SED-REBO Potential

a

b

c

Figure 6: Sequence of snapshots of a 'seed of melt' forming in graphene taken using
the SED-REBO potential in 3D in the NPT ensemble at 4,800 K and with
12,960 atoms. The immediate formation of a small chain is found (a) by the
rotation of a carbon carbon bond similar to the way a SW defect is formed.

This quickly results in the formation of a relatively unstable defect other than a
SW defect (b). This structure did not form via a vacancy (there are no atoms
added or subtracted from the image except possibly for the atoms at the edges).
Eventually, this leads to the formation of chains and many uncoordinated atoms
at the onset of melting (c). Time elapsed for each gure: 20 ps, 21 ps, and 36 ps
respectively.
The sublimation mechanisms predicted by the SED-REBO potential are much different than REBO. It does not require many defects to cluster together, in contrast
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to what was found previously. Instead, it usually involves the formation of broken
or dangling bonds as well as a small number of defects to initially form the 'seed of
melt'. As can be seen in Figure 6(a), two uncoordinated atoms and what can be considered a carbon chain forms in the sheet. This structure forms without any defects
previously present.

The chain forms in the same way as a SW defect would form,

yet the SW defect does not form. Instead, this structure very quickly (less than a
ps) evolves into a defect containing four pentagons, two heptagons, and one hexagon
shown in Figure 6(b) by the rearrangement of atoms. The structure in Figure 6(b)
has the same number of pentagons as a SW defect and a 5-8-5 DV, but the structure
is dierent than if the two were isolated. This structure does introduce curvature into
the system because of the additional pentagons that are present and the deformation
of the sheet in the transverse direction is visible in the image. This structure seems
unstable because it is not observed often in our simulations.

It is displayed here

simply to illustrate that the defect in Figure 6(a) does not form a SW defect.
Although it is not pictured, the formation of 5-8-5 double vacancies and SW defects
is occasionally observed, but at a much smaller concentration. Oddly the 555-777 DV
and the 5555-6-7777 DV is not observed (the activation energy of the 555-777 DV is
about 5 eV compared to about 7 eV for the 5-8-5 DV [42, 13]). This could be the
result of the activation energy for the chains to form from the 5-8-5 DV being less
than the activation energy for 555-777 DV to form. This would cause the chains to
be more likely to form instead of the 555-777 DV, and since the chains appear to be
preferred with the SED-REBO potential, this seems plausible. The reason why the
sublimation temperature is so much lower than what is predicted for REBO is this
apparent low activation energy for the chain structures. The clustering of defects that
would form the 'seed of melt' in for REBO requires a large concentration of defects
which requires high temperature.

Since these kinds of defects are not required in

large concentrations in order for chains to form with the SED-REBO potential, the
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sublimation temperature will be less than REBO. This is because the chains are what
ultimately cause the sheet to sublimate and are what makes up the gaseous phase.
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7 Results on Liquid and Gaseous Carbon
7.1 Computational Details: Condensation
To recover the liquid phase following the melting of graphene that was reported
by Zakharchenko [16], and, more importantly, to indentify whether or not the nonequilibrium material following the phase transformation of graphene is a liquid or
a gas, the carbon vapor is compressed into liquid carbon.

The equilibrium carbon

vapor is easily identied as it contains many small non-interacting carbon chains and
has been previously studied [60], however the material that forms immediatly after
the phase transformation of graphene is more dense than pure carbon vapor and so
it may not be a gas as one would anticipate.
The pure carbon vapor is obtained from the sublimated graphene material, so it
contains an identical number of atoms as in the graphene simulations. The equilibrium
carbon vapor is relaxed dynamically for over a ns to achieve equilibrium in the NPT
ensemble (constant pressure).

To sample the equation of state, the temperature

is xed at 6,000 K and the isotherm is calculated in the pressure range of 0.008-8
GPa. The volume is increased slowly such that the pressure changes by about 0.006
GPa at low pressure (< 0.15 GPa) and 0.15 GPa for higher pressure (> 0.15 GPa)
because the compressability changes dramatically at high pressure. Each simulation
is relaxed dynamically in the NVT ensemble at the specied volume for at least
300 ps.

Simulations of the coexistance between liquid and gaseous phases require

more time to reach equilibrium, so they were relaxed for an additional 300 ps. Each
simulation uses the nal structure from the previous simulation as initial coordinates.
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Figure 7: A histogram of the number of atoms along the transverse direction immediately proceeding the melting of graphene.

The density is non-uniform,

however in the central region where the density varies the least (between -5
3
−3
Å and 10 Å) the density is 0.25 g·cm
(specic volume of 80.16 Å ) with
an average coordination of two. The average coordination at this density
and temperature nearly matches up with the data in Figure 9, and is at a
volume/pressure less/greater than the coexistance point that is found for
the liquid and the gaseous phases.

The pure liquid and gaseous carbon reach equilibrium in about 20 ps.

To obtain

thermal properties an average over the last 100 ps of the simulation is taken. It also
is important to point out that longe range Van der Waals forces are not included in
the potential.

7.2 Sublimation and the Gas Phase of Carbon
As mentioned previously, when the graphene sheet melts it transforms into a nonequilibrium state. A histogram of the number of atoms along the transverse direction
of this non-equilibrium state has a Gaussian shape, indicating a non-uniform density
(Figure 7). Nonetheless, the average density in the central region where the density
varies the least, which contains roughly 65% of all the atoms, is about 0.25 g·cm

−3

3
(specic volume of 80.16 Å /atom) at 5,400 K and with an average coordination
of two. An average coordination of two at this specic volume and temperature (a
temperature dierence of 600 K is assumed to have a negligible eect) matches up
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a

Figure 8:

c

b

d

Snapshots taken of liquid/gaseous carbon along the 6,000 K isotherm using the REBO potential relaxed for at least 300 ps at (a) 0.015 GPa and
3
3
852.4 Å /atom, (b) 0.033 GPa and 204.2 Å /atom, (c) 0.045 GPa and 66.4
3
3
Å /atom, (d) 0.12 GPa, and 15.4 Å /atom. Figure (a) is the vapor phase
of carbon composed of many small chains.

Upon compression, the vapor
2
becomes more dense (Figure (b)) and forms a small number of sp bonds
(5.7 %), even though the coexistance point has not been reached yet. Figure (c) shows the coexistance of the liquid and gaseous phases where the
liquid is beginning to nucleate. Figure (d) is the pure liquid phase of carbon
2
composed of many sp bonds. The color scheme is the same as in Figure 3,
except chains are the same color as hexagons (dark blue) in these gures.

a

b

Figure 9:

Pressure, volume, and average coordination calculated along the 6,000
K isotherm for liquid/gaseous carbon.

Two ideal gas curves are shown

that have a reduced density as described in the text.

The dilute carbon

vapor is well described by the ideal gas curve, but the dense carbon vapor
is not, indicating attractive forces between carbon chain molecules.

The

coexistance point between liquid and gaseous phases is about 0.0365 GPa
3
and 160 Å /atom, which is found using the Maxwell Construction.
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Figure 10:

Mean square displacement (MSD) calculated using the REBO potential
for various densities of liquid and gaseous carbon at 6,000 K. The slope of
the line is proportional to the diusion constant. The dense carbon vapor
−3
(0.094 g·cm ) has a diusion coecient that is roughly in between that
of the pure liquid and gaseous phases.

with the data in Figure 9, and is at a volume less than the coexistance point is found
to occur.

This phase slowly expands, and after about 400 ps the pure equilibrium

carbon vapor is formed. The equilibrium carbon vapor consists of many small carbon
chains, Cn where n ranges from 1 to 31 (the average chain length is about 7) (Figure
8(a)) . This representation of gaseous carbon is similar to what has been previously
studied [60].
The equation of state for the pure carbon vapor is well-described by a modied ideal
gas law (at low pressure) which uses a reduced density of carbon chain molecules (as
opposed to singe carbon atoms) (Figure 9).

The total number of chains is calcu-

lated using the program polypy which uses Franzblau statistics to calculate the total
number of chains [72]. However, the program considers a chain to be at least 3 connected two-fold coordinated atoms so it does not count the amount of Cn , where n<5.
Nonetheless, it is calculated that 77.1% of atoms are apart of Cn , with n≥5, at 6,000
K and 0.008 GPa using the REBO potential. Only a small fraction of atoms, 1.5%
(at low pressure), are apart of loops which are carbon chains with the two end atoms
bonded to one another. For simplicity, it is assumed that the rest of the atoms are
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evenly distributed between C2 ,C3 , and C4 for the reference ideal gas curves.
The dilute ideal gas curve in Figure 9 is based on the carbon chain density given

3
by the dilute carbon vapor with specic volume 852.4 Å /atom, and the dense ideal
gas curve is based on the carbon chain density given by the dense carbon vapor with

3
specic volume 61.8 Å /atom. These ideal gas curves represent the kinetic portion
of the given pressure. The agreement at high specic volume (pressures below about
0.025 GPa) indicate almost no interactions between carbon chain molecules, and the
disagreement at higher pressure indicates attractive forces between the molecules.
These attractive forces cause a densication of the carbon vapor (with a structure
similar to that shown in Figure 8(b)) and give it liquid-like properties. For example,

3
2
at 204.2 Å /atom (0.033 GPa), there is about 6 % sp bonds despite being mostly
chain-like (the liquid typically contains sp

2

bonds [66, 19]).

2
The presence of sp

bonds indicates a slight non-chain bonding character that diers from the typical
representation of carbon vapor [60]. In addition, the self diusion coecient of the
dense gas is in between the values found for the gas and the liquid (Figure 10). The
self diusion coecient is calculated using the mean square displacement, which is
shown in Figure 10. The diusion coecient is found to be; 12.79 X 10
7.45 X 10

−4

−4

2 −1
cm s ,

2 −1
−4
2 −1
−4
2 −1
cm s , 4.32 X 10
cm s , and 1.52 X 10
cm s
for specic volumes

3
3
3
3
852.4 Å /atom, 204.2 Å /atom, 61.8 Å /atom, and 14.7 Å /atom respectively.

7.3 Coexistance of the Liquid and Gaseous Phases
7.3.1 Description of the Coexistance Using the REBO Potential
The coexistance point between the liquid and gaseous phases can be found by where
the Gibbs free energy for both phases are equal, or equivalently by when the change
in the Gibbs free energy is zero. The Gibbs free energy can be calculated with the
integral of the volume respect to pressure.

This leads to the well-known Maxwell

equal-area Construction for nding the phase coexistance point described in most
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statistical mechanics textbooks [73]. The coexistance point is found by integrating
the volume with respect to the pressure around the coexistance point, such that the
integral is equal to zero.

The Maxwell Construction is performed using the data

shown in Figure 9, and the integral is calculated numerically. At a pressure of 0.0350
GPa and 0.0375 GPa the change in Gibbs free energy is a positive and negative value
respectively, implying that the coexistance point is in between these two pressures.

−4
At 0.0365 GPa the change in the Gibbs free energy is equal to 1.45 X 10
eV/atom,
3
a relatively small value. Hence, 0.0365 GPa (160 Å /atom) is the pressure that we
nd for the coexistance point between gaseous and liquid phases using the REBO
potential.
The non-equilibrium phase immediatly proceeding the phase transformation of

3
graphene previously discussed had a density of 80.16 Å /atom.

This means that

this material is a coexistance of liquid and gaseous phases. A snapshot of the coex-

3
istance of the two phases is shown in Figure 8(c) at 66.4 Å /atom. This snapshot
has an average coordination of 2.07 which means that this material is still made up
of mostly chains. This means that this material is still mostly gaseous, whereas at
higher pressure the average coordination jumps (Figure 9(b)) as many sp
formed.

2

bonds are

This means that the material immediatly following the phase transforma-

tion of graphene is a coexistance of liquid and gas, but is mostly gas, hence the
identication of the phase tranformation as sublimation.

7.3.2 Description of the Coexistance Using the SED-REBO Potential
The energy barrier as two carbon chains (C9 ) are brought closer together until the
formation of two sp

2

bonds for both potentials is shown in Figure 11 (Van der Waals

attraction is not included in both REBO and the SED-REBO potential). The barrier
is calculated by holding the two central carbon atoms xed followed by a conjugate
gradient energy minimization. The distance between the two central atoms changes
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2
Figure 11: The energy barrier for a one atom sp-to-sp transformation for the REBO
potential and the SED-REBO potential.

The Van der Waals attractive

force is not included in either potential. The energy barrier is much greater
for the SED-REBO potential reaching a maximum of about 3 eV, while
the barrier for the REBO potential reaches a maximum of only 0.7 eV.
Snapshots are shown of the initial state consisting of two non-interacting
2
carbon chains and the state with the lowest energy with an sp bond at a
separation of 1.45 Å. The relative potential energy (y-axis) is the dierence
in potential energy between each point and the initial non-interacting chain
energy for that particular potential.

Figure 12: Snapshot taken using the the SED-REBO potential of the gaseous phase
3
relaxed in the NVT ensemble at 6,000 K and 2 GPa (23.5 Å /atom).
This phase contains almost exclusively carbon chains, but is at a higher
pressure than the REBO potential with the same average coordination
(Figure 8(b)). This phase also has more chains (75 % of atoms) than it's
REBO counterpart (63.6 % of atoms). The color scheme is the same as in
Figure 8.
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at each point by 0.01 Å. Both carbon chains are initially linear and at ninety degrees

2
to one another as shown in the inset (on the right) in Figure 11. When the sp bond
o
forms, the chains bend so that the bonds are roughly at 120 to one another, as
would be expected (the inset on the left). The energy barrier for this transformation
is much greater for the SED-REBO potential than for the REBO potential by about
2.3 eV. Overcoming this barrier causes the amount of sp

2

bonds in the gaseous phase

described by the SED-REBO potential to be very small (Figure 9(b)). The barrier
also completely prevents the condensation from occuring, as can be seen in Figure
9. Instead, a gas phase of repulsize carbon chains forms (Figure 12). This image is

3
at a specic volume of 23.5 Å /atom, but is similar in appearence and has the same
3
average coordination as REBO does at 204.2 Å /atom.
It is likely that the SED-REBO potential does not give a good description of the
liquid phase of carbon because of the large barrier that exists between carbon chains.

2
It is also possible that the sp-to-sp transformation portrayed in Figure 11 is not the
actual reaction pathway for sp

2

bonds to form that occurs in DF-MD and experiment

[65, 66]. Nonetheless, there is useful information that can be extracted from this data.
The size of the barrier is relatively small for such high temperatures (about 3 eV for
SED-REBO and 0.7 eV for REBO), but this barrier is still enough to prevent the
condensation of the gas in SED-REBO. This must be due to the interaction between
many chains as the material becomes increasingly more dense.

This would cause

the repulsive forces between the chains to accumulate, which is what prevents the
condensation. Hence, it is clear that the interaction between chains, such as what is
portrayed in Figure 11, plays a critical role in accurately describing the liquid phase
of carbon.
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7.3.3 Comparison with Previous Results on Liquid Carbon
Good agreement with previous simulations done on liquid carbon is obtained with
the REBO potential but not with the SED-REBO potential. The general transition
from being primarily sp bonded to being primarily sp

2

bonded has been reported

previously [37, 66, 21]. Wu et. al. obtained an average coordination of 2.60 at 1.27
g·cm

−3

(at 6,000 K) using rst principles DF-MD [66], while an average coordination

of 2.52 at a density of 1.30 g·cm
using the REBO potential.

−3

(at 6,000 K and a pressure of 0.12 GPa) is found

In contrast, SED-REBO has an average coordination

of 2.13 at a density of 1.36 g·cm

−3

indicating poor agreement. Another interesting

comparison can be made to an experiment done aimed at obtaining liquid carbon
by Johnson et.

al.

in which a femtosecond laser pump is used and time resolved

x-ray absorption spectroscopy is performed. Roughly an identical amount of 1 and 2
coordinated atoms is measured in their untamped run as the carbon vapor simulated
in this master thesis, which consists of about 70 % 2-fold coordinated atoms and 30
% 1-fold coordinated atoms [65].

40

8 Conclusion
In summary, the sublimation mechanisms of graphene using the widely known
REBO potential and the newly developed SED-REBO potential have been described
and the coexistance point has been found. Atomistic simulations show that graphene
sublimates by rst forming DV's and SW defects which results in the formation of
clusters of pentagons and heptagons. These clusters evolve into carbon chains that
eventually form a non-equilibrium dense gas phase of carbon. This dense gas phase
will continue to expand at low pressure on the order of hundreds of picoseconds
until equilibrium is reached. The sublimation process described by the SED-REBO
potential, begins with the creation of small carbon chains and large rings in the
graphene sheet. These large rings weaken the graphene sheet and allow the formation
of carbon chains. Our simulations show that the melting temperature is much higher
in 2-dimensional simulations simply due to the higher SW formation energy. Also,
it was found that the molten state in two dimensions also consists of mostly carbon
chains.
We have shown that carbon vapor, initially composed of non-interacting carbon
chains, forms a dense gas of attactive carbon chains at about 0.03 GPa and 6,000 K.

2
This dense gas phase is found to have a small sp fraction of atoms indicative of a
slight non-chain bonding character. The coexistence point is found to occur at about

3
0.0365 GPa (160 Å /atom). It was found that the material that forms immediatly
proceeding the phase transformation of graphene is a coexistance of liquid and gaseous
phases, however is composed of mostly carbon chains indicating that it is mostlly gas.
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