We consider semimartingales with jumps that have finite Lévy measures. This paper is devoted to the estimation of integral-type functionals of the Lévy measures, which are sometimes functions on a compact space, and our main interest is the inference from discrete observations. However we first consider the case where continuous observations are obtained. It would give us an important insight to the discretely observed case, that is, estimators of our target functions by discrete observations are constructed as a natural discretization of ones by continuous observations. We show the L 2 -consistency, the uniform consistency on compacts and the asymptotic normality with the minimal asymptotic variance of our estimators.
Introduction
On a filtered probability space (Ω, F , (F t ) t≥0 , P ), we consider a d-dimensional semimartingale X which follows the following stochastic differential equation with jumps:
where x 0 is a random variable, y t is a continuous semimartingale, η is an R d -valued measurable function defined on R d × R d .μ is a martingale measure of the formμ(ω; dt, dζ) := µ(ω; dt, dζ) − ν(dζ)dt, where µ is a Poisson random measure such that E [µ(·; dt, dζ)] = ν(dζ)dt with ν({0}) = 0, that is, the deterministic measure ν(dζ)dt is the compensator of the random measure µ. We note that, for t > s > 0, a point process p t (A) = µ((s, t] × A) for each A ∈ B(R d \ {0}) is independent of F s ; see Jacod and Shiryayev [6] , Definition II.1.20. Moreover we assume that Ê d η(x, z) ν(dz) < ∞ for each x ∈ R d . Then the stochastic differential equation (1.1) can be written as follows:
where dY = dy t − Ê d η(X t− , ζ) ν (dt, dζ) . Then the process Y also has a continuous path unless the point process p t (R d \ {0}) jumps, and the last term in (1.2) corresponds to the jump component. We consider such types of stochastic differential equations throughout this paper.
Such a model is recently very important in many applications such as finance, insurance, physics, biological sciences, and so on. For example, if we suppose that dY t = a(ω, t) dt + b(ω, t) dw t for a Brownian motion w then X is a jump-diffusion, which is recently popular in financial modelings, and also in population theory, and so on. If Y t has a piecewise deterministic path then X is a piecewise deterministic Markov process (PDMP), which is proposed by Davis [3] , and is important in insurance mathematics, moreover if Y ≡ 0 then X is a marked point process, and so on. Therefore the statistical inference for such jump-type models is important with a practical demand.
Let k be an integer and Ξ be a compact subspace of R k . For each fixed ξ ∈ Ξ, let M ξ : R d → R be a measurable function which is integrable with respect to the Lévy measure ν. In applications, it is often important to estimate functionals of ν of the form
For example, if M ξ ≡ 1 and ν is a finite measure, say λ :
is the moments of the jump-distribution. Moreover the case where M ξ (z) = e ξz is important in the estimates of ruin probabilities in insurance mathematics, and so on. Our aim of this paper is to estimate such a functional (1.3).
In practice, the inference from discrete observations are much important since the practical data are always obtained at discrete time points.
Suppose that we observe the process X given in (1.2) at time points t n i (i = 0, 1, . . . , n), and we set h n := max 1≤i≤n |t n i − t n i−1 | and T n := t n n . When we consider such a discrete observations, we always suppose the following sampling scheme in this paper: as n → ∞,
Our goal is to construct a consistent and asymptotically normal estimator of the functional θ(ξ) from discrete observations with the above asymptotics. Our plan of this paper is as follows. We give further notation and assumptions in Section 2. Section 3 is devoted to the study of the continuously observed case. Although our major interest is the discretely observed case, the discussion there would give us an important insight to construct an estimator by discrete observations. In Section 4, we introduce a technique to detect a jump in each observational interval (t
. . , n), which enables us to discretize the estimator constructed by the continuous observation. The jump-judging procedure described in that section is an extension of the one in Mancini [9] , or in Shimizu and Yoshida [20] . Our main results are presented in Section 5.
General notation and assumptions
Let us introduce the general notation used in the rest of the paper and the assumptions which are assumed throughout this paper.
→
p means the convergence in probability under the measure P , and → d means the weak convergence.
N(0, σ
2 ) means a Gaussian random variable with mean 0 and the variance σ 2 .
For a multiindex
which is a tensor type differential operator.
For a tensor A, |A|
2 is the sum of squares of the components of A.
6. The symbol A B means that there exists a constant c > 0 such that A ≤ cB.
7.
For a measure π, we denote by π(M) an integral of a measurable function M by the measure π: e.g.
8. For a stochastic process X, ∆X t := X t − X t− for each t ≥ 0, where
.. ,n denotes discrete observations of X, and we set h n := max 1≤i≤n |t
10. The symbol E stands for the expectation by the probability measure P . We denote by
Throughout this paper, we assume the following conditions (BA) and (LD) in each of the statements below without specially mentioning. One might think that our setting in which the coefficient η(x, ζ) is known is strange. However, in insurance risk theory, the model with η(ζ) ≡ ζ is usual, and we sometimes set in other applications a particular η(x, ζ) without assuming any parametric family of jump-distributions. Therefore our setting actually covers some real examples. Of course, the case where η is unknown is of major interest in this topic, and there are a few works under some parametric settings on η and f . However, on nonparametric or semiparametric settings, further studies are need in the future.
Assumption (LD):
Actually, since f is bounded on the compact set {ζ; |ζ| ≤ ε} by the continuity of f , the integral |ζ|≤ε f (ζ) dζ is finite for any ε > 0, and moreover |ζ|>ε f (ζ) dζ < ∞ by a property of Lévy measures. Therefore the marked point process
) is a compound Poisson process with the intensity λ :
Continuously observed case
In this section, we consider the case where the complete path of X in (1.2) is obtained, that is, we can observe all the values X T = {X t } 0≤t≤T , therefore we can also observe all the jumps {∆X t } 0≤t≤T with their exact time.
Let M ξ ; R d → R be a measurable function with a parameter ξ ∈ Ξ which is a compact subset of R k . Our aim is to estimate the following functional:
which is sometimes just a parameter of X, and sometimes a function on Ξ. For this purpose, we make use of the kernel type estimator of f which was proposed by Shimizu [19] as follows: for a sequence δ T ↓ 0 as T → ∞,
where
Then a natural estimator of ϑ(ξ) in (3.1) is the following:
Actually, this estimator can be L 2 -consistent and asymptotically normal with the best attainable rate of convergence with the minimal variance in a sense; asymptotically efficient, under some regularities. Let us investigate some properties of this ϑ T (ξ) in this section.
Before the discussion, we introduce the useful expression of f T . Under (BA2), we can identify the underlying jumps
we can regard that the random measure µ is generated by a compound Poisson process Z whose jumps are ∆Z t :
Such a µ is called a random measure associated to a process Z. On such a view point, the estimator (3.2) can be written as follows:
where τ i is the time of the ith jump,
Notice that N T is a Poisson process with the intensity λ, and ∆Z τ i has the probability density λ −1 f (z). We often use such an expression below. Let us introduce one more notation: for the true Lévy density f ∈ C m (R d ) and the kernel K as above, we denote by π p a measure such that
The following theorem gives the L 2 -error of the estimator ϑ T (ξ).
Theorem 3.1 The following inequality is valid for the estimator ϑ T (ξ)
give in (3.5) .
Proof
We notice the following routine decomposition:
To estimate the term V T (ξ), we first notice that
dζdt is the martingale measure, we have
We applied Jensen's inequality to the last inequality. Hence we have the following upper bound:
Next, we proceed the estimates of the bias term |b T [M ξ ]|. Note the equality (3.8). Applying Taylor's formula and the kernel conditions (3.3), we have, for j = (j 1 , . . . , j d ),
This ends the proof. 2 
which is a moment-type estimator of ϑ(ξ). Discussion by Nishiyama [14] can show the asymptotic efficiency of such types of estimators. However the above argument can not be inherited directly to the discretely observed case discussed later.
The following theorem shows the uniform convergence in ξ ∈ Ξ, that is, ϑ T (ξ) is also an estimator as a function on compacts.
Theorem 3.2 Assume that
π m (|M ξ |) + π 0 (M 2 ξ ) < ∞, and that the function ξ → M ξ is differentiable with π 0 sup ξ∈Ξ |∂ j ξ M ξ | < ∞ (j = 0, 1). Then sup ξ∈Ξ |ϑ T (ξ) − ϑ(ξ)| → p 0 as T → ∞.
Proof
Notice that, for each T > 0, ϑ T (ξ) is continuous in ξ under the assumption that π 0 sup ξ∈Ξ |M ξ | < ∞. Therefore we regard ϑ T (ξ) as a random element valued on (C(Ξ), · ∞ )-space, where · ∞ is the supremum norm on Ξ. Since we already showed that the finite dimensional distribution of ϑ T (ξ) converges weakly to the one of ϑ(ξ) by Corollary 3.1, only we should show is the tightness of {ϑ T (ξ)} T ≥0 . In this situation there is a simple tightness criterion:
Let us use the another expression of ϑ T (ξ) given in (3.6). Then
Since the last term is independent of T , this implies (3.11) and ends the proof. 2
Theorem 3.3 Assume that π m (|M
where 
(ii) lim
(iii) lim
On (i), notice that the measure |K(u)| du is finite. Then it follows by Jensen's inequality that
On (ii), it follows for large enough T > 0 that
which is ν-integrable since
Therefore Lebesgue convergence theorem and Bochner's lemma yield that
Finally we shall show the condition (iii). It follows from Jensen's inequality that
This completes the proof. 
Jump judgment from discrete observations
When only the discrete data are obtained, we can not observe the exact jump's time τ i 's and underlying jumps ∆Z τ i . In such a situation, Mancini [9] , Shimizu and Yoshida [20] used some jump-judging filter of the form
to discriminate between the real jumps and the large Brownian shocks in an interval (t Although we consider more general jump-type processes than theirs, we can make use of the same type of the filter under some regularities on Y .
Hereafter we further assume the following conditions on Y and η.
A 1 The process {Y t } t≥0 is a semimartingale of the form
where M is a continuous local martingale independent of the random measure µ, C is a continuous adapted process.
A 2 For any t > s >
0, |C t − C s | t s (1 + |X u |) du a.s.
A 3 There exists a function
For example, if Y is a Markovian diffusion process while no jump occurs such as dY t = a(X t ) dt + b(X t ) dw t then Conditions A1 and A2 are fulfilled, and in such a case, Mancini [9] proposed the jump-judging threshold such as r n = C h n log h −1 n for a constant C > 0 when the coefficient a and b are bounded. In more general setting where a and b are Lipschitz functions, Shimizu and Yoshida [20] proposed r n = Ch ρ n for constants C > 0 and ρ ∈ [0, 1/2).
Their thresholds satisfy conditions that r n → 0 and
n → 0 as n → ∞, which are natural and necessary conditions in the case where the continuous part of X is driven by a Brownian motion. If r n does not converge to zero then one can not detect small jumps even when n → ∞. Moreover if r n converges to zero faster than the order of √ h n then the filter H n i (r n ) would possibly misjudge the Brownian noise as a small jump since the variation of the Brownian motion is of order h n log h −1 n , or the expected variation of the diffusion Y is of order √ h n . Actually the threshold by Mancini [9] is based on the fact that lim sup
and the one by Shimizu and Yoshida [20] is based on the fact that
under the following moment condition:
We would like to extend such an idea to our general case. For that purpose, we suppose the following either A6 or A7. Condition A6 includes the case of Mancini [9] and Condition A7 includes the case of Shimizu and Yoshida [20] . 
A 7 For any t, s > 0 and m >
Now, we shall investigate properties of the filter H n i (r n ) given in (4.1).
In the sequel, we use the following notation. 
The following two propositions are the direct result from Proposition 4.1 or 4.2. These results justify the jump judgment by the filter {H n i (r n )} 1≤i≤n . The proof is similar to the one of Lemma 2.2 in Shimizu and Yoshida [20] , so we omit the details of the proofs. 
Suppose Condition A1-A6. Then the following inequalities are hold for a constant L > 0: (4.9) and (4.10) .
In this paper, we do not still determine the order of r n here, but we shall give the necessary rate when we describe results on consistency, or on asymptotic normality.
Functional estimation from sampled data
As a discretization of ϑ T (ξ) given in (3.6), we consider the following estimator from sampled data:
is an indicator function of a set B ∈ F , and ϕ n (x) is a function satisfying the following conditions: (i) |ϕ n (x)| ≤ γ n a.e. for a real-valued sequence γ n .
(ii) ϕ n (x) → x a.e. as n → ∞.
For example, ϕ n (x) = xφ n (x), where φ n (x) is a smooth function and φ n (x) = 1 around the origin, φ n (x) = 0 if |x| > γ n , and |φ n (x)| ≤ 1 a.e., is one of them.
We denote by Γ n the truncation error of ϑ(ξ), that is,
This tends to zero as n → ∞ if ϑ(ξ) < ∞ for each ξ ∈ Ξ. Let us investigate the asymptotic properties of ϑ n (ξ). We consider again the routine decomposition of L 2 -distance between ϑ n (ξ) and the true ϑ(ξ) as follows. 
