Abstract. This paper is concerned with the exponential stability of traveling fronts in monostable reaction-advection-diffusion equations with nonlocal delay. The existence and comparison theorem of solutions of the corresponding Cauchy problem in a weighted Sobolev space are first established for the systems on R by appealing to the theory of semigroup and abstract functional differential equations. The exponential stability of traveling fronts is then proved by the comparison principle and the (technical) weighted energy method. Comparing with the previous results, our results recovers and/or improves a number of existing ones. Finally, we apply our results to some biological and epidemic models and obtain some new results.
1. Introduction. Traveling wave solutions in reaction(-advection)-diffusion equations with local and nonlocal delays have been extensively and intensively studied due to their important role in describing the long time behavior of solutions to the associated initial value problems, see [3, 7, [19] [20] [21] [22] [23] [24] 28] and the cited references therein. Such solutions also have their own practical background, such as, propagation of patterns, and domain invasion of species in population biology.
Among the basic questions in the theory of traveling waves, the global asymptotic stability of traveling wave solutions is an important and difficult object. For reaction(-advection)-diffusion equations with bistable nonlinearity, there are many nice results, see e.g., Chen [4] for nonlocal evolution equations, Schaaf [17] and Smith and Zhao [18] for delayed reaction-diffusion equations and the recent work 
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Wang et al. [21] for nonlocal delayed reaction-advection-diffusion equations. We remark that Wang et al. [21] established the exponential stability of traveling fronts for a large class of bistable reaction-advection-diffusion equations with nonlocal delay using the sub-and supersolutions method and squeezing technique similar to [4, 18] .
However, results for the reaction(-advection)-diffusion equation with monostable nonlinearity are limited and incomplete although many researchers have worked on the problem, see e.g., [6, 10, 13, 14, 16, 19, 22, [25] [26] [27] . There are three main methods which have been used in these works. The first one is the (technical) weighted energy method, see e.g., Mei et al. [13] for the diffusive Nicholson's blowflies equation with local delay and Wu et al. [25] for a class of nonlocal reaction-diffusion equations with delay. In the method, the key step is to establish a priori estimate. Unfortunately, the weighted energy method can only be used to prove the stability of traveling fronts for small initial perturbations. The second one is the method of sub-and supersolutions and squeezing technique, see Wang et al. [22] and Ma and Zou [12] for a class of discrete reaction-diffusion monostable equation with delay. Although the method is efficient for solving the wave stability, there are some unavoidable shortcomings. In particular, it seems difficult, if not impossible, to use the method of sub-and supersolutions and squeezing technique to prove the exponential stability of traveling waves. The third one is the combination of the comparison principle and the weighted energy method developed by Lin and Mei [10] for the diffusive Nicholson's blowflies equation with delay, see also Li et al. [6] for an agestructured reaction-diffusion model with delay. As point in [10] , the method can also be applied to the generalized Nicholson's model with delay, and it can overcome these shortcomings in the two previous methods for some local reaction-diffusion equations with discrete delay studied in [6, 10] . However, to the best of our knowledge, this method has not been used for reaction-diffusion equations with nonlocal delay or distributed delay, and it is not clear if this method can also be used to prove similar results for these equations.
It is natural to ask if the above results of Mei et al. [13] , Mei and So [14] and Lin and Mei [10] can be extended to general monostable reaction-advection-diffusion equations with distributed delay and nonlocal delay. A prototype of such equations takes the form
where D > 0, B ∈ R, and the convolution is defined by
The purpose of this paper is to establish the exponential stability of traveling fronts of (1) under the monostable case. We make the following assumptions: (G 2 ): For any x ∈ R, t ∈ [0, τ ], g(x, t) =g(x + Bt, t), whereg satisfiesg(x, t) = g(−x, t).
We would like to point out that the assumptions (C 0 )-(C 1 ) and (G 1 )-(G 2 ) are standard and the assumption (C 2 ) is not a more restrictive condition. Indeed, the assumption (C 2 ) is a convex condition and in general, monostable nonlinearities satisfy it, see Sect. 5 for applications. From (C 0 ), it is easy to see that (1) has two equilibria E − := 0 and E + := K. Furthermore, condition (C 1 ) together with
We are interested in traveling wave solutions that connect the equilibria 0 and K. Throughout this paper, a traveling wave solution of (1) always refers to a pair (φ, c), where φ = φ(ξ), ξ = x + ct is a function on R and c > B is a constant, such that u(x, t) := φ(x + ct) is a solution of (1) and
We call c the wave speed. Moveover, we say φ is a traveling (wave) front if φ(·) : R → R is strictly monotone.
Under the above monostable assumptions, for the Cauchy problem to (1) with the initial data
we shall show that the global solution u(x, t) of (1) and (2) converges exponentially to a traveling wave front φ(x + ct) (in time), when the initial perturbation around the wave front, i.e., u 0 (x, s) − φ(x + cs) decays to zero exponentially in space as x → −∞ (Theorem 1). In contrast to the results in [13, 14, 22, 25] , our result need not restrict the initial perturbation be sufficiently small in a weighted norm and the stability obtained here is exponential. It should be mentioned that our methods and arguments are highly motivated by the earlier works in [5, 10, 13] . However, this generalization is nontrivial and needs some new techniques. First, we need to establish the existence and comparison theorem of solutions for the Cauchy problem (1)-(2) in a weighted Sobolev space. Second, we introduce an ideal weighted function, to prove our results. The construction is essential, it makes that the rate of decay of the initial perturbation dependents on the minimal wave speed c * but not on the wave speed c (Remark 1). Thus, the sufficient condition for the initial data is weaker than that in [10, 13, 14] .
The rest of this paper is organized as follows. In Section 2, we first introduce the traveling fronts and a weighted function, then present our main result on the exponential stability of traveling fronts, and we also discuss the relations between our results and the known ones in [5, 6, 10, 13, 14, 22, 25] . In Section 3, we establish the existence and comparison theorem of solutions for the corresponding initial value problem of (1) in a weighted Sobolev space. In Section 4, after establishing some key energy estimates, we prove the exponential stability by using the comparison result established in Section 3 and the weighted energy method of [5, 13, 14, 25] . In Section 5, we apply our results to some biological and epidemic models with nonlocal delay and obtain some new results.
2. Main results. Throughout this paper, C > 0 denotes a generic constant, while C i , C i > 0(i = 0, 1, 2, · · · ) represent specific constants. Let I be an interval, typically I = R. L 2 (I) is the space of the square integrable functions on I, and H k (I)(k ≥ 0) is the Sobolev space of the L 2 -functions f (x) defined on the interval I whose
represents the weighted L 2 -space with the weight w(x) > 0 and its norm is defined by
is the weighted Sobolev space with the norm Substituting u(x, t) = φ(x + ct), ξ = x + ct into (1), we obtain the corresponding wave equation The existence of traveling fronts can be shown using the sub-and supersolution method recently developed by Wang et al. [20] for reaction-diffusion systems with nonlocal delay (see also Wang et al. [22] ). We omit it here. For the sake of simplicity, we denote L 0 = max u∈[0,K] S (u), and
Then, for any given traveling wave front φ(ξ) of (1) with speed c > c * + B, there exists ξ * ∈ R such that, for ξ ≥ ξ * ,
Based on this observations, the conclusion can be easily verified. This completes the proof.
Now, we define a weight function w(ξ) as
where β = c * D . Next, we state our main result in this paper.
and
If the initial data satisfies 0
, and for some positive number µ, sup
Remark 1. From Theorem 1, one can see that the traveling wave front of (1) is exponentially stable in time, if the initial perturbation around the wave front is decays exponentially as
Note that β = c * D , the rate of decay of the initial perturbation depends on the minimal wave speed c * but not on the wave speed c.
Remark 2. (i)
Recently, Wang et al. [22] established the stability of traveling fronts under some assumptions similar to our conditions. More precisely, by using the sub-supersolutions method and squeezing technique, they showed that the solution u(x, t) of (1) and (2) satisfies
for some ξ 0 ∈ R. In contrast, our result guarantees that the stability of traveling fronts is exponential. In particular, in Theorem 1, the solution u(x, t) converges to φ(x + ct) and not to some shifted wave φ(x + ct + ξ 0 ) with a shift ξ 0 .
(ii) In Wu et al. [25] , the authors studied (1) for the case B = 0, g(x, t) = p(u)δ(t− τ ), and f (u, v) = −h(u) + l(v). By using the weighted energy method, they showed that the solution u(x, t) of the equation under consideration converges exponentially to a traveling wave front φ(x + ct) (in time), when the initial perturbation around the wave, that is, u 0 (x, s) − φ(x + cs)(s ∈ [−τ, 0]) is sufficiently small in a weighted norm. Although we usually need to restrict the initial perturbation around the wave fronts to be sufficiently small for the wave stability proof, however the wave stability for a large initial perturbation is much more significant and important both in mathematical and physical points of view. This is the so-called large initial perturbation problem. Obviously, such a restriction is not necessary in our stability result.
Thus, Theorem 1 essentially improve the previous stability results obtained in [5, 6, 10, 13, 14, 22, 25] .
3. Existence and comparison of solutions. In this section, we establish the existence and comparison theorems of solutions for the initial value problems (1)-
Let V (z, t) = u(x, t) − φ(x + ct), z = x + ct. Then the Cauchy problem (9) can be rewritten as
where the nonlinear term G(V )(z, t) given by
Thus, it suffices to prove the existence and comparison theorems of solutions for the Cauchy problem (10) under the condition
It is easy to see that X + is a closed cone of X and X is a Banach lattice under the partial ordering induced by X + . Now, we consider the initial value problem
Using Fourier transform methods, the solution v(z, t) of (11) can be written as
, then we can write the solution of (11) as a convolution:
It is easy to verify that G t * ψ ∈ X. Actually, by the Young inequality and the fact that R G t (y)dy = 1 and w(·) is non-increasing, we have
Similarly, we have
Thus,
, and it follows that G t * ψ ∈ X for ψ ∈ X. Define bounded linear operators T (t) : X → X(t ≥ 0) by
Lemma 2. T (t) is a strongly continuous semigroup on X and
Proof. Use the properties of the Fourier transform, it is easy to prove the semigroup property of T (t), that is, T (t + s) = T (t)T (s) for every t, s ≥ 0. We only need to verify that
, then R K t (y)dy = 1. Note that R G t (y)dy = 1 and by the Young inequality again, we have
Thus, by the dominated convergence theorem, we have T (t)ψ − ψ H 1 w → 0 as t → 0+. This completes the proof. 
Then F (ψ) ∈ X and F : [−φ, K − φ] C → X is globally Lipschitz continuous by the assumptions (C 0 ) and (C 1 ).
for all 0 ≤ s < t < b. If v is both a supersolution and a subsolution on [0, b), then it is said to be a mild solution of (10).
The supersolution (subsolution) of (9) can be defined similarly. By the property of the semigroup T (t), standard upper and lower solutions technique and the theory of abstract functional differential equations [11, Corollary 5] , it is easy to show that the following result holds.
, and u 0 (x, s) − φ(x+cs) ∈ C [−τ, 0], H 1 w (R) . Then system (9) has a unique mild solution u(x, t; u 0 ) on [0, ∞) with 0 ≤ u(x, t; u 0 ) ≤ K for (x, t) ∈ R × [0, ∞), and u(x, t; u 0 ) − φ(x + ct) ∈ C [0, +∞), H 1 w (R) . Furthermore, for any pair of supersolution u + (x, t) and subsolution u − (x, t) of (9) 
4.
Proof of the main result. This section is devoted to the proof of the stability result, i.e., Theorem 1. Our proof relies on the weighted energy method [13, 14] and the comparison principle established in Section 3. In what follows, we always assume that the conditions of Theorem 1 hold. Suppose that the initial data u 0 (x, s) satisfies 0
. Denote u ± (x, t) as the solutions of Eq. (1) with respect to the initial data u ± 0 (x, s), i.e.,
As in [6, 10] , we also need the following three steps to prove the stability of the traveling fronts.
Step 1: The convergence of u + (x, t) to φ(x + ct).
From (15), it is easy to see that V (ξ, t) satisfies
where the nonlinear term G(V )(ξ, t) is given by
In order to prove the convergence of u + (x, t) to φ(x + ct), we need the following two important lemmas.
Lemma 3. G(V )(ξ, t) ≤ 0 for all (ξ, t) ∈ R × (0, +∞).
Proof. By Theorem 2, we obtain, for (x, s) ∈ R × [0, +∞),
It follows that V (ξ, t) = u + (x, t) − φ(x + ct) ≥ 0 for (ξ, t) ∈ R × (0, +∞).
Since S (u) ≥ 0 and S (u) ≤ 0 for u ∈ [0, K], we have
where
1). Then, by Taylor expansion
where 0
. Therefore, by (18) , (19) and the condition (C 2 ), we obtain G(V )(ξ, t) ≤ 0 for (ξ, t) ∈ R × (0, +∞). This completes the proof.
Take A i (ξ) := ∂ i f (φ(ξ), Φ(ξ)), i = 1, 2, and C 0 (µ) = min{C 1 (µ), C 2 (µ)}, where
For simplicity, we also denote
Lemma 4. (Key Inequality) Let w(ξ) be the weight function given in (6) . Then B µ (ξ) ≥ C 0 (µ) > 0 for all ξ ∈ R, where 0 < µ < µ 0 := min{µ 1 , µ 2 } and µ i > 0 is the unique root to the equation C i (µ) = 0, i = 1, 2.
Proof. We distinguish among two cases: Case (i): ξ < ξ * . In this case w(ξ) = e −β(ξ−ξ * ) . Notice that 0 ≤ g * S(φ)(η) ≤ S(K) for all η ∈ R, τ 0 +∞ −∞ g(y, s)dyds = 1 and A 2 (ξ) := ∂ 2 f (φ(ξ), Φ(ξ)) ≥ 0, we have
Case (ii): ξ ≥ ξ * , then w(ξ) = 1, and by Lemma 1, we have
This completes the proof. Now, we state and prove the convergence of u + (x, t).
Lemma 5. There exists µ 1 > 0 such that
for some constant C 4 > 0.
Proof. Multiplying Eq. (16) by e 2µ1t w(ξ)V (ξ, t) for 0 < µ 1 < µ 0 , we have
For simplicity, we denote V (t) = V (·, t). Substituting (22) into (21) and integrating the resulting inequality over [0, t] × R, we have
By Lemma 3, G(V )(ξ, t) ≤ 0 and the fact that V (ξ, t) ≥ 0 for (ξ, t) ∈ R × (0, +∞), it follows that
Using the Cauchy-Schwarz inequality again and making the change of variables y → y, ξ − y − cr → ξ, s − r → s, we have
Substituting (24) into (23) yields
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where B µ (ξ) is defined by (20) . According to Lemma 4, B µ1 (ξ) ≥ C 0 (µ 1 ) > 0, and by using the fact
which can be proved similar to Lemma 4, then we can reduce (25) as
Furthermore, by differentiating (16) with respect to ξ, multiplying the resultant equation by e 2µ1t w(ξ)V ξ (ξ, t), and then integrating it over [0, t]×R, using the energy estimate (27) , we can show that
Combining (27) and (28), we have
Since w(ξ) ≥ 1, from the definition of the weighted Sobolev space H 1 w , we have
Furthermore, by the standard Sobloev embedding theorem
This completes the proof.
Step 2: The convergence of u − (x, t) to φ(x + ct).
As shown in Lemma 5, we can similarly prove that u − (x, t) converges to φ(x + ct), i.e., Lemma 6. There exists a constant µ 2 > 0 such that
for some constant C 5 > 0.
Step 3: The convergence of u(x, t) to φ(x+ct), i.e., the proof of Theorem 1.
where µ = min{µ 1 , µ 2 }.
Proof. Since the initial data satisfies u
Furthermore, by Lemma 5 and 6, we have
for t ≥ 0. Therefore, by using the Squeeze Theorem, we finally have
5.
Applications. In this section, we shall apply our results obtained in Sections 2-4 to some biological and epidemic models. 
For the case 1 < p/δ ≤ e, it is easy to see that (30) has two equilibria 0 and
where c * is the minimal wave speed. Thus, by Theorem 1, we have the following result.
Theorem 3. Assume that (G 1 ) and (G 2 ) hold for B = 0, 1 < p/δ ≤ e and
Assume further that
, the unique solution u(x, t) of the Cauchy problem (30) and (2) exists globally, and satisfies
where µ is a positive number.
Remark 3. When p/δ ∈ (1, e] is close to e, then (31) holds. In this case, the wave is called the strong wave( see also [14] ).
Remark 4.
Thanks to the referee, we would like to point out the following: In general, it is very difficult to know which argument of the maximum in (8) is bigger because c * depends on all the model parameters and on the kernel g(x, t). But, for some special case, we can solve this problem. Suppose that g(y, s) = δ(y)δ(s), where δ(·) is the delta function, (1) reduces to
Assume that f satisfies (C 0 ), (C 1 ) and (C 2 ) and (7) holds. Then c * satisfies
Repeating the previous method, one can easily show that if
then the conclusion of Theorem 1 holds.
, and hence
Therefore, for all c > c * , the traveling wave front with speed c is exponentially stable.
Then for all c > c * , the conclusion of Theorem 3 holds.
5.2.
A vector disease model. Consider the following vector-disease model with nonlocal delay [15] 
where d is the diffusion constant of infectious host, and u(x, t) is the normalized spatial density of infectious host at time t in x. If b 0 > a 0 , (33) has two equilibria 0 and 
For the bistable case, the existence and exponential stability of traveling fronts of (35) have been eatablished in Wang et al. [21] . However, to the best of knowledge, there is not any result on stability of traveling fronts of Eq. (35) with monostable nonlinearity. In this subsection, we consider the stability of traveling fronts of Eq. 
