Abstract. For a pseudodifferential operator S of order 0 acting on sections of a vector bundle B on a compact manifold M without boundary, we associate a differential form of order dimension of M acting on C ∞ (M ) × C ∞ (M ). This differential form Ω n,S is given in terms of the Wodzicki 1-density wres([S, f ][S, h]). In the particular case of an even dimensional, compact, conformal manifold without boundary, we study this differential form for the case (B, S) = (H, F ), that is, the Fredholm module associated by A. Connes [5] to the manifold M. We give its explicit expression in the flat case and then we address the general case. In [12] the author presented the computations in the six-dimensional case of a whole family of differential forms related to Ω n,S .
Introduction
In [5] , Connes associated to a even-dimensional compact conformal manifold M a canonical Fredholm module (H, F ) and use it to define in the case n = 4, an n-dimensional differential form Ω n (f, h) on M satisfying (1) Wres
for every f 0 , f, h in C ∞ (M ). This differential form is determined by using the general formula for the total symbol of the product of two pseudodifferential operators, it happens to be conformally invariant and uniquely determined by the relation (1) . In the 4-dimensional case, this differential form was found, by explicit computations, to be symmetric and such that the Paneitz operator P relates to it by
Because of its potential relation with the study of conformally invariant differential operators generalizing the Yamabe operator, like the GJMS operators [8] for which the critical operator P 4 = P/2 in dimension n = 4 was recovered from Ω 4 , the study of such a differential form Ω n , is of considerable importance in the case n ≥ 4. In this paper we want to study this differential form in the following sense.
In Section 2.1, we associate to a pseudodifferential operator S of order 0, acting on sections of a vector bundle B of rank r on a compact manifold without boundary M, an n-dimensional differential form Ω n,S acting on C ∞ (M ) × C ∞ (M ). Ω n,S is obtained from the Wodzicki 1-density wres([S, f ][S, h]) by using the formula for the total symbol of the product of two pseudodifferential operators (4) . This differential form, will be uniquely determined by the relation
for every f 0 , f, h ∈ C ∞ (M ). Furthermore M f 0 Ω n,S (f, h) define a Hochschild 2-cocycle on the algebra C ∞ (M ). In Section 2.2 we will reduce ourselves to the particular case (B, S) = (H, F ) of the Fredholm module associated by Connes [5] to an even-dimensional, compact, conformal manifold without boundary. We will prove that this differential form Ω n = Ω n,S is indeed symmetric in f and h on any dimension. In Section 3 we compute the leading symbol of F , σ x M with the operator under the trace sign acting on middle dimension forms we will, in the flat case, express Ω n as the integral of a specific polynomial obtained from the Taylor expansion of the function ξ, η 2 |ξ| −2 |η| −2 around a diagonal point. In Section 5, we write Ω n (f, h) as (Q n (df, dh) + Q R,n (df, dh))d x for a universal bilinear form which coincides with Ω n in the flat case (see [5] for the case n = 4), and then we address the computations for the general case. At the end, we present an appendix on the dependence of the symbol of F on the partial derivatives of the metric.
In [12] the author presented a first glance at the computations of this differential form in the 6-dimensional case. The results on this paper are the rigorous proof of the statements needed for that computations, and any other done in general dimensions, to be true. My special thanks to T. Branson for unlimited support, and to J. C. Várilly for helpful comments on an earlier version.
Setting and Notations
Our general setting comes from [5] where, using the quantized calculus, Connes gives an analogue in dimension 4 of the 2-dimensional Polyakov action operators. F is the pseudodifferential operator of order 0 acting in H, obtained from the orthogonal projection P on the image of d, by the relation F = 2P − 1. From the Hodge decomposition theorem [13] it is easy to see that F preserves the finite dimensional space of harmonic forms H l , and that F restricted to the H ⊖ H l is given by
in terms of a Riemannian metric compatible with the conformal structure of M. Both H and F are independent of the metric in the conformal class [4, Section IV. 4 .γ]. The Riemann curvature tensor will be represented with the letter R, the Ricci tensor will be represented by Rc ij = R k ikj , and the scalar curvature by Sc = Rc i i . If needed, we will "raise" and "lower" indices using the metric without explicit mention, for example, g mi R i jkl = R mjkl . When working with the total symbol of a pseudodifferential operator P, we will denote its leading symbol by σ P L , or σ L (P ) in case P has a long expression, and if the operator P is of order k then its total symbol (in some given local coordinates) will be represented as
It is important to note that the different σ P j for j < k are defined only in local charts and are not diffeomorphism invariant [10] . However, Wodzicki [14] has shown that the term σ P −n enjoys a very special significance. For a pseudodifferential operator P, acting on sections of a vector bundle B over a manifold M, there is a 1-density on M expressed in local coordinates by (3) wres
This Wodzicki residue density is independent of the local representation. Here we are using the same notations as in [7] , where an elementary proof of this matter can be found.
In the case of a Riemannian manifold (M, g) and an orientation d x, the metric g induces a metric g 1 on the cotangent bundle T * M , and metrics g k on the exterior bundles Λ k M in the following way [2] . If X is a vector field and ω X denotes the
Saying that d x is normalized means it has been chosen so that g n (d x, d x) = 1.
Properties of Ω n,S
For a pseudodifferential operator S of order 0 acting on sections of a vector bundle B over a compact manifold without boundary M , we consider P to be the pseudodifferential operator of order −2 given by the product
. P is acting on the same vector bundle as S, where smooth functions on M act as multiplication operators. The total symbol of P , up to order −n, is represented as a sum of r × r matrices of the form
where r is the rank of the vector bundle B. We aim to study
where σ −n (x, ξ) is the component of order −n in the total symbol of P, |ξ| = 1 means the Euclidean norm of the coordinate vector (ξ 1 , · · · , ξ n ) in R n , and d n−1 ξ is the normalized volume on { |ξ| = 1 }. Wres(P ) is independent of the choice of the local coordinates on M , the local basis of B, and defines a trace (see [14] ).
2.1.
Existence and uniqueness of Ω n,S . In general, the total symbol of the product of two pseudodifferential operators P 1 and P 2 is given by
where
Lemma 2.1. Let T be a pseudodifferential operator and for f in C ∞ (M ) let f represent the operator "multiplication by f " then σ(f T ) = f σ(T ) and in particular wres(f T ) = f wres(T ), implying
Proof. By (4) σ(f T ) = σ(f )σ(T ) since σ(f ) does not depend on ξ, indeed σ(f ) = f I with I the identity operator on the sections the operator T is acting on, and the first assertion follows. In particular note that σ −n (f T ) = f σ −n (T ). By (3) we have
and the lemma follows by taking
Proof. Since S and f are of order zero, the commutator [S, f ] is of order minus one. The expansion of the symbol σ([S, f ]) is given by
and the result follows.
Lemma 2.3. With the sum taken over |α
Proof. By (4) we have
Using (6) and because
where we use, in the last equality, the Leibniz rule:
, and α ′ ≤ α meaning α ′ i ≤ α i for every i = 1, . . . , n, the sum taken over |α| + |β| + |δ| + j + k = n, |β| ≥ 1, and |δ| ≥ 1.
which explicitly gives an expression for Ω n,S (f, h).
Because of the previous construction, we have the Ω n,s is uniquely determined by its relation with the Wodzicki residue of the operator f 0 [S, f ][S, h] as stated in the following theorem.
Theorem 2.5. There is a unique, n-differential form Ω n,S such that
) is a Hochschild 2-cocycle over the algebra of smooth functions on a compact manifold, A = C ∞ (M ). Next we want to state such a property. A Hochschild n-cochain ϕ on A is an (n + 1)-linear functional on A. The coboundary operator, denoted by b, is given by:
The cohomology of this complex is the Hochschild cohomology of A. In particular, a Hochschild 0-cocycle ϕ on A is a trace since ϕ ∈ A * = Hom(A, C), and
) is a Hochschild 2-cocycle over the algebra of smooth functions on M.
Proof. Linearity is evident, and from the relation [S,
because of the trace property of Wres.
So far, by taking f 0 = 1, by uniqueness, and by the trace property of Wres, we conclude
To conclude the symmetry of Ω n,S (f, h) on f and h, it is necessary to request more properties on the operator S. As we will see, it is enough to have the property
by Theorem 2.5 to (B, S) is symmetric in f and h.
Proof. We are going to exploit the linearity and the trace property of the Wodzicki's residue [14] . Note that
using the fact S 2 commutes with any element of the algebra C ∞ (M ) and the commutativity of the algebra C ∞ (M ). By the trace property of the Wodzicki's residue, it follows that Wres(f 0 F f F h) = Wres(hf 0 F f F ) and Wres(f 0 F hF f ) = Wres(f f 0 F hF ). Hence, by using once more the commutativity of C ∞ (M ) we conclude
2.2. Ω n,S and the Fredholm module on conformal manifolds. For the rest of this paper we restrict ourselves to an even dimensional, compact, oriented, conformal manifold without boundary M , and (B, S) given by the canonical Fredholm module (H, F ) associated to M by A. Connes [5] . In this particular case, the pseudodifferential operator of order 0 is given by F = (dδ − δd)(dδ + δd)
with H l the finite dimensional space of middle dimension harmonic forms. By definition F is selfadjoint and such that F 2 = 1. We relax the notation by denoting Ω n = Ω n,F in this particular situation.
Theorem 2.8. In the particular case in which M is a even dimensional compact conformal manifold without boundary and (H, F ) is the Fredholm module associated to M by A. Connes [5] , there is a unique, symmetric, and conformally invariant n-differential form Ω n = Ω n,F such that
a Hochschild 2-cocycle on the algebra of smooth functions on M.
Proof. Uniqueness follows from (8) . Symmetry follows from Theorem (2.7) and its conformal invariance follows from its construction. Indeed, as pointed out in [1, Section 2.1.2], Wres(P ) does not depend on the choice of the metric in the conformal class defining the cosphere bundle. The only possible metric dependence is given by the operator P . In our particular case P = [F, f ][F, h] is, as well as F , independent of the metric in the conformal class. Indeed, the only metric dependence of (dδ − δd)(dδ + δd) −1 is the one given by the Hodge star operator ⋆ used in δ = − ⋆ d⋆, which is invariant under conformal changes of the metric when restricted to middle dimension forms (see Lemma (2.9)). The last assertion follows from Lemma (2.6).
Lemma 2.9. In the particular case of forms of middle dimension, the restriction
Proof. Ifĝ = e 2η g is a conformally equivalent metric to the metric g, then on kforms we haveĝ k = e −2kη g k . In particular, withd x and⋆ the volume form and the Hodge star operator associated to the metricĝ we have
and hence⋆ = e (2k−n)η ⋆. This shows that for k = l, the scaling has had no effect.
The leading symbol of F
In this section we study the symbol of F in the flat case, and in general, its leading symbol. In [6, Lemma 1.5.3], it is proved that the leading symbols of d and δ are given by σ L (d) = iε(ξ), σ L (δ) = −iι(ξ), where ξ ∈ T * M , and ε(ξ) and ι(ξ) are the exterior and interior multiplications respectively. As a result of the identity (iε(ξ) − iι(ξ)) 2 = |ξ| 2 I and since ∆ = dδ + δd = (d + δ) 2 , in the same reference it is also proved that the leading symbol of ∆ is given by σ L (∆) = |ξ| 2 I.
Because of the rule for the leading symbol of the product of two pseudodifferential operators,
For the particular case of a flat metric, the total symbols of both dδ and δd coincide with their leading symbols, σ(dδ) = σ L (dδ) and σ(δd) = σ L (δd), which at the same time, do not depend on the variable x. As a consequence, the total symbols of both ∆ = dδ + δd and dδ − δd coincide with their leading symbols σ(∆) = σ L (∆) and σ(dδ − δd) = σ L (dδ − δd) in the flat case. It follows also that -see Lemma A.1-the total symbol of ∆ −1 coincides with its leading symbol
Summarizing, we have:
In the particular case of a flat metric, we also have σ −k (F ) = 0 for all k ≥ 1.
Ω n in the flat case
Let Ω n flat (f, h) be the n-dimensional form on a flat manifold M uniquely determined by Theorem 2.5. Since we are in the flat case we have σ 
Using this information we deduce from (7) with α ′ = 0 and α ′′ = α,
with the sum taken over |α|+|β|+|δ| = n, 1 ≤ |β|, 1 ≤ |δ|. By (8) and Theorem 2.5, we have:
with the sum taken over |α| + |β| + |δ| = n, 1 ≤ |β|, 1 ≤ |δ|.
To better handle the previous expression, we consider
with the sum as before; in this way
Our next task is to compute the previous integral. Instead of a direct approach to compute trace
, we shall try to use the Taylor expansion of the function
on the diagonal point (ξ, ξ), as suggested in [5] for the 4-dimensional case. Indeed, with α = (α 1 , . . . , α n , α n+1 , . . . , α n+n ) = (β, δ), we have
Therefore, the term of order n in the Taylor expansion of ψ at the point (ξ, ξ) is given by
We denote by T ′ n ψ(ξ, η, u, v) the term of order n in the Taylor expansion of ψ(ξ, η) minus the terms with only powers of u or only powers of v. That is to say,
Therefore, by taking η = ξ we obtain:
, which means that to compute φ we only need to compute the term of order n in the Taylor expansion of ψ at (ξ, ξ) and forget about the terms with only powers of u or v. Summarizing, we have
v) is the term of order n in the Taylor expansion of the function
ψ(ξ, η) = trace(σ F L (ξ)σ F L (η
)) without the terms with only powers of u or only powers of v, at the point (ξ, η).
A general formula for trace(σ
Because of Theorem (4.2), to obtain an explicit expression for Ω n , at least for the flat case, it is necessary to study trace(σ 
where ξ, η represents the inner product g m (ξ, η) given by the metric and
To prove it, we need to set some notation and preliminary results. In the following ξ i , η i , ξ and η belong to T * x M and are not zero. Also we will represent the trace operator acting on the different subspaces with the same symbol, making clear out of the context on which dimension is it acting.
By using the trace identity trace(AB) = trace(BA) and the relation
with I m the identity on m-forms, we know, for every m ≥ 1,
In the particular case m = 0, we have ι 1 (η)ε 0 (ξ) = ξ, η I 0 , so trace(ι 1 (η)ε 0 (ξ)) = ξ, η , and hence
By (10),
and we obtain as a consequence of the previous Lemma:
Proof of Theorem 4.3. Using (11), and Lemma 4.4 we deduce
Considering for any m ≥ 1 the quantity
we have the relation
which implies
Thus, because of the relation
we have a recursive way of computing the left hand side. This is enough to prove that trace(σ
for some constants a n,m and b n,m . Now in the particular case in which ξ = η is a member of an orthonormal basis of 1-forms, the operator under the trace equals I m , the identity on m-forms because of the equality
2 and the following computations. For a basic m-form e j1 ∧ · · · ∧ e jm , one has ε m−1 (ξ)ι m (ξ) − ι m+1 (ξ)ε m (ξ) (e j1 ∧ · · · ∧ e jm ) = e j1 ∧ · · · ∧ e jm if ξ = e ji for some i; and
if ξ = e ji for every i. Therefore a n,m + b n,m = n m . If both ξ and η are different members of an orthonormal basis, the term ξ, η vanishes and the expression (9) reduces to b n,m , in this case,
if both ξ, η ∈ {e j1 , . . . , e jm } or if both ξ, η / ∈ {e j1 , . . . , e jm }; and 
is the term of order n in the Taylor expansion of the function ψ(ξ, η) = a n,l ξ, η 2 |ξ| −2 |η| −2 + b n,l without the terms with only powers of u or only powers of v, at the point (ξ, η).
An approach to the general case
In this section we want to address a possible approach to the general case. This approach is the same used in [5] to compute Ω 4 and in [12] for Ω 6 . The first step to obtain Ω n is to compute it explicitly in a flat metric. That is precisely the result given by Theorem 4.6. Then, by changing the metric conformally, one obtains the expression for Ω n in the conformally flat case as follows. If g is a conformally flat metric, then g = e 2η g flat for a C ∞ function η and g flat the flat metric on M. One expresses Ω n,flat (f, h) in terms of the new metric g, and obtains an expression in terms of the covariant derivatives of η, f, h, and the Riemann curvature tensor R. By using the conformal change equation for the Ricci tensor:
one replaces the second covariant derivatives on η with terms with the Ricci tensor. The result is the expression for Ω n (f, h) in the conformally flat metric g. In (12) V represents a normalized translation of the Ricci tensor, useful in conformal geometry, given in terms of the normalized scalar curvature J by
, and the indices after the semicolon represents covariant derivatives, η ; ij = ∇ j ∇ i η.
To study the conformal invariance, there is no need to study the whole conformal deformation. It is enough to study the conformal deformation up to order one in η as follows. If we setĝ = e 2zη g flat where η ∈ C ∞ (M ) and z a constant, then the conformal variation of each expression is a polynomial in z whose coefficients are expressions in the metric and the conformal factor η (actually, this is an abuse of the language since the conformal factor is e 2zη ). In this way, the conformal deformation up to order one in η is given by
. If the conformal deformation of a natural tensor or a differential operator is zero up to order one then, by integration it is fully invariant, for details see [3] .
The last step is to take the expression obtained in the conformally flat case and consider it in a general metric. Finally, study its conformal variation (up to order one), and then look for those terms that must be added to obtain a conformally invariant expression for a general conformally curved metric.
Following the spirit of [5] , one reorder the summation of the expression given by (8) for Ω n (f, h) by looking at j + k + |α ′ | in { 0, 1, . . . , n − 2 }. In this way
with the sum taken over By (13), trace(σ
−n ) is given in terms of g ij (x) (without any of its partial derivatives) since only contains terms of the form trace(∂
−n ) for p ≥ 1 is a polynomial expression on the partial derivatives of the metric at x with coefficients depending smoothly on g ij (x), indeed, each of these trace(σ
−n ) only invoke terms of the form trace(∂
Evidently, these properties are preserved after integration over the variable ξ. By choosing the coordinates x j to be geodesic normal coordinates at the point x, one can assume that g ij (x) = δ j i , that the first partial derivatives of the metric vanish at x, and that the higher partial derivatives are expressed in term of the Riemannian curvature and its covariant derivatives [9] . In this way, we have generalized Lemma 4 in [5] to any even dimension by splitting Ω n (f, h) as the sum of |ξ|=1 trace(σ
and |ξ|=1 trace(σ
In this way one has Lemma 5.1. There exists a universal bilinear expression B n (∇ α df, ∇ β dh) for some multi-indices α and β and an expression C n (R, df, dh) linear in f and h such that (14) Ω
where R is the Riemannian curvature tensor, ∇ the covariant differentiation, and |α| + |β| = n − 2.
Note that covariant derivatives do not commute, making the notation ∇ α df somehow ambiguous. It is assumed that C(R, df, dh) will absorb any ambiguity. Also, because of the restriction |β| ≥ 1, |δ| ≥ 1 in Lemma (2.3), Ω n (f, h) depends only on df and dh rather than on f and h, that is why the right hand side of (14) is given in terms of df and dh.
In the particular case of a flat manifold, all the terms involving curvature vanish, in that situation C n (R, df, dh) reduces to zero and the covariant derivatives do commute. In particular, B n (∇ α df, ∇ β dh) equals Ω n (f, h).
Lemma 5.2. If M is a flat manifold,
How to compute C n (R, df, dh)? The expression ω n (f, h) in (8) is a sum of homogeneous polynomials in the ingredients ∇ α df , ∇ β dh, and ∇ γ R for multi-indices α, β, and γ, in the following sense, each monomial must satisfies the homogeneity condition given by the rule (see [3] ):
where k R denotes its degree in R and k ∇ its degree in ∇. Also, for covariant derivatives we count all of the derivatives on R, f , and h, and any occurrence of Rc, or Sc as an occurrence of R. By closing under addition, we denote by P n the space of these polynomials.
Because |β| ≥ 1, and |δ| ≥ 1 in Lemma 2.3, we have k ∇ ≥ 2 and hence k R ≤ (n − 2)/2. We say that Q is in P n,l if Q can be written as a sum of monomials with k R ≥ l, or equivalently, k ∇ ≤ n − 2l. We have
, and P n,l = 0 for l > (n − 2)/2. There is an important observation to make. An expression which a priori appears to be in, say P 6,1 , may actually be in a subspace of it, like P 6,2 ; for example,
, by reordering covariant derivatives and making use of the symmetries of the Weyl tensor W . Because of this filtration, it is necessary to adopt a fixed convention on how the indices should be placed when representing each expression in its index notation. For example, f ; ijk h ; ijk will be preferred over f ; ikj h ; ijk or any other variation. Lemma (5.1) is restated as Lemma 5.3. There exists a universal bilinear form Q n (df, dh) in P n,0 P n,1 and a form Q R,n (df, dh) in P n,1 such that
where R is the Riemannian curvature tensor.
Once one has computed the expression for Ω n in a flat metric g, one express it in a conformally related metricĝ. By doing that, all of the terms for Q R,n which do not involve a factor of the Weyl tensor W are computed. In this way, up to the conformally flat case, one obtains the expression for Ω n . Next, one uses the homogeneity condition 2k ∇ + k R = n to list the possible terms to be considered in the general conformally curved case. These terms must be such that they contain the Weyl tensor as a factor, and their conformal variation compensate that of the already known terms for Ω n .
In the particular case n = 4, as found in [5] , the homogeneity condition shows that no extra terms exist and the expression found in the conformally flat case suffices. Indeed, Ω 4 (f, h) is given by a constant multiple of
where 2(n − 1)J = Sc. The only terms to be added, f ; i h ; i W * * * * or f ; i h ; j W i * j * , are zero because of the symmetries of the Weyl tensor W (here each * represents an index).
In the case n = 6, as in [12, Section 6] , six extra terms are needed as a result of the homogeneity condition. As shown in that reference, symmetry, conformal invariance, and even the Hochschild 2-cocycle property of M f 0 Ω n (f 1 , f 2 ) are not enough to compute the coefficients in front of those extra terms containing the Weyl tensor as a factor, indeed, it is not possible to determine, out of those three properties, the coefficients for f ; i h ; j W jklm W jklm and f ; i h ; j W i klm W jklm .
Appendix A. σ(F ) and the partial derivatives of the metric
One of the basis of the result of [5] is its Lemma 3, where M is a 4-dimensional manifold and the operator F , as well as its symbol, are acting on 2-forms. Our objective in this paragraph is to give a more general version of this lemma, in which we try to understand the behavior up to any sub-index, of the component σ −k of the total symbol of F. At the same time, we give a detailed computation of the total symbol of ∆ −1 in terms of the total symbol of ∆, and an explicit recursive computation of the total symbol of F in terms of the total symbols of ∆ −1 and of dδ − δd in some given local coordinates.
To simplify the typing, we will abbreviate using the notation T ∼ L k to mean "the term T has the property of being linear in the k-partial derivatives of the metric at x with coefficients depending smoothly on the g ij (x)". By T ∼ (L k ) r we mean " the term T has the property of being a sum of products of r linear expressions of the type L k ". By T ∼ L 0 we mean "the term T only invokes g ij (x)", thus if
The first step is an recursive computation of the symbol of ∆ −1 in terms of the symbol of ∆. We use the following reasoning, justified by [11, Corollary 1.4.3] . From [6, Lemma 2.4.4] , the operator ∆ = dδ+δd acting on Λ l T * M can be expressed in a given system of local coordinates in the form σ(dδ + δd) = p 2 + p 1 + p 0 , where each p i is a
be the total symbol of ∆ −1 , hence Lemma A.1. The total symbol of ∆ −1 is given by the recursive formula r −2 = p
2 )), and in general, for all k ≥ 2, 
2 , and in general, for k ≥ 0,
with the summation taken over 0 ≤ a i ≤ k, for every i and
Proof. The differentiation ∂ α ξ does not alter the properties of p k , so that, for instance, ∂ 
The lemma follows from the next inductive reasoning:
The first three cases read directly from the expressions for r −j in Lemma A.1, with j = 2, 3, 4. For the general case, assume
where a 1 + 2a 2 + · · · + (k − 1)a k−1 = k − 1 and
where (1 + a 1 ) + 2α 2 + · · · + (k − 1)a k−1 = 1 + k − 1 = k, and
where b 1 + 2(1 + b 2 ) + · · · + (k − 2)b k−2 = 2 + k − 2 = k. In this way, the first two terms of (16) have the required property.
Next,
where each of the summations is taken over a set of the form ( 
which satisfies the desired property as before. For the last term in (16),
, which is of the desired type by applying twice the reasoning on (17).
Lemma A.3. Acting on middle dimension forms, the total symbol σ F of F , up to order −k inclusive, is a 
2 , and in general
with the summation taken over 0 ≤ α i ≤ k, for every i and α 1 +2α 2 +· · ·+kα k = k.
Proof. The operator dδ − δd satisfies σ(dδ − δd) = q 2 + q 1 + q 0 , with q 2 of type L 0 , q 1 of type L 1 , and q 0 of type L 2 + (L 1 ) 2 ; these results follow exactly as the result for ∆ = dδ + δd.
As in (15) From this last equality and the properties of q i and r j , we get that σ
with the summation taken over 0 ≤ α i ≤ k, for every i and α 1 +2α 2 +· · ·+kα k = k. The proof is complete.
