This paper proposes an active contour algorithm for spectrogram track detection. It extends upon previously published work in a number of areas, previously published internal and potential energy models are refined and theoretical motivations for these changes are offered. These refinements offer a marked improvement in detection performance, including a notable reduction in the probability of false positive detections. The result is feature extraction at signal-to-noise ratios as low as −1 dB in the frequency domain. These theoretical and experimental findings are related to existing solutions to the problem, offering a new insight into their limitations. We show, through complexity analysis, that this is achievable in real-time.
Introduction
The problem of detecting tracks in a spectrogram (also known as a LOFARgram, periodogram, sonogram, or spectral waterfall), particularly in underwater environments, has been investigated since the spectrogram's introduction in the mid 1940s by Koenig et al. [21] . Research into the use of automatic detection methods increased with the advent of reliable computational algorithms during the 1980s, 1990s and early 21st century. The research area has attracted contributions from a variety of backgrounds, ranging from statistical modelling [27] , image processing [1, 15] and expert systems [25] . The problem can be compounded, not only by a low Signal-to-Noise Ratio (SNR) in a spectrogram, which is the result of weak periodic phenomena embedded within noisy time-series data, but also by the variability of a track's structure with time. This can vary greatly depending upon the nature of the observed phenomenon, but typically the structure arising from signals of interest, can vary from vertical straight tracks (no variation with time) and oblique straight tracks (uniform frequency variation), to undulating and irregular tracks. A good detection strategy should be able to cope with all of these.
In the broadest sense this problem "arises in any area of science where periodic phenomena are evident" [34] . In practical terms, the problem forms a critical stage in the detection and classification of sources in passive sonar systems, the analysis of speech data and the analysis of vibration data-the outputs of which could be the detection of a hostile torpedo or of an aeroplane engine which is malfunctioning. Applications within these areas are many and include identifying and tracking marine mammals via their calls [26] , identifying ships, torpedoes or submarines via the noise radiated by their mechanical movements such as propeller blades and machinery [46] , meteor detection, speech formant tracking [39] and so on. Recent advances in torpedo technology has fuelled the need for more robust, reliable and sensitive algorithms to detect ever quieter engines in real time and in short time frames. Also, recent awareness and care for endangered marine wildlife [26] has resulted in increased data collection which requires automated algorithms to detect calls and determine local specie population and numbers.
A spectrogram is a visual representation of the distribution of energy across frequencies and over time, and is formally defined in [25] . The axes of a spectrogram represent discrete time and frequency steps, and intensity represents the amount of power at each time-frequency point. Detecting tracks in spectrogram images is to equivalent to detecting narrowband frequencies in the time domain. It is the concern of this paper to accomplish the former, nevertheless, the differences between the two approaches have been discussed by Wold [44] and reviews of methods which are applied in the time domain have been presented by Kootsookos [22] and Quinn and Hannan [35] . In summary, the transformation of a time domain signal into the frequency domain often allows more efficient analysis to be performed [6] . The transformation also has the effect of quantising a series' broadband noise into the spectrum of frequency bins, and therefore, the SNR of a narrowband feature in the time series is enhanced in the frequency domain [17] . Nevertheless, when constructing a 'conventional' spectrogram image the phase information is lost and, therefore, frequency domain methods should be applied to areas in which the time of measurement commencement is not important.
A recent survey presents a complete review of spectrogram track detection methods [25] . The algorithm presented in this paper captures the salient features of some of these existing methods. By defining an energy minimisation process dependent upon internal energy constraints the active contour can be interpreted as a flexible correlation method. This flexibility avoids the computational complexity that correlation methods [2] require to model equivalent track variations. As such the algorithm incorporates the curvature regularity and temporal continuity features proposed by Di Martino et al. In fact, it is shown that these definitions are insufficient for the variety of track appearances present in this problem and an alternative definition is proposed. Incorporating a gradient potential overcomes the need for initial filtering to direct processing [15] . The model allows for the integration of a priori information regarding harmonic structure to enhance detection rates at low SNRs. Learning optimal filters for the potential energy through statistical analysis of a training set is preferred over employing standard image analysis filters (for example [16, 15] ), as these tend to suppress low SNR tracks and merge closely spaced tracks. Furthermore, these methods, plus those based upon likelihood tests [1, 36] , hidden Markov models (HMM) [28, 27] and Dynamic Programming [38] , form decisions using information from single pixels; at low SNRs such features become unreliable [24] . Neural Network methods [20] perform low-level feature detection within windows, adding structural information into the decision process. The potential energy proposed in this paper incorporates this to enhance detection probabilities and reduce the probability of false positive detections.
In summary, the contributions presented in this paper can be described as follows:
A theoretical analysis determines that continuity and curvature measures commonly used in the track detection literature are not suitable and the proposed model is endowed with one that is.
The existing active contour potential energy is refined to eliminate the threshold parameter and to allow for the removal of tracks from the contour's search space. These improvements simplify the model and reduce the number of false positive detections.
Discussions regarding the energy minimisation process, rolling windows, and potential energy substitution and augmentation conditions.
Proof of the algorithm's O(n 2 ) complexity.
A thorough evaluation demonstrates the advantages of these developments.
Limitations of the evaluation metric commonly used in the literature.
Discussion of this research gives an insight into the weaknesses of existing track detection methods.
The remainder of this paper is organised as follows: Section 2 presents the proposed algorithm; this is evaluated in Section 3, in which a discussion of the results is also presented; and finally the conclusions are drawn in Section 4.
Method
This section reviews existing work from the literature and presents a formal definition of the proposed algorithm.
Related Work
In addition to the overview presented in the Introduction, here are discussed several methods from the literature which have relation to the proposed algorithm.
Di Martino et al. define perceptual track features derived from feature grouping theory [13] . These are: frequential curvature regularity; temporal continuity; high average intensity; and high point density.
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Equivalences to the frequential curvature regularity, temporal continuity, and point density features can be found in the proposed algorithm as the curvature and continuity internal energies. Furthermore, the feature described as high pixel intensity is equivalent to the original active contour's potential energy, and both are based upon single pixel values. A recent investigation into low-level feature detection [24] has demonstrated the weakness of such methods when applied to low SNR spectrograms (this finding will be confirmed in Section 3.4.1 of this paper). The same features are also utilised in other work [12] , the primary difference between the two being the search strategy employed to group pixels into a track. The first performs an exhaustive search between all pixels [13] , evaluating their cost, and selecting those with high values. The second tests the convergence of a self organising map for a track's presence using a similar cost function.
The active contour's energy minimisation has a far lower computational burden than the exhaustive search strategy.
Di Martino and Tabbone [14] propose a similar cost function to the active contour that incorporates amplitude and the slope between two pixels (an approximation to the first derivative), but omits curvature.
Candidate locations are identified by applying a Gaussian filter and, analogous to the authors' previous work, the cost function groups pixels within these regions into track structures. The algorithm's complexity is reduced by limiting the exhaustive search, however, pixel grouping is dependent upon the accuracy of initial detections. Contrary to this, the active contour's energy minimisation removes the need for limiting the search to identified regions. Furthermore, Gaussian filtering may remove weak tracks from the search space.
Methods utilising the HMM [45, 27] maximise the probability of a track based upon the observation and state transition probabilities. Unlikely track structures are therefore suppressed, however, a solution using multiple parallel track models has also been proposed to expand the range of likely track structures [42] . Its additional complexity is circumvented by the proposed algorithm as its internal energies afford the flexibility to model a wide range of structures. Nevertheless, in terms of the proposed work the HMM can be loosely interpreted as a probabilistic method which learns the form of an internal energy; maximising the probability is tantamount to minimising a cost function. The applied HMMs, however, derive observation probabilities from single pixel values, which, as discussed previously, has been shown to be unreliable [24] .
Nonetheless, the proposed potential energy can form a standalone low-level feature detector, which outputs a detection probability. It could therefore be used to increase the reliability of the applied HMM solutions.
Correlation methods such as that presented by Altes [2] are computationally expensive as they form large search spaces. The proposed algorithm can be interpreted as a flexible correlation process, which, because of deformation and efficient energy minimisation removes the computational burden of correlation detectors.
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The Active Contour Algorithm
The Active Contour algorithm is a special form of a Tikhonov stabiliser [41] and can be regarded as regularising the problem [30] , it is a deformable energy model proposed by Kass et al. [19] and allows for non-parametric feature detection within an image-ideal for problems in which a priori shape information is not strictly defined. The active contour is driven by an energy minimisation process and is constrained by internal energies, which constrain its shape; these constraints are typically defined in terms of curvature and connectivity. The contour is guided by potential energy, attracting it towards features through local changes in energy gradient, and converges on a minimum of the weighted combination of these energies within the spatial domain of the image.
The original active contour algorithm [19] is a mapping defined on a finite grid (the time-frequency plane)
. This forms a deformable contour having k vertices where m(t) and n(t) are functions of the contour vertex's position
. . , N − 1}, and n(t) is an increasing injective function. The space of admissible contour deformations A and the contour's energy E is defined such that
where the terms 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1 (α, β ∈ R) control the contour's length and second-order curvature respectively (stabilising functions), and the function P : {0, 1, . . . , M − 1} × {0, 1, . . . , N − 1} → R is the potential induced by the image.
The potential is originally taken to be the image's intensity values, P(v(t)) = −γs n(t),m(t) , or gradient,
where ∇ is the gradient operator and 0 ≤ γ ≤ 1 (γ ∈ R) is the image potential's weight.
In an image, the first and second derivatives in Eq. (2), constituting the length and curvature internal energies, are discretely approximated by finite differences [43] such that v 
Track Detection Framework
The limitations of the contour's sensitivity to initialisation and potential energy, in addition to further developments, are addressed in this section. The energy minimisation technique is outlined first, then the internal energy is analysed, and finally the gradient potential and image potential energies are outlined.
It is the concern of this paper to detect vertical curvilinear features. Therefore the described active contour is open ended where the first and last vertices are fixed to the top and bottom of the spectrogram (or window within the spectrogram) such that
where n(k − 1) = N − 1 − ρ; and ρ is the height dimension of the potential energy defined in Section 2.3.4.
Energy Minimisation
The iterative greedy algorithm [43] relaxes constraints on the forms of the energy functions imposed by other minimisation techniques and has a low computational complexity, O(nm). Specifically, the algorithm allows the energy terms to have non-differentiable forms without loss of accuracy [43] . It has also been shown to be quicker than finite differences and LU decomposition [18] . The pseudo-code that describes this process in detail is presented in Algorithm 1. Due to the iterative nature of the process it is possible that it cycles between two states indefinitely and therefore this occurrence should form an additional stopping condition during implementation.
The process updates each contour vertex's position to the minimum within its local neighbourhood.
Its neighbourhood is defined such that each vertex remains within the row of the spectrogram in which it is initialised, such that the neighbourhood of
. This restriction preserves the injective properties of the function n(t) and eliminates the need for dynamic resampling [37] . If no movement occurs and the search range has not been exceeded, the contour has converged to a minimum of the energy function E. The contour's position is stored as a detection (see Section 2.4 below), the corresponding positions in the spectrogram are set to zero (see Section 2.3.3 below), and the contour is re-initialised. The search range f 1 , f 2 ∈ {1 + φ, 2 + φ, . . . , M − 2 − φ} (the parameter φ will be defined as part of the image potential in Section 2.3.4) can be taken as the complete frequency range, i.e. f 1 = 1 + φ and f 2 = M − 2 − φ (space is needed at either extreme of the available frequency range for the contour to exceed the search range), or a contiguous subset of the spectrogram corresponding to a frequency range of interest, such that f 1 < f 2 .
Internal Energy
In this problem there are three ideal track configurations which a detection strategy is required to detect:
vertical, a constant frequency; oblique, an increasing or decreasing frequency; and sinusoidal, an undulating frequency (typically a result of the Doppler shift). Therefore, the internal energies of the active contour should be at a minimum in all of these configurations. The internal energies of the previous (and original) active contour model are defined by its first and second derivatives. This is also a common definition presented in track detection literature [13, 12, 14] . Williams and Shah [43] demonstrate that a closed contour under no influence from a potential energy collapses into a point (see also Dilengette's paper on stabilisers [11] )
. In the open-ended case, it can be easily shown by calculating derivatives that these energies
Algorithm 1 Contour energy minimisation
Input: S, spectrogram; f 1 and f 2 , search range.
Output:v, detection positions.
12: end if
13: end for
14: end while
17:
18: is calculated as the distance from a contour vertex, v(t), to the optimal vertex position, v ′ (t), such that
Next is presented the definition of the optimal vertex position. In their paper, Perrin and Smith present the solution descriptively and not mathematically. In this section a mathematical formulation of the energy is derived; the problem can be formulated as calculating the lengths of the sides of an isosceles triangle, see 
Frequency ( The length of the base of the isosceles triangle is v(t − 1) − v(t + 1) and the two equal length sides
is the ideal vertex position. The special case in which the base of the triangle is parallel to the frequency axis will be considered first and the result will be generalised to an arbitrarily rotated triangle. The ideal vertex position for v(t) is at
where a(t) and b(t) are equal to half the length of the isosceles triangle's base and its height, respectively.
The component a(t) is therefore calculated such that a(t) = 
is equal to the average angle θ(t) of the three surrounding contour edges, such that
where u(t) = v(t − 1) − v(t) for any non-zero vector u(t) [31] . Therefore angle θ ′′ (t) (see Fig. 1 ) is
. The length of b(t) is calculated through basic trigonometry,
for the special case that the base of the triangle, having length 2a(t), is parallel to the frequency axis. To generalise this, the vector [a(t) b(t)] is rotated by θ * degrees, where θ * is the angle between the triangle's base and the frequency axis, such that
where
. This definition replaces the contour's curvature criterion by instead forcing the angles between the contour's edges to be equal. It also replaces the contour's length condition by instead forcing each contour vertex towards a point on the perpendicular bisector of the surrounding vertices.
Gradient Potential Energy
Since introduction the active contour model has been limited by its sensitivity to the initialisation location, an effect of the local nature of the potential energy. In the closed contour case introducing the balloon force overcomes this [9] . Similarly, a gradient potential
where c ∈ R and c ≥ 0 (at c = 0 the gradient potential is ignored). This forms a uniform gradient in the search space, biasing movement to the direction of increasing frequency with force c. This also prevents the contour from being trapped by isolated edge points, allows it to pass over weak edges [40] , enables it to move into concave sections [18] and reduces the contour's sensitivity to its initial configuration.
Image Potential Energy
Chan and Vese [8] state that an edge-detector can be defined by a positive decreasing function g : R → R dependent upon an image's gradient, such that
The original image potential energy function fulfils this condition but such a simple edge-detector has been shown to be insufficient in this application, where low SNRs are commonly encountered [24] -a problem also encountered by Chalana et al. [7] .
A detection mechanism can be defined using machine learning techniques such that it exploits more of the available information [24] . Such a feature detector combines intensity information with spatial information to allow for detection in low SNRs along broken (weak) tracks. In addition to the property defined by
Chan and Vese, it is required that the detection mechanism has a low computational burden and correlation methods do not have this property. A potential energy has been defined that has low computational burden, performs favourably in comparison with an exhaustive correlation detector [24] , and that fulfils the property defined by Eq. (7) [23] . We modify this potential energy to remove the threshold parameter and to allow detected tracks to be removed from the contour's search space-greatly reducing the potential for false positive detections.
The potential energy is derived from intensity values taken within an
where i = n(t) and j = m(t), such that
where M ′ ∈ N and N ′ ∈ N are odd numbers defining the size of the window (width and height respectively) such that φ ≤ j < M − φ and ρ ≤ i < N − ρ. The intensity values are arranged into a vector V ij having
Finally, PCA is utilised to derive a compact feature vector that represents the window. Testing its membership of a noise cluster gives its similarity to noise. This measure is defined to be maximum when 
l , whereΣ n is the standard deviation of the low-dimensional noise cluster, andV ij l is the feature vector after removing the high-dimensional noise cluster's mean.
When deriving the vectorV
ij it is necessary to observe the following condition:
where V ij l and µ n l are the lth components of the vectors V ij and µ n respectively.
This condition enables the contour to 'ignore' previously detected pixels by setting their values to zero (a physically meaningful condition-if no power is present there is no signal). This is trivial to achieve in the original space but much more involved once the points have been projected into the low-dimensional space.
Therefore, the noise cluster is centred on the origin and the condition enforced prior to the projection.
The parameters U , µ n andΣ n are determined as follows and are stored for use during application. The d dimensional subspace's orthogonal bases, U , in which the noise cluster, G, will be defined, is derived by applying PCA [4] to a training set X. This training set should contain vectors extracted from a spectrogram, some of which contain only noise and some of which contain noise and track, such that
Projecting a training set X onto d = 2 basis vectors results in a distribution similar to that presented in The noise cluster is fitted to the noise samples in X, such that X n ⊂ X where X n = ∅, and their high-dimensional mean is calculated such that
where r is the number of vectors in X n . This mean is removed from the training set to form X n c = X n − µ n .
The standard deviation of the noise-cluster,Σ n , is then calculated in the low-dimensional space, such that 
andx
Single Track Detection. The output of Eq. (10) is combined with the gradient potential to replace P in Eq. (2), such that
where γ ∈ R and 0 ≤ γ ≤ 1. Furthermore, the output of Eq. (10) can be utilised as a separate transformation and applied to the spectrogram prior to the active contour (it is therefore compatible with any minimisation technique that is applicable to the original image potential).
The image potential 'landscape' resulting from Eq. This a priori knowledge can be represented by a pattern set P s = {a 1 , . . . , a h }, where a i ∈ R + , is a multiple of the fundamental frequency, and can be integrated into the potential energy function, Eq. (15), such that
where a 1 = 1 (the fundamental frequency), the term h ≥ 1 is the number of relative frequencies in This modified feature space is presented in Fig. 3b . The averaging of detections vastly reduces the unwanted effects of the energy term defined in Eq. (15) . In particular, the response is now located at a single, localised, position corresponding to the fundamental frequency and this is easily distinguished from the harmonic response. Gaps in the track have been interpolated with information from higher harmonics and false positives are weaker due to the random, uncorrelated, nature of noise.
Some Notes on Noise. The following considerations regarding noise modelling could be beneficial to future research endeavours.
A single Gaussian distribution is used to cluster noise in the proposed algorithm. Excursions tending towards the edge of this cluster are more likely to be interpreted as signal, which improves generalisation, particularly when the feature's appearance varies significantly against a background of uniform noise. Within this framework noise with different characteristics may be modelled; in a similar vein to the generalisation made in Eq. (7), any noise model that can be defined as a positive increasing function and is dependent upon the noise in a sample can be adopted-a criterion that all probabilistic models fulfil.
A well defined track class, i.e. where it has little variability, allows for the noise model to be augmented with information derived from the track's characteristics. In this circumstance the term G in Eq. (16) should be supplemented such that
where s : R → [0, 1] is a positive and increasing function of membership to the track class.
Some problems may exhibit temporal variability of the noise distribution-a characteristic that is currently not explicitly accounted for. Nevertheless, an extension can be incorporated to account for this, although it is not fully explored in this paper. Two solutions will be briefly presented. The first solution is to subtract the mean from the window vectors prior to processing, similar to the technique of achieving lighting invariance in photometric image analysis. The second exploits the sparseness of frequency tracks in a spectrogram; in most cases a source will not be present, however, in the case where there exists a source that emits ten narrowband frequency components and the spectrogram is the result of a 1000 bin FFT process, the tracks represent only 1% of the data. They therefore have a very small skew on the estimate of the data's mean and could be accounted for through bias estimation. As such, the mean of the noise cluster could be updated to the (unbiased) mean value of the current spectrogram frame.
A Note on the Vertices' Neighbourhood. As the potential energy is formulated to make use of windows of pixels, the windows' positions with respect to the vertex neighbourhood should be considered. The original potential energy effectively utilises windows of size 1 ×
Extending this to a larger size results in windows centred upon each point in the vertex neighbourhood, L v(t) = {[m(t) − 1, n(t)], [m(t), n(t)], [m(t) + 1, n(t)]}
where v(t) = [m(t), n(t)], and these windows, having a width of three pixels (M ′ = 3, Eq. 
m(t), n(t)]).
The resulting configuration means that the contour's evolution is driven by the correct information, i.e. the forward motion is driven by information derived strictly from in front of the contour.
Rolling Window
It is not always the case that a spectrogram is a stationary image, it can also be constructed in realtime. At each time step the oldest row of the spectrogram is removed and a new prepended, forming a "waterfall display". Track detection can be repeated within this window as the data is updated and leads to consideration of how often the detection is performed and how detections (the positions in each rolling window) are interpreted. Several interpretations are possible, in this paper the following schema is utilised.
Detection is performed as each row is prepended, and therefore the detection process integrates past (and perhaps future) information to enhance the detection at each time point. In this way each row supports k detections as it flows down a rolling window k pixels in height and the contour has k vertices. A set 
where i = k, k + 1, . . . , N − 1 is each row of the spectrogram andv j i (0) is the location in the first row of the jth detection within the rolling window that has row i of the spectrogram as its first row.
Complexity Analysis
An analysis of complexity is presented using big O notation, where n is the number of elementary arithmetic operations. It has been shown that the greedy energy minimisation algorithm has complexity O(mn) [43] .
The modifications to the potential energy all have a linear complexity and therefore the complexity remains O(n 2 ) due to the matrix multiplication between Q T and Σ −1 [23] . What remains to be shown is that the geometric internal energy formulation does not introduce greater complexity. It can be seen that the only operations of the geometric energy that are not linear are: cos, sin, cos −1 , || || and the matrix multiplication in v ′ (t). Analysing these in turn, the trigonometric functions, cos, sin, and cos using Newton's method [5] . The matrix multiplication involved in calculating v ′ (t) can be achieved using schoolbook multiplication, in O(mnp) [10] , where m, n and p are matrix dimensions, in this case m = 1, n = 2 and p = 2 = n resulting in a complexity of O(n 2 ) where n = 2 as these matrices are of fixed size. This operation has the highest complexity within the algorithm, which is equal to that of the original formulation, it is therefore concluded that the geometric internal energy introduces no additional complexity.
Experimental Results
To promote the dissemination of results and the comparison of methods, an implementation of this algorithm and the data set used are available on-line (http://stdetect.googlecode.com/ and http:
//code.google.com/p/stdetect/wiki/DataSets/).
Data
The data set used within this paper consists of 4142 spectrogram images. A number of noise-only spectrograms were also included in the data set. A description of the parameter variations used for these three signal types is outlined in Table 1 . For each parameter combination, ten spectrograms are generated to form a test set, and two spectrograms to form a training set. The parameters described in Table 1 are defined as:
Period the time in seconds between two peaks of a sinusoidal track;
Centre Frequency Variation the amplitude of a sinusoidal track relative to its frequency location, expressed as a percentage of the track's frequency;
SNR the frequency domain SNR, described by SNR = 10 log 10
s ij and where P t = {(i, j)|s ij belongs to a track} such that P t = ∅ and P b = {(i, j)|(i, j) / ∈ P t } is the set of points which represent noise such that P b = ∅;
Track Gradient the amount of change in the track's frequency relative to time.
Ground truth data is created by generating high SNR (approximately 1000 dB) spectrograms, and thresholding these to obtain binary bitmaps. Table 1 : Parameter values spanning the synthetic data set.
Evaluation Metrics
Two evaluation measures are adopted, the first being the Line Location Accuracy (LLA) proposed by
Pratt [32] , and used by Di Martino and Tabbone [15] for this application. A set of all detected pixel locations D t is constructed, Eq. (18), and there also exists ground truth data in the form of a set of actual pixel locations P t = {(i, j)|s ij belongs to a track}. The figure of merit is formulated such that
where It is not possible to directly compare the presented LLAs to those of Di Martino and Tabbone [15] as the value of λ used to derive their results is not known.
Parameter Selection
Preliminary experiments indicated that calculating the PCA vectors using low SNR data samples maximises the signal detection rate. The lower dimensional subspace in which the noise is clustered using Eq. (10) is therefore derived using PCA and 1000 feature vectors containing noise and 1000 feature vectors containing track and noise, each extracted from within a 3 × 21 pixel window (width and height) from spectrograms having a mean SNR of −0.5 dB. The PCA eigenvalues, which are presented in Fig. 5 , show that the first three account for the largest portion of the data's variance and, therefore, a PCA dimension of three is used throughout these experiments. Reconstructions of the principal component vectors, Fig. 6 , confirm PCA's ability to capture salient information in the data. The first is similar to the Prewitt edge detector [33] ; the second, a second partial differential edge detector, similar to s ′′ ij = s i−1,j − 2s ij + s i+1,j ; and the third the inverse of that. The search was optimised by initialising the contour within 10% of the expected frequency position.
Throughout the experiments the active contour's length is set to k = 20 and SNRs are rounded to the nearest 0.5 dB.
Experimentation
The algorithm's sensitivity to varying weighting values is analysed, a suitable combination of weights for each is selected, and the evaluation is presented.
Parameter Sensitivity
Ballerini explains that "large values for the continuity [length] and curvature weights will discourage convergence to a 'busy' contour" and that "small weights may allow the contour to be trapped into false edges or leak out through gaps in the boundary" [3] . Here suitable parameter values are searched for using the training set by varying each parameter in turn throughout its range of values, whilst the remaining parameters are fixed at values that have lead to good convergences during preliminary experimentation. In this search, therefore, the interactions between the energies that these parameter values control are ignored and the result is likely to be sub-optimal, however, it greatly simplifies the optimisation process.
Two variants of the algorithm will be evaluated, one will use the original internal energy and the other the geometric internal energy discussed in Section 2.3.2. Presenting the LLA as a function of each parameter's value gives insight into the algorithm's sensitivity to parameter values, Fig. 7 .
As the influence of the potential energy is increased the active contour gains more information from the spectrogram. This is reflected in both of the observed functions; as γ increases the LLAs also increase.
The gradient potential parameter c enables the active contour to locate features that lie outside its local gradient and to pass over false positive detections. It can be seen that as c increases, the LLAs also increase, however, if it's value is too great (above 0.36) the contour begins to be forced over true positives and the LLA decreases. In both variants of the algorithm, the functions of c have similar form, both peaking at the same value, indicating that the gradient potential balances the effects of the potential energy and is, in the most part, independent of the contour's internal energy.
The internal energy parameters control the contour's ability to deform and to model the track's structure.
When the original internal energy variant is considered, it can be observed that the value of α (which controls the length and parameterisation of the contour) has very little effect on the detection rate. The parameter β (which controls the curvature of the contour) has a far greater effect: at low values the contour has sufficient freedom to model track variations and evolve, however, when the influence is too great (above a value of approximately 0.4) it becomes the dominant energy and the contour is not able to evolve. A similar behaviour is observed when using the geometric internal energy.
If these results are compared to those obtained using the active contour's original potential energy, Fig. 8 we see that the original potential energy cannot match the performance achieved by the proposed potential energy. Moreover, the performance actually decreases as the influence of the potential energy is increased, indicating that it is not suitable for this problem. 
Performance
The LLA of each variant is measured as a function of the SNR of each track configuration allowing for the performance to be analysed as the track's SNR degrades. The mean number of false positive detections is calculated as the mean over all SNRs; false positive detection is dependent upon noise, and not the strength of a track, and it is therefore not a function of SNR. The mean false positive rates are accompanied by significance values, which have been calculated using the rank-sum test and represent the significance that the results from each algorithm variant derive from identical distributions, to 99% confidence (low values indicate that the difference between the results is statistically significant).
The first of these comparisons, with regards to the vertical track structure, is presented in Fig. 9 . At SNRs of 0 dB and above the geometric variant outperforms the original by a mean LLA measure of 0.0260.
Below this point the performance of both variants degrade, however, the original internal energy is marginally more resilient and has an LLA measure that is, on average, 0.0298 higher than the geometric internal energy variant in the SNR range −1 to −0.5 dB. This is possibly an effect of the shape bias that is exhibited by the original internal energy, as discussed in Section 2.3.2. It is most likely, however, to be a result of the increased number of false positive detections that the original algorithm exhibits. If these are close to the true location the LLA score will artificially increase. To investigate this a comparison between two example detections is presented in Fig. 10 , it is clear that the geometric internal energy produces a more favourable result, however, because of the additional false positive detections the original internal energy results in a SNR (dB)
LLA
Original Geometric (Fig. 12 and Fig. 13 ) and at SNRs greater than 4 dB both variants result in very similar
LLAs. When, however, the algorithms are applied to the detection of sinusoidal tracks with a period of twenty seconds (Fig. 14) the geometric variant produces better LLAs at SNRs above 4 dB.
The false positive rates presented in Tables 4, 5 
Discussion
Viewing the LLAs alone would give the belief that both of these algorithms, particularly at high signal-tonoise ratios, are evenly matched. When, however, the probability of false positive detections per row is taken into account, the geometric variant provides far more favourable results across all the experiments. In terms of LLA, the original algorithm has shown more resilience to decreasing SNRs, however, this is attributed to It can be seen that, irrespective of the internal energy, the active contour algorithm is able to detect all variations of the track structure. There are limitations to this, however; tracks that have a gradient greater than 4 Hz/s are beyond the deformable capabilities of the contour or the generalisation capabilities of the potential energy. Sinusoidal tracks are detected with a high probability at SNRs above 3.5 dB, and the same can be said for the detection of oblique tracks. Vertical tracks are reliably detected at very low SNRs of around −1 dB.
Real Data
The algorithm was applied to the example of real data presented in Fig. 15a , an underwater recording of a fishing vessel, and the result is presented in Fig. 15b 
Further Discussion
After analysing each experiment in detail it is now possible to discuss some general findings with respect to the proposed algorithm and the LLA measure.
The Proposed Algorithm
It has been shown during optimisation that α has little influence on the detection performance. This was observed in two variants of the algorithm (using the original and proposed potential energy). The parameter β behaves similarly in both variants, the key difference is that the LLA maximum is reached at a higher parameter value in the original variant. The empirical evidence indicates that the geometric internal energy captures more salient information, and therefore its influence does not need to be as strong; the geometric variant achieves similar or higher LLAs compared with the original variant whilst having a lower influence on the contour's energy. Generally, high weighting of the internal energies restricts the contour's ability to deform and evolve, resulting in a large degradation in performance. The algorithm introduces the capability of detecting multiple tracks simultaneously. Integrating harmonic positions reduces the response to false positive detections (as noise is not harmonic), allowing for a reduction in the gradient potential force, and creating a more sensitive detection strategy. The proposed potential energy produces far fewer false positive detections when compared with the original. Increasing its influence produces a stable probability of false positive detections, instead of increasing them, as with the original. Principally, the proposed algorithm, has proven to be a reliable method for extracting unknown shaped tracks in spectrograms.
Line Location Accuracy
The LLA measure aggregates measures of the true positive rate; the false positive rate; and the location of detection. Optimisation using LLA forms a balance between the three criteria. This balance, however, does not necessarily lead to a well performing algorithm. It can, in fact, mask weak detection performance, ranking it similar to that of a good detector. Accompanying the LLA with false positive detection rates allows these two cases to be disambiguated. Nevertheless, depending upon the application some criteria may outweigh others. For example, it may be sufficient to identify the presence of a source in a particular 25 time frame and knowledge its exact frequency may be superfluous. In this case, it may be more desirable to maximise true-positive detections or minimise false-positive detections at the expense of other criteria.
Conclusions
This paper has presented a novel algorithm for the detection of single and multiple tracks in spectrograms by, optionally, integrating information from harmonically related positions. A discussion of the original active contour algorithm, its limitations and alternative methodologies, has also been presented. This has led to the identification of issues that prevent the algorithm in its original form from being applied to spectrogram track detection. Novel solutions to these problems have been proposed. A gradient potential has been proposed to overcome the dependency on initialisation position. A novel potential energy formulation has been proposed to take advantage of structural and intensity information to increase detection rates. The undesirable bias resulting from the original internal energies has been removed by replacing them with the geometric internal energy, which has been shown to achieve higher LLAs and reduce false positive detections. An analysis of the algorithm's computational complexity has shown that it is applicable to real-time implementations.
Moreover, the findings presented within this paper have been related to existing work in the area and
