Introduction.
Let/(x)GC°° (-°°, °°) and let there be some p^l such that/(n)(x)G7*>(-oo, oo) (ra^O) (') This paper is the author's dissertation, done under the supervision of Professor I.J. Schoenberg and submitted to the Faculty of the Graduate School of the University of Pennsylvania in partial fulfillment of the requirements for the Degree of Doctor of Philosophy.
(2) As a corollary of our Theorem 3.1, this result is actually valid for general p.
We shall also consider approximating translates by Taylor series; that is, the possibility of representing f(x+h) by l.i.m. £ -f'Kx).
n->« v=o V.
It will be shown that the class of Lp functions admitting such a representation is the generalization to Lp of an analytic function class in L2 studied by Paley and Wiener [3, pp. 3-13] and that the "Taylor series in the mean" can be used to prove a theorem of ip(t) has moments of all orders. Conversely, if \p(t) is an absolutely continuous distribution having moments of all orders and F(t) is any measurable function such that | F(t)\ 2=\p'(t) almost everywhere, then (2.2) f(x) = l.i.m. --f"F(ty<*dt n~>« (lir)11' J -n is equivalent to a C°°(-00,00) function all of whose derivatives belong to L2. Consider now the Hilbert space L\ consisting of all ^--measurable g (t) such that ll«wll*= f Uwlww < ».
J -oo
It follows from (2.1) that (2.3) ||f||, = ||*»F(*)||.
We are thus led to consider the following isometry of L2(A) onto L\ g(x)(eL2(A))^h(t)(eLl),
(Note that the points where h(t) might be undefined by ( We need not consider here the definition of "extremal solution"; for our purpose we need only remark that such distribution functions are known [6, p. 60; 7] to have discontinuous spectra. Since our \}/(t) is absolutely continuous, the validity of Theorem 1.1 follows. 
(ra ^ 0). 7ra other words, for each non-negative integer n and each real h, f(x+h) is the limit in norm of finite linear combinations of the form
To prove Theorem 2.2, we first show
Taking Fourier transforms and using the isometry (2. shown that l/2Zr«o <*>t(0) is the minimum mass at t = 0 for any distribution having the same moments as d>(t). Hence, since d>(t) is absolutely continuous and determined by its moments, limn,Mpn = 0.
,since {x|7(x)^0J and {x|x7(x)^0}
differ by at most a set of measure zero. Hence, we have Theorem 2.4 is believed to be new. It would be interesting to see a proof which does not depend on Theorem 2.1.
3. Taylor series in the mean. We shall now consider the use of Taylor series to approximate translates; i.e., given f(x)EC°°(-oo , co) such that f(n)(x)ELp(-oo, co) (reSiO), we wish to represent f(x+h) by
The expression (3.1) will be called the "T>-Taylor series" of f(x) (h being restricted to real values for the present). To study the convergence of 7p-Taylor series, we shall first establish the following analog of Taylor's theorem: The right hand side of (3.2) is equal to the norm of the first neglected term of the 7p-Taylor series, a quantity which must tend to zero in order that the series converge. Hence, for the convergence of the 7p-Taylor series, it is both necessary and sufficient that the rath term converge strongly to zero. Furthermore, convergent 7J>-Taylor series always converge to the proper limit f(x+h), in contrast to the behavior of ordinary Taylor series. We are now able to compute the radius of convergence of the 7"-Taylor series. Using the well-known root criterion of Cauchy, it is seen that for the series to converge, the relation It might be thought possible to obtain a larger radius of convergence for the T>-Taylor series by considering weak Lp convergence instead of strong Lp convergence. This is not so. If the Lp-Taylor series converges weakly, then its partial sums, and hence its terms, must be bounded in norm. But for | h\ >p the terms are not bounded in norm. Hence the weak and strong radii are equal.
We shall now determine what functions may be represented by i>-Taylor series. From the estimate (3.3), it is seen that if p>0, then the ordinary Taylor series for/(x) about each real x0 converges to/(x) for x0 -p <x <x0+p. 
J-oo (* + tx -f)"+i J (n ^ 0). Proof. By Theorem 3.3, TPi<r)CWPi<r). Let/(z)EWPia) and let \h\ <a. Choose X so that | h\ <\<<r. Then by (3.6) Ulnn ii U|"T17 re! X"
Hence p^cr and WPia) = TPia). Since fiz)EWvip), (3.7) is clear.
The class PF2(er) was studied by Paley and Wiener [3, pp. 3-13] . Their principal theorem concerning this class may be stated as follows:
Theorem 3.7. Let f(z) CW2(a) and let F(x) be the Fourier transform of f(x). Then for each hCSa, eihxF(x) is the Fourier transform of f (x+h) and is absolutely integrable so that (3.8) f(z) = (21T)-1'2 f e*"F(t)dt (*€5f).
J -00
Conversely, if eihxF(x)L2( -oo, co) for each hCSc, then it is absolutely integrable for each such h and F(x) substituted in (3.8) yields an f(z)CW2(a).
We shall give a new proof of the first part of the theorem. By Theorem 3.6, f(x+h) is represented for all h = ^+ivCzS, by
Since the Fourier transform of /(n)(x+i;) is equal to (ix)nei(xF(x), the Fourier transform of (3.9) is seen to equal e-2<*dx\ I j e-2<"-«^| 7(x)|2rfxJ .
The rest of the theorem is easily verified.
Returning to general p, we shall show that two 7p-Taylor series can be multiplied (in a manner analogous to the multiplication of ordinary Taylor series) to give a new 7p-Taylor series whose radius of convergence is at least equal to the smaller of the radii of convergence of the series being multiplied. In other words, if/i(x) and/2(x) both belong to Tp(a), then so does/i(x)/2(x).
By Theorem 3.6,/i(z) and/2(z) both belong to Wp(<r). But any/(z) G Wp(a) We also have the following more general multiplication theorem:
Theorem 3.11. If Uz) EWPlia) and f2iz)EWPiia), then /i(z)/2(z)G Wp (.o) for all p such that p^min ipi, p2). If l/pi + l/p2^l, then/i(z)/2(z)EWvia) for all p^l.
The first part of the theorem being an obvious consequence of Theorems 3.8 and 3.10, let us consider the case l/pi + l/p2^l.
In this case p2^qi, the index conjugate to pi. Hence f2iz)EWqiia) and by Holder's inequality,
