In this paper, we introduce a new notion of convergence for the Laplace eigenfunctions in the semiclassical limit, the local weak convergence. This allows us to give a rigorous statement of Berry's random wave conjecture. Using recent results of Bourgain, Buckley and Wigman, we will prove that some deterministic families of eigenfunctions on T 2 satisfy the conclusions of the random wave conjecture. We also show that on an arbitrary domain, a sequence of Laplace eigenfunctions always admits local weak limits. We explain why these local weak limits can be a powerful tool to study the asymptotic number of nodal domains.
Introduction
In his seminal paper [Ber77] , Berry suggested that high-frequency eigenfunctions of the Laplacian in geometries where the classical dynamics is sufficiently chaotic (for instance, negatively curved manifolds) should behave like random combinations of plane waves. This heuristics, known as the random wave model (RWM), has led to many conjectures concerning the L p norms, semiclassical measures or nodal domains of chaotic eigenfunctions. However, few attempts have been made to give a rigorous meaning to Berry's conjecture.
In this paper, we associate to a sequence of Laplace eigenfunctions a sequence of measures on an abstract Polish space, which we call local measures. We show that we may always extract a subsequence of local measures which will converge. The limit, which we name a local weak limit of the sequence of eigenfunctions, is a measure on the space For any U ⊂ Ω open, we will define σ U (φ n ), a set of measures on F P (d) to be the set of accumulation points of ((φ n ) |U ) for the topology of local weak convergence, which we introduce in Section 2. We will show that for any sequence (φ n ), σ U (φ n ) is never empty.
Local measures and local weak limits are quite technical to introduce, and we defer their precise definition to the next section. However, the idea behind is rather simple. A solution to −∆φ n = λ 2 n φ n , when rescaled to a ball B(x 0 , Rh n ), will resemble an element of F P (d). The local measure associated to φ n will somehow "count how many times we will resemble a given element of F P (d) when varying the point x 0 in U ". The notion of local weak convergence we introduce here was inspired by local weak convergence of trees, also known as Benjamini-Schramm convergence ( [BS01] ).
Local weak convergence of eigenfunctions allows us to give a rigorous statement of Berry's conjecture about Laplace eigenfunctions in chaotic billiards. We refer the reader to [CM06] for the definition and examples of chaotic billiards. Note that, on random trees, a version of Berry's conjecture was proven in [BS16] .
Random Gaussian Fields as Local Weak Limits and Berry's conjecture The isotropic monochromatic Gaussian random field F unif : R d → R is uniquely defined as the centred stationary Gaussian random field, with covariance function
We refer the reader to [Abr97] for more details on Gaussian random fields. In dimension 2, F unif can alternatively be defined, in polar coordinates, as
where J n is the n-th Bessel function, and where (C n ) n∈Z are standard complex Gaussians, independent except for the fact that C −n = C n . Almost surely, F unif is an element of F P (d), so that, if A ⊂ F P (d) is a measurable set, P(F unif ∈ A) is well-defined, and
defines a measure on F P (d).
Conjecture (Berry's Random Wave Conjecture). Let Ω ⊂ R d be a chaotic billiard, and let φ n be an orthonormal sequence of eigenfunctions of the Dirichlet Laplacian in Ω. Then for any
Random wave model for deterministic toral eigenfunctions The methods introduced by Bourgain, Buckley and Wigman in ([Bou14] , [BW15] ) to study the number of nodal domains allow to prove that certain deterministic families of eigenfunctions on T 2 satisfy the conclusion of Berry's conjecture (although no chaotic dynamics in present here).
On T 2 = R 2 \Z 2 , the eigenvalues of the Laplacian are the numbers (4π 2 E n ) n∈N , where E n is the increasing sequence of numbers such that
is non-empty. For such an E n , an associated eigenfunction is given by
Theorem 1. There exists a density 1 sequence n j such that for all U ⊂ T 2 open, we have
Actually, this theorem holds for eigenfunctions which are more general than (3). The precise assumptions we need are given in Hypothesis 1, in Section 4. Note that the methods of [Bou14] and [BW15] are only valid in dimension 2, and we don't know if the statement remains true in higher dimensions.
Local weak limits and nodal domains Although the Random Wave Conjecture is only a statement about chaotic eigenfunctions, we believe that local weak limits can be useful to describe semiclassical properties of Laplace eigenfunctions in non-chaotic situations. In particular, we will explain in section 5 how local weak limits can be used to give lower bounds on the number of nodal domains of a family of eigenfunctions.
Organisation of the paper In Section 2, we give the definition of local weak measures and local weak limits of eigenfunctions. We prove that a sequence of local weak measures of eigenfunctions always has a converging subsequence, which converges to a local weak limit. We then give some elementary examples of computations of local weak limits. In Section 3, we give some criteria to identify the local weak limits of a sequence of eigenfunctions. In Section 4, we prove a more precise version of Theorem 1. Finally, in Section 5, we explain how local weak limits can be used to give lower bounds on the number of nodal domains of a family of eigenfunctions.
Proof. It is clear that
For notational convenience, if k = −1 or k = −2, we also set
We then have that H
is a Polish space. Consider a sequence a = (a n ) ∈ N N . We shall write 0, ℓ) ). Therefore, we may extract a subsequence of f n which converges in C k (B(0, ℓ)). By a diagonal extraction, we may find a subsequence of f n which converges in C k (B(0, ℓ)) for all ℓ > 0. Therefore, this subsequence converges in H The space of free eigenfunctions Recall that the space F P (d) was defined in (1).
topology. By uniqueness of the limit, we must have −∆f = f .
In the sequel, F P (d) will always be equipped with the topology induced by the distances d k .
Let us write C b (F P (d)) for the space of bounded continuous functions on F P (d), equipped with the sup norm. We shall write M d for the Banach space of finite signed measures on F P (d). We shall also write
By Tietze's extension lemma, we may find a continuous linear map
(see for instance [Dug51, §5] for the fact that we may take ι k linear and continuous.)
Construction of local weak measures
In the sequel, we will fix Ω ⊂ R d a bounded open set, or Ω = T d . Consider a sequence φ n ∈ C ∞ (Ω) with φ n L 2 = 1, and a sequence h n > 0 going to zero such that 
Note that we have
For each k ∈ N, n ∈ N, for each x 0 ∈ Ω, we haveφ x0,n ∈ H k d , so that we may define δφ
This defines a probability measure in
Definition and properties of local weak limits
Lemma 3. For any open set U ⊂ Ω and any k ∈ N, the sequence
Proof. Let ε > 0, and let us write
Let ℓ ∈ N. There exists N (ε) such that n ≥ N (ε) and all x 0 ∈ Ω\Ω ε , we have for all α ∈ N d and all y ∈ B(0, ℓ):
Now, we have for all n ≥ N (ε)
. By Markov's inequality, we deduce that
In particular, if we write a ε = (a ε (ℓ)) ℓ , then for each ε > 0 and each n ∈ N, we have the set of
Therefore, we have, for each n ∈ N and each ε > 0 that
The statement then follows from Lemma 1.
As a consequence of Lemma 3 and of Prokhorov's theorem, we have Corollary 1. Let k ∈ N, U ⊂ Ω be an open set. There exists a subsequence n j and a probability measure
We will denote by σ k,U (φ n ) the set of accumulation points of LM k,U (φ n ) for the weak-* topology, and by σ ι k k,U (φ n ) the set of accumulation points of LM ι k k,U (φ n ) for the weak-* topology. We shall see in Corollary 2 that LM ι k k,U (φ n ) ⊂ M d , and that this set does not depend on k and on ι k .
Lemma 4. Let U ⊂ Ω, k ∈ N and let µ ∈ σ k,U (φ n ). Then µ is supported on F P (d).
Proof. Let A be a measurable set which does not intersect F P (d). By Ulam's Theorem ([Dud02, Theorem 7.1.4]), any measure on a Polish space is regular, so that
Let us take a set K ⊂ A, compact for the
Therefore, we must have
The result then follows from (9).
, and ν is independent of k and ι k . In other words, if f ∈ C b (F P (d)), k 1 , k 2 ∈ N and ι k1 , ι k2 satisfy (4), we have that LM 
Since F P (d) is closed, we may define a measure µ d on F P (d) as the restriction of the measure µ. Let f ∈ C b (F P (d)). We have
Therefore, ν = µ d , so that ν ∈ M d and ν does not depend on ι k . Let us show that ν does not depend on k. Let f ∈ C b (F P (d)), k 1 , k 2 ∈ N and ι k1 , ι k2 satisfy (4). Suppose that LM ι k 1 k1,U , f converges. Suppose first that k 2 ≥ k 1 . Then, by changing its codomain, ι k1 can be seen as a map from C(F P (d)) to C Definition 2. If the conclusions of Corollary 2 are satisfied, we will say that ν is a local weak limit of φ n on U , and write ν ∈ σ U (φ n ). If σ U (φ n ) = {ν}, we will say that ν is the local weak limit of φ n on U .
We now give examples of sequences of eigenfunctions whose local weak limits can easily be computed.
Two simple examples
A plane wave on the torus
We have −∆φ n = n 2 φ n , and, if
For θ ∈ [0, 2π), we shall write f θ (y) := cos(θ + y · ξ 1 ).
, and write U x2,...,x d := {x 1 ; (x 1 , ..., x d ) ∈ U }. By expanding Λ ξ1 (·, x 2 , ..., x d ) in Fourier modes and using Lebesgue's lemma, it is straightforward to check that
Integrating over (x 2 , ..., x d ), the lemma follows.
Concentrating eigenfunctions
Consider (φ n ) a normalized sequence of eigenfunctions of the Dirichlet Laplacian in a domain Ω ⊂ R d , which concentrates on a set of volume zero in the sense that 8), we see that we may find a compact set K ⊂ H 0 d and a n 0 ∈ N such that for all n ≥ n 0 , Vol {x 0 ∈ U such thatφ n,x0 / ∈ K} ≤ ε.
By Heine's theorem, Λ is absolutely continuous on K, so that there exists η > 0 such that
By the assumption we made and Markov's inequality, we have, for all ε > 0,
We deduce from this that, for all ε > 0,
Therefore, we obtain that for all ε > 0, we may find n ε ∈ N such that for all n ≥ n ε ,
We deduce from this that
which gives the result.
Criteria of convergence
The following lemma gives a useful criterion to determine the weak-* limit of the sequence LM k,U (φ n ). It seems classical, but we could not find a proof of it in the literature.
Lemma 7. Let X be a Polish space, and let K ⊂ (C b (X)) * be compact for the weak-* topology. Let µ n ⊂ K, and suppose that all accumulation points of µ n for the weak-* topology are finite Borelian measures on X. Let µ be a finite measure on X.
Suppose that there exists A ⊂ C b (X) a sub-algebra which separates points, such that we have ∀a ∈ A, µ n , a −→ µ, a .
Then µ is the limit of µ n in the weak-* topology.
Proof. By assumption, we know that there exists a probability measure ν on X and a subsequence n j such that for all f ∈ C(X) bounded, we have
We want to show that ν = µ. Suppose for contradiction that µ = ν, so that there exists f ∈ C(X) with f C(X) = 1 such that µ, f = ν, f . Since µ and ν are regular, we may find a compact set K ⊂ X such that
By the Stone-Weierstrass Theorem, we may find a ∈ A such that
We have
This is absurd, since by assumption, we have µ, a = ν, a . The lemma follows.
Let us describe one application of Lemma 7. Another one will be given in the next subsection.
Then for all k ∈ N and M > 0,
The functionsψ k,M := ℓ j=1ψ k;M form an algebra which separates points, hence we have
We shall now give another characterization of local weak limits, in terms of local Fourier coefficients. For simplicity, we only do the construction in dimension 2, but an analogous construction could be done in any dimension.
Local Fourier coefficients in dimension 2
Let f ∈ F P (2). The function f may then be written in polar coordinates as
where J m is the Bessel function of the first kind of order m. The coefficients b m may be recovered by Fourier inversion as follows : for any r 0 > 0, we have
When f (r, θ) = e ir cos(θ−θ0) , i.e., when f is a plane wave, a standard computation shows that
If N ∈ N, and f ∈ F P (2), we shall write
From (13), we see that for all N ∈ N, r 0 > 0, there exists C > 0 such that
Lemma 8. Let φ n be a sequence of Laplace eigenfunctions, and let ν ∈ M d . Suppose that for all k ∈ N and ι k as in (4), we have
Proof. The lemma follows from Lemma 7 and from the fact that the functions F • β N , where N ∈ N and F ∈ C ∞ c (R 2N +1 ) form an algebra which separates points.
Local weak limits of toral eigenfunctions
In this section, we will take Ω = T 2 = R 2 /Z 2 . If E ∈ N, we set
Non-trivial solution to the equation
2 Ef E exist if and only if N E = 0, and can be put in the form
with a ξ ∈ C.
If f E is of the form (17), we set
which is a measure on S 1 . To state our theorem, we will need some assumptions on the number of arithmetic cancellations in the set E E . and no proper sub-sum of (18) vanishes.
(2) We say that E satisfies the condition I(γ, B) for 0 < γ < 1 2 , 3 ≤ ℓ ≤ B, the number of minimally vanishing subsets of E E of length ℓ is at most N E γℓ Hypothesis 1. We will suppose that the family of energies E = E n , and the family of eigenfunctions f E satisfy the following conditions.
4. There exists a function g :
6. There exists B(E) such that lim n→∞ B(E n ) = +∞ and E satisfies I(γ, B(E)).
Under these assumptions, we have: 
Discussion of the assumptions Point 1. is clearly a necessary condition of the theorem. Points 2. and 3. of Hypothesis 1 imply that we consider families eigenfunctions which are real and normalized. We made these assumptions to follow [BW15] , but our results easily generalize to eigenfunctions which are not real, or which have a different normalization.
It is not clear to us if point 4. could be relaxed. Concerning point 5., we may always assume, up to extracting a subsequence that µ fE * ⇀ ρ for some probability measure ρ on S 1 . If the measure is not ρ, the theorem would still hold with a similar proof, but the local weak limit we would obtain would be anisotropic. Since µ fE * ⇀ Leb S 1 for a density one sequence of E (see for instance [FKW06, Proposition 6]), we chose to present only this simplest case.
Thanks to [BB14, Theorem 17], Point 6. holds for a density 1 sequence of E.
Recall of the constructions and results of Bourgain, Buckley and Wigman Fix K > 1 large, δ > 0 and set for
If x ∈ T 2 , y ∈ R 2 , we setf
where
The proofs of Lemma 5.1 and Lemma 5.2 in [BW15] imply the following lemma.
Lemma 9. Let R, ε > 0. There exists δ > 0, K > 0 and n 0 ∈ N such that for all n ≥ n 0 , we have
We also set
where (c k ) k=1,...,K is a sequence of iid N C (0, 1) random variables, defined on a probability space (Ω, P), and where c k = c k+K for k = −K + 1, ..., 0.
The following lemma follows from [BW15, Proposition 3.3]
Lemma 10. Let R, ε > 0, δ < 1 < K. There exists n 0 ∈ N, Ω ′ ⊂ Ω with P(Ω\Ω ′ ) < ε and a measure-preserving map τ : Ω ′ → T 2 such that for all ω ∈ Ω ′ and n ≥ n 0 , we have
,En C 0 (B(0,R)) < ε.
Thanks to equation (14) 
where c ′ k (ω) has the same law as c k , since c k is isotropic.
Proof of Theorem 2
Proof. Let N ∈ N, and F ∈ C ∞ c (R 2N +1 ). We want to show (16). Let ε > 0. By (20) and the Central Limit Theorem, we may find K such that
Equation (19), combined with (15), implies that for all N ∈ N, ε > 0, by possibly taking K larger, we may find n(N, ε) > 0 such that for all n ≥ n(N, ε), we have U |β N (ψ x,E ) − β N (f x,E )|dx < ε 2 Vol(U ).
In particular, 1 Vol(U ) Vol{x ∈ U ; |β N (ψ x,E ) − β N (f x,E )| > ε} < ε, so that 1 Vol(U ) Vol{x ∈ U ; |F (β N (ψ x,E )) − F (β N (f x,E ))| > ε} < Cε,
for some C depending only on F . By Lemma 10, we have for n large enough
Hence, combining (22), (23) and (24), we have that for all n large enough, 1 Vol(U ) U F (β N (f x,E ))) − (β N ) * µ unif (F ) < C ′′ ε.
We may hence apply point (iii) of Lemma 8 to conclude.
Application to nodal domain counting
If φ ∈ C 0 (Ω), we shall write N (φ) for the number of nodal components of φ, i.e.
N (φ) = ♯ connected components (Ω\φ −1 (0)).
Courant's nodal theorem implies that if φ n , and h n are as in (5), we have
However, no non-trivial lower bound exist for N (φ n ), and few examples are known where one can prove that N (φ n ) −→ ∞. On the other hand, the number of nodal domains of random Gaussian fields is rather well understood, since the works of Nazarov and Sodin ( [NS09] , [NS15] ). We shall now see how local weak limits can be useful to find lower bounds on N (φ n ).
Definition 4. Let η > 0 and let f ∈ F P (d). We will say that f has an η-stable nodal domain if f (0) > η and ∃Ω ⊂ B(0, η −1 ) open and connected, with 0 ∈ Ω, and ∀x ∈ ∂Ω, f (x) < η.
