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Abstract 
 
 
 
 
 
 
 
 
 
 
Adsorption in porous materials is a promising technology for CO2 capture and storage. 
Particularly important applications are adsorption separation of streams associated with the 
fossil fuel power plants operation, as well as natural gas sweetening. High surface area 
activated carbons are a promising family of materials for these applications, especially in the 
high pressure regimes. As the streams under consideration are generally multi-component 
mixtures, development and optimization of adsorption processes for their separation would 
substantially benefit from predictive simulation models. 
 
In this project we combine experimental data and molecular simulations to systematically 
develop a model for a high surface area carbon material, taking activated carbon Maxsorb 
MSC-30 as a reference. 
 
Our study starts from the application of the well-established slit pore model, and then evolves 
through the development of a more realistic model, based on a random packing of small 
graphitic fragments. 
 
In the construction of the model, we introduce a number of constraints, such as the value of 
the accessible surface area, concentration of the surface groups and pore volume, to bring the 
properties of the model structure close to the reference porous material. 
 
iii 
 
Once a plausible model is developed, its properties are further tuned through comparison 
between simulated and experimental results for carbon dioxide and methane. The model is 
then validated by predictions for the same species at different conditions and by prediction of 
other species involved in the carbon capture processes. 
 
The model is applied to simulate the separations involved in pre and post combustion capture 
processes and sweetening of sour natural gas, using realistic conditions and compositions for 
the multicomponent mixtures. Finally, it is used to explore the effect of water in pre and post 
combustion separations. 
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Chapter  1 
 
Introduction 
 
 
 
 
 
 
 
 
1.1. Background: the problem of global warming 
 
“Warming of the climate system is unequivocal, as is now evident from observations of 
increases in global average air and ocean temperatures, widespread melting of snow and ice 
and rising global average sea level.” (1) 
  
“Most of the observed increase in global average temperatures since the mid-20th century is 
very likely due to the observed increase in anthropogenic GHG [greenhouse gases] 
concentrations.” (2) 
 
“The observed widespread warming of the atmosphere and ocean, together with ice mass 
loss, support the conclusion that it is extremely unlikely that global climate change of the past 
50 years can be explained without external forcing and very likely that it is not due to known 
natural causes alone.” (3) 
 
“No coupled global climate model that has used natural forcing only has reproduced the 
continental mean warming trends in individual continents (except Antarctica) over the 
second half of the 20th century.” (3) 
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The above quotations are taken from the Fourth Assessment Report (4) prepared by the 
Intergovernmental Panel for Climate Change (IPCC) in 2007. This report outlined the 
problem of global warming and officially recognized the link between climate change and 
human activities. 
 
The most evident effects of global warming are the continuing retreat of glaciers, permafrost 
and sea ice, which have been well documented, especially in the last few years. Figure 1.1 
shows one of the photos taken by Jan Ioughin, from the Polar Science Centre at the 
University of Washington, in the context of his studies on the mass balance of the Greenland 
and Antarctic Ice Sheets in response to climate change. The photo shows a Greenland ice 
canyon filled with melt water in summer 2010. 
 
 
 
 
Figure 1.1. Greenland Meltstream. Photo: Jan Ioughin (Polar Science Centre, Applied Physics Lab, 
University of Washington. 
 
 
A recent study (5), led by the University of Leeds, has combined the data from the different 
satellite missions which, using different technologies, have been monitoring Earth's biggest 
ice shields on Greenland and in the Antarctic for the last 20 years. Thanks to the accuracy of 
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the data sets presented in the study, it is now possible to conclude with confidence that 
Antarctica has been losing ice for the whole of the past 20 years; this fact has been long 
disputed, due to the past uncoordinated publication of individual one-off measurements which 
had led to some confusion in the field. 
 
Direct consequences of the melting of ice masses are the rise in the sea levels (5) and the 
Arctic methane release, as exemplified by figure 1.2 (6), which shows bubbles of methane 
emerging from sediments below a frozen Alaskan lake. 
 
Other likely effects of global warming include a change in the amount and pattern of 
precipitation and a more frequent occurrence of extreme weather events, including heat 
waves, droughts,  heavy rainfall and possibly even  extreme and unexpected low 
temperatures, which are caused by intense cold fronts resulting from melting polar ice. 
Averaged over all land and ocean surfaces, the increase in the global temperature between 
1880 and 2012 has been reported to be roughly 0.85 °C (7). Since the 1990s limiting this 
increase within 2°C by 2100 has been commonly regarded as an adequate means of avoiding 
dangerous climate change (8). However, it has been recently shown (9) that the impacts of 
2°C rise could be much greater than the earlier science indicated, and that the impact for a 
1°C rise is now expected to be as great as that previously assumed for a 2°C rise. It has been 
speculated that in the absence of proper action the rise of the average global temperature will 
lead to irreversible, drastic and most likely adverse changes in the global climate, with the 
consequences including loss of agricultural land, population resettlement and species 
extinction. This scenario, and the temperature condition associated with it, is often referred as 
the point of no return.  
 
To avoid this scenario, the international community has been urged to take commit to the 
control of the greenhouse gases emissions, which are considered to be directly related to the 
global warming. 
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Figure 1.2. Bubbles of methane emerging from sediments below a frozen Alaskan lake (6). 
 
  
The greenhouse gas with the largest impact on climate change as a result of human activities 
is carbon dioxide, with annual global emissions having escalated by approximately 80% 
between 1970 and 2004 (10). Figure 1.3 shows data for the global GHG emissions referred to 
2004 and presented in the IPCC Fourth Assessment Report. Graph (a) compares contributions 
of different GHGs to the total emission, while graph (b) compares different sources of GHG 
emission. 
 
 
 
Figure 1.3. Global GHG emissions based on the data published in the IPCC Fourth Assessment 
Report (4). Graph (a) (11) shows emissions by gas and graph (b) (11) shows emissions by source. The 
graphs correspond to the data collected  for 2004.   
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From figure 1.3, carbon dioxide is a dominating greenhouse gas, while energy supply (in 
other words power plants) is the main source of carbon dioxide emissions. 
 
Despite growing concerns about global warming and international agreements (12) aiming to 
take proper action to control it, the global emissions of carbon dioxide have not diminished in 
the last few years. Actually, in 2011 they have reached 34 billion tonnes (3% up compared to 
2010 and the highest level on record up to the same year) (13), with an average annual 
increase of 2.7% over the past decade. The report published in November 2013 by the Global 
Carbon Project (14) has shown an estimate of 36 billion metric tonnes of carbon dioxide 
emitted for 2013, 2.1% higher than the emissions registered for 2012. 
 
With this rate it is unlikely that the current targets to cut carbon dioxide emissions will be 
met. It is therefore important to identify some strategies to reduce the emissions of carbon 
dioxide. Because the most significant contributor to anthropogenic carbon dioxide is  
electricity generation (15), a technology capable of capturing carbon dioxide directly from 
power plants would be particularly effective. Hence the importance of Carbon Capture and 
Storage technologies, to which the next section will be dedicated. 
 
 
1.2. Carbon Capture and Storage 
 
Carbon dioxide capture and storage (CCS) refers to a number of technologies consisting of 
separation of carbon dioxide from industrial and energy-related sources, transport of carbon 
dioxide to a storage location and its long-term isolation from the atmosphere (15, 16). 
 
The IPCC Special Report on Carbon Dioxide Capture and Storage (15) considers CCS as an 
option in the portfolio of mitigation actions for the stabilization of atmospheric greenhouse 
gas concentrations.  CCS has the potential to reduce carbon dioxide emissions while allowing 
the continued use of fossil fuelled power stations (16).  
 
Capture of CO2 can be applied to large point sources, such as large fossil fuel or biomass 
energy facilities, major CO2-emitting industries, natural gas production, synthetic fuel plants 
and fossil fuel-based hydrogen production plants. The CO2 would then be compressed and 
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transported for storage in geological formations, in the ocean, in mineral carbonates, or for 
use in industrial processes. 
 
Figure 1.4 (15) is a schematic representation of the proposed CCS systems. The figure shows 
various point sources for which CCS may be relevant, as well as possible storage solutions. 
 
The key challenge in carbon capture and storage is to reduce the energy cost associated with 
this process. For example, a power plant equipped with a CCS system (with access to 
geological or ocean storage) will need to produce roughly 10–40% more energy than a plant 
of equivalent output without CCS. This additional energy will be required for separation and 
compression of carbon dioxide (15). 
 
In general, the net reduction of emissions to the atmosphere through CCS (CO2 avoided) can 
be evaluated as the difference between the CO2 captured, the increased CO2 production due 
to the additional energy required for capture, transport and storage, any leakage from 
transport and the fraction of CO2 retained in storage over the long term. 
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Figure 1.4. Schematic diagram of possible CCS systems (Courtesy of CO2CRC) (15). Red lines 
connect the sources of fossil fuels with the industrial and energy-related sources of carbon dioxide, 
while blue lines show possible routes for carbon dioxide, according to different storage solutions.  
 
 
According to the IPCC, CO2 emissions could be reduced by 80–90% for a modern 
conventional power plant equipped with carbon capture and storage technology. Also, it has 
been argued that Carbon Capture and Storage from power plants has the potential to reduce 
future CO2 global emissions from energy generation by at least 20% (17, 18).  Below we 
describe several different categories of processes available for this application. 
 
Broadly, there are three different types of CO2 capture processes that could possibly be 
applied to power plants. They are post combustion capture, pre combustion capture and 
oxyfuel combustion processes. The concentration of CO2 in the gas stream, the pressure of 
the gas stream and the fuel type (solid or gas) are important factors in selecting the capture 
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system. Although not directly related to power plant operation, another process that involves 
CCS is the sweetening of sour natural gas. 
 
The features, conditions, energy requirements, stream compositions, advantages and 
disadvantages of all of these techniques have been exhaustively  presented in the literature 
(15, 16, 19-28); here we will simply recollect the main general aspects, dedicating more 
attention to the processes on which the present work will focus. In this project we will focus 
on pre and post combustion capture and we will also explore the process of sweetening of 
sour natural gas. 
 
Figure 1.5 contains a schematic representation of the CCS processes applicable to power 
plants. The picture points out how, in the different technologies, the CO2 separation happens 
at a different stage of the process. 
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Figure 1.5. Schematic representation of CCS processes applicable to power plants. 
 
 
As shown in figure 1.5 in the case of post combustion process (16, 20, 23), the CO2 has to be 
removed from the flue gas generated after the combustion of the fuel.  Here, the stream is 
mainly composed by nitrogen (~70-75%), while the molar percentage of carbon dioxide is 
quite low (~15%). Water vapour and oxygen are also present in percentages of about 5-7 and 
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3-4% respectively, together with very small amounts (order of magnitude of ppm) of nitrogen 
oxides (NOx) sulphur oxides (SOx) and carbon monoxide. The total pressure of the mixture is 
around 1 Bar and the temperatures are generally between 40-50 and 100°C, although the 
objective is to make the operational temperature as low as possible (therefore around 40°C). 
The biggest advantage of post combustion capture is that this process can be retrofitted onto 
the existing power plants; also, post combustion is the most developed of all the carbon 
capture technologies. 
 
In the pre combustion processes (22, 23, 28) the CO2 needs to be captured before the energy 
conversion stage. An example of the pre combustion process is the Integrated Gasification 
Combined Cycle (IGCC). This process is described as follows. First, fossil fuel stream 
(natural gas in this case) is brought to high pressure and temperature and partially oxidized to 
form synthesis gas (syngas), mainly composed of carbon monoxide and hydrogen. The 
second stage, which precedes the energy conversion, involves the transformation of carbon 
monoxide and water into carbon dioxide and hydrogen using a water-gas shift reactor. 
The stream leaving the water-shift reactor is mainly composed of hydrogen (~55-60%) and 
carbon dioxide (~35-40%). Other components, all present in small amounts, are carbon 
monoxide (~1.1-1.2%), hydrogen sulphide (~0.5-1%), water vapour (~0.2-1%) and nitrogen 
(~0.25-0.75%). The total pressure in the stream is generally between 30 and 55 Bar and the 
temperature is around 40°C. 
 
The significant advantages of the pre combustion capture are the higher CO2 concentrations 
and the higher pressures (compared to post combustion process) of the stream to be treated, 
which reduce the energy penalty of the process to roughly half of that for post combustion 
(29).  A further advantage is that the pre-combustion technology generates a hydrogen-rich 
fuel, which can be used in several applications, related to the development of the hydrogen 
economy.  
 
Oxyfuel combustion (23, 28), in general, is the process of burning a fuel using pure oxygen 
instead of air as the primary oxidant. This implies lower fuel consumption and higher flame 
temperature, given that the nitrogen component of air is not heated. Historically, due to the 
high flame temperatures, the primary use of oxyfuel combustion has been in welding and 
cutting of metals, especially steel. In the context of fossil fuel power plants, firing with pure 
oxygen would result in too high of a flame temperature. To moderate the flame temperature, 
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the idea is to start combustion with an oxygen enriched gas mixture (95% of oxygen), and 
then switch to the stream diluted with recycled flue gas. 
 
Oxyfuel combustion produces approximately 75% less of flue gas than air fuelled combustion 
and produces exhaust consisting primarily of CO2 and H2O. This results in high CO2 
concentrations in the outlet gas stream and, hence, in an easier separation of CO2. However, 
there are increased energy requirements in the initial separation of oxygen from air. Oxyfuel 
combustion is still in the demonstration phase.  
 
In sweetening of sour natural gas the composition of the mixture and properties of the stream 
can vary substantially depending on the source of the fossil fuel. As a typical example we can 
consider a stream with molar percentage of CO2 around 10-15% at temperatures between 10 
and 40ºC and pressures of about 68-75 Bar (24, 25).   
 
 
Table I.1 shows the average compositions of the streams and conditions we will use as a 
benchmark for the processes object of this study. With a darker green we have indicated the 
main components of each mixture, which will also be the components of the binary mixtures 
we will consider as a starting point for each separation. The lighter green marks the minor 
components we will progressively add in each case. 
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Table I.1. Typical conditions and compositions (molar percentages) of the streams in the CCS 
processes, investigated in this study. Dark green indicates the main components of each mixture, 
while lighter green indicates the minor components that will be considered in this project.  
Component Post combustion Pre combustion Natural gas sweetening 
CO2 ~15% 35 - 40% 10-15% 
N2 70-75% 0.25 - 0.75%   
H2   55-60%   
CH4     80-85% 
O2 3-4%     
CO 20 ppm 1.1-1.2%   
H2S   0.5 - 1.1%   
SOX <800 ppm     
NOX 500 ppm     
H2O 5-7% 0.2 - 1%   
Temperature 40/50-100 ºC 40 ºC 10-40°C 
Pressure 1 Bar 30 - 55 Bar 68-75 Bar 
 
 
 
In all the processes we have briefly described the carbon capture phase consists in the 
separation of carbon dioxide from a multi-component gas mixture. Several techniques can be 
considered for this purpose and over the last few years a significant effort has been made in 
the research of innovative, efficient and cost effective strategies. 
 
The conventional state-of-art method for post combustion capture is based on chemical 
absorption of carbon dioxide in amine solutions (15) (30), which provide high adsorption 
capacity and reasonably high adsorption rate, even when the partial pressure of carbon 
dioxide is low (which is the case for post combustion). The most widely used amine is 
monoethanolamine (MEA); its performance in the context of CO2 capture is taken as a 
benchmark for the assessment of performances of all other types of materials considered for 
the purpose.  
 
The use of amine solutions as absorbents suffers from a number of drawbacks, starting with 
the energy penalty associated with the regeneration. This is due to the high CO2-
alkanolamines bonding energies (up to ~100 kJ/mol) and to the high content of water (70%) 
in the solutions. It has actually been calculated that the regeneration of amine solutions 
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constitutes approximately 60% of the total CCS cost (31). Because of this and because of the 
additional costs which include amine degradation and corrosiveness (amine based solvents 
are in fact prone to thermal and oxidative degradation due to the presence in the stream of 
common flue gas components such as O2, SOx and NOx), it has been estimated that CCS 
processes can cause an increase in the cost of electricity between 60 and 80% in a coal 
combustion plant. (31).  
Initial studies in the feasibility of carbon capture using the state-of-art absorption 
technologies highlighted the need for the development of new, alternative approaches,  
tailored for the power sector (27).   In particular, it would be important to meet specific 
targets for carbon capture in terms of capture efficiency and added cost of electricity (COE) 
(32, 33).  
 
In a recent review Espinal and co-workers (34) have highlighted the urgent necessity for an 
international consensus in terms of standards for the evaluation of promising processes for 
CCS. In fact, US Environmental Protection Agency (EPA) has been in the process of 
establishing suitable standards. 
 
Apart from the studies aiming to improve the solvent formulations in absorption (35-37) 
technologies, a growing interest and research effort have been directed towards alternative 
separation technologies. The main options include physical adsorption, membrane separation, 
cryogenic distillation, gas hydrates formation and chemical looping. 
 
Despite the lack of a general consensus on the experimental parameters to be used for the 
evaluation of sorbent properties, physical adsorption with porous materials has been 
considered as one of the most energy efficient approaches (19, 21, 23, 38).  
 
For the choice of suitable materials it is always important to bear in mind that adsorption 
separation processes are cycling in nature, as the adsorption step must always be followed by 
adsorbent regeneration step. Several techniques are available for the regeneration of the 
adsorbent, and the choice of a particular approach depends on the separation process at hand 
and other design requirements (such as the desired purity of the product or time of a complete 
cycle). 
According to the chosen regeneration technique it is possible to make a distinction between 
Pressure Swing Adsorption, or PSA, (which includes also Vacuum Swing Adsorption, VSA) 
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and Temperature Swing Adsorption (TSA). A brief description of these technologies is given 
below, while a more detailed description can be found in the literature (39, 40). 
 
Pressure swing adsorption (PSA) consists in the selective adsorption of certain components of 
a gas mixture at a relatively high pressure through contact between the gas and the solid 
adsorbent. This produces a gas stream enriched in the less strongly adsorbed components of 
the feed gas. The adsorbed components are then desorbed from the solid by lowering their 
bulk gas-phase partial pressures inside the column, so that the adsorbent can be reused. The 
desorbed gases are enriched in the more strongly adsorbed components of the feed gas. No 
external heat is generally used for desorption. A PSA process carries out the adsorption step 
at a superambient pressure, and the desorption is achieved at a near-ambient pressure level.  
 
Vacuum Swing Adsorption (VSA) is a particular type of PSA. In this case the adsorption step 
takes place at a near-ambient pressure level, while the desorption is achieved under vacuum.  
 
Whereas PSA techniques use changes in pressure to release the adsorbed gas, Temperature 
Swing Adsorption (TSA) achieves the same effect by increasing the temperature. Generally 
TSA involves a longer cycle time, as longer time is required for heating and cooling of the 
bed to exchange thermal energy. 
 
Apart from the shorter cycle time, PSA shows other advantages, such as the lower energy 
costs (due to the lower operating temperatures) and the simplicity of the process, which make 
it possible to downsize the units. 
 
In the context of CO2 capture from power plants TSA appears to be particularly promising, in 
a sense that it gives the possibility to use low grade heat coming from the plants themselves 
(41, 42). As PSA requires the inlet gas to be at high pressure it is considered  most 
appropriate for pre combustion separations, because it would be difficult to compress the 
large volumes of gas involved in post combustion, which happens at ambient pressure.   
We will now give a brief overview of the materials that at the moment are considered as 
possible candidates for CCS processes. 
 
15 
 
1.3. Application of adsorption process to carbon capture and 
sequestration 
 
At the heart of any adsorption process is the adsorbent. Naturally, development of an 
adsorption process for carbon capture should start with the identification of porous materials 
suitable for this application. This is however a challenging task. For example, a candidate 
adsorbent should exhibit affinity towards CO2, however if the binding is very strong, this will 
lead to higher energy consumption during the regeneration cycle. Another essential 
characteristic is the selectivity of the material with respect to carbon dioxide, which needs to 
be efficiently separated from the industrial stream mixture.  
Further important general requirements for a good capture material include high capacity for 
CO2, ease in regeneration, affordable cost,  stability in the presence of common flue gas 
components and contaminants such as H2O, Hg, SOx, and NOx, fast adsorption and 
desorption kinetics and long term stability under cyclic pressure and temperature conditions 
involved in adsorption carbon capture processes (21, 23, 38).  
 
A variety of solid physical adsorbents have been considered for CO2 capture, including 
microporous and mesoporous materials (such as carbon-based sorbents, zeolites and metal-
organic frameworks). In table I.2 we briefly review some of the most significant groups of 
materials explored in the context of carbon capture, also showing, for comparison, the 
properties of some of the most common chemisorbents (like metal oxides, and hydrotalcites, 
a class of anionic and basic clays), including alkanolamines. 
 
Table I.2. Properties of some of the most common classes of sorbents considered in the context of 
CO2 capture. S.A.: surface area, ΔH: heat of physi/chemisorption (at zero coverage for the 
physisorbents), Cp: specific heat capacity, S: adsorption selectivity. References are as follows. 
Zeolites: (23, 28, 43-47), activated carbons: (23, 28, 45, 47-50), MOFs: (23, 26, 28, 45, 47, 51, 52), 
oxydes: (23, 28) (45, 53-58), hydrotalcites: (23, 28, 45, 54, 56, 59-61), alkanolamines: (23, 26, 28, 45, 
62). 
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Material S.A.
(m2/g)
Adsorption 
capacity 
(mmol/g)
-ΔH
(kJ/mol)
Cp
(J∙K-1·g-1)
Regenerability Effect of 
water
S Cost
SOLID PHYSISORBENTS
Zeolites Up to 
1500 
13X:
3.3
(323 K, 1 atm)
6.9 
(295 K, 15 
bar)
7.4 
(298 K, 32 
bar)
13X:
49 
4A:
0.95 at 
310 K
TSA and PSA;
T from 135 to 
over 300°C
Substantial
decrease of 
adsorption 
capacity
Na-X:
CO2/N2=310
(313 K, 1 Bar, 15% 
CO2
13X:
CO2/H2 ~ 200
CO2/CH4 ~ 18.9
(298 K, 5 Bar, 10% 
of CO2)
Linde, 
Type A:
£ 94.5 
for  10 g
Activated 
carbons
400-1000 
Maxsorb:
up 
to    3̴400
BPL:
0.4 
(301 K, 1 atm)
4 
(323 K, 
10 atm)
Maxsorb:
0.5 
(301 K, 1 atm)
25 
(298 K, 1 bar)
BPL:
24.3 
Maxsorb:
16.2
0.84-1.5 
(T< 423 K)
Excellent 
reversibility of
adsorption;
Regeneration 
much easier 
than for zeolites
Hydrophobic
in general;
high % of 
water can 
decrease CO2
capacity
AX21:
CO2/N2 ~ 7
(293 K, 1 Bar)
BPL:
CO2/H2 ~ 20
JX101:
CO2/H2 ~ 60
Norit R1 Extra:
CO2/CH4 ~ 4.75
(298 K, 5 Bar, 10% 
in mol of CO2)
Norit
CA1:
£ 92.2 
for 1 kg 
MOFs Up to 
6240
MIL-101(Cr):
0.49 (298 K, 
0.1 atm)
Mg/DOBDC:
5.68 (298 K, 
0.1 Bar)
MOF-177:
33.5 (298K, 32 
Bar) 
MOF-210:
74.2 wt% (298 
K, 50 Bar) 
From
̴10 to   9̴6
MOF-177:
0.5-1-5 at
25-200°C
Low thermal 
stability;
MIL-101(Cr) 
shows higher 
stability: 
Regenerable 
through TSA-N2
stripping  at 
30°C or VTSA at 
50°C 
Rapid loss of 
cristallinity  
and surface 
area
Zn2(bttb)(py-
CF3)2:
CO2/N2=41
(298 K, 17.5 Bar)
Mg2(dobdc):
CO2/H2 ~ 400
Co(BDP):
CO2/H2 ~ 10
Zn2(bpdc)2(dpni):
CO2/CH4 ~ 30
(296 K, 18 Bar)
Zn2(bttb):
CO2/CH4 ~ 4.8
(298 K, 17.5 Bar)
Cu-BTC:
£ 238 
for 10 g
CHEMISORBENTS
Oxides ZnO:
12-56
Theoretically  
17.8 
CaO:
182 at 
298 K
CaO:
42 at 
300 K
Calcination at
T ≈ 900°C;
Degradation of 
CC capability
CC enhanced 
or reduced 
according to 
H2O partial 
pressure
CaO,
reagent 
grade:
£ 55 
for 500 g
Hydrotalcites 15-250 0.25-0.5
(573 K, 1 bar)
PURAL
MG30-K:
40 
(phys);
-130.8 
(chem)
(676 K)
N2 purge stream;
T = 400°C;
Decrease of CC 
capability 
followed by 
stabilization 
after a few  
cycles
Steam 
enhances 
CO2 sorption 
capacity and 
stability
Hydrotal.
Synthetic
(Aldrich):
£ 47.50 
for 1 kg
Alkanolamine
Aqueous
Solutions
3-6 (post 
combustion 
conditions)
50-100 3.1-3.5 T ≈ 100-140°C MEA, 
≥98%:
£ 32.30
for 1 l
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Among the properties included in table I.2 the thermal capacities are significant especially in 
the context of regeneration in TSA processes, given that the higher their values the higher the 
energy consumption for the heating of the materials. In particular, one of the main problems 
connected to CO2 capture using alkanolamines is their high thermal capacity, due to their 
high content in water. 
 
Another important property for an adsorbent is the heat of adsorption, which is related to the 
adsorption affinity. As mentioned at the beginning of this subsection the adsorption affinity 
should be high enough to ensure appreciable selectivity and high adsorption capacity, but at 
the same time it should be low enough to guarantee easiness of regeneration. One may 
wonder if an optimal heat of adsorption can be determined in order to establish a balance 
between the two requirements. 
 
This problem has been studied by Bhatia and Myers (63) who, following the work by 
Matranga et al.(64), proposed a method to analyse the entire adsorption-desorption cycle and 
determine an optimum value of the heat of adsorption, based on the Langmuir isotherm. The 
use of the Langmuir model is an approximation, but for light gases it provides sufficient 
accuracy over a wide range of pressures and provides the simplest yet sufficiently accurate 
isotherm for the supercritical region. For full details on the simple procedure that was 
followed the reader is referred to the original publication (63); here we will limit ourselves to 
report  the equation derived by Bhatia and Myers for the heat of adsorption that maximises 
the delivery of the adsorbate species at a given temperature T: 
 
                                            ∆𝐻𝑜𝑝𝑡
0 = 𝑇 ∙ ∆𝑆0 +
𝑅𝑇
2
𝑙𝑛 (
𝑝1∙𝑝2
𝑝0
2 )                                     (I.1) 
where  
   
∆𝐻𝑜𝑝𝑡
0 = optimum enthalpy change of  adsorption 
∆𝑆0= entropy change relative to p0 
p0 = standard pressure = 1 Bar 
p1 = storage pressure 
p2 = exhaustion pressure 
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In reality the differential enthalpy of adsorption is a quantity that generally varies with 
coverage, and it should be noted that in the Langmuir approximation on which equation (I.1) 
is based, the constant value of ∆𝐻𝑜𝑝𝑡
0  represents the average of the enthalpy change between 
p1 and  p2. 
 
Equation (I.1) was applied by the authors to the cases of methane and hydrogen storage, and 
the optimum values of 18.8 and 15.1 kJ/mol were obtained for the two cases respectively. 
The case of carbon dioxide storage has been later considered by Simmons and co-workers 
(65), who calculated that for pressures between 1 and 6 Bar at 298 K the optimum differential 
enthalpy of adsorption should be about -22 kJ/mol for the pure component case, or about -26 
kJ/mol for a mixture containing 20% of CO2. 
 
The same equation can be applied for the pre-combustion conditions, using the typical values 
of p1 = 55 Bar, p2  = 1 Bar (total pressures of the stream), T = 313 K and considering a stream 
of molar composition CO2/H2 = 40/60. Taking for CO2 the average value of ∆𝑆0  = -80 
J/(k∙mol) used by Simmons and co-workers (65), it is possible to calculate a value of ∆𝐻𝑜𝑝𝑡
0  = 
-19.4 kJ/mol. 
 
 
As mentioned at the beginning of the paragraph, not only the equilibrium adsorption 
properties have to be considered when screening materials for CO2 capture, because even the 
kinetic properties play a crucial role. In general it is desirable to choose materials in which 
fast CO2 adsorption is possible, and it is important to bear in mind that when operating with a 
gas mixture the differences in the diffusion rates of the components have an influence on the 
selectivity.  
 
The review on adsorbents for CO2 capture recently published by Choi et al. (38) compares the 
characteristics of several materials, taking into account even the kinetics. Physisorbents, for 
which kinetics are typically mass transfer controlled, generally show faster adsorption than 
chemisorbents, for which the kinetics are also controlled by the rate of the chemical reactions 
involved.  
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The authors refer to the work of several groups (66-68) to point out how the kinetics of 
zeolites needs to be studied through models that take into account both micropore and 
macropore diffusion, together with the effect of temperature and pressure, which in general 
make the process faster. According to the review zeolites have been ranked among the 
materials with the fastest adsorption rates, given the experimental studies which have shown 
how they can approach their adsorption capacities in times of the order of minutes (68-70).  
 
In the case of activated carbons the authors cite the work of the most important groups (71-
75) which contributed to the development of the most reliable models, which need to take 
into account not only micro and macropore diffusion, but also surface diffusion, together with 
nonisothermal effects (due to the released heat of adsorption) and the effect of change in 
surface coverage. The CO2 adsorption rates of activated carbons are considered comparable 
to the adsorption rates on zeolites (38). 
 
As for MOFs, a relatively low number of experimental studies have focussed on the kinetics, 
and in this sense there is the need for a more systematic approach to the issue (38) (23). 
 
As an example of chemisorbent we can cite calcium oxide, for which the kinetics of CO2 
adsorption is governed by the rate of the carbonation process; this can be limited by the rate 
of the chemical reaction and by the rate of the CO2 transport to the unreacted adsorption sites. 
Experimental studies have reported that the kinetics of adsorption on calcium oxide is much 
slower than the kinetics on zeolites and activated carbons (38), sometimes requiring several 
hours to achieve 70% of the total capacity (76). 
 
In the case of alkanolamine solutions it has been reported that the tertiary amines (for which 
the reaction with CO2 forms bicarbonate, as opposed to the carbamate formed by primary and 
secondary amines) show the slowest kinetics, followed in the order by secondary and primary 
amines (77). Moreover, some sterically hindered amines (2,piperidineethanol, for example) 
have shown faster kinetics in comparison to conventional amines, due to the lower stability of 
the carbamate they form (23). 
 
 
To further emphasize the importance of both kinetics and thermodynamic properties, we 
would like to cite a recent American Physical Society (APS) report (78),  according to which 
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the cost of CO2 capture can be divided into two components: the capital cost and the 
operating cost; the capital cost depends on the size of the operation unit, which is inversely 
correlated with the kinetic rate constant of adsorption, while the operating cost depends on 
the enthalpy of adsorption/absorption. As a consequence, the report also underlines how the 
current challenge is not only to decrease the reaction enthalpies for CO2 
adsorption/absorption on the capture materials, but also to achieve faster adsorption and 
desorption kinetics. 
 
From the data presented in table I.2 it is clear that no single material is likely to meet all the 
requirements specified at the beginning of this section. For example, MOFs, which show the 
great advantage of exceptional tuneability, are particularly promising in terms of surface 
areas and adsorption capacity both at high and low pressures, but their sensitivity to water, 
often low thermal and chemical stability and low mechanical resistance, together with their 
high costs still represent significant challenges.  
 
On the other hand materials such as zeolites, which in general show higher adsorption 
capacities than MOFs at low pressures, are much more resistant and much cheaper than 
MOFs, but require relatively high energies for their regeneration and also are typically very 
hydroscopic. 
 
Most likely the choice of the optimal material will depend on the specifics of the separation 
process, as the best material for post combustion carbon capture does have different 
requirements and optimal combination of properties from a material for pre combustion 
process. Therefore, the strengths and weaknesses of each adsorbent must be considered in the 
context of a specific adsorption process for effective CO2 separation (38).  
 
Recently several approaches have been proposed for the quick evaluation of adsorbents for 
CO2 capture. Some of them are based on the comparison with the performance of MEA in 
terms of energy penalty, however there is no yet a clear consensus on what the appropriate, 
consistent metrics of evaluation of porous materials should be (34). 
 
Here we provide several examples of attempts to develop these metrics. In particular, a recent 
study by Chu et al. (79) presents a correlation between the rate constants and the enthalpies of 
CO2 adsorption for current and ideal sorbent materials.  Another interesting example is given 
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in the work by Bae and Snurr (80), who consider five fundamental criteria for the evaluation 
of CC adsorbents: CO2 uptake under adsorption conditions, working CO2 capacity, 
regenerability, selectivity under adsorption conditions and sorbent selection parameter. For 
the definition and detailed description of all the parameters the reader is referred to the 
original publication. 
 
Beyond the aspects presented above the identification of sustainable and industrially feasible 
materials with a good capture performance should also be based on a comprehensive life-
cycle analysis approach, which should take into account the environmental impact associated 
with their extraction, manufacture, use, and disposal. Unfortunately, very little data is 
available at the moment from this point of view. 
 
Among the materials considered for CO2 applications, activated carbons are not the ones with 
the highest affinity or selectivity for CO2; this aspect becomes particularly important in the 
case of post combustion capture, which involves a low partial pressure of carbon dioxide in 
the stream.  
 
Several publications, more or less specifically, present advantages and disadvantages 
associated to the use of activated carbons as opposed to different other materials in the 
context of carbon dioxide adsorption (23, 38, 81-84). 
 
Despite the relatively low selectivity for carbon dioxide activated carbons present several 
advantages. Indeed, they are a very versatile and diverse family of materials, they are 
commercially available and relatively inexpensive, and they are stable under a broad range of 
conditions, with highly reproducible and consistent adsorption behaviour (85). Also, the 
relatively low affinity towards CO2 implies easiness of regeneration, given that the carbon 
dioxide is not as strongly adsorbed as in other materials (86), and the CO2 adsorption kinetics 
is generally fast. 
 
In particular, because of their high adsorption capacity, activated carbons with very high 
surface area and porosity could represent excellent candidates for storage applications or in 
the separations involving high pressures (such as pre combustion capture and natural gas 
sweetening) (48, 63, 87-90). Moreover, they could constitute a platform for the development 
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of more complex materials (44, 89, 91, 92) tuned to show higher affinity and selectivity for 
CO2 even at low pressures, and hence suitable even for post combustion capture. 
 
It is precisely on high surface area activated carbons in application to CCS that our project 
focuses; as a representative of the category we have chosen Maxsorb MSC-30, which has 
been commercially produced by the Kansai Coke and Chemicals since 1990s and shows 
surface area in excess of 3000 m
2
/g (87, 93). 
 
Maxsorb is produced from dehydration followed by activation between 600 and 900ºC of a 
mixture of various kinds of petroleum coke with an excess amount of KOH. The main 
characteristics on Maxsorb, MSC30 are summarized in Table I.3, which also presents a 
comparison with the properties of BPL carbon, chosen here as a representative of the 
conventional activated carbons. 
 
 
Table I.3. Comparison of structural and zero loading adsorption characteristics of Maxsorb MSC-30 
and BPL activated carbons (48, 87-89, 91). 
 Adsorption properties Maxsorb MSC-30 BPL  
BET surface area [m
2
/g] 3000 -3400 1150 
Micropore volume [cm
3
/g] 1.3 – 1.7 0.43 
Maximum CO
2
 adsorption capacity at 298 K [mmol/g] ≈ 25 <8 
Henry's constant of adsorption for CO
2
 at 298 K 
[mol/(kg∙Bar)] 2.44 4.59 
Limiting heat of ads. at zero coverage for CO
2
 [kJ/mol] 16.2 25.7 
 
 
 
Apart from the high surface area and pore volume, on which we have already commented, 
table I.3 shows lower Henry’s constant and lower differential enthalpy of adsorption at zero 
coverage for CO2 adsorption compared to BPL. This means that Maxsorb at low pressure 
shows lower affinity for carbon dioxide than BPL, or other similar activated carbons (which 
does not make it the favourite candidate for the post combustion capture), but it also implies 
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less energy consumption in the regeneration process, which, as mentioned before, is an 
advantage.  
 
Comparing the differential enthalpy of adsorption at zero coverage reported in table I.3 with 
the optimum value of -19.4 kJ/mol calculated for CO2 using equation (I.1) it is possible to say 
that Maxsorb is promising from this point of view, especially because in the work by Himeno 
et al. (48) the isosteric heat of adsorption of CO2 on this material is shown to grow with 
coverage.  
 
It is also worth noticing that the C/O ratio in Maxsorb is lower than what on average is found 
for typical activated carbons (C/O ~ 12.6 (94)), which means that the amount of oxygen in 
Maxsorb is higher. Oxygenated functional groups may therefore play an important role in 
adsorption processes. 
Another important characteristic of Maxsorb is its disordered structure, revealed by the very 
broad band shown by this material in the small angle X-ray diffraction pattern (95). 
 
Having described the challenges that come with the choice of suitable adsorbents for CCS 
separations, we will now describe how molecular simulations can represent an invaluable tool 
for the routine assessment of candidate materials. 
 
 
 
1.4. Importance of molecular modelling in CC studies  
 
Development and optimization of pre and post combustion capture and natural gas 
sweetening adsorption separation processes require data on adsorption equilibrium and 
diffusion in candidate porous materials. However, it is generally difficult to measure multi-
component adsorption isotherms, and even more so at high pressures and elevated 
temperatures (or both), which is the case for the processes of interest here. This motivates the 
development of accurate predictive molecular models, which are not constrained in the 
number of species or conditions under consideration. These models can also be used to gain 
molecular level insights on the details of adsorption processes in carbon materials and guide 
the development of new processes and applications. 
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In particular, molecular simulations could possibly be applied for a rapid screening and 
assessment of candidate materials and processes. Only a smaller group of the most promising 
candidates could then be eventually the subject of subsequent experimental testing.  
 
A number of recent studies have applied molecular simulations as a method for the design 
and screening of CO2 capture materials.  
 
Some examples are given by the work by Cluson and Scaife (96), who designed  
carbonaceous hypothetical microstructures for the selective separation of CO2 from gaseous 
mixtures, and by the works by Bae and Snurr, which we mentioned above, or Smit and co-
workers (97), who have developed a method for the rapid screening of capture materials, 
which they applied to the evaluation of hundreds of thousands of zeolite and zeolitic 
imidazolate framework structures. A method for the quick screening of candidate capture 
materials based on the calculation of the adsorption properties in zero-loading regime has 
also been recently proposed (98).  
 
Despite the increasing activity in molecular simulations applied to CO2 capture, it has been 
recently highlighted that a more systematic approach to computational design of porous 
materials is needed (34). Furthermore, hierarchical, multi-scale modelling tools are needed to 
incorporate information about microscopic behaviour of candidate porous materials into 
simulation of the actual adsorption processes and process design. The development of 
suitable force fields capable of covering large number of material chemistries and pore 
networks is also required (34). 
 
The most important feature of an adsorbent that needs to be modelled is the porous space, the 
shape and characteristics of which are a direct consequence of the structure of the material.  
Although there has been a substantial progress in the application of the computational 
screening protocols to crystalline materials, in the case of disordered structures such as 
activated carbons these efforts have been hindered by the lack of accurate predictive models 
for these adsorbents. This provides the motivation for this thesis. 
 
 
25 
 
1.5. Objectives of the thesis 
 
The objectives of this thesis stem for the following propositions: 
1) Our project intends to be part of the research efforts aiming to identify and efficiently 
characterize promising materials to be applied to carbon dioxide separation processes 
using adsorption;  
2) We believe that activated carbons, particularly the ones with high surface area and 
porosity, can play a substantial role in this context. This is because they are stable 
under a broad range of conditions, commercially available and relatively inexpensive, 
they show high adsorption capacity and highly reproducible adsorption behaviour, 
and they are relatively easy to regenerate. Their high adsorption capacity could make 
them excellent candidates for storage applications or separations involving high 
pressure and, despite their relatively low affinity for CO2, activated carbons could 
serve as a starting platform for the development of more complex systems, tuned to 
show higher affinity and selectivity for CO2 even at low pressure; 
3) Current development of the processes based on activated carbons and assessing of 
their potential is hindered by poor understanding of their structure and lack of 
predictive models for adsorption; 
4) To the best of our knowledge not many studies explore the efficiency of candidate 
capture materials using multicomponent mixtures under realistic conditions and, in 
particular, only a few publications deal with the impact of humidity, which is actually 
crucial in the context of CCS processes, especially in terms of added cost.  
Hence the objectives of this thesis are: 
1) To develop a model for high surface area activated carbons which correctly reflects its 
essential features, such morphology and surface chemistry; 
2) To explore its properties in the context of CCS processes: for the purpose we apply it 
to the simulation of the separations involved in pre and post combustion capture and 
sweetening of sour natural gas, using realistic conditions and compositions for the 
multicomponent mixtures; 
3) Explore the effect of water in pre and post combustion separations. 
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1.6. Structure of the thesis 
 
The structure of this thesis is as follows: 
 
After introducing the background and setting the problem (Chapter 1), and after introducing 
the main technical elements and tools we use and refer to for the achievement of our 
objectives (Chapter 2), we develop the project as follows:  
 
Our initial approach was to build a model for high surface area activated carbons, here 
represented by Maxsorb MSC-30, starting with a well-established slit pore model. These 
efforts are summarized in Chapter 3. Interestingly, despite its simplifications, the slit-pore  
model applied to carbon dioxide and methane adsorption is quite accurate over a range of 
conditions; nonetheless for the study of CCS processes under realistic conditions, which also 
involve presence of water, it is not possible to neglect the presence of oxygenated functional 
groups on the surface of the porous material. This is particularly important for Maxsorb 
activated carbon as the composition of this material features a relatively high concentration of 
oxygen, including oxygen in the form of various surface groups.  We therefore proceed to 
study two alternative, more realistic variants of the slit pore model, called respectively the 
single-layer model and single-layer model with groups and defects. The first model features 
pore walls made of one graphene layer, and the second model, also based on a single layer 
constituting the walls, also features functional groups and structural defects. We show that 
these additional elements of realism, surprisingly, do not cause any improvement in the 
predictive ability of the model, but even deterioration in the case of the single-layer model 
with groups and defects. For this reason, and also based on the experimental evidence on the 
disordered structure of Maxsorb, we decided to shift our efforts towards the development of a 
realistic, disordered model of high surface area activated carbons. Later on, the results from 
the following chapters (4 and 5) prompted us to revisit some of the aspects of the models 
based on slit pore geometry. In particular, we found that some improvement of the model can 
be achieved by tuning the solid-fluid interaction parameters, similarly to the approached 
adopted for disordered models. This constituted an additional section of this chapter.  
 
Chapter 4 shows the systematic development of a disordered model for Maxsorb, based on a 
random packing of small graphitic fragments. Before proposing a possible model we used 
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Grand Canonical Monte Carlo simulations of adsorption of methane and carbon dioxide to 
study the effects of various parameters of the structural elements, such as their dimension, 
presence of functional groups, type of functional groups, curvature, method adopted to 
calculate partial charges, surface area of the system.  Once a plausible model was developed 
its properties were further tuned through comparison between simulated and experimental 
results for methane and carbon dioxide. The model was then further validated by predicting 
adsorption of carbon dioxide and methane at other conditions and by predicting adsorption of  
other species involved in the CC processes.  
 
In Chapter 5 we employ this model to study adsorption of mixtures with compositions and 
conditions representative of the pre and post combustion capture, and we also examine the 
CO2/CH4 separation, corresponding to the natural gas sweetening. In the case of pre and post 
combustion we start from the binary mixtures and we progressively add components up to 
quaternary and eventually quinary mixtures. For the binary mixtures we also make a 
comparison with the results obtained from the Ideal Adsorbed Solution Theory (IAST). 
Water is one of the components present in multi-component mixtures we consider. 
Adsorption of water in activated carbons is important in the context of carbon capture and 
separations, but also from a number of more fundamental perspectives. Hence this is the 
aspect of the studies where the analysis went into substantial depth. Chapter 6 contains some 
general conclusions inferred through the development of our project. 
 
Finally, the thesis spans across a number of very different models and computational 
approaches. For clarity, parameters of the models and necessary simulation details will be 
introduced as needed in relevant chapters. 
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Chapter 2 
 
Adsorption: fundamentals, molecular 
simulations and experiments 
 
 
 
 
 
 
 
 
As explained in Chapter 1, the overall objective of this thesis is to develop realistic, 
predictive models of high surface area activated carbons (specifically, Maxsorb) and explore 
adsorption behaviour of these models in the context of carbon capture process. The 
development, validation and application of these models require both experimental 
adsorption measurements and a variety of molecular simulation techniques. It is therefore 
useful to briefly describe these techniques, which are presented in this chapter as follows: in 
Section 2.1 we will introduce the fundamental concepts associated with adsorption 
phenomena and adsorption as a characterization technique, in Section 2.2 we will describe 
the main aspects of statistical mechanics and molecular simulation of adsorption, while in 
Section 2.3 we will briefly overview experimental adsorption measurements in general and 
describe in more detail the procedures adopted in the present work. The concepts presented in 
this chapter are common for the whole thesis. Additional methods, actual simulation 
parameters and details of the models will be introduced as needed in relevant chapters.  
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2.1. Adsorption: fundamentals and application as a 
characterization technique 
 
2.1.1. Fundamentals 
 
Adsorption is defined by the International Union of Pure and Applied Chemistry (IUPAC) as 
an increase in the concentration of a substance at the interface of a condensed phase and a 
liquid or gaseous layer forming as a result of surface forces. 
 
In other words adsorption occurs whenever the surface of a material (the adsorbent) is 
exposed to a fluid (the adsorptive), because of the attractive interaction between the 
molecules of the fluid and the atoms of the solid surface. The molecules of adsorptive in the 
adsorbed phase are then called adsorbate. 
 
According to the nature of the surface interactions it is possible to distinguish two broad 
classes of adsorption phenomena: physical adsorption (physisorption) and chemisorption. 
Physical adsorption involves the van der Waals and electrostatic interactions, which can be 
important or even dominant for polar adsorbents. Chemisorption implies formation of 
chemical bonds between the adsorbing molecules and the surface. 
 
The energy of physisorption (which is always an exothermic process) is therefore lower than 
the energy of chemisorption, and is generally not much larger than the energy of 
condensation of the adsorptive. While physisorption is a phenomenon with a relatively low 
degree of specificity, chemisorption depends on the reactivity of the adsorbent and 
adsorptive. Another important difference is that physisorbed molecules keep their chemical 
identity, while chemisorbed molecules do not. This means that while physisorbed molecules 
can be recovered in their original chemical form via desorption (either by heating adsorbent, 
by lowering bulk pressure of the adsorbate or by reducing the bulk concentration of the 
adsorbate using purge gas), chemisorption is an irreversible process. Given the exothermic 
nature of physisorption lower temperatures promote adsorption. Chemisorption, being 
essentially a chemical reaction, is a process governed by activation energy, with the kinetics 
of the process increased at higher temperatures.  
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Adsorption is an equilibrium process, for which the overall effect is dependent on the extent 
of the interfacial area. Therefore all industrial adsorbents are porous and have large specific 
surface areas.  
 
Given the importance of porosity in the context of adsorption, we will now introduce some 
essential terms and definitions. 
 
The IUPAC classification of the porosity (1) (based on the classification first proposed by 
Dubinin) (2), is based on the pore width, which represents the distance between the walls of a 
slit-shaped pore or the diameter of a cylindrical pore. According to this classification the 
pores are divided into three groups: micropores, mesopores and macropores. 
 
Micropores have internal width lower than 2 nm. Nitrogen adsorption at 77 K in these pores 
occurs through volume filling, and there is no capillary condensation taking place. The 
adsorption energy in these pores is much larger compared to larger pores, because of the 
overlapping of adsorption forces from the opposite walls of the micropores. The extent to 
which micropores are present depends on the material. In activated carbons, for example, 
specific surface area associated with micropores constitutes in general about 95% of the total 
surface area (3). 
 
Mesopores (transitional pores) have effective width between 2 and 50 nm. In activated 
carbons the surface area of these pores in general does not exceed 5% of the specific surface 
area (3). Besides contributing significantly to the overall adsorption process, mesopores are 
generally considered as conduits leading the adsorbate molecules to the micropores. 
Macropores have dimension that exceeds 50 nm. They are not of considerable importance to 
the process of adsorption in activated carbons, because their contribution to the surface area 
is very low (3). 
 
Adsorption is generally described through isotherms, which represent the relationship 
between the amount of fluid adsorbed by unit mass or unit volume of adsorbent and the 
equilibrium pressure p or concentration of adsorbate at a temperature T. The amount of fluid 
adsorbed obviously depends on the nature of the adsorbent-adsorptive system.  
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Experimental adsorption isotherms are usually presented in graphical form. The majority of 
experimental isotherms reported in literature can be grouped into six classes according to the 
IUPAC classification (1), as shown in figure 2.1, where the x axis represents the relative 
pressures p/p
0
 (with p
0
 being the saturation pressure of the adsorbate at the temperature of 
interest) and the y axis represents the specific amounts adsorbed.  
 
 
Figure 2.1. The six types of adsorption isotherms in the IUPAC classification (1). 
 
Let us briefly describe the types of isotherms above. Type I isotherm is typical of 
microporous solids: it shows a steep increase at low relative pressure (corresponding to the 
process of micropore filling), followed by a plateau at higher pressure (corresponding to the 
adsorbent reaching its adsorption capacity). Type II indicates the formation of an adsorbed 
layer the thickness of which increases proportionally to the pressure up to p/p
0
 =1, at which 
condensation occurs. If the knee of the isotherm is sharp, the uptake at point B is usually 
considered to correspond to the completion of a monolayer and to the beginning of a 
multilayer formation. Type III is indicative of weak adsorbent-adsorbate interactions. Type 
IV isotherm is closely related to type II, but tends to level off at high pressures. It shows a 
hysteresis loop, in which the lower branch represents the progressive addition of gas to the 
adsorbent (adsorption), while the upper branch represents the progressing withdrawal 
(desorption). The existence of a hysteresis loop is generally associated with the filling and 
emptying of the mesopores via capillary condensation mechanism. The exact shape of the 
hysteresis loop can vary substantially from system to system. Type V, as type III, is 
indicative of low adsorbent-adsorbate interactions and it also shows hysteresis. Both type III 
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and type V isotherms are quite rare. Type VI isotherm, or stepped isotherm, is associated with 
layer by layer adsorption on a highly uniform surface. The classification above, applicable 
only to pure-component adsorption, is obviously a simplification, while in many cases 
experimental adsorption isotherms exhibit a more complex behaviour to be singularly 
classified according to figure 2.1. 
 
Despite the differences all the isotherms in figure 2.1 show a linear portion in the very low 
pressure range. This region is linear in any adsorption isotherm and gives an indication of the 
strength of the adsorbent-adsorbate interaction. In this region any isotherm is characterized 
by the Henry’s constant kH of adsorption, which is defined as the slope of the adsorption 
isotherm in the limit of low pressures. 
 
In general, it is important to be able to correlate adsorption data using appropriate analytical 
equations to describe the isotherms. In the most general form, the amount adsorbed Na and 
the mass of adsorbent ms are related to the bulk pressure of adsorbate at a constant 
temperature: 
 
                                                       
𝑁𝑎
𝑚𝑠
= 𝑓(𝑝)𝑇                                                                (II.1) 
 
and if the gas is below its critical temperature it is possible to write: 
 
                                                       
𝑁𝑎
𝑚𝑠
= 𝑓(𝑝/𝑝0)𝑇                                                         (II.2) 
 
where p
0
 is the saturation pressure of the adsorbate at temperature T. The amount adsorbed 
per gram of porous material is commonly defined as adsorbed density 𝜌: 
 
                                                         𝜌 =
𝑁𝑎
𝑚𝑠
                                                                       (II.3) 
 
Having defined the concept of adsorbed density we can now define Henry’s law adsorption 
constant more rigorously as: 
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                                              𝑘𝐻 = lim𝑝→0
𝑑𝜌
𝑑𝑝
                                                         (II.4) 
 
and we can also write the equation for the adsorption isotherm in the Henry’s law regime, 
which is the simplest case of adsorption isotherm and, as expected, is the following: 
 
                                                  ρ = kH·p                                                             (II.5) 
 
Over the years a number of different approaches have been developed for the purpose of 
describing adsorption isotherms; before introducing further examples of simple equations  
relevant to our research we will show an example of adsorption isotherms on activated 
carbon:  figure 2.2 (4)  presents the isotherms measured for carbon dioxide at 273, 283, 298 
and 323 K on a sample of Norit R1 by Himeno et al. (4) and by Dreisbach et al. (5): 
 
 
 
Figure 2.2. CO2 adsorption isotherms measured on a sample of activated carbon Norit R1 at 273 K 
(empty circles), 283 K (empty triangles), 298 K (empty squares) and 323 K (empty diamonds) by 
Himeno et al. (4) and at 298 K (filled circles) by Dreisbach et al. (5). 
 
The isotherms in Figure 2.2 all resemble type 1, as generally is the case for carbon dioxide 
adsorption on activated carbons, for instance. 
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A simple equation describing type 1 adsorption isotherm is the Langmuir equation (6), which 
will be briefly explained and derived below. It constitutes a platform for the derivation of 
more complex equations, such as the Brunauer-Emmet-Teller (BET) isotherm (7).     
 
The Langmuir theory represents one of the earliest attempts to analytically describe 
adsorption, and it was originally developed by treating the adsorption process as a 
pseudochemical reaction between adsorbate molecules and available adsorption sites on the 
surface of the material. Within this theory adsorption is described as an equilibrium between 
adsorptive molecules in the gas phase at a pressure p and the adsorbed molecules in the 
surface layer: 
 
                                                             𝐴𝑔 + 𝑆 ⇋ 𝐴𝑆                                                          (II.6) 
 
where 𝐴𝑔 is a molecule of adsorptive in the gas phase, 𝑆 is one adsorption site and 𝐴𝑆 is the 
molecule A adsorbed on the site S. 
 
The derivation of the Langmuir isotherm is based on the following four assumptions: 
 
1) all the adsorption sites are equivalent and each site can only accommodate one 
molecule 
2) the surface is energetically homogeneous and adsorbed molecules do not interact with 
one another 
3) no phase transitions are involved 
4) at the maximum adsorption, only a monolayer is formed. 
 
The fraction of the sites covered during the adsorption process is defined as 𝜃, while the 
number of molecules impinging on the adsorbent surface per unit area in unit time is 
proportional to the pressure. The rate of adsorption is therefore proportional to 𝑝(1 − 𝜃), and 
the rate of desorption is proportional to θ only. At equilibrium, these two rates are equal, so 
that: 
 
                                                               𝑘1𝑝(1 − 𝜃) = 𝑘−1𝜃                                                     (II.7) 
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where 𝑘1 and 𝑘−1 are the rate constants of adsorption and desorption respectively. 
 
Following from equation (II.7) it is possible to derive the Langmuir isotherm expression for 
the surface coverage: 
                                                        𝜃 =
𝐾𝐿𝑝
1+𝐾𝐿𝑝
                                                         (II.8) 
 
where 𝜃 is the fraction of the adsorption sites which are occupied, 𝑝 is the partial pressure of 
the gas and 𝐾𝐿 =  
𝑘1
𝑘−1
  is the Langmuir constant.  
If θ is expressed as the ratio between the amount adsorbed at the pressure  𝑝 and the saturated 
amount adsorbed, Langmuir equation becomes: 
 
                                                  𝑁 = 𝑁𝑠𝑎𝑡 ∙
𝐾𝐿𝑝
1+𝐾𝐿𝑝
                                                   (II.9) 
 
where 𝑁 is the amount adsorbed at pressure 𝑝 and 𝑁𝑠𝑎𝑡 is the saturated amount adsorbed. 
 
The assumptions on which the Langmuir isotherm is based are in general quite strong, and 
they are not satisfied in real adsorption processes. Therefore, starting from assumptions 
which differ more or less substantially from the postulates introduced by Langmuir, several 
other isotherms have been derived. Two examples relevant to this project are Toth (8, 9) and 
BET (7) isotherms. 
 
Toth model represents a development from Langmuir model and it accounts for the 
heterogeneity of the adsorbent. It is commonly used for heterogeneous adsorbents such as 
activated carbons, especially because of its simplicity and because of its accuracy both at low 
and high pressure. The equation is the following: 
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                                                     𝑁 =
𝑁𝑠𝑎𝑡∙𝑝
(𝐾𝑇+𝑝
𝑡)
1
𝑡⁄
                                                   (II.10) 
 
where 𝐾𝑇 is a constant and t is a parameter that accounts for the heterogeneity of the 
adsorbent 
 
It is clear that when t =1 Toth equation reduces to the Langmuir equation, so it is generally 
assumed that the more t deviates from unity, the more heterogeneous the adsorbent is. In this 
project Toth equation is applied for the fitting of the high pressure pure component simulated 
adsorption isotherms whenever they are used as an input for the application of the Ideal 
Adsorbed Solution Theory (IAST) (10). Details on the IAST, which is used to provide a 
comparison for the results of the direct simulation of mixtures, will be introduced in Chapter 
5.  
 
BET theory builds on the Langmuir ideas and extends the approach to describe formation of a 
multilayer. Both theories were also redeveloped later on the proper statistical mechanical 
grounds. The BET theory was derived by Brunauer, Emmet and Teller (7), who modified 
Langmuir mechanism as follows: 
 
1) 𝐴𝑔 + 𝑆 ⇋ 𝐴𝑆                                                                                                         (II.11) 
2) 𝐴𝑔 + 𝐴𝑆 ⇋ 𝐴2𝑆                                                                                                    (II.12) 
. 
. 
. 
      n+1)     𝐴𝑔 + 𝐴𝑛𝑆 ⇋ 𝐴𝑛+1𝑆                                                                                        (II.13) 
 
The equations above describe the formation of multiple layers of adsorbate: equation (II.11), 
identical to equation (II.6), corresponds to the formation of a monolayer as in the Langmuir 
theory, equation (II.12) corresponds to the formation of a bilayer, with the molecules of 
adsorptive interacting with the adsorbate molecules forming the monolayer, and so on until 
the formation of layer n+1, the molecules of which interact with molecules on layer n.  
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The key assumption used in deriving the BET equation is that the successive heats of 
adsorption for all layers except for the first one are equal to the heat of condensation of the 
adsorbate. Other assumptions involved in the BET theory can be summarized as follows: 
 
1) adsorption takes place on a uniform surface and the energies of adsorption of all 
molecules in the first layer are identical; 
2) each molecule adsorbed in a layer is itself a potential adsorption site for the next 
layer; 
3) there is no steric limitation to the thickness of the multilayer; 
4) it is only for the first layer that the heat of adsorption is higher than the energy of 
condensation; 
5) interactions between molecules adsorbed in the same layer do not play any part in the 
adsorption equation; 
6) the second and further layers start to build up before the completion of the first one. 
 
We will discuss the accuracy and realism of some of these assumptions later in the context of 
the surface areas derived based on BET theory. The resulting BET equation is as following: 
 
                                           
1
𝑊((
𝑝0
𝑝⁄ )−1)
=
1
𝑊𝑚𝐶
+
𝐶−1
𝑊𝑚𝐶
(
𝑝
𝑝0⁄ )
                         (II.14) 
 
where 𝑊 is the weight of gas adsorbed at a relative pressure 
𝑝
𝑝0⁄ , 𝑊𝑚 is the weight of 
adsorbate constituting a monolayer of surface coverage and 𝐶 is the BET constant. 
 
The BET 𝐶 constant is related to the energy of adsorption in the first layer and consequently 
is an indication of the magnitude of the adsorbent-adsorbate interaction. 
 
Both Langmuir and BET equations can be applied to obtain the surface areas of porous solids 
using adsorption of gases such as argon and nitrogen at cryogenic conditions. Determination 
of the specific surface area represents one of the applications of adsorption as a 
characterization technique. It is precisely to this topic that the next section will be dedicated: 
besides the determination of the specific surface area we will also describe a method to derive 
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the micropore volume of porous materials. As will be shown in later chapters, our strategy 
developed to construct realistic models of disordered carbons is based on capturing the key 
morphological features of the materials, such as the surface area and micropore volume. 
Hence, we place a particular emphasis on how these characteristics are obtained in physical 
adsorption experiments.  
 
 
2.1.2. Adsorption as a characterization technique 
  
Determination of the specific surface area: the BET method  
 
The BET method is the most widely used procedure for the determination of the surface area 
of solid materials. In general, the Langmuir equation is considered more suitable to determine 
the surface area of  microporous materials, while BET equation is considered more accurate 
for mesoporous materials; it has been however shown that, provided that certain consistency 
criteria are respected, the BET equation can be also  applied to microporous materials (11). 
This aspect will be examined more in depth in the Section A9.4.1 of the Appendix.  
 
The derivation of the surface area using the BET method requires a linear plot of  
 
1
𝑊((
𝑝0
𝑝⁄ )−1)
 against (
𝑝
𝑝0⁄ ), as in equation (II.14) and in figure 2.3: 
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Figure 2.3. Typical BET plot, with intercept i and slope s expressed as a function of the quantities 
𝑊𝑚 and 𝐶, defined in Section 2.1.1. Angle φ is indicated simply to define the slope of the straight 
line. 
 
It is clear that the slope 𝑠 and intercept 𝑖 of the graph are: 
 
                                                          𝑠 =
𝐶−1
𝑊𝑚𝐶
                                                        (II.15) 
and 
                                                          𝑖 =
1
𝑊𝑚𝐶
                                                        (II.16) 
 
 In this way the weight 𝑊𝑚 of a monolayer can be derived from equations (II.15) and (II.16) 
as:  
                                                         𝑊𝑚 =
1
𝑠+𝑖
                                                       (II.17) 
 
Once 𝑊𝑚 has been determined the total surface area of the sample can be calculated as 
 
                                                         𝑆𝑡 =
𝑊𝑚𝑁𝐴𝐴𝐶𝑆
𝑀
                                               (II.18) 
 
where 𝑆𝑡 is the total surface area of the sample, 𝑁𝐴 is Avogadro’s number, 𝐴𝐶𝑆 is the 
molecular cross-sectional area of the adsorbate  and 𝑀 is molar mass of the adsorbate. 
p/p°
*
s = tan ϕ =
𝐶−1
𝑊𝑚𝐶
i = 
1
𝑊𝑚𝐶
ϕ
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As mentioned before, nitrogen is the most widely used gas for the surface area determination 
since it exhibits intermediate values for the C constant (50–250) on most solid surfaces. For 
the hexagonal close-packed nitrogen monolayer at 77 K, the cross-sectional area 𝐴𝐶𝑆 for 
nitrogen is 16.2 Å
2
. 
 
The specific surface area S of the solid can be calculated from the total surface area 𝑆𝑡 and 
the sample weight 𝑚𝑠, according to equation 
 
                                                          𝑆 =
𝑆𝑡
𝑚𝑠
                                                           (II.19) 
 
As introduced before, the BET theory has been developed to account for multi-layer 
physisorption, and the BET method can essentially be considered as a mathematical 
procedure to analyse the adsorption isotherm and derive a monolayer capacity, which is then 
used to calculate a surface area. 
 
In order to understand the limitations of this approach it is important to revisit the realism of 
the assumptions, involved in the BET theory. Specifically, of the assumptions above only 
number 6) is usually correct (except for ultramicropores which cannot accommodate more 
than two molecules) and number 4) can be considered as an acceptable approximation.  
 
Assumption 1) is rarely fulfilled (and in fact many adsorbents are heterogeneous from the 
point of view of adsorption energy), assumption 2) is exceptionally fulfilled either, 
assumption 3) does not hold for porous adsorbents and assumption 5) is in general incorrect. 
 
Moreover, as described before, when a surface area for the adsorbent is derived from the 
monolayer capacity, each molecule of adsorbate in the monolayer (assumed to be arranged as 
a hexagonal close-packing) is considered to cover the same area, equal to the molecular 
cross-sectional area 𝐴𝐶𝑆  and derived from the density of the adsorptive in the bulk liquid 
state. 
 
All the assumptions above raise a number of questions, including the reproducibility of the 
BET monolayer capacity and the meaning of the concept of “BET surface area”, especially 
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for microporous adsorbents, for which even assumption 6) does not hold and the premises for 
the derivation of the surface area from the monolayer capacity are not valid. 
 
A useful way to ensure the reproducibility of the results is to systematically choose an 
interval of applicability for the equation; that is the interval on which the equation II.14 is 
indeed linear. The relative pressure range between 0.05 and 0.35 (1) is well suited for type II 
and type IV isotherms and in any case the BET model (not applicable for type III and type V 
isotherms) generally fails for relative pressures higher than 0.5, which is considered as the 
onset for capillary condensation.  
 
For microporous materials the interval of linearity of BET equation becomes narrower, and 
an appropriate choice of the pressure range depends on the application of certain consistency 
criteria. This aspect, mentioned at the beginning of this section, has been presented (11) and 
explored (12, 13) in the literature and will be more deeply discussed in Section A9.4.1 of the 
Appendix, in which the BET equation is applied to experimental and simulated data for 
nitrogen at 77.35 K on Maxsorb MSC-30. 
 
We conclude this discussion pointing out that for microporous materials the concept of “BET 
monolayer content”, actually misleading (because the idea of monolayer in this case has no 
clear physical or theoretical meaning), could be replaced by that of “BET strong retention 
capacity”, as introduced by Rouquerol, Llewellyn and Rouquerol based on  their results from 
calorimetric experiments (11). 
 
Gas adsorption can also be applied for the characterization of the porosity of powders and 
other porous solids. Below we will describe Dubinin-Radushkevich method (14) for the 
determination of microporosity. 
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Characterization of the microporosity: Dubinin-Radushkevich method 
 
Similarly to the determination of the surface area, characterization of the porosity generally 
relies on the adsorption of nitrogen at 77 K. 
 
Here we will limit ourselves to the characterization of microporosity, given its relevance for 
activated carbons. In particular, we will concentrate on the method proposed by Dubinin and 
Radushkevich (14), and therefore called the DR method. This method is currently used to 
determine the micropore volume of activated carbons, by means of the homonymous 
equation. 
 
Based on Polanyi potential theory of adsorption (15), DR equation has a semi-empirical 
origin and gives a macroscopic description of the behaviour of the adsorption loading for a 
given pressure. It is based on a picture of adsorption process happening by micropore filling, 
as opposed to layer-by-layer adsorption on the pore walls. 
 
The assumptions on which Polanyi potential theory (actually derived to describe multilayer 
adsorption on non-porous sorbents) is based are the following: 
 
1) the adsorption volume is filled by liquid adsorbate only; 
2) the liquid adsorbed phase is incompressible; 
3) the gas phase vapour in equilibrium with the adsorbed liquid exhibits ideal behaviour; 
4) creating a liquid surface involves negligible work 
 
Polany theory defines an adsorption potential, A, which represents the decrease in the Gibbs’ 
free energy of the system upon adsorption of one mole of adsorbate (Gibbs’ free energy of 
adsorption) and can be expressed as: 
 
                                                          𝐴 = 𝑅𝑇𝑙𝑛 (
𝑝0
𝑝⁄ )                                             (II.20) 
 
In the DR “theory of adsorption in the micropores” a further assumption is that the fraction of 
the adsorption volume V occupied by liquid adsorbate can be expressed as a Gaussian 
function, which depends on the free energy of adsorption: 
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                                             𝑉 = 𝑉0𝑒𝑥𝑝 [− (
𝐴
𝛽𝐸0
)
2
]                                             (II.21) 
 
where 𝑉0 is the micropore volume of the adsorbent, 𝐴 is the free energy of adsorption, 𝐸0 is 
the characteristic energy of adsorption, which is related to the adsorbent (particularly, to the 
distribution of the volume of the pores according to their size) and 𝛽 is the so called affinity 
coefficient.  
 
Equation (II.21) gives an expression of what in literature is referred to as “characteristic 
curve” for a particular adsorbate on a particular adsorbent. In the work by Dubinin  (2, 16)  
this curve is shown not to be dependent on temperature, in the sense that if for a given 
material and for a given adsorbate the volume adsorbed at different temperatures is plotted as 
a function of the square of the free energy of adsorption, all the data points fall into one 
curve. Equation (II.21) can obviously be used in its linear form, calculating the logarithms at 
both sides. The affinity coefficient 𝛽 enables comparison of characteristic curves for various 
adsorbates with a standard reference, which Dubinin chose to be benzene. β can be 
approximated by a ratio of the liquid molar volumes of the adsorbate and benzene.  
 
Despite the temperature invariance of the characteristic curves the free energy of adsorption 
is actually related to this variable according to equation (II.20).  
 
Therefore equation (II.21) can be written in the linear form: 
 
                                     𝑙𝑜𝑔10(𝑉) = 𝑙𝑜𝑔10(𝑉0) − 2.303 (
𝑅𝑇
𝛽𝐸0
)
2
∙ [𝑙𝑜𝑔10 (
𝑝0
𝑝⁄ )]
2
               (II.22) 
 
which implies that the micropore volume 𝑉0 can be calculated from the intercept of the plot 
of the isotherm data as 𝑙𝑜𝑔10(𝑉) vs. 𝑙𝑜𝑔10 (
𝑝0
𝑝⁄ )
2
. 
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Dubinin et al. have presented experimental data to show that equation (II.22) adequately 
describes the adsorption data of many adsorbates onto a wide variety of microporous carbons 
over a wide pressure range (16-19). 
 
However, deviations from linearity can occur. First of all the equation cannot be applied in 
the region of zero coverage, because it does not reduce to Henry’s law. Further deviations 
from linearity have also been widely discussed (20-22). For the purpose it is important to bear 
in mind that one of the assumptions on which DR theory is based is that the pore size 
distribution of the material is Gaussian. Marsh et al. (21) have proposed that a completely 
linear plot may be obtained only when this assumption reflects the real structure of the 
material, while deviations from linearity could give an indication of how much the pore size 
distribution deviates from a Gaussian function. 
 
Actually, Marsh and Rand (21) have applied DR equation to several microporous carbons and 
the results have shown that in no case the plot is linear over the entire range of pressures; 
nonetheless, if a limited range of pressures is considered, the linearity is preserved. And this 
also suggests that this is the pressure range in which the micropore filling can really be 
described as a Gaussian function of the free energy of adsorption. 
 
Another aspect is the fact that the temperature invariance of the characteristic curves can be 
considered as realistic concept only if the adsorption is governed by dispersion forces: this is 
because when a polar adsorbate is adsorbed onto a surface containing polar sites the thermal 
motion has an effect on the orientation on the dipoles or quadrupoles in the molecules 
involved. Therefore for adsorbents with highly polar sites and highly polar adsorbates the DR 
model should not be applicable. In the case of carbons there is however sufficient evidence 
that dispersion forces in general dominate adsorption processes (21, 23). 
 
Further deviations from linearity in the DR plot are associated to the assumptions made in 
Polany potential theory: first of capillary condensation is not predicted by the model, because 
the density of the adsorbate phase is considered to be equal to the density of the bulk liquid 
(which, actually, is a satisfactory approximation only at temperatures well below the boiling 
point of the bulk liquid at atmospheric pressure); moreover, given that creating a liquid 
surface is assumed to involve negligible work, the DR method cannot predict phenomena 
such as wetting. 
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As we mentioned before, DR equation has semi-empirical origin; nonetheless several 
attempts to derive it using a theoretical approach and, in particular, statistical 
thermodynamics, have been made (24-26). In all these cases what has been derived are 
actually more general equations that, for moderate pore fillings, can be reduced to DR 
equation.  
 
Having introduced the fundamental aspects of physical adsorption, including its application 
as a characterization technique for porous materials, next we will present statistical 
mechanical treatment of these phenomena and link it to the molecular simulation techniques 
available to study adsorption.  
 
 
2.2. Statistical mechanics and molecular simulation of adsorption 
 
As we mentioned in Chapter 1 molecular simulations and experimental measurements of 
adsorption are the main tools which have been applied to pursue the objectives of this thesis. 
Now, the properties considered in the context of experiments (adsorbed density, bulk 
pressure, temperature, etc.) belong to the macroscopic realm, while molecular simulations act 
on the microscopic level, simulating the positions and motion of atoms and molecules. It is 
therefore important to create a correspondence between the macroscopic and microscopic 
levels of description. The framework to relate microscopic and macroscopic properties is 
provided by statistical mechanics and thermodynamics. 
 
At the foundation of statistical mechanics is the concept of an ensemble. An ensemble is a 
collection of all possible microscopic states (microstates) of a system, subject to a set of 
extensive constraints, such as fixed energy E of the system, volume V, and number of 
molecules, N. 
 
The ensemble approach implies that the system under consideration obeys the ergodicity 
criteria. A closed system in equilibrium is ergodic if in infinite time it goes through all 
possible microstates. This implies that if we wish to compute macroscopic properties of a 
system, we can either consider averaging properties of the system as it evolves in time (via, 
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for example, molecular dynamics) or, equivalently, averaging over microstates generated in a 
stochastic algorithm (i.e. Monte Carlo) as long as both approaches generate microstates with 
the Boltzmann distribution. 
 
Different types of ensembles correspond to different sets of properties of the system that are 
kept fixed.  Commonly encountered types of ensemble are the Microcanonical (NVE), 
Canonical (NVT) and Isothermal-Isobaric (NPT) ensembles. In an adsorption process, 
molecules from the bulk phase diffuse into the porous material until the equivalence of the 
chemical potential between the bulk and adsorbed phases is reached. Hence, in this process 
the porous material is an open system and the Grand Canonical ensemble provides an 
appropriate framework to describe this system. Therefore, Grand Canonical ensemble is 
discussed in more detail below. 
 
A Grand Canonical ensemble can be defined as a distribution of microstates for an open 
system, which is being maintained in thermodynamic equilibrium (thermal and chemical) 
with a reservoir. The system is open in the sense that it is allowed to fluctuate between 
various microstates with different energies and different numbers of particles, by exchanging 
them with the reservoir. Formally, this ensemble is described by fixed chemical potential µ, 
volume V, and temperature T, or µVT in the abbreviated form. 
 
Within the statistical mechanical formulation, the Grand Canonical ensemble is characterized 
by a probability distribution π describing the likelihood of observing each microstate. π is 
proportional to the Boltzmann factor and is normalized through a physically meaningful 
constant, called the partition function. Both the Boltzmann factor and the partition function 
are described more in detail below. 
 
The Boltzmann factor is a weighting factor that determines the probability of observing the 
system of interest in a particular microstate, corresponding to a specific current number of 
particles N, each with mass m, position r and momentum p. In the canonical ensemble (NVT) 
this probability density is defined as following:  
 
                                                𝜋 =  
1
𝑄(𝑁𝑉𝑇)
𝑒
−𝐻(𝒓𝑁,𝒑𝑁)
𝑘𝐵𝑇                                            (II.23) 
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where H(rN, pN) is the Hamiltonian of the N particles, the Boltzmann factor is 𝑒
−𝐻(𝒓𝑁,𝒑𝑁)
𝑘𝐵𝑇 and 
Q(NVT) is the canonical partition function. For compactness of notation, the quantity 1/kBT is 
often expressed as β. kB is the well-known Boltzmann constant, equal to 1.3807·10 
-23
 J/K. 
Here canonical partition function Q plays a normalization factor role. However, it is also the 
most fundamental property in the statistical mechanics as it contains in the embedded form 
the complete information about thermodynamics properties of a particular system under 
consideration. Specifically, thermodynamic equilibrium of a system under constant NVT 
condition is described by the minimum of the Helmholtz free energy and this property is 
linked to the canonical partition function through the expression A=-kTlnQ(NVT).  
 
The partition function for the Grand Canonical ensemble is given as a weighted sum of 
canonical partition functions, each corresponding to a fixed number of particles N: 
 
                                        𝛯(𝜇, 𝑉, 𝑇) =  ∑
𝑒
𝜇𝑁
𝑘𝐵𝑇
ℎ3𝑁𝑁!
∞
𝑁=0 ∙ 𝑄𝑁                                     (II.24) 
 
where QN is a canonical partition function for N particles, h
3N
 accounts for the phase space 
volume of each energetic state and N! accounts for the indistinguishability of the particles and 
μ is the chemical potential. 
 
Inserting the classical mechanical expression for the canonical partition function QN in 
equation (II.24) we obtain:  
 
                     𝛯(𝜇, 𝑉, 𝑇) = ∑
𝑒
𝜇𝑁
𝑘𝐵𝑇
ℎ3𝑁𝑁!
∞
𝑁=0  ∫ ⋯ ∫ 𝑒
−𝛽𝐻(𝒓𝑁,𝒑𝑁)𝑑𝒓𝑁𝑑𝒑𝑁                 (II.25) 
 
 
The Hamiltonian H(r
N
, p
N
)  is given by the sum of the potential energy U (accounting for the 
fluid-fluid and the solid-fluid interactions) and the kinetic energy K (depending on the 
momenta and the masses of the particles) of the system. 
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Since the Hamiltonian consists of two contributions, each depending either on the momenta 
or positions, the partition function above can be factorized into a product of the two 
contributions: 
 
               𝛯(𝜇, 𝑉, 𝑇) = ∑
𝑒
𝜇𝑁
𝑘𝐵𝑇
ℎ3𝑁𝑁!
∞
𝑁=0  ∫ 𝑒
−𝒑2
2𝑚𝑘𝐵𝑇 𝑑𝒑𝑁 ∙ ∫ ⋯ ∫ 𝑒−𝛽𝑈(𝒓
𝑁)𝑑𝒓𝑁          (II.26) 
 
 
The integral  
                                                           𝑍 = ∫ … ∫ 𝑒−𝛽𝑈(𝒓
𝑁)𝑑𝒓𝑁                                          (II.27) 
is called the configurational integral, and contains all the information about the 
intermolecular interactions and, thus,  fluid non-idealities. If Z can be solved for a real fluid, 
then the partition function 𝛯 can be calculated as well. 
 
The integral associated with the momenta can be reduced to a simple analytical expression: 
 
                                       ∫ 𝑒
−𝒑2
2𝑚𝑘𝐵𝑇 𝑑𝒑𝑁 =  ∫ 𝑒
−𝛽𝒑2
2𝑚 𝑑𝒑𝑁 =  (
2𝜋𝑚
𝛽
)
3𝑁
2
               (II.28) 
 
 
which, in turn,  leads to a more compact expression for the partition function: 
 
                                         𝛯(𝜇, 𝑉, 𝑇) = ∑
𝑒
𝜇𝑁
𝑘𝐵𝑇
𝛬3𝑁!
∞
𝑁=0  ∫ ⋯ ∫ 𝑒
−𝛽𝑈(𝒓𝑁)𝑑𝒓𝑁              (II.29) 
 
where Λ is the de Broglie wavelength, 𝛬 =
ℎ
√2𝜋𝑚∙𝑘𝐵𝑇
. In a broader physical sense the de 
Broglie wavelength is way to characterize wave-like behaviour (and wave-particle duality) of 
non-zero mass particles.  
 
If the partition function is known, all other thermodynamic properties of the system can be 
derived. In particular, the Grand Potential Φ=-pV, which is a macroscopic property of the 
system, is linked to the Grand Canonical partition function through: 
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                                                          𝛷 = −𝑘𝐵T∙ln 𝛯(𝜇, 𝑉, 𝑇)                                          (II.30) 
 
Thus, the link between the microscopic world and macroscopic properties is established. 
However, with an exception for very idealized or simplified systems, it is impossible to 
directly evaluate expressions such as the one provided above for the Grand Canonical 
partition function.    To circumvent the problem the approach that we adopt in this project is 
the numerical Monte Carlo procedure in the Grand Canonical ensemble. 
 
The Monte Carlo method is now well established and well documented (27, 28). The main 
idea of the Monte Carlo approach to the calculation of the properties of a system as statistical 
averages is to generate a sufficiently large sample M of microstates of the system with 
appropriate probability distribution density, so that the macroscopic properties can be 
calculated simply from the averages over the generated microstates.  For example, the 
macroscopic adsorbed density can be calculated as an average of the adsorbed densities for 
all the generated microstates: 
 
                                        < 𝜌(𝑇, 𝑉, 𝜇) > ≈  
1
𝑀
∙ ∑ 𝜌𝑖
𝑀
𝑖=1                                       (II.31) 
 
This approach offers an alternative to the calculation of the partition function which, as 
mentioned before, is a numerically intractable task, except for very simple systems. 
 
A very important practical aspect of molecular simulations is that sampling of the microstates 
must be efficient, which means that the probability of their existence needs to be non-
negligible. This leads to the concept of “importance sampling”, which consists of re-
distributing the sampling of the configuration space towards the regions where the Boltzmann 
factor is non-vanishing. An efficient way of generating this target set of microstates is the 
Metropolis algorithm. 
 
The main idea is to generate states in the configuration space with a relative probability 
proportional to the Boltzmann factor.  The general approach is to first prepare the system in a 
certain configuration that corresponds to a non-vanishing Boltzmann factor, and then to 
attempt a perturbation of the system. In general, an attempt to create a perturbation in an old 
configuration is called a trial move. The nature of the perturbation will depend on the type of 
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the ensemble under consideration. The Boltzmann factor corresponding to the new trial 
configuration will be different from the preceding one. The problem is then to decide whether 
the trial configuration will be accepted or rejected. For simplicity we will now consider the 
Metropolis algorithm using the canonical ensemble. The number of particles and the volume 
is fixed in this ensemble, while different microstates in the ensemble correspond to different 
locations (and momenta) of particles. Therefore to perturb the system and create a new 
microstate it is sufficient to change the position of one of the particles (here we still adhere to 
the simple system and do not consider orientational or conformational degrees of freedom for 
simplicity).   
 
Let us denote the old configuration with o and the new configuration with n. The old 
configuration is characterized by Boltzmann factor e –βU(o) and probability π(o), while for the 
new configuration the same quantities are  e –βU(n) and π(n). U(o) and U(n) represent the 
potential energies of the old and new configurations respectively. 
 
The main features of the Metropolis scheme are the following: 
 
1) The outcome of each trial depends only on the outcome of the trial that immediately 
precedes it (the system has no memory); 
2) Every point in the configuration space can be reached within a finite number of trials, 
which means that the system satisfies the hypothesis of ergodicity; 
3) The system must fulfil microscopic reversibility: at equilibrium the average number of 
accepted trials from the old configuration o to any other new configuration n must be 
exactly the same as the number of the accepted reverse moves. 
 
The last condition can be mathematically formulated as follows. If Pr(o→n) is the probability 
of going from state o to state n and Pr(n→o) is the probability for a change in the opposite 
direction, then the following must be true, according to the principle of microscopic 
reversibility: 
 
                                                            π(o)Pr(o→n) = π(n)Pr(n→o)                                 (II.32) 
 
which implies that  
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𝑃𝑟(𝑜→𝑛) 
𝑃𝑟(𝑛→𝑜)
=
𝜋(𝑛)
𝜋(𝑜)
                                                (II.33) 
 
The probability Pr(o→n) is composed of two contributions, α(𝑜 → 𝑛) and acc(𝑜 → 𝑛), 
which respectively represent the probability of creating the new configuration n starting from 
the old configuration o and the probability of accepting the new configuration. In the original 
Metropolis scheme α(𝑜 → 𝑛) = α(𝑛 → 𝑜); at the same time, as has been already established, 
the probabilities π are proportional to the Boltzmann factors.  Therefore it is possible to 
write: 
 
                                         
𝑎𝑐𝑐(𝑜→𝑛)
𝑎𝑐𝑐(𝑛→𝑜)
=
𝜋(𝑛)
𝜋(𝑜)
= 𝑒−𝛽(𝑈(𝑛)−𝑈(𝑜))                                   (II.34) 
 
The condition above is particularly significant because it shows that the Monte Carlo 
simulation alleviates the need to calculate the full partition function or explicit probabilities 
of each microstate (as these would also involve the partition function). Generation of new 
microstates is based on the ratio of probabilities, and this ratio can be calculated using only 
the Boltzmann factors.   
The condition above will be preserved if the new configuration is accepted with probability: 
 
                                          acc(𝑜 → 𝑛) = min (1, 𝑒−𝛽(𝑈(𝑛)−𝑈(𝑜))).                                   (II.35) 
 
In particular: 
 
                                    {
acc(𝑜 → 𝑛) = 1                                𝑈(𝑛) < 𝑈(𝑜)
acc(𝑜 → 𝑛) = 𝑒−𝛽(𝑈(𝑛)−𝑈(𝑜))        𝑈(𝑛) > 𝑈(𝑜)
                        (II.36) 
 
The criteria above are easily explained: indeed, if  𝑈(𝑛) < 𝑈(𝑜) then the exponent in the 
Boltzmann factor becomes positive and the Boltzmann factor becomes higher than 1; vice 
versa, if 𝑈(𝑛) > 𝑈(𝑜) the exponent is negative and the Boltzmann factor is definitely lower 
than 1. Evaluating in this way the acceptance probability for the new configuration it will be 
possible to establish if it can be accepted or not. It can be shown that the ensemble 
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configurations generated according to this scheme do indeed follow the required Boltzmann 
distribution and therefore can be used to calculate the average properties of the system as in 
equation (II.29) (28). 
 
So far we have considered the case of the canonical ensemble, in which new configurations 
are generated through random displacement of the particles. For monoatomic particles 
systems displacements are only represented by translations, but in the case of rigid, non-
spherical particles, we should also consider rotations of these particles, as a variant of 
displacement moves.  
 
In the Grand Canonical ensemble, given that the system is open, the number of particles can 
change, and therefore the perturbation of an old configuration can also happen through the 
insertion or deletion of the particles. For the Grand Canonical ensemble of rigid molecules 
four types of trial moves can be identified: translations and rotations, insertions and deletions. 
Since we have already discussed the translation move and the acceptance criteria associated 
with it (the formalism for rotational move will remain the same), we now proceed to consider 
insertion and deletion trial moves. For simplicity of expression we will adopt a notation 
suitable for simple spherical particles.   
 
In a trial insertion a new particle or molecule is placed into the system in a random position; 
the acceptance criterion becomes: 
 
                             𝑎𝑐𝑐𝐼𝑁𝑆(𝑜 → 𝑛) = min (1,
𝑒
𝜇
𝑘𝐵𝑇
𝛬3
𝑉
𝑁+1
𝑒−𝛽(𝑈(𝑛)−𝑈(𝑜)))           (II.37) 
 
 
 
A deletion trial attempts to remove one of the molecules, selected at random, from the 
system; in this case the acceptance probability becomes: 
 
                                𝑎𝑐𝑐𝐷𝐸𝐿(𝑜 → 𝑛) = min (1,
𝛬3
𝑒
𝜇
𝑘𝐵𝑇
𝑁
𝑉
𝑒−𝛽(𝑈(𝑛)−𝑈(𝑜)))           (II.38) 
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In both cases the probabilities depend on the chemical potential μ, which is related to the 
fugacity of the bulk fluid in equilibrium with the adsorbed phase through the relation: 
 
                                                     
𝑓
𝑘𝐵𝑇
=
𝑒
𝜇
𝑘𝐵𝑇
𝛬3
                                                          (II.39) 
 
Considering that the fugacity can be easily calculated from the pressure of the bulk phase, 
which is what is directly measured during an adsorption experiment, the above expression is 
particularly useful.  
In this project the conversion between fugacity and pressure has been implemented using the 
Peng-Robinson equation of state, known to be accurate for the species under consideration in 
this thesis. 
As stated above, for clarity of notation in our discussion we have assumed simple spherical 
particles. Nonetheless, the project will also deal with more complex rigid molecules. In these 
cases the expression for the partition function also needs to include an additional term 
associated with rigid body rotation of molecules. Similarly to the the treatment of the 
canonical partition function of simple spherical particles, the Hamiltonian can be factorized 
into translational, rotational and intermolecular energy contributions, while the canonical 
partition function becomes a product of translational, rotational and  configurational partition 
functions. Ultimately, it will lead to the appearance of the term representing a single molecule 
rotational partition function in the acceptance criteria for the Monte Carlo moves. In this way, 
calling this additional term 𝑞𝑟𝑜𝑡,the acceptance and deletion probabilities will become: 
 
                           𝑎𝑐𝑐𝐼𝑁𝑆(𝑜 → 𝑛) = min (1,
𝑞𝑟𝑜𝑡𝑒
𝜇
𝑘𝐵𝑇
𝛬3
𝑉
𝑁+1
𝑒−𝛽(𝑈(𝑛)−𝑈(𝑜)))           (II.40) 
and 
                           𝑎𝑐𝑐𝐷𝐸𝐿(𝑜 → 𝑛) = min (1,
𝑞𝑟𝑜𝑡𝛬
3
𝑒
𝜇
𝑘𝐵𝑇
𝑁
𝑉
𝑒−𝛽(𝑈(𝑛)−𝑈(𝑜)))                  (II.41) 
 
We will now proceed with the description of the experimental measurements of adsorption, 
starting with the basic review of the techniques available and then focusing on the specific 
apparatus and the methodology employed in this work. 
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2.3. Adsorption experiments 
As mentioned in the first part of this chapter the most common way to describe and quantify 
adsorption is the adsorption isotherm, which shows the relationship between the amount of 
fluid adsorbed by unit mass or unit volume of adsorbent and the equilibrium pressure p at a 
certain temperature T. 
 
To obtain the adsorbed amount as a function of pressure and temperature different 
experimental methods can be used, each of them implying the measurement of a different 
variable. Broadly, these methods can be divided into four types: volumetric/manometric, 
gravimetric, carrier gas and calorimetric methods. 
 
A comprehensive review of the existing methods has been written by Keller and Staudt (29). 
In the context of this work we limit ourselves to a brief description and comparison of the 
gravimetric and the volumetric methods, which have also been extensively discussed by 
Belmabkhout et al. (30). More detail will be put in the description of the volumetric method, 
which is the one adopted for this project. 
In the case of gravimetric method, which is considered as a well-established and accurate 
technique, the variable to be measured as a function of pressure at a certain temperature is the 
adsorbed mass by means of a balance.  
 
A well-known problem with this method is the buoyancy effect, which is due to the force 
exerted by the gas on the adsorbent, thus influencing the measurement of the mass. This 
becomes a particularly important issue in high pressure experiments. 
 
The volumetric method gives an indirect measurement of the amount adsorbed. It consists in 
expanding a gas from a pressure cell (pre-adsorption cell) into an evacuated adsorption cell 
containing a clean adsorbent during an isothermal process. The volumes of both cells, 
respectively Vpre and Vads, are known. 
 
The total amount of gas initially introduced in the pre-adsorption cell (N1) and the amount of 
gas remaining in the pre-adsorption and adsorption cells after the adsorption equilibrium is 
reached (N2) are determined, using an appropriate equation of state, through the measurement 
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of pressure before and after adsorption, while the temperature T is kept constant for the whole 
experiment.  
 
The calculation procedure is as follows: 
 
                                                     𝑁1 =
𝑉𝑝𝑟𝑒
𝑉𝑚(𝑇,𝑝1)
                                                     (II.42) 
    
                                                     𝑁2 =
𝑉𝑝𝑟𝑒+𝑉𝑎𝑑𝑠
𝑉𝑚(𝑇,𝑝2)
                                                  (II.43) 
 
                                                     𝑁𝑎𝑑𝑠 =
𝑁1−𝑁2
𝑚𝑠𝑎𝑚𝑝𝑙𝑒
                                                 (II.44) 
 
where 𝑉𝑚(𝑇, 𝑝1) and  𝑉𝑚(𝑇, 𝑝2) are the molar volumes of the adsorbate in the gas phase at 
temperature T and pressures respectively p1 and p2, 𝑚𝑠𝑎𝑚𝑝𝑙𝑒 is the mass of the outgassed 
adsorbent and 𝑁𝑎𝑑𝑠 is the adsorbed number of moles per unit mass of the outgassed 
adsorbent. 𝑉𝑚(𝑇, 𝑝1) and  𝑉𝑚(𝑇, 𝑝2) are calculated through the chosen equation of state. 
 
Compared to the gravimetric method, volumetric method is easier to setup and use. It is 
particularly suitable for high pressure measurements, where buoyancy would cause 
substantial problems for the gravimetric analysis. 
 
A significant disadvantage of the volumetric method is due to the errors arising from the 
indirect determination of the adsorbed quantities; in particular, the main sources of errors in 
this technique are associated with the determination of the pre-adsorption and adsorption cell 
volumes, the error in the pressure and temperature measurements, the error due to leakage at 
high pressure, the error in the sample mass and the error due to the inaccuracies of the 
equation of state. 
 
The volumetric apparatus and the experimental procedure used for the adsorption 
measurements in the present project are described in the next sections. 
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2.3.1. Description of the adsorption apparatus 
High pressure CO2 and CH4 adsorption isotherms have been measured on a sample of 
Maxsorb with the BET surface area of 3179.24 m
2
/g and micropore volume of 1.63 cm
3
/g 
using a static volumetric rig. 
 
A schematic representation of the apparatus is shown in Figure 2.4. The rig can be used for 
static volumetric measurements of pure component isotherms and mixtures, at pressures up to 
33 bar (with an accuracy of 0.05% of the usable measurement range) and temperatures 
between 263 and 370 K. 
 
During the experimental measurements the temperature is kept constant (±0.02 K) using a 
bath provided with a refrigerating/heating circulator (Julabo type F25) for temperatures up to 
300 K; if the temperature needs to be higher it is maintained using a jacket oven, which can 
also be used for the regeneration of the sample in situ. The regeneration of the sample always 
takes place under vacuum (generally less than 2·10
-3
 Torr), using a rotary pump (Edward type 
RV5). The degree of vacuum is monitored with a vacuum gauge (Edward type Active Pirani 
Gauge). Different sections of the rig are connected through a system of Swagelok valves and 
can be isolated from each other as required by the experimental protocol. 
 
The rig is also equipped with two mass flow controllers (Brooks type 5850), a back-pressure 
controller (Brooks type 5866), and a read out/control device (Brooks type 0154). 
 
62 
 
 
Figure 2.4. Schematic representation of the adsorption apparatus. 
 
The apparatus is fitted with two Baratron absolute pressure transducers (MKS type 127A) 
with a two-channel readout/signal conditioner (MKS Type PR4000). 
 
From Figure 2.4 it can be seen that the adsorbent is placed in a cell (adsorption chamber) 
which can be isolated from the rest of the apparatus. During the adsorption experiment a 
certain amount of adsorptive gas at a specified temperature and pressure is first introduced in 
the part of the apparatus that immediately precedes the adsorption chamber (pre-adsorption 
chamber). Once thermal equilibrium has been reached, the valve that separates the two 
chambers is opened and the adsorption process can start. Once the equilibrium is reached 
(this step can take from a few minutes to several days, depending on the species and 
conditions involved) temperature and pressure are recorded and the amount adsorbed is 
calculated according to the procedure described above for the volumetric measurements. The 
equation of state that has been employed for this work is Peng-Robinson. 
 
Before each adsorption measurement the sample is regenerated by heating it up (with the 
jacket oven placed around the adsorption cell) and evacuating the adsorption cell. The dead 
volume of the system, required for the volumetric calculations, is measured using Helium 
expansion. This consists in introducing He at sub-atmospheric pressure (generally between 
250 and 500 Torr) into the only part of the rig for which the volume is known (the desorption 
chamber in our case). Then, knowing volume, temperature and pressure, the number of moles 
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of gas is calculated using the Ideal Gas law. Once the number of moles is known the gas is 
allowed to expand into other parts of the rig (one at a time), and every time the volume that 
occupies each of them is calculated.  
 
The apparatus is also equipped with a desorption chamber and a gas chromatograph 
Shimadzu GC-14B with a thermal conductivity detector, to be used when the experiment 
involves mixtures. A description of the rig and the experimental procedure can also be found 
in literature (31). 
 
We will now describe the experimental procedure adopted specifically for this project. 
 
 
2.3.2. Operating procedure and adsorption isotherms 
 
Before each adsorption measurement in this study, the sample was regenerated for at least 5 
hours at 433 K. Each point on the adsorption isotherm required between 45 min and 1 hour of 
equilibration time, while thermal equilibrium in the pre-adsorption chamber was considered 
to be achieved after 15 minutes. 
 
Given that the sample of Maxsorb MSC-30 was in the form of fine powder, it was necessary 
to place it, before placing it in the adsorption chamber, in a membrane container (figure 2.5). 
This allowed for the equilibration of the sample with the gas phase in the chamber and 
prevented contamination of the system.  
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Figure 2.5. a) adsorption chamber b) membrane container filled with sample and sealed. 
 
The container has a cylindrical design, composed by two stainless steel pieces placed on the 
extremes, with the same diameter as the inner adsorption chamber. The membrane is glued to 
the metal pieces forming a cylinder. The top piece has a hole that permits the introduction of 
the sample, which is then sealed through a screw; the bottom metal piece has an opening to fit 
a thermocouple to accurately measure the temperature of the sample during the experimental 
measurements. Figure 2.5 shows the pictures of the adsorption chamber (a) and the 
membrane container (b) used for the experimental measurements. 
 
Methane and carbon dioxide adsorption isotherms were measured on 1.3707 g of dried 
sample at 273 and 298 K. Each experimental measurement has been followed by regeneration 
of the sample in order to prepare it for the following isotherm. To insure the reliability and 
the reproducibility of our measurements (for which the uncertainty has been estimated to be 
lower than 1%) the adsorption isotherms experimentally determined in our group have been 
compared with those reported in literature. The results of these comparisons are shown in 
figure 2.6. 
 
 
(a) (b)
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Figure 2.6. (a) Experimental adsorption isotherms measured by different groups on Maxsorb MSC-
30. Black (4) and blue (present work) squares are for CH4 at 273 K. Red squares (4), cyan squares 
(32) and grey squares (present work) are for CH4 at 298 K. Open squares (4) are for CH4 at 323 K. 
Cyan diamonds are for H2 at 298 K (33). (b) Black circles (4) and blue circles (present work) are for 
CO2 at 273 K. Grey circles (4) and red circles (present work) are for CO2 at 298 K are for CO2 at 298 
K. Open circles are for CO2 at 323 K (4). 
 
An excellent agreement is observed at all temperatures for CO2 and CH4. The graph also 
shows the adsorption of H2 at 298 K as measured by Linares-Solano and co-workers (33). 
The agreement between the literature data and our own results makes it possible to use all the 
isotherms shown in Figure 2.6 as reference in our model validation. 
 
The sample of Maxsorb MSC-30 has been characterized through the measurement of nitrogen 
adsorption at 77.35 K (the isotherm is shown in Figure 2.7) performed on a Quantachrome 
Autosorb IQ apparatus coupled with the Quantachrome ASiQwin software for the automated 
acquisition and reduction of the data. In particular, the micropore volume has been 
determined using Dubinin-Radushkevich method (14), while the surface area has been 
determined using the BET method (7), following the consistency criteria described by 
Rouquerol, Llewellyn and Rouquerol (11) for the application of the BET equation to the 
microporous materials. Further details on the calculation of the accessible surface area will be 
presented in the Appendix (Section A9.4.1). 
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Figure 2.7. Nitrogen experimental adsorption isotherm measured on our sample of Maxsorb MSC-30 
at 77.35 K. Black and white symbols represent respectively adsorption and desorption branches. 
 
 
The isotherm in figure 2.7 shows perfect reversibility of the adsorption process. 
 
So far we have described molecular simulation of adsorption process and the experimental 
procedures to measure adsorption. In both cases the outcome is an adsorption isotherm. 
However, it is important to compare isotherms from simulations and experiments on a 
consistent basis and this is briefly discussed in the next section 
 
 
2.3.3. Calculation of excess adsorption 
 
The outcome of the adsorption experiments is the so called excess adsorption. Provided that 
in all adsorption experiments the contact between the adsorbent and the adsorptive happens in 
a vessel called adsorption cell, excess adsorption is defined as the difference between the 
total amount of fluid present in the cell (absolute adsorption) and the amount of fluid that 
would be in the cell in the absence of the adsorbent. The results of molecular simulations, 
instead, are expressed in terms of absolute adsorption. It is therefore necessary to convert 
these results into excess adsorption. This is often achieved following the procedure proposed 
by Talu and Myers (34), which we also adopt in the present work: 
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                                                   𝑁𝑒𝑥𝑐 = 𝑁𝑎𝑏𝑠 − 𝜌𝑏𝑢𝑙𝑘𝑉                                                    (II.45) 
 
where 𝑁𝑒𝑥𝑐  is the excess adsorption density, 𝑁𝑎𝑏𝑠 is the absolute adsorption density per unit 
cell as calculated from simulation, 𝑉 is the accessible pore volume and 𝜌𝑏𝑢𝑙𝑘 is the density of 
the bulk adsorbate. 
 
As explained in Section 2.3.2, during the experiments the dead volume has been determined 
through Helium expansion; for consistency with the experimental protocol the pore volume 
therefore has been calculated using Helium as a probe. According to Talu and Myers, volume 
accessible to Helium is related to its second adsorption virial coefficient: 
 
                                         𝑉 = 𝐵𝑎 =
1
𝑚𝑠
∫ 𝑒
−𝑈𝑠𝑓(𝒓)
𝑘𝐵𝑇 𝑑𝒓                                           (II.46) 
 
where  𝑉 is the volume accessible to Helium, 𝐵𝑎 is the adsorption second virial coefficient 
for Helium from simulation, 𝑚𝑠 is the mass of a representative sample of the solid adsorbent 
in the simulation and 𝑈𝑠𝑓(𝒓) is the solid-fluid potential energy of a single gas molecule with 
position 𝒓. 
 
The second virial coefficient can be calculated using the Widom insertion method (35), where 
a probe Helium atom is placed in random positions within the system and the values of the 
corresponding Bolzmann factors are accumulated into an average. This average multiplied by 
the system volume provides an estimate of the integral constituting the second virial 
coefficient.  
 
In this chapter we have introduced all the concepts and tools required for the development of 
the project described in this thesis. The next three chapters will show the results of our 
research, derived from application of the methods and techniques we have presented here. 
More advanced details concerning these methods and techniques will also be introduced in 
the next chapters when pertinent and necessary. 
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Chapter 3 
 
Slit pore models in application to Maxsorb 
activated carbon 
 
 
 
 
 
 
 
 
 
3.1. Introduction 
 
As explained in Chapter 1, the main objective of this thesis is to develop a predictive model 
of adsorption in high surface area activated carbons and apply this to adsorption separation 
processes associated with carbon capture. This is not an easy task, because activated carbons 
are, structurally, among the most complex porous materials and this presents the most 
significant challenge in modelling their properties.     
 
Figure 3.1 shows the High Resolution Transmission Electron Microscopy (HRTEM) images 
of two different types of activated carbons. This picture nicely illustrates structural diversity 
possible within this family of materials. Specifically, for a sample of Norit material (Figure 
3.1 on the left) (1), it is possible to identify regions of lamellar structure and this may suggest 
a simple model reflecting this structural organization.  On the other hand, activated carbon 
material shown on the right of Figure 3.1 (2) seems to lack any kind of order. 
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Figure 3.1. HRTEM images of activated carbons: a) activated carbon Norit GSX (1); b) activated 
carbon prepared by NaOH activation of anthracite (2).  
 
Structural analysis of activated carbons has been important for many decades as these 
materials are extensively used in chemical engineering, and the first models (or hypotheses 
on the structural organization of porous carbons) actually predate the era of computers and 
molecular simulations.   
 
The slit pore model is the most commonly used model to describe activated carbons (3). 
Based on the experimental evidence of the lamellar pore structure in many carbons, it treats 
porous space as a collection of independent slit pores, with the pore walls made of an infinite 
number of graphite sheets. From the fundamental perspective, a single slit pore is the simplest 
model of a porous structure and, not surprisingly, a substantial body of the early theoretical 
insights on the confined fluid properties had been obtained using this model.  
 
Figure 3.2 shows a schematic representation of a finite element of graphitic slit pore. In this 
figure, W is the pore width and it is defined as the distance between the nuclei of the first 
layers of carbon atoms on opposing pore walls. Figure 3.2 also shows a molecule of CO2 in 
the porous space: z is the distance between one site of the molecule (in this specific case the 
centre of mass) and a carbon atom in the adsorbent surface. 
 
(a) (b)
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Figure 3.2. Schematic representation of a slit pore with the walls made of three graphene sheets and a 
CO2 molecule in the porous space. Cyan: carbon, red: oxygen.  
 
The slit pore model is clearly an oversimplification, as the porous space of a real carbon 
material features pores of different sizes and shapes, forming a complex network. One way to 
increase realism of the model based on the slit pore representation is to allow for a possibility 
of slit pores of different sizes within the structure (the pores however still remain 
independent). The pore size distribution (PSD) then characterizes the distribution of total 
pore volume over slit pores of different width.  
 
The notion of PSD opens two important possibilities. On one hand, if the model is an 
accurate depiction of a porous material, an adsorption isotherm in this material must be a 
cumulative result of adsorption in different slit pores and therefore it should in principle be 
possible to obtain a PSD from this experimental measurement. On the other hand, if the true 
PSD for the material is known, it should be possible to predict adsorption properties of this 
material, by considering adsorption in individual slit pores and weighting the behaviour of 
individual pores with the PSD. These ideas have been the starting point in the development of 
characterization and predictive adsorption models for activated carbons. Below we describe 
the key steps and elements generally involved in this class of approaches.    
 
The pore size distribution, (f(W)), is formally defined as: 
 
 
                                                                      𝑓(𝑊) = 𝑑𝑉/𝑑𝑊                                                   (III.1) 
 
 
where V is the volume of the pores of width W per unit mass of the adsorbent.  
W
z
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The adsorption integral equation (AIE) establishes, for a certain pressure p and temperature 
T, a relationship between the amount of fluid adsorbed in the whole sample of the material 
(𝑁(𝑇, 𝑝)), the adsorption in single slit pores (𝜌(𝑊, 𝑇, 𝑝)) and the PSD (𝑓(𝑊)) (4): 
 
                                                      𝑁(𝑇, 𝑝) = ∫ 𝜌(𝑊, 𝑇, 𝑝)𝑓(𝑊)𝑑𝑊
∞
0
                                    (III.2) 
 
In the characterization mode, the amount adsorbed in the whole sample is measured 
experimentally. Adsorption in individual slit pores is generated using either grand canonical 
Monte Carlo or classical density functional methods. Solution of the AIE allows one to 
recover a PSD. In the predictive mode, AIE combines an already established PSD and 
simulated adsorption isotherms in individual pores, to obtain the adsorption behaviour of the 
material with respect to new species or under new conditions. Figure 3.3 shows a schematic 
representation of the AIE approach, summarizing the concepts which have just been 
explained. 
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Figure 3.3. Schematic representation of the protocol involved in the AIE approach. 
 
The difficulty with this approach lies in the fact that the AIE cannot be solved analytically, as 
this is a Fredholm integral equation of the first kind; therefore the determination of the PSD 
requires special numerical techniques. Several alternative approaches exist. For example, 
Sweatman and co-workers (5) employed a sum of log-normal functions, each with three free 
parameters, and used a simulated annealing scheme to converge to the most appropriate PSD 
by minimizing the errors between the fit isotherm and the experimental data. Similar methods 
Adsorption integral 
equation
Experimental adsorption 
isotherm
Pressure Pressure
Pressure
Pore width, W
dwf(w))(w,Pρ)N(P ii 


0
Pore size 
distribution
Kernel of simulated 
adsorption isotherms
Predicted adsorption 
isotherm
75 
 
were used by Lastoskie et al. (6), Sosin and Quinn (7) and Scaife et al. (8) Here we adopt the 
numerical method developed by Davies and Seaton (9) (10), as it is well established in the 
literature and has been extensively applied to study adsorption of alkanes (methane, ethane) 
and carbon dioxide in various porous carbon materials (11-14). Similar methodology has 
been also used by Neimark and co-workers (15). An additional factor in choosing this 
methodology has been access to the required codes from the group of Prof. Seaton at the 
University of Edinburgh. It is important to emphasize, however, that further development of 
these methods or their comparison with other existing approaches to obtain PSD is out of 
scope of this thesis. On this note let us briefly recollect the main aspects of the procedure.  
 
The protocol is based on a discretized representation of the PSD: the range of the pore widths 
which is taken into account (with the upper limit being an arbitrarily large pore size) is 
appropriately split into m quadrature intervals 𝛿𝑊𝑗, each of average pore size 𝑊𝑗
∗; in this way 
for all the data points, each corresponding to  pressure  𝑝𝑖,the AIE can be written as: 
 
 
                                        𝑁(𝑇, 𝑝𝑖) = ∑ 𝜌(𝑊𝑗
∗, 𝑇, 𝑝𝑖)𝑓(𝑊𝑗
∗)𝛿𝑊𝑗
𝑚
𝑗=1                (III.3)       
 
 
where the values of 𝑊𝑗
∗ represent the widths of the m pores in the PSD.  
 
Once the AIE has been discretized, it is possible to attempt the calculation of a representative 
PSD: the idea is to use a least square algorithm to minimize the difference between the right 
and the left side of equation (III.3) for a set of n data points, i.e. to minimize the following 
residual: 
 
                                   𝑅 = ∑ [𝑁(𝑇, 𝑝𝑖) − ∑ 𝜌(𝑊𝑗
∗, 𝑇, 𝑝𝑖)𝑓(𝑊𝑗
∗)𝛿𝑊𝑗
𝑚
𝑗=1 ]
2𝑛
𝑖=1                    (III.4)       
 
 
R is a quadratic function of 𝑓(𝑊𝑗
∗), with positive coefficient for the quadratic term. This 
implies that R is a convex semi-definite positive function and therefore it has only one global 
minimum or several degenerate minima. 
76 
 
  
Equation (III.3) can be written more compactly in matrix notation: 
 
 
                                                                  𝑁 = 𝐴𝑊𝑓                                                        (III.5a) 
 
where  
                                                               𝑁 = 𝑁(𝑇, 𝑝𝑖)𝑖=1…𝑛                                            (III.5b)                                
 
                                                        𝐴 = (𝜌(𝑊𝑗
∗, 𝑇, 𝑝𝑖))𝑖=1…𝑛,𝑗=1...𝑚                                (III.5c)            
 
                                                         𝑊 = 𝑑𝑖𝑎𝑔(𝛿𝑊𝑗)𝑗=1…𝑚                                            (III.5d) 
 
                                                           𝑓 = (𝑓(𝑊𝑗
∗))𝑗=1…𝑚                                               (III.5e) 
 
A physically meaningful PSD must be strictly nonnegative, therefore f ≥ 0. 
 
                                              𝑅 = (𝑁 − 𝐴𝑊𝑓)𝑇(𝑁 − 𝐴𝑊𝑓)                                             (III.6) 
 
 
Special attention is required because the solution of the AIE is an ill-posed problem: if one 
PSD can be fitted to the data in principle an infinite number of PSDs can; also, small 
perturbations in the data can lead to very different PSDs, thus challenging their physical 
meaning. One way to make the calculations relatively insensitive to small perturbations in the 
data (in particular to the error associated with the experimental measurements) is to adopt a 
regularization procedure, which is to add additional constraints that can be based on the 
smoothness of the PSD. 
 
For this purpose it is necessary to take into account a function which measures the 
smoothness of the PSD; in this case equation (III.6) becomes:  
 
 
                                                  𝑅𝑅𝑒𝑔 = (𝑁 − 𝐴𝑊𝑓)
𝑇(𝑁 − 𝐴𝑊𝑓) + 𝛼𝑆                                (III.7) 
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where α is a strictly non-negative smoothing parameter and S is a discrete representation of a 
function suitable to measure the smoothness of the PSD. The most commonly adopted 
function for the purpose is the integral of the square of the second derivative of the pore size 
distribution (9). Therefore S can be written as: 
 
                                                              𝑆 = ∑ [𝑓′′(𝑤𝑗
∗)]2𝛿𝑤𝑗
𝑚
𝑗=1                                                (III.8) 
 
This implies that RReg is also a semi-definite positive convex function. 
 
Once S has been chosen, equation (III.7) can be solved for a specific value of α using 
standard nonlinear minimization routines.  
 
Davies and Seaton have adopted two methods to estimate the optimal value of the smoothing 
parameter: the approximation to the generalized cross-validation (GCV) score function, 
originally proposed by Wilson (16), and the so called “L-curve” (9, 10). 
 
In the case of the GCV score function the main assumption is that a well-chosen smoothing 
parameter would make it possible to predict any of the n experimental data points from a 
PSD determined using the remaining n-1 data points. In the approximation proposed by 
Wilson (16), appropriate when calculating strictly non-negative PSDs, the optimal smoothing 
parameter is the one which minimizes the GCV function. 
 
As for the “L-curve” this is a plot of the error of the fit to the data as a function of the 
smoothing parameter. Up to a certain value (taken as a threshold) of the smoothing 
parameter, the error usually remains more or less constant (or increases extremely slowly) 
with the increase of the smoothing parameter; after the threshold value the increase in the 
error is much faster. It is exactly this threshold value which is considered to be the best value 
of the smoothing parameter for the pore size distribution: the error is still reasonable and at 
the same time the PSD is smooth). Figure 3.4 shows examples of L-curve  and GCV plot 
reported in literature (17): 
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Figure 3.4. Examples of (a) L-curve and (b) GCV score function presented in literature (17).  
 
A simple overview of the issues related to the extraction of a reliable PSD, different methods 
and regularization protocols is presented in the review by Vega (18).  
 
The slit pore model has been applied to investigate adsorption of different light gases in 
activated carbons, including CO2, N2, CH4 and H2O (12, 19-29). In some cases not only 
single components but also binary and more complex mixtures have been considered (12, 21, 
27). Applications of the slit pore model include the work by Nicholson (30), who was able to 
capture the variation of the isosteric heat of adsorption of methane and carbon dioxide, and 
the work by Lopéz-Ramón et al. (31), who were able to predict the adsorption properties of 
certain activated carbons for CH4, SF6 and CF4 for a wide range of pressures and 
temperatures. 
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It has been also recognized that the slit pore model may be oversimplified to adequately 
describe the complex nature of real carbon materials. In particular, as pointed out by Jorge 
and Seaton (32), the model may not be sufficiently accurate for the prediction of the 
adsorption properties of highly polar species; in their work they needed to include polar 
surface groups to be able to successfully capture the adsorption properties of water/ethane 
mixture in BPL carbon.  The capability of a model to correctly capture the behaviour of 
species such as water is particularly important for the study of CC processes, as water can 
have an effect on the efficiency, and therefore on the costs, of the separations.  
 
Over the years different elements of heterogeneity have been added to the classical slit pore 
model, including structural defects, impurities, sheets of finite size, active sites, functional 
groups, effects of pore blocking and connectivity (29, 33-48). Nguyen and Bhatia have also 
introduced the concept of pore wall thickness distribution (PWTD), to be taken into account 
besides the PSD (49-51).   
 
Similar approaches have been also applied to materials known a priory to be highly 
heterogeneous, such as the combustion-chamber deposits (CCDs) which tend to accumulate 
on the inner surfaces of internal combustion engines (14, 52). In this case, the procedure 
described above becomes an optimization problem to find a PSD, with all different types of 
structural heterogeneities effectively incorporated into this function. Although the generated 
function may still provide an optimal solution (in terms of the ability of the model, based on 
this function, to predict adsorption of different species under different conditions), the 
physical meaning of the peaks in this function and whether they really correspond to the 
existence of slit pores of  that specific size becomes less certain.  
 
Here we recognize that it is unlikely that the slit pore model is a realistic representation of the 
very heterogeneous high surface area materials such as Maxsorb. Nevertheless, in this chapter 
we attempt to follow the protocol described above to construct a predictive model of Maxsorb 
based on the slit pore representation. This will allow us to place our studies in the context of 
the previous substantial body of work based on this approach and rigorously establish its 
scope and applicability.   
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In figure 3.5 we show the PSD which has been reported in literature for Maxsorb, compared 
to the PSD of a steam activated carbon (AC) in the original publication by Otowa et al. (53). 
This distribution was obtained by the authors using data from nitrogen at 77 K with Cranston 
and Inkley analysis method (54), which is still based on a slit pore representation of the 
carbon; therefore it is to some extent subject of all the uncertainties described above. 
 
 
 
Figure 3.5. Pore size distribution typical of Maxsorb compared to the PSD of a steam activated 
carbon (AC), both determined starting from nitrogen adsorption data (53).  
 
According to this figure, the PSD in Maxsorb is centred around the pore size of 20 Å (the 
very intense peak), while also a smaller peak at 40 Å of pore size can be observed (in the 
figure the sizes are shown as the radii of the pore). Here we will use this figure for 
comparison with the PSDs obtained from adsorption of species more relevant in the context 
of CC applications (carbon dioxide and methane at ambient temperatures).   
 
Specifically, in all cases our work will be based on the experimental isotherms we have 
measured on methane and carbon dioxide at 273 and 298 K, which have been presented in 
Chapter 2. 
 
We start from the study of the classic slit pore model applied to Maxsorb (Section 3.3). For 
this purpose we use grand canonical Monte Carlo method to simulate appropriate kernels of 
isotherms in pores of different widths for the same fluids and in the same conditions as for 
our reference experimental isotherms. Using the experimental and simulated data we derive 
possible pore size distributions for Maxsorb and use them to make predictions, which are 
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always compared with the reference adsorption isotherms. Parameters of the simulations, as 
well as other technical details of the methodology, such as calculation of the excess 
adsorption and the notion of the window of reliability, will be presented in the next section.  
 
The same approach is then used for two slightly different variants of the classic slit pore 
model, in this work designated as “single layer model” (Section 3.4) and “single layer with 
groups and defects model” (Section 3.5). In the first case the slit pore walls are still 
constituted by graphene sheets, but each wall is made of only one layer; the second case is a 
development of the first, to which defects and functional groups are added, so that the C/O 
ratio is compatible with the one reported for Maxsorb MSC-30. 
 
The latter modifications of the slit pore model are justified by the recent studies by Nguyen 
and Bhatia (49, 50), which have shown that the number of graphitic sheets constituting the 
pore walls should be inversely proportional to the surface area of the carbon material. Figure 
3.6 summarizes the data calculated by Nguyen and Bhatia for several activated carbons (50). 
 
 
Figure 3.6. Plot of the mean number of graphene sheets as a function of accessible surface area for 
several types of activated carbon (50). 
 
The graph above suggests that the surface area of Maxsorb MSC-30 (> 3000 m
2
/g) is not 
really compatible with a classic slit pore representation, given that an extrapolation of the 
linear fit to the data seems to show that the average number of graphitic sheets should be 
lower than 1 (even lower than zero!); one may argue that a linear fit may not be the most 
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appropriate, but nevertheless the idea is reinforced by the fact that even a single layer 
graphitic “wall” has surface area lower than 3000 m
2
/g (2622 m
2
/g) (55).  
 
The introduction of defects and groups is considered as a strategy that would possibly 
increase the surface area of the model and at the same time provide a more accurate 
description of the adsorption of polar species. Moreover, Jorge and Seaton (32) have shown 
that the distribution of polar sites on the surface of the carbon has almost no effect on the 
adsorption of water at high pressures, but it has a strong impact at low pressures. In the case 
of post-combustion capture the total pressure of the stream and the pressure of water are low, 
which suggests that a good level of accuracy on the distribution of the polar groups should be 
required. The inspiration to our approach comes from the work of Tenney and Lastoskie (42) 
and, while our work was in progress, a similar idea has been published by Liu and Wilcox 
(56). In these studies the slit pores are decorated with different types of oxygenated surface 
groups, eventually in the presence of structural defects (when the groups are not on the edges 
of the graphitic sheets). The structures and compositions of the models are different, 
especially because in our study we try to tailor the C/O ratio to the composition of Maxsorb 
MSC-30, and of course because the protocols adopted to build the models are different. 
Moreover, in both studies the oxygenated groups have been added on graphitic layers which 
are always part of a slab of sheets, and therefore never part of a structure of “single layers”. 
In this project we saw vacancies (essentially holes) in a single layer of graphene as a simple 
way to increase the surface area of the material beyond the value for a single graphitic sheet 
cited above. Furthermore, in this approach the valence of four for the carbon atoms is 
preserved. On the hindsight we recognize that the model should have further taken into 
account accessibility of the surface groups and a more realistic model would possibly include 
both the vacancies decorated with surface groups and groups attached to the surface of the 
graphene layer, similarly to the work of Jorge and Seaton.  This will be further discussed in 
the later sections. We note that in the projects mentioned above, which use GCMC 
simulations, no attempt to extract a pore size distribution or to make predictions based on a 
particular type of activated carbon is made. The studies focus on more fundamental aspects 
related to the presence of heterogeneities on the surface of the carbon slit pores. Further 
comments will be added in the conclusions of this chapter. 
 
 
83 
 
3.2. Methodology  
3.2.1. Simulation parameters 
 
The simulation of adsorption requires the choice of appropriate potentials and force-fields to 
describe the solid-fluid and fluid-fluid interactions. As explained in Chapter 2, the forces 
involved in physisorption are relatively weak, being represented by van der Waals and 
Coulombic interactions. Several methods can be applied for the calculation of the Coulombic 
contributions arising from the partial charges on the atoms of the molecules, while van der 
Waals, or dispersion interactions, are commonly described using the Lennard-Jones (LJ) 
potential: 
 
 
                                                𝐸𝐿𝐽(𝑟) = 4 ∙ [(
𝜎
𝑟
)
12
− (
𝜎
𝑟
)
6
]                                   (III.9) 
 
 
where ɛ represents the minimum of the potential energy curve, while σ is the distance at 
which the total LJ energy is equal to zero. When calculating LJ interactions between different 
species the cross interaction parameters are determined using the standard Lorentz-Berthelot 
mixing rules. 
 
                                                                   𝜎𝑖𝑗 =
𝜎𝑖+𝜎𝑗
2
                                                 (III.10) 
 
                                                                    𝑖𝑗 = √ 𝑖 𝑗                                                 (III.11) 
 
 
As for the Coulombic interactions between partial charges in the present work they are 
calculated using Ewald summation (57) in the case of the solid-fluid interaction and using the 
Fennell-Gezelter method based on a spherically truncated summation (58) in the case of the 
fluid-fluid interaction. The Fennel-Gezelter method in our preliminary studies has been 
shown to agree very well with the Ewald summation method, but at the same time it seems to 
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provide better computational efficiency. In all cases we adopt the principle of additivity of 
the pairwise interactions. 
 
In the case of the classic slit pore model each wall is considered as a semi-infinite slab of 
stacked graphitic sheets. In this case, there are no partial charges and, consequently, no 
Coulombic interactions with the walls. In general, the interaction between an adsorbate site 
and a single semi-infinite pore wall of graphite should be determined adding all the Lennard-
Jones interactions between the adsorbate site and each carbon atom in each graphitic sheet of 
the pore wall; an easy way to calculate this, avoiding to perform all the pair-wise 
calculations, is the use of the Steele’s 10-4-3 potential (59). The well-known expression for 
the Steele potential is a result of an integration in three dimensions (x and y correspond to a 
plane of single graphitic sheet and z is the direction in which single sheets are stuck together) 
of the function representing the LJ interaction between an adsorbate site and one graphitic 
carbon atom: 
 
 
                𝑈𝑠𝑓(𝑧) = 2𝜋 𝑠𝑓𝜌𝑠𝑓𝜎𝑠𝑓
2 𝛥 [
2
5
(
𝜎𝑠𝑓
𝑧
)
10
− (
𝜎𝑠𝑓
𝑧
)
4
−
𝜎𝑠𝑓
4
3∆(𝑧+0.61∆)3
]           (III.12) 
 
 
where ρs is the number of carbon atoms per unit area in the graphite layer, ∆ is the separation 
distance between the layers of graphitic carbon, σsf and ɛsf are the solid-fluid LJ parameters 
and z is the distance between the adsorbate site under consideration and the pore wall.  Since 
slit-shaped pores have two pore walls, the combined potential is calculated by using: 
 
 
                                                      𝑈𝑠𝑙𝑖𝑡(𝑧) = 𝑈𝑠𝑓(𝑧) + 𝑈𝑠𝑓(𝑊 − 𝑧)                                     (III.13) 
 
 
In the present work we have compared the results obtained using the Steele potential to the 
results obtained using an atomistic representation of the slit pores with walls made of at least 
three graphitic sheets (for layers beyond the third the LJ interaction tends to zero).  
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The comparison, presented in Section A5 of the Appendix (figure A2), has shown almost 
identical results; this has allowed us to adopt an atomistic representation which, despite being 
more computationally expensive, is required for the variants of the slit pore model developed 
later. This is particularly evident in the case of the slit pore model with groups and defects, 
because of the introduction of heteroatoms (oxygen and hydrogen) and partial charges. 
 
We now provide some details on the parameters of the intermolecular interactions. In the 
cases of the classic and single-layer slit pore models the LJ parameters we have adopted are 
the same used in the derivation of the Steele potential (59). As for the single-layer model with 
groups and defects we have adopted the parameters proposed by Tenney and Lastoskie in 
their study on the effect of oxygenated functional groups on carbon dioxide adsorption in 
graphitic slit-pores (42). These parameters are in line with other parameters reported in the 
literature (60-63) and for graphitic carbon atoms which are not in the proximity of functional 
groups or defects they maintain the same LJ parameters we have adopted for the classic and 
single-layer model. A complete list of the parameters used for the adsorbent is provided in 
table A1 in the Appendix. 
 
For methane we use the united atom model (64), while for carbon dioxide we use the three 
centre model from the TraPPE forcefield (65). A table with the LJ parameters and charges 
used for the fluids simulated in this part of the project and in the following chapters is 
reported in the Appendix (table A2). 
 
All the species subject of the present study are modelled as rigid. For all our simulations we 
use the energy biased GCMC method, as implemented in the MuSiC simulation package 
(66). Further details of the GCMC simulations protocol adopted in this work are provided in 
Section A2 of the Appendix (table A4), which includes details of the potential cut-offs, 
number of Monte Carlo moves per adsorption point, type and weight of Monte Carlo moves 
and other parameters. 
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3.2.2. Excess adsorption 
 
As we also explained in Chapter 2, once the isotherms have been simulated it is necessary to 
convert the results (absolute adsorption) into excess adsorption, according to equation (II.45). 
For this reason it is important to calculate the volume accessible to the molecules of 
adsorbate.  
 
In the case of the slit pore model the calculation of the accessible volume V has to take into 
account for any fluid the smallest pore Wspi in which adsorption can happen. The dimension 
of Wspi depends on the dimensions of the adsorptive molecule. It is assumed that the 
accessible volume will be zero for pore widths lower than Wspi, while it will be non-zero for 
bigger pores. 
 
To be precise, we adopt the definition by Davies and Seaton (9) which is the following: 
 
 
                                     𝑉(𝑊) = {
0                                            𝑊 < 𝑊𝑠𝑝𝑖
(𝑊 − 𝑊𝑠𝑝𝑖)𝐴                     𝑊 > 𝑊𝑠𝑝𝑖
                          (III.14) 
 
 
where A is the area of the surface of the pore wall in a simulation cell.  
 
For methane and carbon dioxide Wspi has been determined by Davies and Seaton (12) to be 
respectively 6.1 and 5.7 Å These values, which have been estimated by means of test 
simulations, are approximate and depend on the parameters of the solid-fluid interactions. A 
similar concept of a so-called chemical width (in the rest of the paragraph called wc) has been 
also adopted in other studies. In particular, in the words of Sweatman and Quirke, “the 
chemical width describes the width occupied by adsorbate molecules, which is typically 
about σss less than the physical width, w, defined by the distance between and normal to 
carbon atom centers in the first layer of the opposing slit walls. Because the volume occupied 
by adsorbate molecules is not absolutely defined (it depends on the nature of the gas-surface 
interaction), wc is not absolutely defined.” (5). In their work they chose to “arbitrarily set    
wc = w - 0.24 nm”, for consistency with other similar studies.  
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Once the excess adsorption has been calculated it has to be expressed in terms of adsorbed 
density per unit of volume; for consistency with the definition of the pore width the volume 
considered in this case is the volume of the simulation cell (VSC = AW) (9). The excess 
adsorbed density then becomes: 
 
                                                                   𝜌𝑒𝑥𝑐 =
𝑁𝑒𝑥𝑐
𝑉𝑆𝐶
                                                (III.15) 
 
 
3.2.3. Solution of the AIE, quadrature parameters and the 
window of reliability 
 
For the solution of the AIE we have adopted 500 quadrature intervals together with 250 
simulated and experimental data points (this high number of points has been obtained through 
interpolation between the actual data). The protocol by Davies and Seaton actually 
establishes that the data points should be at least as many as the quadrature intervals (9) (10); 
however, in a series of preliminary studies we have run several tests, which show that even 
when using more quadrature intervals than data points the effect on the results is negligible. 
This observation is particularly important for the cases in which not many experimental data 
points are available. 
Once a possible PSD has been extracted another aspect to bear in mind is that not all the 
peaks (corresponding to different pore widths) reported in it may be reliable (i.e. physically 
meaningful). This happens because after a certain pore width all excess adsorption isotherms 
start to behave essentially in the same way; this means that two very different pores become 
indistinguishable from the adsorption isotherm perspective and may be exchanged one for 
another.  
This can be explained also considering that all simulations are affected by a statistical error, 
and in order for the results to be meaningful, the simulated adsorbed densities must be 
sufficiently higher than the error itself: if the errors are comparable in magnitude to the 
adsorbed densities, the associated isotherms cannot be of course considered reliable.  
 
To give an idea of the errors in our simulations, errors in adsorbed density for pure 
component isotherms in a 10 Å pore have been calculated for CO2 to be between 17% at 0.02 
Bar and 0.34% at 30 Bar at 298 K, while for methane at the same temperature they have been 
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calculated to be between 22.6% at 0.02 Bar and 0.74% at 30 Bar. When the temperature is as 
low as 273 K the errors for CO2 span between 11.8% at 0.02 Bar and 0.37% at 30 Bar, while 
for CH4 they span from 15.4 % at 0.02 Bar and 0.63% at 30 Bar. 
 
If in general we define the errors as noise and the adsorbed densities as signal, we can state 
that the reliability of a simulated isotherm is strongly related to the signal to noise ratio, 
which must be sufficiently high. The intensity of the signal in general decreases with 
temperature and is strongly related to the adsorbed species: species which interact more 
strongly with the adsorbent will produce higher signals, if compared to species that interact 
more weakly. Also, the signal is amplified at lower temperatures as the average solid-fluid 
interaction is stronger at lower temperatures.  
 
If we consider carbon dioxide and methane, for example, we can expect to have a higher 
signal to noise ratio in the case of carbon dioxide, which interacts with graphitic carbon more 
strongly than methane; if we also take the temperatures into account, for example 273 and 
298 K, the higher signal to noise ratio is expected for carbon dioxide at 273 K. As a limiting 
case we can consider helium, which due to weak solid-fluid interactions is treated as non-
adsorbing species, a property exploited in helium porosimetry to measure the accessible pore 
volume of the material. 
 
Another element to take into account is of course the role of the adsorbent. In the case of the 
slit pore model, in general, the narrowest pores will exert stronger interaction onto the 
adsorptive species, given the overlap between the potentials emanating from the two pore 
walls; in the case of very wide pores there will be no overlap between the potentials and, 
eventually, there will be a pore width after which the molecules at the centre of the pore will 
not interact with the walls at all. Of course, there will still be the cooperative effect among 
different molecules of adsorptive which, after a certain pore width, will simply start to behave 
more and more similarly to the bulk phase. This will mean that the excess adsorption will 
start to decrease, and eventually tend to zero as the pore width increases.   
 
We must not forget, also, that the signal to noise ratio also depends on the pressure: low 
pressures are generally associated to higher errors, especially in the case of GCMC 
simulations (given the low numbers of molecules involved), and lower adsorbed densities, 
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and therefore to lower signal to noise ratios; at higher pressures, instead, adsorbed densities, 
and therefore signal to noise ratios, tend to be higher. 
 
To summarize, the most reliable simulations will be related to highly adsorbing species, low 
temperatures, high pressures and narrow pores. A good way to consider all the variables 
mentioned above at the same time is  the concept of “window of reliability”, which  has been 
introduced by Gusev et al. (67): the window of reliability represents the range of pore widths 
in which the signal to noise ratio is high enough to be sure that the adsorption isotherms are 
reliable.  In particular, within the window of reliability it is possible to appreciate the effect of 
different adsorptive species, temperatures, pressures and pore width, and therefore the excess 
adsorption isotherms are different from one pore to another.  For this reason the window of 
reliability corresponds to the widths that can be considered reliable in the pore size 
distribution. As expected, the width of the window of reliability depends on the adsorbate 
used, the temperature, and the maximum pressure at which the adsorption is measured. For 
practical purposes, we use an operation definition of the pores beyond the window of 
reliability (67) as pores wide enough so that excess adsorption in these pores is the same as in 
an arbitrary large pore.  
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3.3. Classic slit pore model results 
 
We now present the results of our studies on the classic slit pore model, starting from the 
simulation of the adsorption isotherms for carbon dioxide at 298 K (figure 3.7). As mentioned 
in section 3.1 the protocol we adopt to determine the pore size distribution and to make 
predictions has been developed by Davies and Seaton (9, 10, 68). This protocol was built 
following a number of previous developments in the field (16, 31, 67, 69, 70); as such, it is 
well established and well documented. In the PhD thesis by Davies (71), the protocol is 
validated by considering hypothetical systems made of a known number of pores, with 
known widths. Application of the protocol to prediction of adsorption of single component 
species and mixtures in activated carbons at various conditions asserts it practical accuracy 
(9, 15, 16). 
 
We note that in this project for the simulation of the kernels we have chosen intervals in 
pressure that would cover at least the intervals covered during the experimental 
measurements, while for the resolution of the pore widths we have used the same protocol 
which has been previously employed in the group of Prof. Seaton. 
  
In theory, the minimum resolution of the pores should be consistent with the smallest 
physical distance between the two carbon sheets in graphite equal to 3.35 Å. Nonetheless for 
pores up to 20 Å we use a resolution of 1 Å to have a better picture on variation of properties 
with the pore size in the most sensitive region of pore widths. Having said this, it has been 
shown by Davies and Seaton that for light gases the differences in resolution do not have a 
significant effect on the determined PSDs and that no difference is found in the predictions 
(68). 
 
We also point out that, given that the regularization protocol by Davies and Seaton is 
adopted, the error on the experimental data (in our case estimated to be lower than 1% for 
single component isotherms) has only a small effect on the PSDs. This issue has been already 
addressed previously and there is no need to revisit it (68). 
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Figure 3.7. a) selected adsorption isotherms from the kernel of simulated isotherms for CO2 at 298 K; 
black: 7 Å pore, white: 20 Å pore, grey: 50 Å pore; dark grey: 200 Å pore. (b), (c), (d), (e): 
configurations corresponding to a pressure of 30 Bar for CO2 in pores of 7, 20, 50 and 200 Å in width, 
of respectively. Cyan: carbon, red: oxygen. 
 
In figure 3.7 we show some of the adsorption isotherms simulated for CO2 in pores of 
different widths (left side of the figure), together with the configurations corresponding to a 
pressure of 30 Bar for the same pores (right side). We can notice that for the 7 Å pore a 
plateau, corresponding to a completely filled pore, is reached at a relatively low pressure: this 
is because the space between the two pore walls is characterized by a deep potential well, due 
to the superposition of the potentials coming from the opposite walls. In the case of the 20 Å 
pore this effect is reduced due to the increased distance between the walls, and the pore 
filling happens at a higher pressure; moreover, the increase in volume between the walls 
determines an increase in the adsorption at high pressure. For the pores of 50 and 200 Å the 
distance between the walls is so large that in the space between them the fluid tends to 
behave like bulk. There is still adsorption in the proximity of the walls, but given that the 
excess is expressed in mmol/cm
3
, its value tends to diminish (and eventually will become 
zero) as the pore width, and therefore the pore volume, increase. 
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The behaviour we have just described for carbon dioxide is also typical of methane and can 
also be observed in the modifications of the slit pore model we will examine later, therefore 
we will not further discuss it in the next sections. 
 
We will now show some results concerning the solution of the AIE. Figure 3.8 shows the 
GCV plot and L-curve resulting from solution of the AIE for CO2 at 298K; these curves 
derived from other sets of data show similar features. 
 
 
 
Figure 3.8. a) GCV plot and b) L-curve obtained for CO2 at 298 K (classic slit pore model). The 
arrows indicate the values of the smoothing parameters we have chosen to generate two possible 
PSDs. 
 
 
 
The GCV plot in figure 3.8 does not present a pronounced minimum, as the function simply 
tends to decrease slowly for low values of the smoothing parameter. Therefore for our 
analysis we choose the lowest value on the curve, which also corresponds to the lowest value 
of the smoothing parameter (α = 5*10
-5
). In the case of the L-curve we choose a value of α 
situated in the region in which the error starts to increase more rapidly; specifically we 
choose α = 1*10
2
. We now show (Figure 3.9) the PSDs corresponding to the two values of 
smoothing parameter we have chosen: 
 
 
 
93 
 
 
Figure 3.9. Pore size distributions corresponding to the smoothing parameter values chosen from 
analysis of the GCV plot (black line) and L-curve (red line) for CO2 at 298 K (classic slit pore model). 
For clarity, graph (a) shows the range of pores in the PSDs up to 30 Å , while graph (b) focuses on the 
region between 75 and 200 Å. We note that none of the two PSDs present any pores in the interval 30 
– 75 Å, which has therefore been omitted. 
 
The black and red line PSDs correspond respectively to the smoothing parameter values 
chosen from the analysis of the GCV plot and L-curve. The left panel of the figure (a) focuses 
on the window of reliability, which for CO2 at 298K includes pores up to 30 Å in width. It is 
quite clear that the two PSDs are different: first of all, as expected, the PSD corresponding to 
the higher value of α is much smoother than the other; also, it only shows one smooth peak, 
centred around a pore width of 17.8 Å, while the other shows three more intense peaks 
respectively at 8.96, 16.6 (the most intense) and 20.8 Å.  
 
To understand which of the two PSDs would be the best to represent Maxsorb MSC-30 we 
have tried to make predictions using both. In figure 3.10 we show the predictions for CH4 at 
273 K. This system deviates from the conditions for which PSD was obtained both in terms 
of the adsorbing species and temperature, and we expect it to provide a sensitive test for the 
accuracy of the PSDs.  
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Figure 3.10. Predictions for methane adsorption on Maxsorb MSC-30 at 273 K, performed using 
PSDs extracted from CO2 data at 298 K using two different values of the smoothing parameter: α = 
5*10
-5
 (solid line) and α = 1*10
2
 (dotted line). Symbols represent the experimental results. 
 
 
It is clear that both PSDs, despite being so different, give very good predictions, almost 
identical to each other. This insensitivity of the results to PSDs (whether determined with 
analysis of GCV plot or L-curve) has been previously observed and reported (71). This 
naturally implies a question: “If both PSDs give very good predictions, how can we choose 
the most accurate to represent Maxsorb?” Actually, none of the two pore size distributions is 
identical to the PSD reported in figure 3.5; nevertheless it may be possible to say that they 
both show some degree of similarity to it, as they both feature peaks in the vicinity of 20 Å.  
But how similar do two PSDs need to be in order to be considered consistent with each other? 
 
 
Here, for a better understanding of the problem we continue with the analysis using all the 
different sets of data at our disposal. Figure 3.11 (panels a, b and c) shows the PSDs we have 
extracted starting from pure component data both for CO2 and CH4 at 298 and 273 K. In this 
case we also focus on the window of reliability for the different species. 
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Figure 3.11. PSDs extracted from different sets of data: CO2 at 273 K (blue line), CO2 at 298 K 
(black line), CH4 at 273 K (red line), CH4 at 298 K (green line). The PSDs correspond to values of 
smoothing parameter chosen from analysis of the GCV plot (graph (a)) and L-curve (graph (b)). 
Graph (c) is an expanded version of graph (a) in the region up to 24 Å. 
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It is important to mention that for the different sets of data the examination of the excess 
adsorption isotherms has revealed different windows of reliability, depending on the 
adsorbing species and temperature: if for carbon dioxide at 298 K we consider the highest 
reliable pore width to be 30 Å, in the case of CO2 at 273 K this threshold is moved to 50 Å. In 
the case of methane the identification of the window of the reliability is not as clear as for 
CO2; nevertheless we believe that 19-20 Å for CH4 at 298 K and 20-30 Å for CH4 at 273 K 
are reasonable upper bounds. The windows of reliability have been determined through visual 
inspection of the isotherms (that is by identifying the pore widths at which the excess 
adsorption isotherms become indistinguishable) and up to a certain extent they are therefore 
subjective. The different sets of excess adsorption isotherms are reported in Section A6 of the 
Appendix. 
 
If in figure 3.11 we compare different PSDs in the region of 0-20 Å, (within the window of 
reliability for all species and conditions) the agreement seems quite reasonable, at least for 
the results based on the smoothing parameter from the GCV plot.  In figure 3.11 (c) all sets of 
data, apart from CH4 at 298 K, have generated two peaks in the proximity of 20 Å, while the 
data coming from methane, together with the data for carbon dioxide at 298 K, have all 
generated a peak centred around 10 Å. The PSDs obtained from the L-curve smoothing 
parameter show less coherence. Nevertheless, in figure 3.11 (b) all PSDs, apart from the one 
extracted from data for CH4 at 273 K, show a broad peak centred around ~ 20Å, while the 
data for carbon dioxide, together with the data for methane at 273 K, have generated small 
peaks centred around 10 Å. 
 
All the differences and similarities observed for the PSDs we have extracted and a 
comparison with the PSD reported in figure 3.5 suggest that none of them may give precise 
description of the pore structure of Maxsorb MSC-30, but altogether they still give an 
indication of which pores play the most relevant role in adsorption phenomena. 
 
Although a substantial number of predictions has been carried out, using a number of 
generated PSDs, here we show only a selected set of predictions. These predictions are based 
on the PSDs derived from CO2 and CH4 adsorption isotherms at 298 K. In general, PSDs 
derived from the CO2 isotherm at 298 K (corresponding to different values of the smoothing 
parameter) gave the most accurate predictions, whereas PSDs from the methane isotherm at 
298 K gave the least accurate predictions. This is consistent with the earlier discussion on the 
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signal-to-noise issues provided earlier. According to the same discussion we could have, in 
principle, decided to use for the predictions data for CO2 at 273 K. In the kernel of simulated 
isotherms, anyway, some isotherms show capillary condensation, a phenomenon which for 
the reasons explained in detail in Section 3.7, we wish to avoid for the moment. As a result, 
although we do have some predictions based on PSD from CO2 at 273 K, the results and 
discussion are largely based on the PSD from CO2 at 298 K. Below we show data 
corresponding to the most accurate predictions, available within a set of PSDs obtained from 
a particular reference isotherm. In the case of CO2 at 298 K this PSD corresponds to α = 
5*10
-5
 (chosen from analysis of the GCV score function), while in the case of CH4 at 298 K 
the PSD corresponds to α = 5*10
4
 (chosen from analysis of the L-curve). 
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Figure 3.12. Isotherms predicted using the PSD obtained from CO2 at 298 K. Symbols represent 
experimental data and solid lines represent predictions. a): CO2 at 273 K, b): CH4 at 298 K, c): CH4 at 
273 K.  
 
The results presented in figure 3.12 show that the PSD calculated for CO2 at 298 K allows 
quite accurate predictions; only carbon dioxide adsorption at 273 K is slightly underestimated 
at pressures over 15 Bar.  
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Figure 3.13. Isotherms predicted using the PSD obtained from CH4 at 298 K. Symbols represent 
experimental data and solid lines represent predictions. a) CO2 at 298 K, b) CO2 at 273 K, c) CH4 at 
273 K. 
 
Figure 3.13 shows that the PSD extracted from data for methane at 298 K give an accurate 
prediction for the same species at 273 K, but predictions for a different species (in this case 
CO2) visibly lose accuracy, in particular at 273 K.  
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To better quantify this statement, we consider all the predictions performed starting both from 
data for CO2 at 298 K and for CH4 at 298 K, and in all cases we calculate the mean squared 
errors (MSE) considering the differences between all the experimental points in each 
isotherm and the predictions at the same pressures. At the end of Section 3.5 (figure 3.29) all 
the MSEs for the predictions of the same species but using different models will be 
compared, in order to have a quantitative indication of the accuracy of the different models, 
one relatively to another. 
 
For the results presented in figure 3.12 the mean squared errors for the predicted adsorbed 
densities are 0.18, 0.17 and 0.81 for CH4 at 298 K, CH4 at 273 K and CO2 at 273 K 
respectively, while in the case of figure 3.13 the mean squared errors are 0.81, 7.98 and 0.031 
for CO2 at 298 K, CO2 at 273 K and CH4 at 273 K, respectively.  
From the results obtained for the classical slit pore model we can conclude that for Maxsorb 
MSC-30 several pore size distributions compatible with experimental and simulated data can 
be extracted; the pore size distributions, selected using the method by Davies and Seaton, are 
not identical to one another, but they do show some agreement, especially the PSDs extracted 
from carbon dioxide data, in the region close to 20 Å.  The PSD derived using nitrogen data 
in the original publication by Otowa et al. (53) also shows an intense peak in this region. 
These elements suggest that in the case of Maxsorb a PSD calculated using the classical slit 
pore model may provide a reasonable picture about the dominant features of the pore 
structure. One may argue that the degree of uncertainty coming from the differences in the 
PSDs may still constitute a concern in terms of characterization of the material; anyway this 
does not constitute  a problem at all for the sake of the predictions, which are definitely quite 
accurate when starting from data for CO2 at 298 K.  The only predictions for which it might 
be desirable to reach higher accuracy concern carbon dioxide at 273 K.  Further development 
of the model could be pursued via using PSD from carbon dioxide at 273 K (thus increasing 
signal-to-noise ratio, as we mentioned earlier in the chapter) and calibrating solid-fluid 
interactions individually for each adsorbing species using available experimental data. We 
will further discuss these ideas in the conclusions of the chapter. 
 
One of the fundamental questions we set to investigate was how the accuracy of these 
predictions would change as we start deviating from the classical slit pore model by 
considering only one layer of graphene and introducing different types of defects while 
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adhering to the original protocol by Davies and Seaton to obtain PSDs. Although the model 
of Nguyen and Bathia suggests that the number of layers per pore wall in Maxsorb should be 
fewer than 1, it seems natural to start from a model where the walls are made of just one 
graphitic sheet. The results in the two following sections follow the same scheme, logic and 
criteria followed in this section. 
 
 
3.4. Single layer model results 
 
As explained in the introduction the single layer model is based on one graphitic sheet per 
pore wall. Figure 3.14 shows as an example a snapshot from the simulation of methane at 273 
K in a 15 Å pore in periodic boundary conditions. 
 
 
Figure 3.14. Computer visualization from the simulation of methane adsorption at 273 K in a pore of 
15 Å in width in the periodic boundary conditions. Cyan: carbon, blue: methane. 
In figure 3.15 as we did in the previous section we show the GCV plot and L-curve obtained 
from the solution of the AIE for carbon dioxide at 298 K. 
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Figure 3.15. (a) GCV plot and (b) L-curve obtained for CO2 at 298 K (single-layer model). The 
arrows indicate the values of the smoothing parameters we have chosen as corresponding to two 
possible PSDs. 
 
A comparison between figure 3.15 and 3.8 shows that even in the case of the single-layer 
model the GCV curve does not feature any minima. The PSDs corresponding to the chosen 
values of the smoothing parameter (α = 5*10
-5
 and α = 1*10
3
) are presented in figure 3.16. 
 
Figure 3.16. Pore size distributions corresponding to the values of the smoothing parameter chosen 
from analysis of the GCV plot (black line) and L-curve (red line) for CO2 at 298 K (single-layer 
model). Graph a) shows the  range of pores in the PSDs up to 35 Å, while graph (b) focuses on the 
region 50 – 200 Å. None of the PSDs feature any pores in the region 35 – 50 Å; in particular, as seen 
from graph (b), all the pores in the PSD extracted from the GCV plot are located in the region 5 – 25 
Å. 
 
In this case the two pore size distributions are very different, and none of them really   
resembles the reference PSD from the literature, even though they both feature a  peak (very 
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pronounced in one case, very smooth in the other) around 20 Å. The window of reliability has 
now been identified as the region up to 20-30 Å. 
 
As an example of predictions we show methane adsorption at 273 K in figure 3.17, and the 
results are almost identical. 
 
 
Figure 3.17. Predictions for methane adsorption on Maxsorb MSC-30 at 273 K (single-layer model), 
performed using PSDs corresponding to two different values of the smoothing parameter: α = 5*10
-5
 
(solid line) and α = 1*10
3
 (dotted line). Symbols represent the experimental results. 
 
 
The pore size distributions extracted starting from all different sets of data are presented in 
figure 3.18: 
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Figure 3.18. PSDs extracted from different sets of data (single-layer model): CO2 at 273 K (blue  
line), CO2 at 298 K (black line), CH4 at 273 K (red line), CH4 at 298 K (green line). The PSDs 
correspond to values of smoothing parameter chosen from analysis of the GCV plot (graph (a)) and L-
curve (graph (b)). Graph (c) is an expanded version of graph (a). 
 
The upper bounds for the windows of reliability have been identified at 20-30, 30-40, 13-15 
and 19-20 Å for CO2 at 298 K, CO2 at 273 K, CH4 at 298 K and CH4 at 273 K, respectively 
(see complete kernels in Section A6 of the Appendix, figure A4). In general, we expect the 
window of reliability to move to lower values: pores with only one layer constituting the 
walls exert weaker interactions on the adsorbate and under the same conditions of 
temperature and pressure the signal-to-noise ratio is going to be lower. 
 
Different PSDs extracted from carbon dioxide data seem to more or less agree in identifying 
peaks at 10 and 20 Å. Compared to the classical slit pore model, the peaks around 10 Å are 
much more pronounced, or, in other words, in this model the most relevant pore widths are 
shifted towards lower values. This aspect represents a deviation from  the result by Otowa et 
al. (73). PSDs obtained from methane data show much greater variability and smoothness, 
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with the latter property attributed to a substantially higher value of the smoothing parameter 
used to extract these PSDs. Interestingly, the PSD extracted from the carbon dioxide data at 
273 K still features an intense peak around 40 Å, in agreement with the result shown in 
Figure 3.11 for the classic slit pore model. 
 
We now show predictions calculated from the PSDs for CO2 at 298 K (figure 3.19) and CH4 
at 298 K (figure 3.20), respectively. In the case of CH4 at 298 K the predictions have been 
performed using the PSD corresponding to α = 1*10
3
 (chosen from analysis of L-curve), 
while in the case of CO2 at 298 K the value of α = 5*10
-5
 (chosen from analysis of the GCV 
score function) has been used. 
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Figure 3.19. Isotherms predicted using the PSD obtained from CO2 at 298 K (single-layer model). 
Symbols represent experimental data and solid lines represent predictions. a): CO2 at 273 K, b): CH4 
at 298 K, c): CH4 at 273 K. 
 
The predictions in figure 3.19 appear to be accurate, also with an improvement in accuracy 
for the prediction for carbon dioxide at 273 K. The mean squared errors in this case are 0.11, 
0.21 and 0.24 for CH4 at 298 K, CH4 at 273 K and CO2 at 273 K respectively. This also 
shows a slight improvement even for the prediction of methane at 298 K. 
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Figure 3.20. Isotherms predicted using the PSD obtained from CH4 at 298 K (single-layer model). 
Symbols represent experimental data and solid lines represent predictions. a) CO2 at 298 K, b) CO2 at 
273 K, c) CH4 at 273 K. 
 
The results in figure 3.20 point out that in the case of the PSD from CH4 at 298 K the 
predictions deteriorate, showing a lower level of accuracy compared to the predictions in the 
classic slit pore model. This time the mean squared errors are 1.55, 8.27 and 0.4 for 
prediction of CO2 at 298 K, CO2 at 273 K and CH4 at 273 K respectively. This is not 
surprising however if, as before, this result is understood in terms of the relation between the 
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strength of interaction, the signal-to-noise ratio and the window of reliability. On these 
grounds, the single layer model, featuring weaker solid-fluid interactions in general, must be 
less robust compared to the classical slit pore model. The only prediction that remains quite 
accurate is for methane at 273 K. Other choices of the smoothing parameter to extract PSDs 
from methane data do not improve this picture and, in fact, the data shown in figure 3.20 is 
the best prediction that could be obtained based on methane calibration isotherm at 298 K.  
To summarize, a possible explanation for the worsening on the predictions starting from the 
methane data is the fact that the lower number of graphitic sheets per pore wall reduces the 
adsorption of methane so much that the PSDs become unreliable. 
 
3.5. Single layer with groups and defects model results 
 
In this section we attempt to add yet another degree of complexity to the model considered in 
the previous section by creating defects within the single graphitic layer walls and adding the 
functional groups.  
The functional groups which have been identified in Maxsorb are of three types: hydroxylic, 
carboxylic and lactonic (73). We consider a simplified system, where all oxygen in the 
structure is present in the form of hydroxyl groups (the most abundant) only, so that the C/O 
ratio in Maxsorb, identified as 7.8 (73), is more or less respected (in the model we develop 
the C/O ratio is 8.1). This choice, which will be further discussed in Chapter 4, is supported 
by the previous studies which suggest that the adsorption behaviour of carbon materials is 
influenced mainly by the total amount of oxygen present rather than by the type of groups 
themselves (74) (32). 
 
The construction of our model consists in placing the hydroxyl groups bonded to randomly 
selected carbon atoms on the graphitic sheets and the simultaneous removal of the atoms in 
the structure that would overlap with them.  The hydroxylic groups are added so that the 
carbon-oxygen bonds lie on the same plane with the graphitic sheet and so that the C-C-O 
bond angles are 120°. This is done in order to preserve the sp
2
 hybridization geometry of the 
carbon atoms. Carbon atoms in the proximity of vacancies are saturated through hydrogen 
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atoms; groups CH2 and CH3 are modelled using the OPLS united atom representation (61), 
with an additional partial charge on the CH2 groups (bonded to the OH groups) to insure 
electroneutrality The reason for this choice is motivated because in the work by Tenney and 
Lastoskie  (42) no parameters for the CH3 groups are reported. Figure 3.21 (a) shows a 
computer visualization of a single graphitic layer, featuring defects and hydroxyl groups. This 
layer contains 274 carbon atoms (out of the 448 which were present in the pure carbon layer) 
and 25 hydroxyl groups.  Figure 3.21 (b) shows a snapshot corresponding to CO2 adsorption 
in a 10 Å pore at 298 K and 30 Bar. 
 
 
Figure 3.21. a) Top view of one wall of the single layer slit pore model with groups and defects; b) 
snapshot of CO2 adsorption at 298 K and 30 Bar in 10 Å pores with groups and defects in periodic 
boundary conditions. Cyan: carbon, CH2 and CH3 groups; red: oxygen; white: hydrogen 
 
In figure 3.22, as we did in the previous two sections, we show the GCV plot and L-curve for 
carbon dioxide at 298 K. 
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Figure 3.22. a) GCV plot and b) L-curve obtained for data for CO2 at 298 K (single-layer model with 
groups and defects). The arrows indicate the values of the smoothing parameters we have chosen as 
corresponding to two possible PSDs. 
In figure 3.23 we compare L-curves obtained for the single layer slit pore model with defects 
and functional groups, single layer model and classical slit pore model. It is noticeable that, 
for the higher values of smoothing parameter, the errors accumulate much faster in the single 
layer slit pore model with defects.   
 
 
Figure 3.23. L-curves obtained for data from: a) CO2 at 298 K and b) CH4 at 298 K for the different 
types of the slit pore model. Blue lines: classic slit pore model, grey lines: single layer model, green 
lines: single layer with groups and defects model. 
 
Going back to the case of the slit pore with groups and defects model (figure 3.22) the GCV 
plot presents a very slightly pronounced minimum for α = 3*10
-1
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we choose to use as associated to a possible PSD. In the case of the L-curve we choose α = 
1*10
3
. 
 
Figure 3.24 shows the possible PSDs corresponding to the selected smoothing parameters. 
 
 
 
Figure 3.24. Pore size distributions corresponding to the values of smoothing parameter selected from 
the analysis of the GCV plot (black line) and L-curve (red line) for CO2 at 298 K (single-layer model 
with groups and defects). Graph a) shows the range of pores up to 55 Å, while graph b) focuses on the 
region 100 – 200 Å. The PSDs do not feature any pores in the region 55 – 100 Å. 
 
The pore size distributions are different from each other, even though they both show the 
most pronounced peak at 10 Å (within the window of reliability); this time any similarity 
with the PSD extracted from the nitrogen data (figure 3.5) has decreased even further. The 
PSDs confirm the trend, observed in the previous variant of the model, for which the most 
relevant pore widths are shifted towards lower values (about 10Å). In this case the window of 
reliability corresponds to pore widths between 0 and 20-30 Å.  
 
Isotherms for methane at 273 K predicted using the PSDs above are presented in figure 3.25. 
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Figure 3.25. Predictions for methane adsorption on Maxsorb MSC-30 at 273 K (single-layer model 
with groups and defects), performed using the PSDs corresponding to two different values of the 
smoothing parameter: α = 3*10
-1
 (solid line) and α = 1*10
3
 (dotted line). Symbols represent the 
experimental results. 
 
The predictions shown in figure 3.25 are still very similar to each other, but in this case the 
accuracy has deteriorated, as both predicted isotherms visibly underestimate the experimental 
adsorption. Before further commenting on this, we show the PSDs obtained from all available 
sources of data (figure 3.26). 
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Figure 3.26. PSDs extracted from different sets of data (single-layer model with groups and defects): 
CO2 at 273 K (blue line), CO2 at 298 K (black line), CH4 at 273 K (red line), CH4 at 298 K (green 
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line). The PSDs correspond to values of smoothing parameter selected from the analysis of the GCV 
plot (graph (a)) and L-curve (graph (b)). 
 
In this case the windows of reliability we have identified are the following: 0 to 20-30 Å for 
CO2 at 298 K, 0 to 30-40 Å for CO2 at 273 K, and 0 to 13-15 Å both for CH4 at 298 K and 
273 K.  
 
Both in figure 3.26 (a) and (b) the PSDs extracted from the same species at different 
temperatures are very similar to each other. Moreover, in figure 3.26 a) all the PSDs show the 
most relevant of their peaks centred around 10 Å; only the data for methane at 273 K 
generate an intense peak at about 20 Å too. In figure 3.26 b) all PSDs feature the most 
pronounced peak at about 10 Å. Again, these results confirm that in the process of adding 
elements of complexity to the slit pore model the most pronounced peaks have been 
progressively shifted towards lower widths.  
 
Given that in the region internal to a pore of 10 Å width a molecule of adsorptive is in 
general susceptible to higher potential than what happens in the region internal to a 20 Å 
pore, the shift towards lower pore widths could be an effect that compensates for the 
progressively lower number of atoms in each of the pore walls and hence weaker interaction 
emanating from the walls. The effect of lower number of atoms in the pore walls, due to the 
introduction of vacancies, prevails on the effect of the polar groups, which should increase 
the solid-fluid interaction at least for carbon dioxide.  
 
The predictions performed using PSDs obtained from the data for CO2 and CH4 both at 298 K 
are shown in figures 3.27 and 3.28. The value of the smoothing parameter used for CO2 at 
298 K is 3*10
-1
, while for methane at 298 K the value of α = 5*10
-5 
has been selected. These 
values have been selected from the analysis of the GCV curve and they both correspond to 
the best predictions that could be obtained, starting from a particular set of the reference 
experimental data. 
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Figure 3.27. Isotherms predicted using the PSD from CO2 adsorption data at 298 K (single-layer 
model with groups and defects). Symbols represent experimental data and solid lines represent 
predictions. a) CO2 at 273 K, b) CH4 at 298 K, c) CH4 at 273 K. 
118 
 
 
Figure 3.28. Isotherms predicted using the PSD from CH4 adsorption data at 298 K (single-layer 
model with groups and defects). Symbols represent experimental data and solid lines represent 
predictions. a) CO2 at 298 K, b) CO2 at 273 K, c) CH4 at 273 K. 
 
Compared to the results for the single layer model, figure 3.27 still shows good performance 
in the prediction of CO2 adsorption at 273 K, but also reveals some loss of accuracy in the 
case of methane at both the temperatures considered. The results in figure 3.28 show 
substantial loss of accuracy in the predicted CO2 isotherms, although the predictions for 
methane are still good.  
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The general picture emerging from these results is that the introduction of the defects and 
surface groups in a single layer model leads to a deteriorated predictive capability of the 
model, despite it featuring elements of heterogeneity which should have made it more 
realistic. 
 
To better quantify this statement, even for this variant of the slit pore model we calculate the 
mean squared errors (MSE) considering the differences between all the experimental points 
in each isotherm and the predictions at the same pressures. When starting from data for CO2 
at 298 K the errors are 1.31, 2.08 and 0.44 for CH4 at 298 K, CH4 at 273 K and CO2 at 273 K 
respectively; if we start from data for CH4 at 298 K the errors are 3.88, 10.94, and 0.02 for 
CO2 at 298 K, CO2 at 273 K and CH4 at 273 K respectively.  These results are presented in 
figure 3.29, which shows a comparison with the MSEs calculated for the other two variants 
of the slit pore model: 
 
 
Figure 3.29. Mean squared error calculated for predictions starting from data for CO2 at 298 K (graph 
a)) and from data for CH4 at 298 K (graph b)). Black symbols: classical slit pore model, grey symbols: 
single layer model, white symbols: single layer with groups and defects model. 
 
The results shown in figure 3.29 confirm the overall picture emerging from this analysis. The 
classical slit pore model gives accurate predictions in most of the cases, particularly when the 
predictions are based on the PSD from CO2 isotherm at 298 K (graph a)). In this instance, the 
most significant error is observed for the predicted CO2 isotherm at 273 K, and in fact in this 
specific case the overall error of the predictions exceeds those in the other two models. 
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Interestingly, the single layer model shows performance comparable with the classical slit 
pore model (being even more accurate when carbon dioxide adsorption at 273 K is predicted 
starting from carbon dioxide data at 298 K and showing a slight improvement even when the 
same data are used to predict methane at 298 K). Finally, despite appearing more realistic, the 
single layer model with defects and surface groups shows substantial errors, with this effect 
being more pronounced, as expected, when the predictions are made starting from data for 
methane adsorption.  
As for the predictions performed using data for methane at 298 K (graph b)), first of all the 
values of the MSE are in general higher than the values shown in graph a) (as should be 
expected given all the discussion based on the signal to noise ratio issue), with the best 
predictions being the ones for CH4 at 273 K. For the prediction of carbon dioxide adsorption 
at 298 and 273 K, again the single layer with groups and defects model shows values of MSE 
much higher than the other two models. At both temperatures the classical slit pore model 
performs slightly better than the single layer model. 
 
The data presented in figure 3.29 are also coherent with the data presented in figure 3.23, in 
the sense that the highest values of MSE are generally associated to the model that show the 
highest values in the error of the fit. 
 
Summarizing all the data, the models that on average show the best predictive capability are 
the classic slit pore model and single layer model, while the single layer with groups and 
defects model  shows a good performance only when predicting the same species but at 
different temperatures. Throughout the section we have already alluded to the underlying 
reason of this result: as the slit-pore model was modified the solid-fluid interaction emanating 
from the pore walls became weaker from classical slit pore model to single layer model to 
single layer with defects and surface groups. This led to weaker adsorption in the pore of the 
same width under the same conditions, reduction of the signal-to-noise ratio and window of 
reliability and in general lower robustness of the model.  
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3.6. Calibration of single layer with groups and defects model 
 
To understand the scope and relevance of the next two sections of results, it is important to 
provide a historical perspective on the thesis development. Our initial effort to build 
predictive models of adsorption in Maxsorb MSC-30 focused on the well-established slit pore 
model and its variants. As the project progressed it became apparent that the introduction of 
the elements, which we originally thought would make the model more realistic, actually led 
to worsening of the accuracy of predictions as has been explained in the previous section. On 
the conceptual level, the slit pore model was also difficult to reconcile with the 
morphological features of Maxsorb MSC-30 such as high surface area and degree of disorder. 
These factors promoted us to explore alternative models, based on disordered packings of 
structural elements. These models are covered in the next chapters of the thesis. Without pre-
emptying the results of the chapters to come, here it suffices to say that the development of 
these models required adjustment of the solid-fluid interactions for individual classes of 
adsorbing species. Although this adjustment is properly justified in the upcoming chapters on 
the grounds of the chemistry of the involved structural elements, it nevertheless poses a 
question whether a similar strategy can be adopted for slit-pore based models. This would 
allow one to compare predictive power of two classes of models on the same basis. 
Furthermore, as has been shown by Sweatman and Quirke (5, 75, 76) accurate models of 
adsorption in activated carbons based on slit-pore approach do require solid-fluid interaction 
parameters for individual species to be optimized. Following the work by Sweatman and 
Quirke (5, 75, 76) we now proceed to re-calibrate the methane – adsorbent interaction for the 
single layer with groups and defects model (and noting that this set of studies has been 
carried a posteriori, after the disordered models of Maxsorb MSC-30 had been constructed 
and explored).  
 
For this purpose the idea is to consider the pore size distribution which has given the best 
predictions so far and use it to predict methane at a certain temperature, this time starting 
from a kernel for which the methane-surface interaction has been scaled. Several scaling 
factors need to be tried, until agreement with the experimental methane isotherm at the same 
temperature is obtained. Once the appropriate scaling factor has been chosen the new model 
can be tested trying to predict methane at a different temperature or different species. 
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In our case the pore size distribution that has given the best prediction for the slit pore with 
groups and defects model has been extracted using data for carbon dioxide at 298 K and 
smoothing parameter α = 3*10
-1
. This PSD has already been presented in figure 3.24, but for 
clarity it is also reported below (figure 3.30) with focus on the window of reliability: 
 
 
Figure 3.30. Pore size distribution corresponding to the value of smoothing parameter selected from 
the analysis of the GCV plot (α = 3*10
-1
) for CO2 at 298 K (single-layer model with groups and 
defects). 
 
Using the PSD above we have predicted methane adsorption at 298 K. Each prediction is 
based on a different value of the scaling parameter for the the methane – adsorbent 
interaction. The results are shown in figure 3.31. 
 
 The scaling factors which have been adopted are 1.1 and 1.2 and in both cases the 
predictions (red line and blue line respectively) are compared to the experimental isotherm 
(square symbols) and to the predictions made without using any scaling factor (black line).  
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Figure 3.31. Predictions for methane adsorption at 298 K obtained using kernels simulated for the 
same species at the same temperature with scaling factor 1.1 (red line) and 1.2 (blue line) and the PSD 
reported in figure 3.30. Squared symbol represent the experimental data, while the black line 
represents the prediction obtained without using a scaling factor.  
The graph above shows an improvement in the predictions for the scaling factor 1.1, while 
the predictions made using the scaling factor 1.2 overestimate the experimental data. In table 
III.1 we show the mean squared errors calculated in all cases (without any scaling, and with 
scaling factors 1.1 and 1.2) taking the experimental data as the reference. 
 
Table III.1. Mean squared errors for the prediction of CH4 adsorption at 298 K, made using the PSD 
reported in figure 3.30 and kernels simulated for CH4 at 298 K with different values of scaling factor 
for the solid-fluid interaction. 
SCALING FACTOR MSE 
1 1.32 
1.1 0.09 
1.2 0.56 
 
The results in the table above confirm the improvement in the predictions when the scaling 
factor 1.1 is used; table III.2 also shows a comparison with the MSEs of the predictions 
obtained using the classic and single layer slit pore models: 
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Table III.2. Mean squared errors for the prediction of CH4 adsorption at 298 K, made using PSDs 
extracted from CO2 data at 298 K in different variants of the slit pore model (single layer with groups 
and defects model and scaling factor 1.1 for the methane-surface interaction, termed 
SL_GR_scaled_1.1 here, classic slit pore model (CLASSIC) and single layer model (SINGLE 
LAYER)).  
MODEL MSE 
SL_GR _scaled_1.1 0.09 
CLASSIC 0.17 
SINGLE_LAYER 0.11 
 
The data in table III.2 show that even if compared with the classic and single layer slit pore 
models the prediction performed using the scaling factor 1.1 in the single-layer with groups 
and defects model is the most accurate. However, we note that obviously the same scaling 
strategy applied to the classic slit pore model and single layer model would also substantially 
improve their accuracy. Therefore, for methane adsorption at 298 K we adopt the solid-fluid 
potential obtained using the scaling factor of 1.1 and we proceed to test this optimized model. 
 
For the purpose we try to predict the adsorption of methane at 273 K using a kernel simulated 
for the same species and at the same temperature with the scaling factor of 1.1 and the pore 
size distribution presented in figure 3.30. The results are presented below. 
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Figure 3.32. Prediction for methane adsorption at 273 K obtained using kernels simulated for the 
same species at the same temperature with scaling factor of 1.1 (red line) and the PSD reported in 
figure 3.30. Squared symbols represent the experimental data, while the black line represents the 
prediction obtained without using a scaling factor.  
Figure 3.32 shows that the model with re-calibrated solid-fluid interactions leads to a 
substantial  improvement in the predictions for methane. This is confirmed by the mean 
squared errors in table III.3, which also show a comparison with the performance of the 
classic and single layer slit pore models. 
Table III.3. Mean squared errors for the prediction of CH4 adsorption at 273 K, made using the PSD 
reported in figure 3.30 and kernels simulated for CH4 at 273 K without and with the re-calibration of 
the solid-fluid interactions for methane (SL_GR not scaled and SL_GR scaled 1.1, respectively) 
compared with the MSEs for the classic slit pore model and the single layer model. 
SCALING FACTOR MSE 
SL_GR not scaled 2.08 
SL_GR scaled 1.1 0.21 
CLASSIC 0.16 
SINGLE LAYER 0.21 
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The results reported in table III.3 show that, even at 273 K, the accuracy of the predictions is 
now comparable to the accuracy of the classic and single layer slit pore models. 
 
 
 
3.7. Simulation of water adsorption in the single layer with groups 
and defects model 
 
One of the main reasons to move from the classic slit pore model towards models featuring 
defects and surface groups was the ambition to include water in the consideration of 
multicomponent adsorption in carbon capture related processes. Given that applying the 
scaling to the methane – adsorbent interaction the model has now acquired a good predictive 
capability we now attempt to simulate adsorption of water in the model based on the single 
layer with groups and defects. For water we use the tip4p model and we run simulations at 
298 K using the same pore width resolution as for methane and carbon dioxide.  
 
In figure 3.33 we report the results of our simulations for pore widths between 6 and 10 Å. 
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Figure 3.33. Simulation of water adsorption at 298 K (absolute adsorption) in pores of different 
widths (slit pore with groups and defects model). Red lines and symbols correspond to the desorption 
isotherm. 
 
From the figure above we can notice that the model slit pores behave as hydrophobic 
structures, with the isotherms being similar in shape to those reported in many other studies 
on adsorption of water in carbon slit pores (77-79). The results are plotted in terms of 
absolute adsorption, because for 10 Å pore the complete filling of the material happens at 
pressures exceeding p
0
 for the tip4p model (4.48 kPa). We also notice that as the pore width 
increases the pressure at which condensation occurs also increases, as expected due to the 
weakening of the potential well inside the pores.  
The isotherm simulated in the 6 Å pore shows that the pore filling happens through a 
continuous process. This case is analogous to the process of micropore filling as described by 
Thommes (80). In the range of 7-10 Å all isotherms exhibit capillary condensation, that is a 
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sharp phase transition from a film on the surface of the pore to a pore with fluid in a liquid-
like state. 
 
We note that the pores exhibit hydrophobic properties despite the presence of the surface 
groups, with virtually no water adsorption prior to capillary condensation. In the same figure 
for the pores in which condensation occurs we also show desorption isotherms. These 
isotherms were obtained by starting from a higher pressure state with the isotherm fully filled 
with liquid. A range of decreasing pressure values were then considered with the starting 
configuration for each pressure point corresponding to the final configuration at the 
neighbour point with higher pressure. This process mimics experimental desorption 
procedure. The figure shows that isotherms in 8, 9, 10 Å pores feature distinct hysteresis 
loop. As the pore becomes smaller, the hysteresis loop also becomes smaller and finally 
disappears in 7 Å pore. 
 
Before we reflect on the consequences of this behaviour for the implementation of the 
predictive model, it is important to (briefly) put these results in the context of the extensive 
existing studies on capillary condensation and phase behaviour under confinement and in 
particular slit pores. 
 
The current body of knowledge can be briefly summarized as follows (81).  Phase behaviour 
of a fluid confined in a slit pore can be described by a phase diagram similar in the 
appearance to the bulk vapour-liquid coexistence diagram.  The density of the vapour-liquid 
state will be however higher compared to the bulk densities at the same temperature, whereas 
the densities of the liquid-like phase will be lower than the bulk liquid density at the same 
temperature. Hence, in the graph where bulk and confined diagrams are imposed onto each 
other, the confined diagram will look like a shrunk version of the bulk diagram (figure 3.34 
(a)). The vapour-like state in the slit pore will comprise of a liquid film on the walls of the slit 
pore and lower density vapour in the centre; the liquid-like state corresponds to the pore 
completely filled with liquid. The reduced or shrunk form of the phase coexistence diagram 
also implies lower value of the critical point, compared to the bulk diagram. The greater 
degree of confinement is the smaller the confined phase envelop is, until it finally disappears 
in very small pores where no capillary condensation or phase coexistence is observed.  
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Figure 3.34 Schematic depiction of the relation between the bulk vapour-liquid phase diagram and 
the same diagram for the confined fluid (on the left); and the relation between the simulated capillary 
condensation adsorption isotherm and the location of the phases in coexistence on the confined 
diagram (on the right).  
 
Consider now an adsorption isotherm as shown in figure 3.34 (on the right). As the pressure 
increases, a liquid film forms on the surface of the pore. At a certain pressure point a 
capillary condensation occurs. If we now reverse the process and consider desorption in a slit 
pore, two important scenarios must be considered.  
 
First, let us imagine that the slit pore is open from two ends. In this case the starting 
configuration is a pore featuring liquid-vapour meniscus, which recedes once the pressure 
corresponding to the confined phase coexistence is reached on the desorption process. The 
adsorption and desorption mechanism clearly feature different pathways leading to an 
adsorption hysteresis in the slit pore. This consideration has long served as a plausible 
mechanism of adsorption hysteresis in real materials. The liquid film prior to condensation is 
in a metastable state; it is the jump on the desorption isotherm that is considered to be the true 
location of the phase coexistence (82).  
 
A slightly different consideration is required when dealing with simulation of adsorption in 
slit pore models in periodic boundary conditions. In this case, there is no explicit vapour-
liquid meniscus and both adsorption and desorption branches will enter the regions of 
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metastability, as shown in Figure 3.34. The pressure value corresponding to the true phase 
coexistence is located somewhere in between two pressure jumps and methods such as 
thermodynamic integration are required to obtain it (83).  
 
As the confinement increases the hysteresis loop decreases and finally disappears together 
with the condensation. As the temperature increases the hysteresis loop decreases and finally 
disappears together with the phase coexistence at the critical point (80). This is schematically 
depicted in Figure 3.35. 
 
 
Figure 3.35. Hysteresis behaviour in simulated adsorption isotherms undergoing capillary 
condensation in a slit pore: larger pores feature broader hysteresis loop (on the left); higher 
temperature leads to smaller hysteresis loop and its ultimate disappearance.  
 
In the context of water adsorption in slit pores the effects illustrated above have been 
extensively studied by Monson and co-workers (77) (84). Indeed, the results shown in figure 
3.33 confirm this picture: the hysteresis loops increase with the pore width; the location of the 
transition is shifted to lower pressures as the pore width decreases. 
For the predictive models based on AIE and PSD the presence of hysteresis in general 
presents a substantial technical challenge. The adsorption and desorption isotherms cannot be 
used within the AIE as the extent of the metastabilities of the branches is not a reflection of 
the properties of the real material, but to a significant extent an artefact of the model 
geometry (slit pore in PBC) and methodology (GCMC). A more appropriate protocol would 
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establish the location of the true phase coexistence for each pore. Indeed this is the approach 
implemented in structural characterization of porous solids using nitrogen and argon sorption 
at 77 and 87K. Within the DFT methods applied to these fluids the location of the phase 
coexistence can be obtained analytically. In the case of water adsorption in complex slit pore 
model, a thermodynamic integration approach would be required, which implies a substantial 
computational effort.  
 
Thus we have reached the impasse situation. The available experimental data for single 
component water adsorption is are at 303 K and up to bulk condensation pressure (see the 
later Chapters). However, for the reasons outlined above, validating the model against this 
experimental data becomes a separate and substantial challenge. On the other hand for the 
cases where the partial pressure of water is very low (post-combustion capture), the isotherms 
considered above predict essentially zero adsorption (except for the 6 Å) and really no 
integration over a PSD is needed. In the absence of any independent validation this result 
however is difficult to assert.  
 
We would like to further make a note on purely computational challenges associated with 
simulation of water in slit pores. These challenges arise from the very slow equilibration 
processes. For example, a full adsorption/desorption isotherm in a 10 Å pore requires about 
35 days of CPU time, not taking into account overheads associated with data management 
(which would increase this time to three months). This simulation is required for each 
adsorption width in the kernel (tens of isotherms) and each temperature requires a new 
kernel. We anticipate that for wider pores this time would increase, making this study 
computationally cumbersome and the model less attractive from an engineering point of 
view.  Therefore, at this stage predictive studies of water adsorption in slit pores based on 
AIE/PSD have not been pursued any further.  
 
More fundamental aspects related to the adsorption of water in high surface area activated 
carbons, including the role of the oxygenated groups, will be investigated in Chapter 5.  
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3.8. Conclusions 
 
This chapter has considered three different types of slit pore models in application to 
Maxsorb activated carbon; we have tried to extract pore size distributions using simulated 
and experimental data for methane and carbon dioxide, both at 273 and 298 K. The extracted 
PSDs have then been used to make adsorption predictions. 
 
For the fluids we have examined, the classical slit pore model gives quite accurate results 
when the PSD extracted from the data for CO2 at 298 K is used. Data from CO2 at 273 K, 
which in principle should give more accurate predictions, have not been used because of the 
technical challenges related to the capillary condensation shown by some of the isotherms in 
the kernel In general, a lower level of accuracy is characteristic for the predictions based on 
PSD from methane adsorption data. In the case of the single layer model we have observed 
an improvement in the predictions performed starting from the data for CO2 at 298 K, and, as 
expected, a worsening in the case of pore size distributions obtained from the methane data. 
The introduction of groups and defects has in general lowered the predictive power of the 
resultant pore size distributions, at least in the absence of a re-calibration of the solid-fluid 
interaction parameters. 
 
The observations above make sense if approached from the signal-to-noise point of view. 
Stronger interacting species (carbon dioxide) produce more robust and reliable PSD models, 
compared to weaker interacting species (methane). Reducing the number of carbon layers in 
the model and further introduction of defects weakens the solid-fluid interactions thus 
lowering the signal-to-noise ratio. One would hope that the addition of the surface groups 
would somehow counterbalance this trend (at least for polar species such as carbon dioxide) 
however it is clearly not the case here. The work by Liu and Wilcox (56) (who explored the 
pressure regime up to 1 Bar) and by Tenney and Lastoskie (42) actually showed a general 
increase in the CO2 adsorption in the presence of oxygenated groups. A possible explanation 
for this discrepancy in the results can be searched into the differences in structure and 
composition of the models (including the number of graphitic sheets, the type and 
accessibility of the functional groups, the C/O ratios or the dimension of the structural 
defects), which also highlights the importance of a proper re-calibration of the parameters. 
Further comments on this aspect will be introduced in Chapter 4, which will present a more 
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systematic study on the role of different parameters, including the presence/absence of 
functional groups in a disordered model for high surface area activated carbons, their number 
and type.  
 
For the models we have studied, the pore size distributions are in general different one from 
another, although they all tend to show more or less pronounced peaks around 10 and 20 Å. 
None of them exactly coincides with the PSD extracted by Otowa et al. using data for 
nitrogen at 77 K, but in some cases (especially for the classical slit pore model) the presence 
of the most intense peak at 20 Å of width indicates some  agreement with the nitrogen 
sorption data. Having said this, it is important to emphasize that the PSD obtained by Otowa 
et al. also required an assumption of an independent slit pore structure and their analysis was 
based on Cranston and Inkley’s pore analysis method (54), which itself is a subject of a 
number of assumptions.  
 
From the analysis presented here it is clear that the obtained PSDs are not precise or rigorous 
properties, although they give some indication about the most relevant aspects of the porous 
structure.  
 
In agreement with the previous studies by Sweatman and Quirke (5, 75, 76) , re-calibration of 
the solid fluid interactions for the individual species using a single reference experimental 
isotherm can substantially improve the scope and accuracy of the models. As such, for the 
adsorption of simple components (such as methane, carbon dioxide, hydrogen, nitrogen etc) 
and their mixtures at ambient and high temperatures and pressures, a classic slit pore model 
with calibrated solid-fluid interactions and a PSD obtained from fitting the carbon dioxide 
isotherm may still provide the most accurate route after all, even though the classic slit pore 
model is not compatible with the experimentally measured structural characteristics of 
Maxsorb MSC-30.    
The greatest challenge to the slit pore models came in this study from the adsorption of water. 
A model based on a single layer of graphene featuring defects decorated with surface groups 
exhibited lower quality predictions in general compared to the classic slit pore model and, 
even after the re-calibration of the solid-fluid interaction for methane, which definitely 
improved the predictive capability of the model (making it comparable to the capability of the 
classic slit pore model for the prediction of methane and carbon dioxide) at the same time has 
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not achieved any particular promising water sorption characteristics expected from it. To 
some extent, as hinted before, this failure could be associated with the particular protocol to 
position the surface groups and more advanced approaches that take into account their 
accessibility must also be considered. As a result, the water isotherms in model slit pores 
feature essentially zero water adsorption loading prior to capillary condensation and a 
substantial hysteresis loop. This makes the probability of this model, if integrated over a 
PSD, to accurately reproduce experimental results highly unlikely, while generation of the 
kernel of water isotherms with correctly identified phase coexistence conditions presents a 
computationally tedious problem.    
While not discarding the classic slit pore model within the realm where it works very well 
(simple adsorbing species at ambient conditions etc), peculiar structural features of Maxsorb 
MSC-30 and issues associated to water adsorption prompted us to explore other possible 
models.  This will be the topic of the next two Chapters.  
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Chapter 4 
 
Systematic development of a molecular model 
of high surface area activated carbons 
 
 
 
 
 
 
 
 
 
4.1. Introduction  
 
In Chapter 3 we have attempted to construct a predictive model for Maxsorb MSC-30 using 
three different variants of the slit pore representation: the classical slit pore model, the slit 
pore model with each wall made of a single carbon layer and the same model with additional 
groups and defects introduced in the structure. For each of the models we have generated 
several pore size distributions for Maxsorb using different sets of data and tested the ability 
of the models to predict adsorption of other species or at other conditions.  
 
The classic slit pore model shows very good predictive capability, at least for simple gases 
such as methane and carbon dioxide. A model with additional surface groups and defects is 
also a promising route, although it requires some optimization of the solid-fluid potential for 
methane. The main advantage of the approache based on the slit pore model is that the 
construction of the PSD (and hence predictions) is instructed by all experimental points on 
the reference adsorption isotherm. Thus, we use this opportunity to acknowledge that slit pore 
models remain a powerful method for predictive models of gas adsorption in activated 
carbons.   
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Nonetheless, adsorption of water and in particular simulation of the kernel of adsorption 
isotherms proved to be challenging. Firstly, each adsorption isotherm required substantial 
computational time; secondly, presence of a significant adsorption hysteresis would require 
additional, more advanced methods to establish the location of the equilibrium transition.  
 
Furthermore, as we mentioned in Chapter 3, surface area of Maxsorb MSC-30 (> 3000 m
2
/g) 
is not compatible with a slit pore representation, as even a single layer graphite “wall” has 
lower surface area of 2622 m
2
/g (1). These factors combined prompted us to explore an 
alternative set of models, based on a packing of structural elements, which are meant to 
capture more accurately accessible surface area of Maxsorb MSC-30 and which do not 
require generation of an adsorption kernel. 
 
We now briefly review what has been done in the field of the disordered models of activated 
carbons. 
 
A common description of the structure of activated carbons is based on the presence of 
graphitic microcrystallites. In particular, Oberlin and co-workers (2) introduced in 1980 the 
concept of basic structural unit (BSU), which they considered as the fundamental building 
block in the structure of activated carbons. A BSU is essentially a graphitic fragment and it 
was postulated that these BSU assemble to form regions of local molecular orientation 
(LMO). Finally it was assumed that the regions of LMO further assemble to form a complex 
structure. In this description the structure of activated carbons therefore appears to be 
hierarchical.  These approaches were further reviewed by Ruthven in 1984 (3). From the 
modern perspectives, the concepts of crystallites, microcrystallites or graphitic fragments are 
probably oversimplified and somewhat outdated, however they are still a convenient starting 
point in the development of theoretical approaches.  
 
It is now commonly accepted that the most realistic structure for carbon materials is a 3-D 
macromolecular network consisting of polyaromatic and substituted or heterocyclic aromatic 
units linked by covalent and noncovalent bonds (hydrogen bonds, van der Waals interactions, 
electrostatic interactions, and π−π interactions). The presence of curved, fullerene-related 
elements due to the existence of non-hexagonal rings as in the model proposed by Harris et 
al. (4-7) is also widely accepted. In these respects, the models by Nguyen et al. (8), Palmer et 
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al. (9) and Kumar et al. (10), which aim to accurately reproduce the actual process of the 
activated carbon formation, are probably the most realistic that have so far been proposed.  
 
In particular, Nguyen et al. (8) and Palmer et al. (9) have adopted two different types of 
Hybrid Reverse Monte Carlo (HRMC) procedures, which in general consist of adding 
particular constraints to the Reverse Monte Carlo (RMC) method (11). The RMC method was 
introduced by McGreevy et al. (11) to model the structure of disordered materials. The 
algorithm is similar in spirit to the Monte Carlo (MC) in canonical ensemble, however 
instead of differences in energy between a new and an old configurations, it is based on the 
differences between the experimental and the simulated structure factors of the material. 
Therefore, the application of this method requires x-ray diffraction (XRD) data. Starting from 
an arbitrary initial configuration, a new configuration is always accepted if the difference 
between the simulated and experimental structure factors is smaller than the initial value, 
otherwise it is accepted based on the Boltzmann probability distribution. A problem with the 
basic RMC method is that it is biased towards the production of unrealistic (highly strained) 
four- and three-member rings. Also, given that the algorithm starts from an arbitrary 
configuration, the computational time required for the convergence of the results can be very 
long. For this reason HRMC methods have been introduced.  One of the first examples of 
HRMC was presented by Opletal et al. (12), who modelled an amorphous carbon structure 
adding to the basic RMC algorithm an additional constraint in the form of an inter-atomic 
energy term. Additional constraints could also concern the coordination number of the atoms 
or the potential cut-off. Nguyen et al. (8) generated their initial configuration for  activated 
carbon fiber ACF-15 using the results from the interpretation of argon adsorption on the 
material, rather than starting from an arbitrary one, while Palmer et al. (9) produced a detailed 
model for BPL starting from the radial distribution function and the mean carbon density of 
the material. In summary, RMC methods require several complementary sources of 
experimental information (at least the XRD data, as mentioned before), which then provide 
constraints for the model. 
 
Here the aim is to create a model for high surface area activated carbons which is as general 
as possible and therefore involves as little constraints and as little experimental data as 
possible. The constraint we are mostly interested in is the surface area, given its relevance in 
the adsorption properties of the different materials and given that it is always available for a 
sample of porous material, unlike other characteristics.  
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The notion of BSU can be combined with the well-established theoretical and simulation 
approaches, where disordered porous materials are represented as a collection of randomly 
distributed structural elements (13). One of the earlier examples of this approach is the model 
proposed by Segarra and Glandt (14). The basic element of this model is a platelet, or a rigid 
disk of cylindrical shape, representing a stack of several (between 1 and 3) fragments of a 
carbon layer. The thickness of the disks is therefore variable. A further assumption or 
approximation in the design of the model is that the carbon atoms of the surfaces are of 
uniform and continuous density. 
 
Adsorbate-adsorbent interactions are described in this model by developing a potential 
function for a platelet of a limited size in a fashion similar to the procedure required for the 
Steele 10-4-3 potential (15). The complete model considers a random packing of these 
platelets, in which the final configuration is obtained using a canonical Monte Carlo program 
to move the relative positions of the disks until thermodynamic (minimum energy) 
equilibrium is obtained.  
 
This model was employed in grand canonical Monte Carlo simulations of methane and 
ethane adsorption, and as well as adsorption of water vapour (14).  
 
Liu and Monson further developed the model by Segarra and Glandt to accurately reflect 
specific structural characteristics of BPL carbon (16). In their model the size of the platelet 
(1.7 nm) and the porosity of the structure corresponded to the existing experimental values. 
The original work was based on the structureless platelets and effective potentials, similar to 
that of Segarra and Glandt, while in the second phase of the work carbonylic  groups  and 
Coulombic interactions associated with them were modelled explicitly (17). Figure 4.1 shows 
a computer visualization of the first version of the model by Liu and Monson:  
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Figure 4.1. Computer visualization of the platelet model for activated carbon, as revised by Liu and 
Monson (17). 
 
 
Many other realistic models, some of which feature curved, fullerene-related elements, have 
been developed over the years. In particular, Terzyk and co-authors have compared different 
methods for the determination of the PSD in a structure made of fragments of this type (18), 
while Kowalczyc and co-authors have studied the displacement of CH4 by carbon dioxide on 
different types of Schwartzites (19).  Kumar and co-authors have investigated the mixtures 
CH4/H2 and CH4/N2 in different models for microporous carbon, including a random 
arrangement of coronene graphitic basic units (20, 21). 
 
A general problem with all disordered models of activated carbons is that it is difficult to 
generate a model capable of quantitatively accurate predictions, even when the construction 
of the model is instructed by the available experimental data. Yet, this is precisely what we 
strive to accomplish here. Our approach is described in the next section. 
 
 
4.2. Methodology  
 
Given the high level of disorder in the structure of Maxsorb, we use the platelet-based 
approach. As a building unit, we start with the simplest molecular structure compatible with 
the size of the graphitic fragments observed experimentally in activated carbons (>1nm) (4), 
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which is the molecule of coronene.  It has been also recently shown that using coronene as a 
BSU, it is possible to create realistic disordered models of activated carbon with surface areas 
equal and exceeding that of Maxsorb MSC-30 (22).  
 
Using random packings of rigid molecules of coronene (or its variants) as model porous 
materials, we systematically examine carbon dioxide and methane adsorption behaviour in 
these structures as a function of their surface area, pore volume, size of the molecular 
fragments, presence and nature of surface groups and fragment curvature.  
Finally, using the insights from these studies and the experimental information about 
Maxsorb, we attempt to construct a predictive molecular model of this material and 
investigate its accuracy and performance. This final model for Maxsorb MSC-30 consists of a 
random arrangement of fullerene like elements, all formally equal to the molecule of 
corannulene, functionalized with hydroxylic groups.  
 
The overall computational strategy is depicted in figure 4.2 and consists of the following 
stages. In the first stage, we consider a cubic simulation box and randomly pack it with rigid 
carbon fragments. In the second stage we use computational tools to characterize the resulting 
model structures in terms of their accessible surface area, pore volume, Henry’s constants of 
adsorption with respect to carbon dioxide and methane. The structural characteristics can be 
further modulated by randomly removing some of the fragments. Finally, in the third step, we 
use these random packings as model structures in grand canonical Monte Carlo (GCMC) 
simulations of single component adsorption of carbon dioxide and other gases.  
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Figure 4.2. Schematic description of the model construction process. 
 
 
In the final part of the work we focus on one particular model which can be considered as a 
good representation of Maxsorb in terms of disorder, surface area, pore volume, 
carbon/oxygen ratio.  To validate the model, we simulate carbon dioxide and methane 
adsorption at 298 K and 323 K and compare the results with the reference experimental data. 
Where necessary the model is then further tuned to correctly reproduce the reference 
isotherms and once this objective is reached the model is applied to simulate adsorption of 
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nitrogen and hydrogen. Simulations of adsorption become more sensitive to the details of the 
forcefield and the accuracy of the structure representation at lower temperatures, and 
therefore, to test the robustness of the model, we apply it to predict adsorption of methane 
and carbon dioxide at 273 K, although this lower temperature is not directly relevant to any 
applications of interest. Below we describe specific methodology details associated with 
these steps. 
 
 
 
4.2.1. Construction of the models 
 
The computational protocol outlined above is fairly general, and for a specific 
implementation of this protocol we need to consider a number of options. They include the 
geometry and chemical nature of the rigid fragments (commonly called here platelets), their 
interactions with each other during the packing processes (the parameters of these 
interactions can be different from those employed in the adsorption studies), the algorithm for 
removing some of the platelets in order to adjust the final structure properties and so on.  
 
For all these options, we first try the simplest solution possible. Specifically, we start with the 
simplest carbon fragment possible, which allows us to create model structures with high 
surface areas.   This is the molecule of coronene shown in figure 4.3. Starting with this 
structure we also consider larger fragments, fragments decorated with different types of 
surface groups, curved platelets and so on.  
 
During the packing process, the atoms of the platelets interact with each other via a hard-
sphere potential with the collision diameters reported in table A1 in the Appendix. The choice 
of these parameters will be further discussed in Section 4.2.3. 
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Figure 4.3. (a) The molecule of coronene. (b) Typical packing of coronene platelets in a simulation 
cell. The cubic cell shown has sides of 60Å and contains 228 platelets in periodic boundary 
conditions. Cyan: carbon, grey: hydrogen.  
 
 
4.2.2. Characterization of the models 
 
The models produced in the first stage are characterized using the package Poreblazer 1.2, 
which consists in a series of simulation tools developed by Sarkisov and Harrison using 
Fortran 90 programming language (23).  
 
In particular, the total accessible surface area for each model has been calculated as the sum 
of the individual accessible surface areas associated with each atom of the adsorbent, using a 
nitrogen atom as a probe; this procedure has allowed us to directly relate the calculated 
surface areas to those measured in the BET adsorption experiments. In the Appendix (section 
A9.4.1) we demonstrate that the BET surface area (either from experiments or simulations) is 
a property consistent with the accessible surface area for this type of materials. 
Summary of the parameters involved in this calculation is provided in the Appendix (table 
A5).  
 
Accessible pore volume is calculated using the Widom insertion method and helium atom as 
a probe in order to make this characteristic consistent with the results from the helium 
porosimetry measurements (24). For the parameters involved in this calculation the reader is 
referred to table A6 in the Appendix. 
 
The experimental values of the micropore volume we use as the reference for Maxsorb MSC-
30 have been obtained from the Dubinin – Radushkevich method (25) using nitrogen 
adsorption at 77.35 K. Applying the same method to the nitrogen isotherms at 77.35 K 
(a) (b)
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simulated on the proposed models, we have found that the results for the micropore volume 
are consistent with the results obtained from the computational helium porosimetry. Some 
test cases with regards to this are reported in the Appendix (section A4). Given this 
consistency in the results and much lower computational cost of the method based on the 
Widom insertion, the latter approach was the methodology of choice for all subsequent 
studies.  
 
Henry’s constant of adsorption is calculated using a simple approach, recently proposed by 
Sarkisov, based on the lattice representation of the simulation cell (26). Summary of the 
parameters involved in this calculation is provided in the Appendix (table A7). 
 
 
4.2.3. Simulation details 
 
First, we provide the details of the intermolecular interactions. As we did in Chapter 3, for 
methane we use the united atom model (27), and for carbon dioxide we use the three center 
model from the TraPPE forcefield (28). In the final part of the work nitrogen is also modelled 
using the three centre model from the TraPPE forcefield (28) , while for hydrogen, following 
the work by Cracknell (29), the single-site model  by Buch (30) is employed. 
 
As a starting point for our study, for carbon fragments (again, as in Chapter 3) we use the 
parameters proposed by Tenney and Lastoskie (31). These parameters and charges are used 
for all the models described in the first part of this chapter, apart from the few cases in which 
it is explicitly stated, and the complete summary of parameters is provided in the Appendix 
(table A1). 
 
In the last part of our work, which deals with the choice of one particular model to reproduce 
the behaviour of Maxsorb, the solid-fluid interaction for methane is slightly scaled to obtain a 
better agreement with the experimental isotherm. This kind of tuning is justified by the recent 
studies which show that the presence of curved surfaces, together with the presence of groups 
and defects in the structure of activated carbons, increases the solid-fluid interaction for some 
species, compared to what has been proposed for graphite (8, 9, 32). It is important to 
emphasise however that in the scaling described above several effects (i.e. curvature of 
fragments and presence of groups) are grouped together via a single scaling factor. Since in 
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our work functional groups and Coulombic interactions are explicitly modelled, it is only the 
effect of curvature we are trying to incorporate via the scaling factor and for species 
involving Coulombic interactions (carbon dioxide), we anticipate less tuning required. This 
will be discussed later in more detail. 
 
Partial charges in our final model of Maxsorb are calculated using the B3LYP  Density 
Functional Theory method (33), with 6-31g basis set and CHELPG (34) charge analysis with 
the Gaussian 09 software package (35).  
 
Once a model with the desired features has been prepared, GCMC simulations are used to 
calculate adsorption isotherms. For each system, we consider cubic simulation cell with a 
side of 60Å in length, placed in periodic boundary conditions. Typically, a packing would 
contain more than 200 platelets, depending on the system. In the studies of disordered 
systems it is very important to assess variation of the adsorption properties as a function of 
structure realization and, if necessary, average the calculated adsorption properties over 
sufficient number of structure realizations. In the Appendix (section A7) we demonstrate that 
the system size here is sufficiently large to generate properties independent of a particular 
structure realization, and therefore all simulations presented here are performed using a single 
realization of the system. Further details of the GCMC simulations protocol adopted in this 
chapter are provided table A4 in the Appendix. 
 
For a correct comparison with the experimental data all the simulated adsorption densities are 
converted into excess values  following the procedure proposed by Talu and Myers (24) and 
described in Chapter 2.  
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4.3. Preliminary studies 
 
In order to understand the motivation behind the extensive studies in the next section of this 
chapter and the selection of the final parameters for the molecular model of Maxsorb, it is 
instructive to revisit one of the first systems explored in this study.   
 
Our original idea was to focus on just two characteristics of Maxsorb MSC-30, its high 
surface area and pore volume, which we believed were particularly important. For this we 
constructed a model structure based on a packing of the coronene (CR) platelets, with 
morphological features resembling Maxsorb MSC-30. Table 4.1 below shows characteristics 
of this model, whereas figure 4.4 compares experimental and simulated adsorption isotherms 
for methane and carbon dioxide at room temperature (298 K).  
 
 
Table IV.1. Characteristics of the model structure based on coronene platelets (CR), compared to the 
experimentally measured properties of Maxsorb MSC-30 (MSC-30). In this table, S.A. is the surface 
area, V is the micropore volume, kH is the Henry’s constant of adsorption and C/O is the carbon to 
oxygen ratio (in weight) in the material. 
SYSTEM S.A. V, 298 K kH CH4, 298 K kH CO2, 298 K C/O 
 m
2
/g cm
3
/g mol/kg/Bar mol/kg/Bar  
CR 3428.8 1.24 0.51 2.00 - 
MSC-30 3000 - 3500 1.3 – 1.7 1.3 – 1.9 2.4 7.8 
 
 
 
Table IV.1 shows that for the surface area and micropore volume the model values are close 
to the ones typically found for Maxsorb MSC-30; nevertheless the surface area is closer to 
the upper bound of the experimentally observed values, while the micropore volume is 
slightly below the lower bound of the experimental values. As for the Henry’s constants there 
is a clear under-prediction in the case of methane, while for CO2 the agreement can be 
considered reasonable. The current model does not consider functional groups or any other 
moieties containing oxygen, as seen from the C/O parameter.  
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Figure 4.4. Experimental (red symbols) and simulated (black symbols) adsorption isotherms for CH4 
(a) and CO2 (b) at 298 K for the model structure based on coronene platelets (CR). 
 
 
Figure 4.4 shows adsorption isotherms for methane and carbon dioxide in CR model at 298 
K. To give an indication on the statistical errors on the simulated adsorbed densities (in this 
work these errors are always determined calculating standard deviations with the method of 
block averaging, details of which can be found in the literature (36)) we precise that for CO2 
these have been calculated to be 7.3% and 0.32% at 0.1 Bar and 22 Bar respectively, while 
for CH4 the simulation errors at the same pressures are 14.5% and 0.33%. These simulation 
errors are consistent with the simulation errors for all the isotherms presented in section 4.4, 
when a scaling of the solid-fluid interaction is not applied. Simulation errors for this latter 
case will be considered in section 4.5. 
 
From figure 4.4, it seems that this model based on the realistic values of the surface area and 
pore volume of the target structure is reasonably accurate, at least for carbon dioxide 
adsorption. There are nevertheless clear deviations in the behaviour. Particularly, methane 
adsorption is underpredicted in the whole range of pressures, as can be also anticipated from 
the lower value of the Henry’s constant, compared to the experiment (table IV.1). This 
preliminary result posed a number of questions. Can the differences in methane adsorption be 
reconciled by some variation of the properties of the platelets and their packings, and if so to 
what extent? Is the accurate prediction of carbon dioxide adsorption a result of some 
fortuitous cancellation of errors, and if so how shall the model be further refined? In order to 
answer these questions and produce some systematic approach to further development of the 
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model, we set to investigate its behaviour as a function of a number of parameters and this 
study is presented in the next section.  
  
 
4.4. Systematic study of different platelet models 
 
The models presented below explore how several variables can influence the simulated 
adsorption isotherms for methane and carbon dioxide at 298 K. In this section we present, in 
the order, the effect of the size of the platelets, presence of functional groups, type of groups, 
increasing surface area of the system, model of charges and platelet curvature. 
 
 
 
4.4.1.Effect of platelet size 
 
To study the effect that the size of the basic structural unit can have on adsorption isotherms 
we constructed three different models starting from platelets that correspond to coronene 
(CR), hexabenzocoronene (HCR) and circumcircumcoronene (CCR) molecules respectively, 
as shown in figure  4.5. 
 
 
Figure 4.5. Molecular visualizations of platelets based on (a) Coronene (CR), (b) Hexabenzocoronene 
(HCR), (c) Circumcircumcoronene (CCR). Cyan: carbon, grey: hydrogen.  
 
 
(a) (b) (c)
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The properties of the systems are summarized in table IV.2. To study adsorption behaviour as 
a function of just one parameter at a time, the packings of various fragments are constructed 
in such a way (through the judicious addition and removal of fragments) so to have about the 
same surface area and pore volume, although as it is seen below the latter parameter is not a 
fully independent characteristic.  It is difficult to achieve the value of the surface area 
corresponding to Maxsorb for large platelets, because, given the dimensions of the simulation 
box, they tend to pack very inefficiently, leading to sparse structures and higher surface areas. 
Hence, all three models here are compared to each other at somewhat higher value of the 
surface area, than that for Maxsorb.  
 
 
Table IV.2. Properties of the systems under examination for the study of the effect of the size of the 
platelets. In this table, S.A. is the surface area, V is the micropore volume, kH is the Henry’s constant 
of adsorption, d is the size of the platelet (largest distance between two hydrogen atoms) and ρ is 
density. 
SYSTEM S.A. VHe, 298 K kH CH4, 298 K kH CO2, 298 K d ρ 
 m
2
/g cm
3
/g mol/kg/Bar mol/kg/Bar Å g/cm
3
 
CR 3919.1 1.40 0.49 1.83 9.45 0.49 
HCR 3888.5 1.41 0.58 2.11 13.44 0.51 
CCR 3900.0 1.57 0.71 2.37 19.15 0.50 
 
 
For each system table IV.2 also shows the values of the apparent density (ρ) and the length of 
the longer dimension of the platelets (d).  
 
The simulated CO2 and CH4 adsorption isotherms are shown in figure 4.6. From this figure it 
appears that when the size of the platelet increases there is also an increase in adsorption 
densities, either in the Henry’s law region or at high pressures, although this effect is not as 
visible for carbon dioxide.  
                                                                
155 
 
 
Figure 4.6. (a) Excess adsorption isotherms at 298 K for CH4 in CR (open squares), HCR (grey 
squares) and CCR (black squares) models; (b) Excess adsorption isotherms at 298 K for CO2 in CR 
(open circles), HCR (grey circles) and CCR (black circles) models. 
 
At higher pressures this effect could be to some extent attributed to slightly higher porosities 
of the model porous materials based on the larger fragments. A more general reason for this 
is stronger solid-fluid interactions for larger platelets as suggested by the Henry’s constants 
of adsorption for carbon dioxide and methane in table IV.2.  
We further investigate these effects in figure 4.7 by plotting the ensemble average solid-fluid 
interaction energy as a function of pressure.  
 
 
 
 
Figure 4.7. (a) Average CH4-adsorbent interaction expressed in kJ per mol of adsorbate as a function 
of pressure. (b) Average CO2-adsorbent Lennard-Jones (squares), Coulombic (circles), and total 
(triangles) interaction expressed in kJ per mol of adsorbate as a function of pressure. Open symbols 
are for the CR model, grey symbols are for the HCR model and black symbols are for the CCR model, 
respectively. Lines are for eye guidance only. 
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In the case of CH4 only LJ interactions are included, and it is clear from the graph in figure 
4.7(a) that an increase in the size of the platelets leads to an increase in the interaction energy. 
At low pressures this property is dominated by the adsorbate molecules located either in close 
vicinity or at the surface of the platelets. At higher pressures as the loading increases a greater 
proportion of the molecules occupy regions of porous space further away from the platelets, 
and as a result the average solid-fluid interaction energy decreases with pressure. 
 
The average LJ energy between CO2 and the platelets behaves in a similar way as for 
methane, and for larger platelets this interaction is stronger (figure 4.7(b)).  However, the 
Coulombic contribution to the CO2-platelet interaction follows the opposite trend and for 
larger platelets this contribution becomes smaller.  
 
For the fragments in figure 4.5, the predominant contribution to solid-fluid Coulombic energy 
is the interaction between carbon dioxide and termini hydrogen atoms on the edges of the 
platelets.  As the size of the platelet increases, the concentration of hydrogens per gram of 
material decreases (since the surface area grows proportionally to the square of the diameter 
of the platelet, while the number of hydrogen atoms increases linearly with the size). 
Specifically, the concentrations of termini hydrogens for CR, HCR and CCR fragments are 
respectively 4.0*10
-2
, 3.4*10
-2
 and 2.0*10
-2
 mol/g. As a result, the LJ interaction per 
molecule of adsorbate is stronger in the CCR system compared to CR, but the Coulombic 
interaction is weaker. The combination of the two opposite energy trends in case of CO2 
provides a plausible explanation for the lesser effect of platelet size on CO2 adsorption 
isotherms, compared to methane. Both Lennard-Jones and Coulombic CO2-adsorbent 
energies decrease with pressure following a trend similar to that of methane. 
 
 
4.4.2. Effect of functional groups 
 
We now turn our attention to the role of functional groups in the adsorption of carbon dioxide 
and methane.  
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Let us first briefly review what is known about the nature of functional groups and their 
concentration in Maxsorb. The article by Otowa et al. (37) describes the quantitative analysis 
of the surface functional groups that was performed on Maxsorb using the Bohem’s titration 
method (37). For Maxsorb MSC-30 hydroxil, carboxyl and lactone groups were identified in 
the concentrations of 79, 46 and 36 meq/g, respectively. From the elemental composition the 
C/O ratio appeared to be 7.8. Clearly, the structure of the real material is quite complex, with 
some properties such as charge distribution and location of the groups being closely coupled. 
To isolate the effect of presence of the groups from their nature, we consider a simplified 
system, where all oxygen in the structure is present in the form of hydroxyl groups (the most 
abundant) only. This choice, which will be further discussed in the next section, is supported 
by previous studies which indicate that the adsorption behaviour of carbon materials is 
influenced mainly by the total amount of oxygen rather than by the type of groups themselves 
(38).  
 
We use the coronene molecule as our reference system, and consider two variants of this 
structure modified with two and three hydroxilic groups respectively, (CR-(OH)2 and CR-
(OH)3), as shown in figure 4.8. The C-O bonds lie on the plane of the platelet, which insures 
the maintenance of the sp
2
 hybridization for the carbon atoms. The number of the groups is 
chosen to reflect the experimentally observed C/O ratios in Maxsorb (37), while the mutual 
positions of the groups are meant to minimize the cooperative effects between the groups (in 
other words, the groups are separated as far as possible from each other within a single 
platelet).  Although this is not the only way to distribute the surface groups, for now we 
adhere to the simplest approach possible.   
 
 
 
 
 
158 
 
 
Figure 4.8.  Molecular visualizations of platelets based on (a) Coronene (CR), (b) Coronene 
functionalized with two hydroxylic groups (CR-(OH)2), and (c) Coronene functionalized with three 
hydroxilic groups (CR-(OH)3). Cyan: carbon, grey: hydrogen, red: oxygen. 
 
We prepare packings of these platelets, with characteristics shown in table IV.3. Similarly to 
the previous case, these packings feature very similar surface areas, pore volumes and 
densities and therefore the effect of the presence of surface groups can be isolated from other 
variables. 
 
Table IV.3. Properties of the systems under examination for the study of the effect of functional 
groups. The properties in this table are defined in the same way as for tables IV.1 and IV.2. 
SYSTEM S.A. V, 298 K kH CH4, 298 K kH CO2, 298 K C/O ρ 
 m
2
/g cm
3
/g mol/kg/Bar mol/kg/Bar  g/cm
3
 
CR 3428.8 1.24 0.51 2.00 - 0.52 
CR-(OH)2 3410.5 1.23 0.52 2.26 9 0.54 
CR- (OH)3 3433.5 1.26 0.57 2.41 6 0.54 
 
 
The CO2 and CH4 excess adsorption isotherms at 298 K for these systems are shown in figure 
4.9. 
 
(a) (b) (c)
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Figure 4.9. (a) Excess adsorption isotherms at 298 K for CH4 in CR (open squares), CR-(OH)2 (grey 
squares) and CR-(OH)3 (black squares) systems, respectively. (b) Excess adsorption isotherms at 298 
K for CO2 in CR (open circles), CR-(OH)2 (grey circles) and CR-(OH)3 (black circles) systems, 
respectively. 
 
Not surprisingly, presence of the groups has only a minor effect on the adsorption of 
methane, either at low or at high pressures, while the effect on the CO2 adsorption is 
definitely stronger and proportional to the number of groups used to functionalize the 
platelets. These results can be explained by taking into account that only CO2 molecules are 
engaged in the Coulombic interactions, which are obviously increased by the presence of the 
polar groups. 
 
Table IV.3 shows how the Henry’s constants for CH4 and CO2 vary with the presence of the 
groups: in both cases the higher the number of the groups the higher the Henry’s constants. In 
agreement with what has been stated in Section 4.4.1, addition of functional groups can be 
seen as a general increase in the size of platelets and the number of interaction sites involved 
in each platelet thus leading to stronger adsorbate-adsorbent interactions even for species that 
are not involved in Coulombic interactions with the surface groups (methane). However, 
similarly to adsorption isotherms, for Henry’s constants the effect of the functional groups is 
more pronounced for carbon dioxide rather than for methane due to polar nature of the 
groups. 
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4.4.3. Effect of the nature of functional groups 
 
Now, when we established the overall influence of the presence of the polar functional 
groups on adsorption behaviour of carbon dioxide and methane, we can focus in more detail 
on the nature of these groups. Here we construct a model to test the observation, mentioned in 
the previous section, that the type of the oxygenated groups does not play a crucial role in 
influencing the extent of adsorption, which depends mostly on the total concentration of 
oxygen atoms at the surface (38). For this, we consider two systems, coronene functionalized 
with two hydroxylic groups and coronene functionalized with one carboxylic group (CR-
COOH), as shown in figure 4.10.  
 
 
Figure 4.10. Molecular visualizations of platelets based on (a) coronene functionalized with two 
hydroxylic groups (CR-(OH)2) and (b) coronene functionalized with one carboxylic group (CR-
COOH). Cyan: carbon, grey: hydrogen, red: oxygen. 
 
 
This arrangement allows us to keep the C/O ratio for two systems very close to each other, 
thus isolating the effect of the nature of the group from the effect of the total oxygen 
concentration in the system. Also, as seen from table IV.4, other morphological properties of 
the systems are maintained very close to each other.  
 
 
 
 
 
 
(a) (b)
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Table IV.4.  Properties of the systems under examination for the study of the effect of the nature of 
functional groups. The properties in this table are defined in the same way as for tables IV.1 and IV.2. 
SYSTEM S.A. VHe, 298 K kH CH4, 298 K kH CO2, 298 K C/O ρ 
 m
2
/g cm
3
/g mol/kg/Bar mol/kg/Bar  g/cm
3
 
CR-(OH)2 3410.5 1.23 0.52 2.26 9.00 0.54 
CR-COOH 3428.1 1.27 0.54 2.37 9.38 0.53 
 
The adsorption isotherms for these systems are provided in figure 4.11. 
 
 
 
Figure 4.11. (a) Excess adsorption isotherms at 298 K for CH4 in CR-(OH)2 (open squares) and CR-
COOH (black squares) systems, respectively. (b) Excess adsorption isotherms for CO2 at 298 K in 
CR-(OH)2 (open circles) and CR-COOH (black circles) systems, respectively. 
 
 
Table IV.4 shows that the values of Henry’s constants are very close to each other. This is in 
agreement with the adsorption isotherms, which show only minimal differences. These 
results seem to reinforce the idea that the most influential aspect in terms of adsorption is the 
total concentration of oxygen on the surfaces, rather than the nature of groups themselves. 
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4.4.4. Effect of the surface area 
 
In this section we use coronene with three added hydroxylic groups (CR-(OH)3) as a basic 
structural unit and consider six different structures with increasing surface area, each of them 
obtained by progressive removal of platelets from the initial denser structure. This naturally 
also leads to structures of higher porosity and therefore it is important to explore their 
properties in conjunction with both their surface area and porosity. 
 
Figure 4.12 (a) shows the Henry’s constants for CO2 and CH4 and porosity of the model 
structures as a function of the surface area. As the surface area increases the Henry’s 
constants of adsorption decrease, both for CO2 and methane, while the pore volume increases. 
These trends can be explained by considering that any increase in the accessible surface area 
is accompanied by a decrease in the number of interaction sites in the system, which becomes 
progressively less dense. Denser systems are characterized by energetically favourable 
regions of porous space, resulting from the interaction emanating from several platelets. As 
the system becomes progressively sparse, these regions disappear. The above mentioned 
effect appears to be more pronounced for CO2 compared to methane. 
  
Figure 4.12 (b) shows the excess amount adsorbed for both methane and carbon dioxide at 
the highest pressure explored (pmax=22 Bar) as a function of the surface area. The general 
trend appears to be as follows:  the increase of the surface area is always accompanied by an 
increase in the accessible pore volume of the system and this determines an increase in the 
amount of fluid that can be adsorbed at high pressures. This effect can be observed 
particularly clearly for CO2 up to the surface areas of around 5500 m
2
/g. For CH4 there is a 
smaller but still noticeable increase in the maximum excess amount adsorbed for the surface 
areas up to about 3800 m
2
/g. As the systems become even sparser, there is a change in the 
trend. The density of the adsorbed phase starts to resemble the bulk phase, and with the 
excess amount being simply the difference between these two properties, it starts to decrease 
ultimately approaching zero.  
 
The actual details of this trend depend not only on the porous material but also on the 
properties of the adsorbing species, and the location of the conditions under consideration on 
the bulk phase diagram. With methane (critical temperature -82.7˚C) being deep in the 
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supercritical region of the phase diagram compared to CO2 (critical point 31.1˚C), bulk-like 
densities of the confined fluid are expected to be reached at lower values of porosity of model 
structures.   We do not extend our study to surface areas higher than 6500 m
2
/g, which has 
recently been shown to be the theoretical limit of surface area for carbon materials (22).  
 
 
 
Figure 4.12. (a) Henry’s constants of adsorption at 298 K for CH4 (squares, left scale) and CO2 
(circles, left scale), pore volume (crosses, right scale) as a function of surface area. (b) Excess 
adsorption at pmax for CH4 (squares, left scale) and CO2 (circles, left scale), pore volume (crosses, 
right scale) as a function of surface area.  
 
 
An overall observation that comes from the present section is that CO2 adsorption is much 
more sensitive than methane to the differences in the surface area and porosity of the 
adsorbent under considered conditions.  
 
 
4.4.5. Effect of the charge model 
 
In this section we are interested in the effect of the method used to attribute partial charges on 
platelets on CO2 adsorption isotherms (CH4 adsorption is obviously not affected, given the 
model we are using).  
 
We investigate two of the systems introduced in Section 4.4.2, coronene and coronene 
functionalized with two hydroxyl groups, and compare the behaviour of the same systems 
using the charges from Tenney and Lastoskie (obtained from ab initio calculations for 
0.5
1.0
1.5
2.0
2.5
3.0
3500 4000 4500 5000 5500 6000 6500
1.0
1.5
2.0
2.5
3.0
 
 Surface area (m
2
/g)
H
e
n
ry
's
 c
o
n
s
ta
n
t 
(m
o
l/
k
g
/B
a
r)
 
V
H
e
 2
9
8
 K
 (
c
m
3
/g
)
(a)
0
5
10
15
20
25
30
3500 4000 4500 5000 5500 6000 6500
1.0
1.5
2.0
2.5
3.0
E
x
c
e
s
s
 a
d
s
o
rp
ti
o
n
 a
t 
p
m
a
x
(m
m
o
l/
g
)
 Surface area (m
2
/g)
 
V
H
e
 2
9
8
 K
 (
c
m
3
/g
)
(b)
 
H
e
n
ry
's
 c
o
n
s
ta
n
t 
(m
o
l/
k
g
/B
a
r)
 
V
H
e
 2
9
8
 K
 (
c
m
3
/g
)
E
x
c
e
s
s
 a
d
s
o
rp
ti
o
n
 a
t 
p
m
a
x
(m
m
o
l/
g
)
 
V
H
e
 2
9
8
 K
 (
c
m
3
/g
)
164 
 
representative ~100 atom polycyclic aromatic hydrocarbons using the Hartree-Fock method, 
6-31G(d,p) basis set and Mulliken population analysis) and the charges determined by us 
through B3LYP DFT method, 6-31G basis set and CHELPG population analysis (figure 
4.13).  
 
Summary of the actual charges assigned by both methods is provided tables A8 and A9 in the 
Appendix. The properties of the two systems under investigation have already been 
summarized in table IV.3. 
 
 
 
Figure 4.13. Excess adsorption isotherms for CO2 at 298 K in (a)CR and (b) CR-(OH)2 systems with 
different sets of charges. Open circles correspond to parameters from Tenney and Lastoskie; black 
circles correspond to the present work. 
                                              
Interestingly, in the absence of functional groups (figure 4.13 (a)) the method used to 
attribute the charges makes a difference, and the charges calculated by us result in the lower 
loading and Henry’s constant (2.0 mol/kg/Bar for Tenney and Lastoskie charge model 
compared to 1.2 mol/kg/Bar for our model). In the presence of the functional groups (figure 
4.13 (b)) the differences in the adsorption behaviour become much smaller. The difference in 
the Henry’s constant is also smaller, with the actual values being 2.26 mol/kg/Bar for Tenney 
and Lastoskie charge model and 2.10 mol/kg/Bar for our charge model, respectively. A 
detailed investigation of these differences is beyond the scope of this thesis. We note here 
that both values of the Henry’s constant for the model featuring surface groups are reasonably 
close to the experimental value (2.4 mol/kg/Bar). Within the charge model of Tenney and 
Lastoskie, presence of the functional groups has lesser effect on the adsorption properties, 
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with kH values being 2.0 and 2.26 mol/kg/Bar for systems with no groups and with groups, 
respectively. An alternative charge model proposed here suggests a more substantial role of 
functional polar groups. As we intend to consider a broader range of systems with some 
groups not considered in the original parameterization of Tenney and Lastoskie, we adopt a 
combination of B3LYP DFT and CHELPG methods for all subsequent more specialized 
models of Maxsorb, considered in Section 4.5. 
 
 
4.4.6. Effect of the platelet curvature 
 
As mentioned in the introduction the results of several recent studies suggest that the curved 
surfaces in the structure of activated carbons play a significant role in their adsorption 
behaviour. In this section we compare the adsorption isotherms simulated for the systems 
based on coronene, which has a flat geometry, figure 4.14 (a), and corannulene (CRNL), 
which is shown in figure 4.14 (b), (c) and is curved due to the presence of a five member ring 
(this can be considered as a fragment of a fullerene). As seen in table IV.5 we maintain 
surface area and pore volume of the systems as close to each other as possible to single out 
the effect of curvature only. In both cases the charges have been determined using B3LYP 
DFT and CHELPG methods. 
 
 
 
 
Figure 4.14. Molecular visualization of platelets based on coronene, CR (a) and curved corannulene, 
CRNL (b) and (c) fragments. (b): top view, (c): side view. Cyan: carbon, grey: hydrogen.  
 
 
It has been shown for several adsorbates that the solid-fluid interaction with the graphitic 
carbon is stronger near curved surfaces, and this effect has often been attributed to the 
(a) (b)
(c)
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intermediate hybridization of carbon between sp
2
 and sp
3
 within curved fragments, as 
opposed to sp
2
 hybridization in planar graphite sheets (8, 9, 32). 
 
 
Table IV.5. Properties of the systems under examination for the study of the effect of the platelet 
curvature. The properties in this table are defined in the same way as for tables 4.1 and 4.2. 
SYSTEM S.A. V, 298 K kH CH4, 298 K kH CO2, 298 K ρ 
 m
2
/g cm
3
/g mol/kg/Bar mol/kg/Bar g/cm
3
 
CR 3428.8 1.24 0.51 1.20 0.52 
CRNL (not scaled) 3427.6 1.25 0.43 1.01 0.51 
CRNL (scaled) 3427.6 1.29 0.59 1.62 0.51 
 
 
CRNL (not scaled) system in table IV.5 is based on the same Lennard-Jones interaction 
parameters as the reference CR system. For the system presented as CRNL (scaled), a scaling 
factor is applied to the depth of the potential well for all the LJ interactions between carbon 
atoms of the platelets and atoms of adsorbate molecules. We use scaling factor of 1.1, which 
is very close to what has been previously adopted to reproduce experimental data for 
adsorption of methane in BPL and ACF-15 carbons, without any further modification of 
parameters. (8, 9). We note that the most optimal scaling factor for Maxsorb MSC-30 does 
not necessarily have to be the same.  
 
Having justified the scaling of the solid-fluid interaction based on the curvature of the 
adsorbent surface, it is also worth to note that the solid-fluid interaction parameters in this 
work are always calculated, as explained in Chapter 2, using the Lorentz-Berthelot combining 
rules. These rules are the most commonly adopted practice for the estimation of the Lennard-
Jones parameters for interaction between the unlike species. However, the Lorentz-Berthelot 
rules are known to overestimate the potential well-depth and, in fact, are not the only choice 
for mixing rules (39, 40).  Thus, a potential additional avenue of research for the model 
optimization would consider alternative mixing rules for solid-fluid interactions.   
 
The simulated adsorption isotherms for the different systems are shown in figure 4.15. 
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 Figure 4.15.  (a) Excess adsorption isotherms for CH4 at 298 K in CR (empty squares), CRNL with 
no scaling (grey squares) and CRNL with scaling applied (black squares). (b) Excess adsorption 
isotherms for CO2 at 298 K in CR (empty circles), CRNL with no scaling (grey circles) and CRNL 
with scaling applied (black circles). 
                                                                 
 
Comparing the behaviour of CR and CRNL (not scaled) it is clear that the introduced platelet 
curvature itself leads to a decrease in the adsorption of both methane and carbon dioxide. 
This is true not only in the Henry’s law region (table IV.5) but also at higher pressures (figure 
4.15). We may speculate that this is related to packing effects of curved platelets. We further 
note that curved platelets are slightly smaller in size (lower number of carbon atoms), 
compared to the reference flat platelets, and this may also lead to a diminished adsorption as 
discussed earlier. Application of the scaling factor leads to a net increase in adsorption both at 
low and high pressures for both adsorbing species.  From the last two rows of table IV.5, 
scaling has also a small effect on the accessible pore volume, which is expected as it is 
determined from the Widom insertion method and helium atom interacting via the LJ 
potential with the atoms of the structure. 
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4.5. Selection of a representative model of Maxsorb MSC-30 
 
The results of the preliminary studies presented in Section 4.3 showed a reasonable 
agreement between the simulated and experimental CO2 adsorption, while the adsorption of 
CH4 was clearly under-estimated. Also, this model was not the most realistic, with many 
important details such as presence of functional groups and curvature ignored. The results 
presented in Section 4.4 allow us to state which parameters have a significant effect on the 
adsorption properties of the model with respect to CO2 and CH4 and which do not. 
 
The presence of functional groups, the C/O ratio, the surface area (and consequently the pore 
volume), the scaling of the solid-fluid interaction performed to take into account the presence 
of curvature all have a noticeable impact on the adsorption isotherms, while the type of 
functional groups have only a minor effect. As for the dimension of the platelets this does 
have a substantial effect on the adsorption of methane. However, there is a substantial 
computational cost associated with generating the systems based on larger platelets, while 
maintaining the properties of the packings, such as surface area, close to the target ones of 
Maxsorb. Hence this strategy has been discarded. In principle, the method used to determine 
the charges may have an effect on the adsorption properties, depending on the chosen model 
of the platelet. This needs to be further investigated.  
 
Although the observed trends are not sufficient to construct a unique model of Maxsorb, we 
believe they instruct us on how to construct a reasonable model. Specifically, we choose as a 
BSU a platelet corresponding to corannulene (so it is curved) functionalized with two 
hydroxylic groups (figure 4.16). The study of the actual chemical stability or reactivity of this 
species is beyond the scope of the present work. 
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Figure 4.16. Computer visualization of a molecule of corannulene functionalized with two hydroxylic 
groups. (a): top view, (b): side view. Cyan: carbon, grey: hydrogen, red: oxygen. 
 
Before proceeding to the random packing step (based simply on hard-sphere interactions) the 
structure is energy minimized and charges are calculated using the B3LYP/CHELPG set of 
methods with the Gaussian 09 software package (33-35). The packing properties are adjusted 
(through the removal of platelets from the most dense structure) to reproduce the surface area 
of Maxsorb as closely as possible. The characteristics of the final model are summarized in 
table IV.6 which also presents for comparison the typical characteristics of Maxsorb MSC-
30. 
 
 
Table IV.6. Characteristics of the final model constructed in this work compared with typical 
characteristics of Maxsorb MSC-30 activated carbon. The properties in this table are defined in the 
same way as for tables 4.1 and 4.2. 
SYSTEM S.A. V, 298 K kH CH4, 298 K kH CO2, 298 K C/O 
 m
2
/g cm
3
/g mol/kg/Bar mol/kg/Bar  
CRNL-(OH)2 3236.64 1.28 1.03 1.96 7.5 
MSC-30 3000 - 3500 1.3 – 1.7 1.3 – 1.9 2.4 7.8 
 
 
It is also important to note here that despite being formally made by an arrangement of 
discrete elements, packings of platelets here form a self-sustained fully percolated network in 
three dimensions, as characterized using the package Poreblazer 1.2, which adds an 
additional element of realism to the model. 
 
(a)
(b)
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The model has been further characterized through the determination of the geometric pore 
size distribution, the calculation of Henry’s constants for CO2 and CH4 at different 
temperatures and the determination of the differential enthalpies of adsorption at zero 
coverage for the same adsorbates. The details and results of the calculations are presented in 
Section A9 of the Appendix. Here we will limit ourselves to explain that the method to 
determine the geometric pore size distribution has been developed in our group starting from 
the idea proposed by Gelb and Gubbins (41). The main concept is that, given a molecular 
model representing the structure of an adsorbent, a randomly chosen point can be said to 
belong to a pore of radius r if it belongs to a sphere of radius r which does not overlap with 
the atom of the structure. For full details of the Monte Carlo procedure involved the reader is 
reminded to the publication by Sarkisov and Harrison (23).  
 
As seen in figure A8 the geometric pore size distribution is centered around 7 Å. How does 
this compare to the PSDs obtained using slit pore models? Let us consider one specific case: 
a PSD obtained for the model with surface groups and defects starting from data for CO2 at 
298 K. We need to note that the peak of the geometric pore size distribution corresponds to a 
slit pore width of 10.4 Å, given that, as explained in Chapter 3, the width of a slit pore is 
calculated as the distance between the centres of the carbon atoms on opposite pore walls and 
does not take into account their collision diameters. Considering these values make the two 
pore size distributions comparable, given that in Chapter 3 the pore size distribution we show 
is centred around 10 Å. A comparison between the two pore size distributions made using 
this criterion is shown in figure 4.17, where the blue line represents the PSD extracted using 
the slit pore with groups and defects model, while the black line shows the PSD computed 
using the platelet model, but translated by 3.4 Å to the right to make the comparison 
consistent.. 
 
171 
 
 
Figure 4.17. Comparison between PSDs extracted for Maxsorb MSC-30 using two different types of 
models. Blue line: slit pore with groups and defects model starting from data for CO2 at 298 K; black 
line: geometric PSD translated by 3.34 Å to the right to make the comparison consistent. 
 
From figure 4.17 it is clear that in the case of the slit pore model the PSD is much smoother 
than in the case of the platelet model. This could be a reflection of the higher level of disorder 
that characterizes the platelet model. 
 
In simulation of adsorption isotherms and calculation of the Henry’s constants, a scaling 
factor if 1.23 is applied for methane-platelet interactions to obtain better agreement with the 
experimental data. No scaling however is applied in case of carbon dioxide adsorption. 
Although this scaling is arbitrary to some extent and is simply a reflection of the intrinsic 
imperfections of the model, here we speculate on how this scaling can be justified. In our 
model the functional groups and the Coulombic interactions are explicitly represented and 
this has an important effect on CO2 adsorption. This becomes particularly evident if we 
consider that for carbon dioxide adsorption Coulombic energy constitutes about 23% of the 
total solid-fluid interaction. To the best of our knowledge the previous studies involving 
curved surfaces did not include groups and Coulombic interactions in the models and the 
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scaling of solid-fluid interactions was applied to account for all the different types of 
heterogeneity and curvature effects (8, 9). It seems by modelling the polar groups explicitly 
we introduced a sufficient degree of heterogeneity to reproduce correctly adsorption of polar 
species. However, heterogeneity influencing adsorption of apolar species, such as methane, is 
not yet incorporated to full extent in the current model, and hence some scaling is still 
needed. This argument also suggests how the scaling should be consistently applied for 
species other than carbon dioxide and methane. Specifically, the same scaling factor 
determined for CH4 is applied to hydrogen, as for both species Coulombic interactions have 
not been modelled explicitly; however in the case of nitrogen no scaling factor is applied, as 
in the three site model of nitrogen employed here the Coulombic interactions are included 
explicitly.  
 
 
 
Figure 4.18. (a) Comparison between simulated (black squares) and experimental (red squares) 
adsorption isotherms for CH4 at 298 K. (b) Comparison between simulated (black circles) and 
experimental (red circles) adsorption isotherms for CO2 at 298 K. 
 
 
In principle we could have used quantum mechanics to calculate the solid-fluid interaction 
for each adsorbate species, but the computational cost associated with this would have been 
much higher, especially given that the calculations would be required for each new species to 
be introduced in the mixtures considered in this study. Therefore, we have chosen to apply 
the scaling factor simply as a fitting parameter. One may argue that the scaling could have 
simply been applied to the non-curved platelets. However, it is the curvature of the surfaces 
that, as has been discussed above, leads to stronger interaction for certain species; therefore, 
unlike for flat platelets, adjustment of solid-fluid interactions for curved platelets is justified 
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on physical grounds, although it is not performed in quantitatively rigorous way.  We believe 
that the presence of curvature gives a more correct representation of the microstructure of the 
material, which has an important effect when studying the structure of the adsorbed phase 
and may have an important role from the kinetic point of view: as we mentioned in Chapter 1 
it is not only important to study the equilibrium adsorption properties, but also to take into 
account the kinetic aspects. This could be the subject of a future study with the use of 
molecular dynamics. 
 
The final simulated adsorption isotherms at 298 K are shown in figure 4.18 in comparison 
with the experimental data. For methane (figure 4.18 (a)) the model shows an excellent 
agreement (which is not surprising given that some scaling was involved). For carbon dioxide 
(figure 4.18 (b)), the model performs very well up to pressures of about 20 Bar, but 
somewhat underpredicts adsorption density at higher pressures.   
 
In this case the statistical errors on the simulated adsorbed densities for CO2 have been 
calculated to be 8.7% and 0.3% at 0.1 Bar and 22 Bar respectively, while for methane the 
errors at the same pressures are 7.8% and 1.6%.    
 
Any simulation model is valuable only if it is able to provide accurate predictions for a range 
of conditions and situations. To test the accuracy of the model we simulate CO2 and CH4 
adsorption at 273 and 323 K. It is anticipated that at lower temperature the results become 
more sensitive to the details of the structure and the force field and hence the accuracy should 
deteriorate, while at higher temperatures the model should still remain accurate. The results 
are shown in figure 4.19 (isotherms at 273 K) and figure 4.20 (isotherms at 323 K). In the 
case of CH4 and also for CO2 at 323 K the chosen reference isotherms are the ones published 
by Himeno and co-authors (42). 
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Figure 4.19. (a) Comparison between simulated (black squares) and experimental (red squares) 
adsorption isotherms for CH4 at 273 K. (b) Comparison between simulated (black circles) and 
experimental (red circles) adsorption isotherms for CO2 at 273 K. 
 
 
 
Figure 4.20. (a) Comparison between simulated (black squares) and experimental (red squares) 
adsorption isotherms for CH4 at 323 K. (b) Comparison between simulated (black circles) and 
experimental (red circles) adsorption isotherms for CO2 at 323 K. 
 
 
It is quite clear that for methane the model seems to work really well over the range of 
temperatures 273-323 K in a broad range of pressures, from 0 to 50 Bar.  In the case of CO2 
the model works well for temperatures between 273 and 323 K in a range of pressures that 
becomes broader the higher the temperature. In particular, at 273 K the results for CO2 are 
reliable up to 10-12.5 Bar, while at 298 and 323 K the range of pressures where the model is 
still accurate (within 15% of reference adsorbed density) is shifted to 20-22.5 and 25 Bar 
respectively. At higher pressures (>25 Bar) the model underestimates CO2 adsorption. Aside 
from the imperfections of the adsorbent model, another contribution to this trend may arise 
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from the tendency of TraPPE to underestimate density for CO2 at high pressures (see 
Appendix, section A11). 
 
For further validation of the model we need to put it in the context of a real application. Here 
we apply it to predict adsorption of nitrogen and hydrogen, which are the main components 
of the streams for the post and pre-combustion processes respectively.  The comparison of the 
simulated adsorption isotherm for nitrogen at 373 K compared with the experimental 
measurements by Grande and co-authors (43),  shown in figure 4.21 (a), suggests that the 
model should be applicable to the post-combustion streams. 
 
 
Figure 4.21 (a) Comparison between simulated (black triangles) and experimental (red 
triangles) adsorption isotherms for N2 at 373 K. (b) Comparison between simulated (black 
diamonds) and experimental (red diamonds) adsorption isotherms for H2 at 298 K. 
  
 
For pre-combustion processes it is important, as a first step, to correctly predict adsorption of 
hydrogen and carbon dioxide. Comparison between our simulated isotherm for H2 at 298 K 
and the measurement performed by Linares-Solano and co-workers (44) is shown in figure 
4.21 (b). 298 K is not exactly the temperature of the pre-combustion stream (313 K) but this 
is the temperature at which our reference isotherm was measured. 
 
Both simulations and experiments indicate that the amount of hydrogen adsorbed in Maxsorb 
is small even at relatively high pressures (up to 60 Bar). The simulations in general 
underestimate adsorbed density of hydrogen compared to the experimental isotherm. 
However, given the simplicity of the adopted model for hydrogen and the broad range of 
pressures under examination, the agreement can be considered as acceptable, especially given 
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that the mechanism of adsorption of hydrogen on carbon materials has not yet been fully 
understood, this implying the actual lack of accurate potential models (29). Several 
alternative models for hydrogen-carbon interaction are also explored in the Appendix (section 
A10).  
 
The key characteristic of importance here is the high affinity that Maxsorb shows for carbon 
dioxide over hydrogen. Figure 4.22 shows the pure component adsorption isotherms 
(simulated and experimental) for both CO2 and H2. From the figure it is clear that the model 
correctly captures the higher affinity that Maxsorb shows for carbon dioxide over hydrogen; 
also, if the predictive capability for CO2 is reasonably accurate only up to 20 – 22.5 Bar, for 
hydrogen the performance of the model is constant over a broader range of pressures.  
 
 
 
Figure 4.22.  Comparison between simulated and experimental pure component adsorption isotherms 
for CO2 (black and red circles, respectively) and H2 (black and red diamonds, respectively). 
 
 
The separation between hydrogen and carbon dioxide, including selectivity analysis, will be 
studied in more detail in Chapter 5. 
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4.6. Conclusions 
 
The objective of the present chapter has been to develop a predictive model for high surface 
area activated carbon Maxsorb in application to industrial carbon capture and related 
adsorption separation processes. 
 
Building on the ideas of Segarra and Glandt (14) and more recent studies of Kumar et al (20, 
21), the proposed model is based on a random packing of small, symmetric fragments 
(platelets) of graphite sheet. This model has many essential features of activated carbons, 
such as high surface area, disorder and heterogeneity of the structure. At the same time it is 
sufficiently flexible to tune its parameters in a systematic way and introduce additional 
features to reflect specific properties of the material of interest. In application to carbon 
dioxide and methane adsorption in Maxsorb, we show that an encouraging correlation with 
the experimental data can be obtained simply by constructing a model with realistic values of 
the surface area and accessible pore volume. For a more accurate agreement with the 
experimental data, a better understanding of the role of different parameters was required and 
our study was undertaken with a focus on the effects of platelet size, surface area, 
concentration and nature of surface groups, charge model, geometry of platelets and other 
parameters. This strategy can be applied to the development of accurate models of other high 
surface area carbons, with Maxsorb being only one example.  
  
Using insights from these studies we constructed a realistic (in terms of disorder and surface 
area) model of Maxsorb material with as few tuneable parameters as possible. The final 
model is given by a random packing of fullerene-like fragments functionalized with 
hydroxylic groups and having surface area, accessible pore volume and carbon/oxygen ratio 
consistent with the features of Maxsorb activated carbon. The models gives very reasonable 
predictions for a variety of species under a range of temperature conditions and up to 
pressures relevant for mixtures involved in carbon capture processes.  
 
Having said this, the Henry’s constants of adsorption for the adsorbate species under 
investigation and experimental adsorption points on a reference isotherm have not been used 
as a constraint in the construction of the model. Therefore, a possible criticism of this 
approach would be not utilizing all the experimental data available.  
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In contrast, the accuracy of the slit pore model in terms of single component predictions at 
least for light gases must in general be higher, given that in that case each point of the 
isotherm acts as a constraint to construct the pore size distribution, and given that the Henry’s 
regime is also reproduced.  
 
Therefore, an interesting research area would be to develop a method that constraints 
construction of the disordered model in a similar way that the PSD for the slit pore model is 
obtained, by using all the experimental adsorption points and by aiming to reproduce the 
Henry’s law regime.  
 
Nevertheless, in summary the disordered model we are proposing retains an acceptable level 
of accuracy (given a small number of arbitrary adjustments) for a number of species and 
conditions relevant to industrial carbon removal processes. And therefore we believe this 
model can be used to systematically optimize the use of Maxsorb in these processes, explore 
applicability of Maxsorb in other similar processes, or to develop completely new processes, 
where molecular insights on the behaviour of Maxsorb can be useful.   
 
In the next chapter the model will be applied to the simulation of multicomponent mixtures 
involved in CC processes, using conditions as realistic as possible. 
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Chapter 5 
 
Application of the platelet based model to CO2 
capture processes 
 
 
 
 
 
 
 
 
5.1. Introduction  
 
In Chapter 4 we have developed a realistic molecular model for Maxsorb MSC-30. The 
model is based on representing the structure of Maxsorb as a random packing of corannulene-
like elements, functionalized with hydroxylic groups. Chemical composition of the model, 
including the amount of oxygen present, and its structural characteristics, such as surface area 
and pore volume, have been tuned to closely reflect these parameters for Maxsorb. The 
developed model has been calibrated and tested through the comparison to the experimental 
single component isotherms for carbon dioxide, methane and some of the main components 
of the streams involved in carbon capture processes.  
 
In this chapter we apply this model to explore Maxsorb behaviour with respect to multi-
component mixtures, representative of different carbon capture processes under realistic 
conditions, including presence of water vapour in the streams.  
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5.1.1. Study of CO2 capture separations 
 
As we mentioned in Chapter 1, there are broadly three different types of CO2 capture 
processes that could possibly be applied to fossil-fuel power plants. They are post-
combustion capture, pre-combustion capture and oxyfuel combustion processes (1). Various 
features of these processes, including conditions, energy requirements, stream compositions, 
as well as comparative advantages and disadvantages, have been comprehensively reviewed 
in the literature (1-9). In this chapter we will focus on pre and post combustion capture and 
we will also explore the process of sweetening of sour natural gas which, although not 
directly related to the power plant operation, is still associated with carbon capture (6). The 
general characteristics of these processes have been introduced in Chapter 1, in which we 
have also briefly presented typical operational temperatures and pressures, together with 
average compositions of the streams (table I.1). 
 
Previous studies on carbonaceous materials and CO2 adsorption from mixtures mainly 
involve only binary (CO2/CH4) and ternary (CO2/CH4/N2) systems in the absence of water 
vapour (10-14). An exception is the work by Wu et al., which reports experimental 
measurements and predictions for the quaternary mixture H2/N2/CH4/CO2 (15). 
 
Studies based on single component isotherms have also been used to predict the behaviour of 
the mixtures; an example is given by the work of Herm et al. (16), in which the authors apply 
the Ideal Adsorbed Solution Theory (IAST) (17) to the data published in the comprehensive 
work by Sircar (18) to predict the behaviour of CO2/H2 mixtures in BPL activated carbon and 
provide a comparison with the behaviour of several metal-organic frameworks. Equally, the 
work by Himeno et al. (19), which reports CO2 and CH4 pure component isotherms for 
several activated carbons, could be used for a similar purpose. 
 
Simulation studies include the works by Cracknell et al. (20),  by Kluson and Scaife (21) on 
CO2/N2 and CO2/CH4 mixtures and the work by Cao and Wu (22) on CO2/H2  mixtures. In all 
these studies the slit pore model was used to represent the carbon structure. More recent 
simulation studies considered CO2/CH4 mixtures using more realistic models of activated 
carbons (23, 24). In particular, Furmaniak and co-workers systematically explored how the 
efficiency of the separation depends on the surface oxidation and on the pore size in virtual 
porous carbons (VPC) (24). Further examples of binary mixtures in disordered models (even 
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if not necessarily related to CO2 capture) include the studies by Kumar and co-workers (25, 
26).  
 
One general consideration is that not many studies so far have considered conditions 
representing operational temperatures, pressures or compositions of the streams associated 
with the actual CO2 capture processes. In the majority of the cases the studies have involved 
pure component isotherms or equimolar binary mixtures at 298 K, and the presence of minor 
components has rarely been considered. The effect of humidity, which is crucial for the 
efficiency of gas separations, has been essentially ignored. The next sub-section will focus 
exactly on this aspect. 
   
 
5.1.2. Adsorption of water in activated carbons and effect of 
humidity on CO2 capture separations 
 
All multi-component streams involved in the CO2 capture processes subject of this study are 
prone to contain water in various amounts, depending on the process, and therefore it is 
important to include water into consideration.  
 
Adsorption of water on activated carbons has been a long standing problem. An important 
and comprehensive review on the experimental and computational studies in the field has 
been published by Brennan et al. (27). In particular, the authors summarize substantial 
developments in our understanding of the role of polar surface groups on water adsorption in 
activated carbons, arising from a number of important contributions (28-33). Brennan and co-
workers further investigated the problem in a study in which the structure of an activated 
carbon is represented through a realistic model, featuring variable number of functional 
groups (34). More recently, Liu and Monson (35), Horikawa et al. (36) and Wang et al. (37) 
studied the effect of structural and surface chemical characteristics on water adsorption and 
desorption in  activated carbons. In particular, as mentioned in Chapter 4, Liu and Monson 
simulated the adsorption of water on a model consisting of a random packing of platelet 
shaped elements featuring functional groups, developed from the model first proposed by 
Segarra and Glandt (38). Horikawa and co-workers (36) focused on the effect of surface 
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nitrogen in nitrogen-doped porous carbons, while Wang and co-workers (37) also considered 
the effect of acidic surface groups.  
 
Do and co-workers have made an important contribution to the understanding of the 
mechanism of water adsorption in activated carbons (39-42). The models they formulated, 
called DD model (39) and HD model (42), have been validated against experimental evidence 
and have been subject of further modifications and studies (41, 43-46). The two models 
describe the mechanism of water adsorption respectively in micro and in mesopores, as we 
will introduce below. 
 
To summarize substantial number of observations, accumulated from both computer 
simulations and experiments, water shows a very peculiar behaviour when adsorbed on 
activated carbon. The surface of activated carbons is in general hydrophobic, but it does 
contain heteroatoms (most commonly oxygen, nitrogen and sulphur), often in the form of 
polar groups. It is precisely in the proximity of these hydrophilic centres where the adsorption 
of water is believed to start. The first molecules adsorbed around the hydrophilic centres 
through hydrogen bonding then function as nuclei around which water clusters can grow.   
In particular, it has been shown that the higher the concentration of functional groups in 
carbon is, the higher the extent of water adsorption at low pressure is; moreover, an increase 
in the number of functional groups can lead to transition of an adsorption isotherm from type 
V to type III (27-33). 
 
It has also been shown that for highly oxidized activated carbons the differential enthalpy of 
adsorption calculated for values of p/p° approximately around 0.1 can reach values as high as 
the latent heat of bulk water condensation (45 kJ/mol) (27, 47-49). This indicates that the 
formation of water clusters around primary sites must occur at very low pressures.  
 
As explained in detail by the DD and the HD models, once the clusters reach a certain critical 
size α1 they start filling the micropores, and when they further grow up to a critical size α2 
they start filling the mesopores. This would explain the “two steps shape” typical of water 
adsorption in carbons characterized by micropores and mesopores with non-overlapping pore 
size distributions (41, 42). 
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Given enormous interest in water adsorption on activated carbons, the number of studies on 
the impact of humidity on adsorption of other species is surprisingly modest. The effect of 
water presence on carbon dioxide adsorption from mixtures and under conditions resembling 
real industrial cases has been investigated to an even lesser extent.  
 
The majority of the work which has been published so far is experimental. Several studies in 
this context explore adsorption of carbon dioxide, methane and other gases on humid 
activated carbon or coal. For example, comparative pure component adsorption of CH4 and 
CO2 on coal in the presence of water was investigated by Kroos et al. (50). A similar study on 
activated carbons has been carried out by Wang et al. (51). Sun et al. (52) assessed the effect 
of humidity on the pure component adsorption of CO2 on activated carbon. 
 
Sun and co-workers (53) also investigated adsorption of CO2/CH4 mixture on activated 
carbon in the presence of water. Billemont and co-workers employed both experiments and 
grand canonical Monte Carlo simulations to explore single component and binary mixture 
adsorption for carbon dioxide and methane on humid porous carbons (54, 55). As a model of 
the carbon structure they considered both the classical slit pore model and a more realistic 
disordered structure. In the case of the disordered structure they studied two systems, one 
featuring and one not featuring any functional groups.  
 
Other experimental studies include the work by Fitzgerald et al. (56) on the ternary mixture 
of carbon dioxide, methane and nitrogen, adsorbing on humid Tiffany coal. Xu and co-
workers (57, 58) investigated the realistic case of the effect of water on CO2 capture from the 
model flue gas using vacuum swing adsorption (VSA) process on activated carbon. Their 
study involved quaternary N2/CO2/O2/H2O mixture. 
 
What in general emerges from all these studies is the fact that small amounts of humidity in 
the mixtures do not change the shape of the adsorption isotherms and do not influence the 
pore filling mechanism, but they do have an effect in decreasing the adsorption, to an extent 
proportional to the amount of water. The decrease in the adsorption may actually be hardly 
noticeable, if the amount of water is very small.  
 
It has also been shown that species forming hydrates under conditions of interest may be 
preferentially adsorbed (53). 
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5.2. Methodology 
 
5.2.1. Simulation details 
 
As we did for the results reported in Chapters 3 and 4, for all our simulations we use the 
energy biased grand canonical Monte Carlo method (GCMC), as implemented in the MuSiC 
simulation package (59). The details of the GCMC simulations protocol adopted in this 
chapter are the same as for the studies reported in Chapter 4, and they are provided in the 
Appendix of the thesis (Section A2). Whenever variations to the protocol are applied, this is 
mentioned in the chapter as needed. 
 
All the simulated adsorption densities are converted into excess values following the 
procedure proposed by Talu and Myers (60); we note that the density of the bulk adsorbate, 
required for this conversion, is calculated performing a separate, bulk GCMC simulation, 
using a simulation cell with the volume equal to the Helium pore volume of the Maxsorb 
model. The choice to determine the density of the bulk adsorbate directly from GCMC 
simulations, rather than using an appropriate equation of state, aims to minimize the error 
intrinsically associated with the differences in fluid properties as predicted from the force-
field models and from the EOS methods. This is particularly important for high pressure 
multi-component mixtures.  
 
The Lennard-Jones parameters and charges associated with the model structure for the 
adsorbent are the same as determined in Chapter 4 for the final model of Maxsorb, and they 
are reported in the Appendix of the thesis (table A1).  
 
As for the fluids involved in the simulations, the species which have already been simulated 
when developing and testing the model for Maxsorb are represented using the same models 
as in Chapter 4. In general, TraPPE models (61-64) are used where available; hydrogen is 
represented using the spherical model by Buch (65) and carbon monoxide is modeled using 
the two centre model with partial charges by Sweatman and Quirke (66). For water the tip4p 
model has been adopted (67). 
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A table with the bond lengths and bond angles for the non-spherical models (all models are 
non-spherical apart from hydrogen and methane) and a table with the full set of LJ 
parameters and charges are reported in the Appendix of the thesis (table A2 and table A3). 
We note here that all adsorbing species are treated as rigid molecules. 
 
As introduced in Chapter 4 the LJ solid-fluid interaction parameters have in general been 
calculated using the standard Lorentz-Berthelot mixing rules, but a scaling factor of 1.23 has 
been applied to the graphitic carbon-fluid LJ interaction for species with molecular models 
featuring no explicit charges, such as methane and hydrogen.  
Fluid-fluid Coulombic interactions between partial charges have been calculated using the 
Fennell-Gezelter method (68) based on a spherically truncated summation, while in the solid-
fluid case Ewald summation (69) has been applied.  
 
 
5.2.2. Carbon capture separations analysis 
 
As mentioned in the introduction we consider separation processes related to post combustion 
capture, pre combustion capture and sweetening of sour natural gas. In all cases we show 
some exemplary adsorption isotherms, accompanied by the analysis of selectivities 
(separation factors) for the main separations, calculated as:  
 
                                                                            𝑆𝑖/𝑗 =
𝑥𝑖
𝑥𝑗⁄
𝑦𝑖
𝑦𝑗⁄
                                                                (V.1) 
 
where Si/j  is the selectivity for component i over component j; xi, xj  are the molar fractions of 
components i and j in the adsorbed phase (calculated form absolute adsorption); yi, yj  are the 
molar fractions of components i and j in the bulk phase.  
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For the same mixtures we also predict selectivities in the Henry’s law regime using the 
formula: 
 
                                                                             𝑆𝑖/𝑗
𝐻 =
𝐾𝐻,𝑖
𝐾𝐻,𝑗
                                                                (V.2) 
 
 
where 𝑆𝑖/𝑗
𝐻  is the selectivity for component i over component j in the Henry’s law region, 
while  𝐾𝐻,𝑖  and 𝐾𝐻,𝑗 are the Henry’s constants for components i and j, respectively. 
 
Selectivity as a parameter can give a good indication on how efficient the separation of the 
components in a mixture can be, but nevertheless it is not the only criterion that needs to be 
taken into account for the assessment of CO2 capture materials: for example high values of 
selectivity do not only imply high efficiency in a certain separation, but they may also imply 
very high affinity of the adsorbent for a certain component in the mixture and therefore high 
costs associated with its regeneration. Hence, a complete analysis must be based on 
selectivity in conjunction with other characteristics such as high working capacity, affordable 
cost of material, stability to water and so on. In general, the most comprehensive assessment 
of a material should come from a process simulation (70-72).  
 
In this work we compare the values of selectivity calculated for Maxsorb using simulations 
for multi-component mixtures with the data available for other materials. In the majority of 
cases in the literature selectivities have been estimated using single component isotherms. 
The values obtained following this procedure do not necessarily correspond to the actual 
selectivities, but most likely they tend to underestimate them, especially in the case of 
materials with strong polarizing sites. Nonetheless, they can be used to indicate the trends and 
compare materials to each other. 
 
Only few studies report selectivities evaluated using IAST; data on selectivities calculated 
from experimental or simulated adsorption isotherms for mixtures is limited. In many cases, 
also, selectivities have been reported for separations at ambient temperature.When possible 
we try to compare our results either with the data obtained from direct simulation or 
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experiments for mixtures, or evaluated using IAST; also, we try to make our comparisons 
with the selectivities under the conditions as close as possible to the realistic industrial cases.  
 
For all binary mixture separations we also apply IAST. The results are shown and discussed 
in the Section 5.5. 
 
 
 
5.3. Water adsorption in Maxsorb MSC-30 
 
As has been already discussed, adsorption of water in activated carbons is an important 
problem from the fundamental perspective and it should be also carefully considered when 
designing an actual adsorption separation process. Hence, in this section we concentrate on 
the simulation of water adsorption on Maxsorb MSC-30. First of all we explore single 
component adsorption at different temperatures; we then concentrate on adsorption at 298 K 
and investigate the role of functional groups in the adsorption process. 
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5.3.1.Water adsorption on Maxsorb: single component case 
 
 
Figure 5.1. Absolute adsorption isotherms for water simulated on the model for Maxsorb MSC-30 at 
298 K (black symbols), 313 K (grey symbols) and 323 K (white symbols). 
Figure 5.1 shows single component water adsorption isotherms (absolute) at three different 
temperatures. The isotherm at 298 K has been calculated using 300 to 900 million iterations 
per point, while for the isotherms at 313 and 323 K 40 million iterations have been used.  All 
the isotherms correspond to Type V, with the current Maxsorb model behaving as a 
hydrophobic material, despite the high concentration of functional groups.  
This point is further illustrated in figure 5.2, which plots the isotherm for 298K (black 
symbols for adsorption and red symbols from desorption) in reduced pressure units p/p°, 
where p° is the bulk water condensation pressure. For tip4p it is 4.5 kPa at 298K (73). The 
simulated isotherm shows a broad hysteresis loop. The graph also compares simulated results 
(black filled symbols) with the available experimental data: grey symbols represent the 
results by Carlile et al. (74), which have been obtained using the gravimetric method at 303 
K, while the white symbols represent the data by Iiyama et al. (75), with the SAC31 material 
in their work corresponding to a sample of Maxsorb material (as confirmed through  a 
personal communication with Prof. Kaneko). In the absence of clarification we assume the 
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experimental isotherms to be showing absolute adsorption values, with the difference 
between excess and absolute adsorption being minor in the conditions under consideration. 
The substantial difference between the two sets of experimental data suggests that consistent 
measurement of water adsorption on activated carbons still presents a substantial challenge. 
   
 
 
Figure 5.2. Water adsorption isotherms on Maxsorb at 298 K. Black symbols: simulation results 
(adsorption), filled red symbols: simulation results (desorption), grey symbols: data by Carlile et al. 
(74), white symbols: data by Iiyama et al. (75) 
 
A careful inspection of figure 5.2 reveals that in the very low pressure regime the adsorption, 
as expected, is negligible; as the pressure increases the simulated adsorption capacity 
becomes instead very high (close to 60 mmol/g at the highest relative pressure under 
examination)  and actually comparable to the adsorption reported by Carlile et al. (74), 
although the isotherm does not appear to be fully leveled out. In the disordered systems, such 
as the current model of Maxsorb, the hysteresis can be seen as an outline of a region of a 
large number of metastable states, which further complicates location of the confined vapour-
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liquid coexistence or studies of the phase behavior in general (in fact, multiple transitions and 
phase envelopes are possible in the disordered systems (76, 77)). We argue that the simulated 
isotherm shows sufficient, even semi-quantitative, agreement with the experimental data, as 
the adsorption capacities are comparable. Analysis of the adsorption branch only would also 
lead to the conclusion that complete filling of the material with water occurs at pressures 
exceeding bulk condensation pressures. This type of phenomena has been observed in 
qualitative studies of porous systems with unfavorable solid-fluid interactions (78).   
 
A comparison with the data by Iiyama et al. (75), instead, shows a much higher adsorption 
for the experimental results and shows that in this case the model actually overestimates the 
hydrophobicity of the material. Again, the lack of consistency between experimental data 
underlines the challenge brought by the measurement of water adsorption on activated 
carbons. .  
 
Apart from this second comparison, an adsorption of 60 mmol/g can in general be considered 
high in the context of water adsorption in activated carbons: this becomes clear if we 
compare it to the experimental measurements on BPL (maximum adsorption capacity is 
between 20 and 25-26 mmol/g) (74) (79) or on some oxidized activated carbons: in the data 
presented by Stoeckly et al. (33), for example, all samples show at 293 K maximum 
adsorption capacities just below 30 mmol/g. Similar capacities have been presented by Talu 
and Meunier (80). In their study only one material, activated carbon AX21, shows saturation 
capacity between 50 and 55 mmol/g, which is well above the average for other materials. 
Even in the work by Carlile et al. (74) the adsorption capacity of Maxsorb definitely exceeds 
typical results for other activated carbons.  
 
From this point on, our analysis will focus just on the adsorption branch of the water 
adsorption isotherm. From figure 5.1 adsorption of water decreases as the temperature 
increases, in agreement with the expected physical adsorption behavior of other fluids. 
Interestingly, according to the studies of Horikawa et al. (41), in mesoporous carbons at 
temperatures lower than 298 K water adsorption can also decrease with decreasing 
temperature. The authors proposed a mechanism of water uptake explaining this effect.  In 
this mechanism, water adsorption crucially depends on the formation of water clusters of an 
appropriate size within hydrophobic mesoporous space of the material. Formation of these 
clusters is a kinetically controlled process, facilitated by higher temperatures. Here, the 
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temperatures are 298 K or higher, and the model porous structure does not feature any 
mesopores, so the effects investigated by Horikawa and co-workers are not observed in this 
study. 
 
It has been widely accepted that the surface groups play an important role in the water uptake 
process. To illustrate this, we contrast the behavior of the original model for Maxsorb with 
that of the model featuring no surface groups. To make this comparison consistent and isolate 
the effect of surface groups from other factors we consider a system, based on non-
functionalized corannulene elements, with structural characteristics (such as surface area, 
pore volume and density) very similar to the original model of Maxsorb. Structural 
characteristics of the two models are compared in table V.1.  
 
Table V.1. Characteristics of the model structures based on corannulene elements functionalized with 
hydroxyl groups (CRNL-(OH)2), and on non-functionalized corannulene elements (CRNL). In this 
table, S.A. is the surface area, V is the micropore volume and ρ is the density. 
SYSTEM S.A. V, 298 K Ρ 
 m
2
/g cm
3
/g g/cm
3
 
CRNL-(OH)2 3236.64 1.28 0.54 
CRNL 3241.72 1.30 0.52 
 
 
In figure 5.3 we show absolute water adsorption isotherms simulated at 298 K on the model 
of Maxsorb MSC-30 (black symbols), compared to the isotherms simulated on the model 
without functional groups (with properties reported in table V.1). White and grey symbols 
correspond to two slightly different variants of the second model: in the case of white 
symbols the model still features partial charges on the edges of the platelets associated with 
the termini hydrogen atoms, while in the case of the grey symbols no solid-fluid Coulombic 
interactions are taken into account. All isotherms have been calculated using 300 million 
iterations per point. 
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Figure 5.3. Water absolute adsorption isotherms simulated on model for Maxsorb MSC-30. Black 
symbols correspond to the reference Maxsorb model. White symbols are for the system with no 
functional groups. The system still features partial charges associated with the carbon atoms of the 
platelets and termini hydrogens. Grey symbols correspond to the system with no functional groups 
and no Coulombic interactions between the platelets and water molecules. 
 
 
It is clear that the presence of the functional groups substantially changes the adsorption 
behavior of water. Firstly, the isotherms in the models featuring no functional groups are 
shifted to much higher pressures, and this is in agreement with the results by Billemont and 
co-authors (55), which show that the presence of oxygenated groups in a sparse model for 
activated carbon determines an increase in the amount of adsorbed water at a given pressure. 
Similar results were also shown in the work by Brennan and co-workers (34), in which the 
adsorption of water was found to be proportional to the amount of functional groups on the 
structure of the carbon. Secondly, n the material with functional groups, the isotherm a 
relatively smooth S-shape, with a number of intermediate points, before the final adsorption 
capacity is reached. For the models with no functional groups, water adsorption isotherms 
feature abrupt condensation step, and lower degree of polarity (induced by not considering 
solid-fluid Coulombic interactions), shifts the position of this step to higher pressures.  
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Let us consider in more detail processes on molecular level associated with the formation and 
growth of the water clusters in the model structure. First, we need to define a cluster. Two 
water molecules are considered to be connected if the distance between their oxygen atoms is 
less than 3.5Å (this distance corresponds to the first minimum in oxygen-oxygen radial 
distribution function for the bulk liquid water at ambient conditions). A pathway, consisting 
of these pairwise connections can be constructed for any two water molecules within a 
cluster. In the system with functional groups, formation of a cluster starts with association of 
a water molecule with one of the groups. In figure 5.4 we show a system involving one 
platelet and one molecule of water in the lowest potential energy configuration, whereas table 
V.2 summarizes contributions of Lennard-Jones and Coulombic terms to the total potential 
energy. As can be seen from the figure the water molecule forms a hydrogen bond with the 
surface group. This association is predominantly governed by the Coulombic interaction 
(table V.2).  
   
 
 
Figure 5.4. Computer visualization of the minimum potential energy configuration of a single water 
molecule and one platelet. The snapshots correspond to different view angles of the same 
configuration.  
 
 
 
 
(a) (b) (c)
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Table V.2. Contributions to the total solid-fluid interaction energy for a system of a single platelet 
and a water molecule in the minimum potential energy configuration. Energies are expressed in 
kJ/mol. 
H2O global energy minimum 
LJ 4.39  
Coulombic -29.42  
Total -25.03  
 
 
In the system with functional groups, clusters form and grow around the surface groups. This 
is illustrated in figure 5.5, where we show the water clusters respectively for the system with 
groups (top panel) and the system without groups but still bearing charges on carbon atoms 
and termini hydrogens (bottom panel). In all cases what is actually shown are the oxygen 
atoms in each cluster, with different colours corresponding to different clusters. 
 
 
Figure 5.5. Visualizations of oxygen atoms in water clusters formed during simulation on the model 
featuring functional groups (top panel) and the model featuring no functional groups (bottom panel) at 
different pressures. In the top panel (a1): 2.20 kPa, (b1): 3.5 kPa, (c1): 4.5 kPa, (d1): 7 kPa; different 
colours correspond to different clusters.  In the bottom panel (a2): 17.5 kPa, (b2): 17.6 kPa, (c2): 17.7 
(a1) (b1) (c1) (d1)
(b2) (c2)(a2) (d2)
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kPa, (d2): 17.8 kPa; at all pressures only one cluster is present, eventually shown in periodic boundary 
conditions. 
  
Again, the behaviour is very different in two cases. In the model of Maxsorb, featuring 
functional groups, condensation starts at very low pressure (the lowest pressure shown in 
figure 5.5 (a) is 2.2 kPa, however the clusters actually start to appear at about 0.63 kPa). 
Several small clusters form around functional groups, and as the simulation progresses these 
clusters grow in size, until one percolated cluster spanning the whole system forms. This is in 
agreement with a similar cluster analysis presented by Brennan and co-workers (34) in their 
work about the influence that the functional groups on the structure of the carbon exert on the 
adsorption of water. 
 
In the case of the material with no functional groups the onset of cluster formation is delayed 
to much higher pressures (17.5 kPa), and the following process corresponds to gradual 
growth of one cluster, as opposed to many clusters developing in parallel as in the first case. 
The process, as described by the snapshots in the bottom panel of figure 5.5, occurs within a 
very narrow pressure range between 17.5 kPa and 17.8 kPa, thus corresponding to an abrupt 
condensation. 
 
 
 
5.3.2. Effect of water on carbon dioxide adsorption in Maxsorb 
MSC-30 
 
Before we turn our attention to more complex, multi-component systems, first, it is important 
to explore in more detail co-adsorption of carbon dioxide and water under different 
conditions.  
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Table V.3. Henry’s constants of adsorption calculated for water and carbon dioxide at three different 
temperatures. 
T (K)              KH(mol/kg/Bar) 
  CO2  H2O 
298 1.96 23.49 
313 1.34 10.68 
323 1.07 6.72 
 
 
It is illustrative to begin this section by comparing the Henry’s constants of adsorption in zero 
loading regime for pure component carbon dioxide and water at three different temperatures 
(298, 313 and 323 K). These constants, summarized in table V.3, indicate much stronger 
interaction of water molecules with the porous structure (or to be more precise with the 
functional groups), which can explain stronger adsorption of water compared to other gases 
as will be seen in the next section.  
 
Nevertheless, from the appearance of the water isotherms, Maxsorb behaves as a typical 
hydrophobic material. This is a result of even stronger interaction between molecules of 
water itself, compared to the interaction with the porous material, particularly once the polar 
groups on the structure of the carbon, already saturated with water molecules, become 
unavailable.  
 
The zero loading (this is the regime reflecting the most favorable interactions) isosteric heat 
of adsorption (calculated using the zero loading Henry constants above) is estimated to be 
40.13 kJ/mol, which is comparable to the latent heat of condensation for water (45 kJ/mol). 
This result, in line with the data reported in literature (27, 47-49), is consistent with the fact 
that the formation of water clusters starts at very low pressures. 
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Figure 5.6. Minimum potential energy configurations for a single carbon dioxide molecule in the 
presence of a single platelet. Panel (a) shows global energy minimim, panel (b) shows local energy 
minimum in the vicinity of the surface group.  
 
In figure 5.6 (a) and (b) we show the locations corresponding to the energy minima of a 
single carbon dioxide molecule interacting with a single platelet. Panel (a) corresponds to the 
global minimum and the location of this minimum is not on the edges but at the core of the 
structural element. Panel (b) shows instead an example of local energy minimum for carbon 
dioxide in the vicinity of a hydroxyl group. Comparisons of the energy contributions for the 
two cases, provided in table V.4, shows that the global energy minimum is dominated by the 
Lennard-Jones contribution, emanating from the carbon atoms of the platelet. In the vicinity 
of the surface group, Coulombic term increases substantially (about eight times), but this is 
not enough to compensate for the weaker LJ interactions at the edge of the platelet. 
 
Table V.4. Solid-fluid interaction energies calculated for preferential positions of water and carbon 
dioxide molecules in the proximity of one platelet. Energies are expressed in kJ/mol. 
CO2 global energy minimum CO2 local energy minimum 
LJ -15.03  LJ -4.6  
Coulombic -0.92  Coulombic -7.21  
Total -15.95  Total -11.81  
 
 
(a) (b)
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The global energy minimum for carbon dioxide is significantly lower (in a sense that is the 
interaction is weaker) compared to the water molecule. 
 
We now consider binary mixtures with different molar content of water at 313 K, with the 
aim of studying the effect of small amounts of water in pre-combustion conditions.  
As we specified before, in the case of pre combustion the total pressure of the streams ranges 
between 30 and 55 Bar at 313 K and the water molar percentages range on average between 
0.2 and 1% (5, 6).  
 
When considering the effect of water we must take into account that when water reaches its 
saturation pressure (7.33 kPa at 313 K) the vapour in the stream condenses: each molar 
percentage of water in the stream can therefore be associated to a threshold value of the total 
pressure, which must not be reached in order not to have condensation.  If we make the 
approximation of considering the mixture as ideal, the threshold values of the total pressure 
for different molar percentages of water are reported in table V.5.  
 
Table V.5. Threshold values of the total pressure to avoid water condensation in streams containing 
different molar percentages of water at 313 K. 
Water molar  % 
Threshold pressure of 
mixture (Bar) at 313 K 
0.1 73.3 
0.2 36.6 
0.5 14.6 
0.75 9.8 
1 7.3 
 
 
As can be seen from the table, for molar percentages of water equal to 0.5 and higher the total 
pressure of the mixture is definitely lower than the pressures that normally should be 
involved in the pre combustion CO2 capture process. This suggests that in these cases the 
water vapor might need to be removed in a preliminary stage. If the water content is 0.1%, 
instead, no condensation in the stream should occur during the pre-combustion phase; if the 
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concentration of water reaches 0.2% the total pressure of the stream should be kept under 
36.6 Bar.  
 
The upper pressure limit for the isotherms shown in figure 5.7 does not exceed the 
corresponding threshold value for a particular water content; therefore for water molar 
percentages higher than 0.5 no isotherms will be shown. 
 
 
 
Figure 5.7. CO2 (graph (a)) and H2O (graph (b)) excess adsorption isotherms for the CO2/H2O 
mixture at different contents of water. Black symbols are for 0%; white symbols are for 0.1%; blue 
symbols are for 0.2%; yellow symbols are for 0.5%. 
 
 
From figure 5.7 (a), water does not seem to have a particularly big impact on the adsorption 
of carbon dioxide in the ranges of pressure our consideration.The isotherms in graph (b) 
confirm the results shown in graph (a); the amount of water adsorbed remains insignificant 
under the conditions of interest and the preferentially adsorbed species is CO2. This is 
predominantly due to the overwhelming excess of carbon dioxide in the binary mixture.  
When the molar content of water is as low as 0.1% the shape of the isotherm indicates that at 
the higher pressures carbon dioxide even displaces the adsorbed water molecules. 
 
In section 5.3.1 we have investigated the tendency of water to cluster during the pure 
component adsorption on Maxsorb, and we have shown that clusters start to appear from very 
low pressures (at about 0.63 kPa). This behavior is consistent with the results previously 
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reported in the literature (27, 34, 39, 42) and can be attributed to the presence of the surface 
functional groups. 
 
We now intend to show that water keeps the tendency to cluster even when it is a minor 
component in a binary mixture, mainly composed of carbon dioxide. For this we consider an 
example of a binary mixture with the molar composition CO2/H2O=99/1 at 313K. The range 
of pressures we consider exceeds the specified threshold in table V.5 and therefore this case 
is not relevant for practical process design.  Absolute adsorption isotherms for carbon dioxide 
and water in this mixture up to total pressure of 55 Bar are shown in figure 5.8. 
 
 
 
Figure 5.8. Absolute adsorption isotherms for the binary mixtures CO2/H2O containing 1% of water. 
Circles are for CO2, square symbols are for H2O.  
 
 
Given the range of pressure under consideration and given the higher content of water, the 
situation presented above is very different from the situation shown in figure 5.7: as the 
pressure increases, water starts to condense in the pores of the material and to compete with carbon 
dioxide. Above 30 bar water becomes the preferentially adsorbed species, while the amount of 
adsorbed carbon dioxide starts to decrease.     
 
In figure 5.9 we show the radial distribution functions (RDFs) for water (graph (a)) and 
carbon dioxide (graph (b)) for different pressure points in the isotherms simulated at 313 K.  
In the case of water we show the O-O RDF, while for carbon dioxide we show the C-C RDF. 
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Figure 5.9. (a): radial distribution function for water (O-O RDF); (b): radial distribution function for  
carbon dioxide (C-C RDF) in CO2/H2O=99/1 mixture at 313 K. Green lines correspond to the total 
pressure of the system of 25 Bar, blue lines correspond to 30 Bar and red lines correspond to 55 Bar, 
respectively. 
 
In the case of H2O the peaks in the RDFs appear similar in shape to those reported for bulk 
water (including the tip4p model) at intermediate densities (81, 82). The pronounced first 
peak can be seen simply as a manifestation of strong water-water interactions. We also note 
that even at the lowest water concentration (green line), the RDF for water starts to develop a 
second peak, indicating onset of more of a liquid-like structure. Carbon dioxide exhibits 
RDFs typical of low density gas and consistent with the results reported in the literature for 
supercritical CO2, (83, 84).  
 
 
The visualizations for the water clusters in the mixture, reported in figure 5.10, show that the 
water molecules start to cluster at a total pressure of 3 Bar, which corresponds approximately 
to the partial pressure of 3 kPa.  
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Figure 5.10. Visualizations for water clusters in the mixture CO2/H2O=99/1 simulated at 313 K and 
corresponding to the total pressure of the system of 3 (a), 6.5 (b), 25 (c), 30 (d) and 55 (e) Bar.  
Colours correspond to different clusters, based on the positions of oxygen atoms of water molecules. 
Similar to the pure-component case, condensation is a consequence of formation and growth 
of different clusters, which eventually merge into a single one. 
 
The results shown so far suggest that water and carbon dioxide might preferentially occupy 
different sub regions in the porous space; as we mentioned before it is now accepted that the 
adsorption of water in activated carbons starts with the formation of clusters in the proximity 
of heteroatoms or, more in general, of polar centres. At the same time, at low pressures 
carbon dioxide prefers the curved surface of the platelet, as shown by the energy 
minimization analysis. Therefore, at least at lower pressures two species may co-adsorb 
without much influence on each other.  
 
To validate our hypothesis we calculated solid-fluid radial distribution functions for the same 
CO2/H2O mixture considered above, both for water and carbon dioxide. For the adsorbate 
species, the RDFs were calculated considering the same atoms as for the fluid-fluid RDFs 
before, while for the adsorbent we used oxygen atom belonging to the hydroxyl group. The 
results are presented in figure 5.11, which shows the solid-water RDF in graph (a) and the 
solid-carbon dioxide RDF in graph (b).  In both cases the pressures of 25 (green lines) and 55 
Bar (red lines) are considered. These are not realistic pressures as under these conditions the 
bulk water should condense, however we use these pressure values simply to create systems 
with high loading of water, with the structural properties being of primary interest.  
 
(b) (c) (d) (e)(a)
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Figure 5.11. Solid-fluid radial distribution functions for adsorbed water (graph (a)) and carbon 
dioxide (graph (b)) in the system with CO2/H2O=99/1 composition at 313K. The functions were 
calculated considering oxygen atom for water, carbon atom for carbon dioxide and oxygen atom 
belonging to the hydroxilic group for the adsorbent. Green lines are for 25 Bar total system pressure 
and red symbols are for 50 Bar total system pressure. 
From the figure above we can clearly notice pronounced peaks for the solid-water RDFs at 
distances below 3.5 Å (left side panel), with the effect being more pronounced at the lower 
pressure; RDFs for carbon dioxide do not feature any pronounced peaks, indicating 
essentially no density variations around hydroxyl groups of platelets. The difference in 
pressure does not seem to have an important effect for carbon dioxide either. These results 
reinforce the idea that water and carbon dioxide preferentially occupy different sub-regions in 
the porous space; indeed, water molecules prefer proximity of heteroatoms or, more in 
general, of polar centres, whereas carbon dioxide prefers the curved surface of the platelet, as 
shown by the energy minimization analysis. Therefore, under conditions of interest two 
species may co-adsorb without much influence on each other. At very low pressures, the last 
statement is a result of simply very low number of molecules present (we will comment on 
this later); the RDF analysis here however is performed on systems containing substantial 
number of molecules of each species.   To better clarify our statement, in table V.6 we show, 
for both the systems to which figure 5.11 is referred, the number of molecules for each 
adsorbed species per unit cell, together with the solid-fluid and fluid-fluid interaction 
energies, expressed in kJ per mol of adsorbed species. Green rows correspond to the 25 Bar 
system (green lines in figure 5.11), while red rows correspond to the 50 Bar system (red lines 
in figure 5.11).   
 
0 2 4 6 8 10 12
0
2
4
6
 
 R (Å)
g
(R
)
(a)
0 2 4 6 8 10 12
0
2
4
6
 
 (b)R (Å)
g
(R
)
207 
 
Table V.6. Number of molecules, fluid-fluid and solid-fluid interaction energies for the systems 
described in figure 5.11. Energies are in kJ per mole of adsorbed species, green rows refer to the 25 
Bar system (green lines in figure 5.11) and red rows correspond to the 50 Bar system (red lines in 
figure 5.11).  
H2O 
MOLEC 
H2O-H2O 
COUL 
H2O-H2O 
LJ 
H2O-ADS 
COUL 
H2O-ADS 
LJ 
889.52 -30.41 5.4 -10.46 -2.28 
1964.89 -34.1 6 -8.51 -2.49 
CO2 
MOLEC 
CO2-CO2 
COUL 
CO2-CO2 
LJ 
CO2-ADS 
COUL 
CO2-ADS 
LJ 
1070.51 -1 -3.1 -2.09 -11.08 
826.54 -0.9 -2.7 -1.2 -11.66 
 
In both cases we can notice that the fluid-fluid interaction energies are higher (much higher in 
the case of Coulombic interactions) for water compared to CO2, which is responsible for the 
tendency of water to cluster; also, as observed before, in the case of the solid-fluid interaction 
the Coulombic contribution definitely prevails over the Lennard-Jones contribution for water, 
while the trend is reversed for CO2. This suggests that the presence of oxygen containing 
polar groups, their concentration and location, will have a much more profound effect on the 
adsorption of water than on the adsorption of CO2. This statement however needs to be 
revisited for the case of amine-type surface groups. 
 
5.4. Simulation of Carbon Capture separation processes 
 
5.4.1. Post combustion Carbon Capture 
 
The main separation we will investigate in this case is between N2 and CO2. After 
consideration of the equimolar mixture case we will shift to a mixture of molar composition 
CO2/N2=10/90, more closely reflecting industrially relevant conditions, and then we will 
progressively add other, minor components to the system, to study ternary mixtures of CO2, 
N2 and O2 (15/80/5) and quaternary mixtures of CO2, N2, O2 and H2O (15/75/5/5) with molar 
percentages of the components given in the brackets. All the simulations are at 323 K, as this 
temperature can be considered representative for the post-combustion processes. To make 
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presentation more compact, we will predominantly focus on CO2/N2 selectivity in various 
systems, while the actual isotherms will be shown for illustration purposes for several 
selected cases only.  The full set of adsorption isotherms for the systems under considerations 
is shown in section A12 in the Appendix, which also includes an indication on the statistical 
error on the simulations. The same criterion will be followed for the pre-combustion and 
sweetening of natural gas cases.  
 
An example of excess adsorption isotherms for a ternary mixture is shown on the left of 
figure 5.12, while on the right we summarize selectivity behavior for binary and ternary 
systems as a function of pressure. The lowest value of pressure considered in figure 5.12 (b) 
is 0.1 Bar, as pressures around 0.1-0.15 Bar have been recognized as a reasonable lower limit 
for the desorption processes involving flue gas separations (3, 85, 86). 
 
 
Figure 5.12. (a): Excess adsorption isotherms for the mixture CO2/N2/O2=15/80/5. Circles are for 
CO2, triangles are for N2, crosses are for O2. (b): carbon dioxide/nitrogen selectivities as a function of 
pressure for binary mixture CO2/N2=50/50 (black squares), binary mixture CO2/N2=10/90 (green 
squares) and ternary mixture CO2/N2/O2=15/80/5 (blue squares). Lines are for eye guidance only. 
 
 
In general, all systems in the figure exhibit selectivity values between 6 and 8. In particular, 
we notice that for the binary mixture (black and green lines and symbols, respectively) a 
change in the molar composition has almost no effect on the selectivity. Addition of oxygen 
to the mixture also seems to have minor effect on the overall CO2/N2 selectivity. 
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Zero loading, intrinsic CO2/N2 selectivity, obtained using equation V.2 is 6.59 at 323 K; this 
value seems to be consistent with the values calculated on average for all the post combustion 
mixtures. 
 
We now compare the selectivities we have calculated with the data reported in literature for 
other materials in the context of the same separation and in similar conditions.  
 
As expected, zeolites tend to show much higher values of selectivity for carbon dioxide, 
given the presence of ionic centres in their structure: for example the values of CO2/N2 
selectivity evaluated by Bae et al. (87) using IAST for a mixture containing 0.15 Bar of CO2 
and 0.75 Bar of N2 at 313 K are respectively 250 and 310 for zeolites Ca-A and Na-X. Also, 
selectivities estimated for zeolite 5A and for zeolite 13X from pure component isotherms at 
ambient temperature are respectively 61.8 and 86.2 (85, 88, 89). These zeolites have indeed 
been considered among the top candidates for CO2 capture from flue gas in the assessment 
recently made by Bae and Snurr (85), based on consideration of different parameters.   
 
In the case of the MOFs which have been considered applicable for CO2 capture from flue 
gas the values of selectivity calculated using IAST all tend to be higher than 20 at room 
temperature (6, 90) (with [Zn2(bttb)(py-CF3)2] reaching the value of 41 at 17.5 Bar (91), for 
example); this is confirmed also in the work by Bae and Snurr (85), who identified among the 
most promising candidates ZIF-79 and Co-carborane MOF-4b (with estimated CO2/N2 
selectivities of 21.3 and 154 respectively (92, 93)).   
 
As for other activated carbons, the values of selectivity are generally lower compared to 
MOFs and zeolites. For example, the selectivity reported for activated carbon AX21 with 
respect to the equimolar mixture at 293.1 K up to 1 Bar ranges approximately between 6 and 
7, as calculated by Kluson and Scaife (21) by applying IAST to the pure component 
experimental isotherms. For Norit R1-extra the selectivity estimated from the experimental 
pure component isotherms for the mixture CO2/N2=10/90 at 298 K and total pressure of 1 Bar 
is 10.7 (85).  
 
Broadly speaking, the selectivities we have calculated seem to be in line with the values 
reported in the literature for different activated carbons, and given that our simulations have 
been run at higher temperature we can expect Maxsorb to be more selective than AX21 when 
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the two materials are considered under the same conditions. This result is consistent with the 
higher concentration of oxygenated groups present in Maxsorb. 
 
Besides performing calculations based on the experimental data, in the same work Kluson 
and Scaife have also predicted CO2/N2 selectivity under the same conditions using a slit pore 
model and non-local density functional theory. Before making a comparison between the 
results of our simulations and these reference data we note that, as shown in the Appendix 
(figure A8), the geometric pore size distribution for the Maxsorb model shows that the most 
relevant pores have dimension between 0.5 and0.75 nm, which correspond to the slit pore 
widths of 0.85-1.10 nm as measured between the centers of the atoms of the walls. 
 
The average selectivity calculated by Kluson and Scaife was enhanced in pores of 0.8 to 1 nm 
wide, ranging between 8 and 10. These values are higher than the corresponding 
experimental values for AX21. A similar study was presented by Cracknell et al. (20), which 
considered competitive adsorption of CO2/N2 and CO2/CH4 equimolar mixtures at 313.15 K 
and up to about 50 Bar, using GCMC simulations in carbon slit pores with widths ranging 
between 0.8 and 1.2 nm. The selectivities they calculated ranged between about 8.4 and 12.5 
at pressures approximately between 0.1 and 0.8 Bar for the 0.8 nm pore, while they ranged 
approximately between 3.8 and 4.9 for pressures of about 0.1 and 0.6 Bar in the 1.2 nm pore. 
Overall, the selectivities we calculated seem consistent with the selectivities reported in both 
simulation studies.  
 
From figure 5.12, the values of selectivity remain relatively independent of the composition 
of the mixture and pressure; some variation at low pressure is expected as the number of 
nitrogen molecules adsorbed is small and selectivity becomes subject of large fluctuations 
and statistical error. For example, at the total pressure of 0.1 Bar for the CO2/N2 equimolar 
mixture the error in selectivity reaches 44.6 %, while at 1 Bar the error is approximately 
12.8%. In the work by Kluson and Scaife selectivity for the same species as a function of 
pressure also remained constant after an initial increase (21).  
 
Figure 5.13 shows the effect of a relatively small amount of water (5%) on co-adsorption of 
carbon dioxide, nitrogen and oxygen. Water saturation pressure at 323 K is 12.26 kPa and the 
total pressure of the mixture, at which water should start to condense (2.45 Bar) is outside of 
the pressure range considered here. In panel (a) on the left we report the excess adsorption 
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isotherms for the mixture with the composition CO2/N2/O2/H2O=15/75/5/5, while in panel (b) 
on the right the CO2/N2 selectivities are shown as a function of pressure for the same mixture 
(red symbols and lines) in addition to the selectivities previously shown in figure 5.11(b).  
 
 
Figure 5.13. (a): Excess adsorption isotherms for the mixture CO2/N2/O2/H2O=15/75/5/5. Filled 
circles are for CO2, triangles are for N2, cross shaped symbols are for O2, empty circles are for H2O. 
(b): carbon dioxide/nitrogen selectivities as a function of pressure for binary mixture CO2/N2=50/50 
(black squares), binary mixture CO2/N2=10/90 (green squares), ternary mixture CO2/N2/O2=15/80/5 
(blue squares) and quaternary mixture CO2/N2/O2/H2O=15/75/5/5 (red squares). Lines are for eye 
guidance only. 
 
 
The effect of water on the CO2/N2 separation appears on average quite small, in the sense that 
the adsorbed amounts of carbon dioxide, nitrogen and oxygen shown in figure 5.13 (a) have 
not changed significantly, compared to the result shown in figure 5.12 (a). The effect of water 
is minimal also on the CO2/N2 selectivities, as shown in figure 5.13 (b). It is clear that the 
amount of adsorbed water  exceeds all the other adsorbed species, so that water becomes the 
preferentially adsorbed species.  
 
These results altogether suggest that none of the species present in the mixture must compete 
with water for the occupancy of sub-regions of the porous space; as has been elucidated in the 
previous section, water molecules fill the regions in the neighborhood of the functional 
groups, while the other species actually prefer other regions of porous space.  
 
Nonetheless, we must consider that in the system in figure 5.13 the number of adsorbed 
molecules is very small: at the total pressure of 1 Bar the system contains 25 molecules of 
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water and 12 molecules of carbon dioxide per unit cell; given that the number of functional 
groups per cell is 500 (much higher than the number of adsorbed molecules for each species), 
this means that, at this total pressure, one fluid is not likely to have any influence on the 
other, as there will be no competition for the occupation of the space around the functional 
groups for example. This case is different from the cases described in table V.6, in which the 
numbers of adsorbed molecules for each species are higher than the number of functional 
groups, which means that, despite preferentially occupying different positions, the molecules 
of one species do have an effect on the molecules of other, in the sense that they end up 
competing for the occupation of the porous space. This is clearly not the case for the system 
in figure 5.13, and this is also why water does not show any influence on the other adsorbed 
species.  
 
Overall, in terms of CO2/N2 selectivity Maxsorb does not come across as the best candidate 
for CO2 capture from flue gas, especially because key advantages of this material, such as 
high adsorption capacity at high pressures cannot be exploited in this context.  
As for the humidity in the stream, however, given the low adsorbed densities for all the 
species involved, this does not affect adsorption of carbon dioxide and carbon dioxide-
nitrogen separation factors under conditions of interest. 
 
5.4.2. Pre-combustion Carbon Capture 
 
In this case the main separation is between carbon dioxide and hydrogen. CO2 capture from 
pre combustion streams can probably be considered as an easier problem compared with the 
separation of post combustion streams. This is due to the much higher concentration of 
carbon dioxide, much higher pressures involved and weak adsorption of hydrogen, compared 
to carbon dioxide, leading to high selectivity under a variety of conditions. 
 
All simulations have been run at the temperature of 313 K. We consider equimolar binary 
mixture of carbon dioxide and hydrogen, CO2/H2=40/60 case, and multi-component mixtures, 
which include small amounts of H2S and CO, specifically ternary mixture 
CO2/H2/H2S=39/60/1 and quaternary mixture CO2/H2/H2S/CO=38/60/1/1, respectively. 
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Figure 5.14. (a): Excess adsorption isotherms for the mixture CO2/H2/CO/H2S=38/60/1/1. Filled 
circles are for CO2, diamonds are for H2, stars are for CO, and empty squares are for H2S. (b): carbon 
dioxide/hydrogen selectivities as a function of pressure for binary mixture CO2/H2=50/50 (black 
squares), binary mixture CO2/H2=40/60 (green squares), ternary mixture CO2/H2/H2S=39/60/1 (blue 
squares) and quaternary mixture CO2/H2/H2S/CO=38/60/1/1 (grey squares). Lines are for eye 
guidance only. 
 
These results are summarized in figure 5.14. Firstly, as an example, panel (a) shows 
adsorption isotherms for the quaternary mixture CO2/H2/CO/H2S case. The excess adsorption 
for hydrogen appears to be negative, and this has been observed in all mixtures under 
consideration in this section, starting from the binary equimolar case (all isotherms are 
reported in section A12 in the Appendix file). This effect, as shown in the Appendix (section 
A10.1), is not related to the particular model adopted for hydrogen and means that the 
presence of Maxsorb favours carbon dioxide so much that the density of hydrogen adsorbed 
is lower than what would be present in the bulk mixture. It is quite clear that the separation 
CO2/H2 should be reasonably efficient and not particularly affected by the presence of carbon 
monoxide and hydrogen sulfide. 
 
The efficiency of the carbon dioxide separation is confirmed by the results in figure 5.14 (b), 
which shows carbon dioxide-hydrogen selectivities as a function of pressure for all cases. The 
lowest pressure considered is 0.85 Bar, which is consistent with the lower bound of 1-1.5 Bar 
generally reported for the PSA processes involving high pressures (85, 94).  Similarly to the 
post combustion case the selectivities are not particularly affected by the composition of the 
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mixture, and the presence of the minor components in the stream does not have a major effect 
either. 
Also, the general tendency is a slow increase in the separation factors with pressures up to a 
more or less pronounced plateau. This can be contrasted by literature studies showing 
variation in selectivity trends depending on the materials and conditions. For example,  an 
increase in CO2/H2 selectivity with pressure has been attributed to the cooperative CO2-CO2 
interactions becoming predominant (86, 95), while a decrease in selectivity at even higher 
pressures has been attributed to an entropic effect, which favours adsorption of smaller 
hydrogen molecules (86, 96). A substantial decrease in selectivity at low pressures has 
instead been attributed to the strongest adsorbing sites becoming unavailable as the loading of 
CO2 increases (86, 95). 
 
In all cases presented in figure 5.14 (b) the selectivities start from values around 18 and reach 
values over 25 (over 27 for the equimolar mixture); these results are consistent with the zero 
loading selectivity in the Henry’s law regime, for which a value of 17.82 was obtained. 
We also notice that, apart from the lowest pressure range, the selectivities tend to be much 
more stable, showing lower degree of scattering, compared to the results for the post 
combustion separations; this is consistent with the error analysis for the selectivities in this 
case: for the mixture CO2/H2=40/60  error in selectivity is estimated at 14.4% at 0.85 Bar, 
4.49% at 6.5 Bar and 2.7% at 55 Bar. 
 
For comparison with the data reported in the literature we refer to the recent studies by Herm 
et al. (16) and by Cao and Wu (22): in the former, experimental study, the authors consider 
binary CO2/H2 mixture with compositions and under conditions relevant to the pre 
combustion capture and use IAST to compare the behavior of selected MOFs to the behavior 
of some zeolites and activated carbons considered as benchmark materials; the latter study 
employs GCMC simulations of CO2/H2 binary mixtures at different temperatures in carbon 
slit pores of different sizes.  
 
In agreement with the results reported for the post-combustion case, in the study by Herm et 
al. the highest selectivities for the CO2/H2=40/60 mixture at 313 K up to 40 Bar is observed 
for zeolites and MOFs with exposed metal cation sites. Specifically, zeolite 13X and metal-
organic framework Mg2(dobdc) show selectivities respectively between 200 and 300 and 
between 300 and 600. These values of selectivities, however, appear to be well above the 
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typical values for other materials; for example metal-organic framework Cu-BTTri, which 
also shows exposed cation metal sites, has selectivity approximately between 25 and 37.5, 
while all other MOFs considered in the publication exhibit selectivities lower than 20 and, in 
some cases, lower than 10.  
 
As for the activated carbons presented in the study, JX101 shows quite a high selectivity 
(approximately between 50 and 100) (15, 16), while the selectivity of BPL is approximately 
between 20 and 37.5 at 303 K (16, 18).  Interestingly, in all cases reported by Herm et al. the 
selectivities tend to decrease or to remain constant with increasing pressure; this behavior 
differs from the trends we present in figure 5.13 and suggests that in our case the cooperative 
effect between carbon dioxide molecules seems to prevail, while in the reference cases 
mentioned above the effect of the strongly adsorbing sites becoming unavailable dominates 
or, at least, counterbalances the increased CO2-CO2 interaction, in particular for the materials 
featuring exposed metal sites.  
Also, the selectivities we have calculated for Maxsorb are lower than the data reported for 
JX101, while they are similar with the values calculated for BPL. 
 
From the work by Cao and Wu we consider as an example the CO2/H2 selectivities calculated 
for a mixture of composition CO2/H2=1/2 at 298 K between 10 and 55 Bar; the values range 
approximately between 12 and 27.5 in a pore of 0.89 nm in width. Given the differences in 
temperature of the systems, we conclude that our results are in a reasonable agreement with 
those from Cao and Wu. 
 
We now consider the effect of small amounts of water on the adsorption of a quaternary 
mixture. Figure 5.15 (a) shows excess adsorption isotherms, while figure 5.15 (b) shows 
CO2/H2 selectivities for the quinary system CO2/H2/CO/H2S/H2O=38.8/59/1/1/0.2, together 
with the selectivities already shown in figure 5.14.  The upper limit of the pressure we have 
now chosen is consistent with the threshold value reported in table V.5 for a mixture 
containing 0.2% of water (36.6 Bar). 
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Figure 5.15. (a): excess adsorption isotherms for the mixture CO2/H2/CO/H2S/H2O=38.8/59/1/1/0.2 at 
313 K. Filled circles are for CO2, diamonds are for H2, stars are for CO, empty squares are for H2S, 
empty circles are for H2O. (b): carbon dioxide/hydrogen selectivities as a function of pressure for 
binary mixture CO2/H2=50/50 (black squares), binary mixture CO2/H2=40/60 (green squares), ternary 
mixture CO2/H2/H2S=39/60/1 (blue squares), quaternary mixture CO2/H2/H2S/CO=38/60/1/1 (grey 
squares), quinary mixture CO2/H2/CO/H2S/H2O=38.8/59/1/1/0.2 (filled red squares, solid red line). 
Lines are for eye guidance only. 
 
 
In the range of pressure we are considering water does not affect adsorption of other species. 
This is clear not only from figure 5.15 (a), in which the isotherms are almost identical to the 
ones shown in figure 5.14 (a), but also from figure 5.15 (b), in which the selectivities follow 
the general trend presented in figure 5.14 (b).  
 
The results shown in this section suggest that Maxsorb, despite not being the most selective 
among the materials presented in literature, is worth further investigation for applications in 
pre combustion capture using adsorption. Again, selectivity is not the only parameter that 
needs to be considered in the development of an adsorption application. Other criteria such as 
high capacity at high pressure and the regenerability also need to be taken into account when 
assessing suitable materials. Maxsorb (and activated carbons in general) satisfies these 
criteria very well.  
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5.4.3. Sweetening of sour natural gas 
 
In sweetening of sour natural gas the composition of the mixture and properties of the stream 
can vary substantially depending on the source of the fossil fuel. As a typical example we can 
consider a stream with molar percentage of CO2 around 10–15% at temperatures between 10 
and 40°C and pressures of about 68–75 Bar (7, 8).  
 
In this case we will limit ourselves to the main separation between carbon dioxide and 
methane and therefore binary mixtures only. 
Equimolar mixture of carbon dioxide and methane and a more realistic case of 
CO2/CH4=15/85 composition are considered at a temperature of 288 K and pressures up to 75 
Bar.  
 
Figure 5.16 (a) shows excess adsorption isotherms for the mixture CO2/CH4=15/85, while 
figure 5.16 (b) shows selectivities for both mixtures as a function of pressure. In this case the 
number of iterations per simulation point has been 60 million. 
 
 
Figure 5.16. (a): Excess adsorption isotherms for the mixture CO2/CH4=15/85 at 288 K. Circles are 
for CO2, squares are for CH4. (b): carbon dioxide/methane selectivities as a function of pressure for 
binary mixture CO2/CH4=50/50 (black squares) and binary mixture CO2/CH4=15/85 (green squares). 
Lines are for eye guidance only. 
 
From this figure, Maxsorb is selective towards CO2, however the values of selectivity seem to 
be rather modest, between about 2 at lower pressures and not exceeding 4 at the maximum. In 
addition, selectivities for 15/85 mixture are uniformly shifted to somewhat lower values 
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compared to the equimolar case. Zero loading selectivity in the Henry’s law regime is 
calculated to be 2.04, consistent with the results shown in figure 5.15 (b). The trend in the 
curves is similar to the trend observed in the case of pre combustion, and the error in the 
selectivities ranges from 23% at 0.5 Bar, to 4.65% at 10 Bar, and down to 2.3% at 75 Bar. 
 
From the literature survey, many metal-organic frameworks have selectivities close to 5 for 
the CO2/CH4 equimolar mixture at ambient temperature (90). MOFs considered to be good 
candidates for this separation process exhibit selectivity values in the range between 4.5 and 
30 (6), with the highest value (30) corresponding to [Zn2(bpdc)2(dpni)] at 296 K and 18 Bar 
(97-99).     
 
Selectivities estimated from pure component isotherms for 5A and 13X zeolites for 
CO2/CH4=10/90 mixture at ambient temperature at the pressure of 5 Bar are respectively 20 
and 18.9 (85, 88, 89). For activated carbon Norit R1-Extra under the same conditions the 
estimated value is 4.75 (13, 85).  
 
On average, then, Maxsorb is not the most selective among the materials reported in 
literature, but its selectivity appears to be within the range characteristic of many other 
adsorbents.In the studies by Cracknell et al. (20) and later by Kluson and Scaife (21) on 
carbon materials using slit pore model selectivities appear to be quite low: in the first case 
they span from 1.5 to 2.5 between 0 and 35 Bar in the whole range of pore sizes, while in the 
second study the average selectivity is approximately 2.  
 
Interestingly, a comparison with the study by Furmaniak and co-authors (24) shows that the 
selectivities we have predicted for Maxsorb correspond to the lower limit of the selectivities 
they calculated for oxidized virtual porous carbons. This aspect might need further 
investigation.  
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5.5. Application of Ideal Adsorbed Solution Theory on the 
binary mixtures 
 
Ideal Adsorbed Solution Theory (IAST) is a simple technique introduced by Myers and 
Prausnitz (17) to calculate the adsorption equilibria for components in a gaseous mixture, 
using only data for the pure component adsorption equilibria at the same temperature and on 
the same adsorbent. Here we recollect only the main aspects of the technique, and for an 
exhaustive description the reader is referred to the original publication (17). IAST is based 
upon the assumptions that the same surface area is available to all adsorbates, that the 
adsorbent is inert, and that the multicomponent mixture behaves as an ideal solution (such 
that the mean strength of interaction is equal between all molecules of the solution) at 
constant spreading pressure and temperature.  At the heart of IAST there is the following 
equation, analogous to Raoult’s law for vapour-liquid equilibrium: 
 
 
                                                                        𝑝𝑇𝑂𝑇𝑦𝑖 = 𝑝𝑖
0𝑥𝑖                                                      (V.3) 
 
 
where 𝑝𝑇𝑂𝑇 is the total pressure of the mixture, 𝑦𝑖 is the molar fraction of component i in the 
bulk phase, 𝑝𝑖
0 is the hypothetical pressure that the component i would exert as a pure 
adsorbed component at the same temperature and spreading pressure as those of the mixture 
and 𝑥𝑖 is the molar fraction of component i in the adsorbed phase. 
 
At adsorption equilibrium, all components in the mixture must have the same spreading 
pressure, which can be expressed as: 
 
 
                                               
𝜋𝑖
𝑅𝑇
= ∫
𝑛𝑖
0(𝑝)
𝑝
𝑑𝑝
𝑝𝑖
0
0
                  i = 1, 2, …, N                (V.4) 
 
where 𝜋𝑖 is the spreading pressure of component i, T is the temperature, 𝑛𝑖
0(𝑝) describes the 
pure component equilibrium capacity as a function of pressure and 𝑝𝑖
0 is described as for 
equation (V.3) .  
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The function 𝑛𝑖
0(𝑝) must be specified by fitting a continuous function to a discrete set of 
adsorption data obtained over a finite range of pressures. As mentioned in Chapter 2, in this 
work Toth equation (100, 101) has been applied for the fitting of the high pressure simulated 
isotherms (pre combustion and sweetening of sour natural gas conditions), while for the low 
pressure data (post combustion conditions) the use of Henry’s type isotherms has been 
sufficient. 
 
Solution of equation (V.4) allows the calculation of 𝑝𝑖
0 and this allows the calculation of the 
molar fraction 𝑥𝑖 through equation (V.3). By assuming ideal mixing at constant spreading 
pressure and temperature, the total amount adsorbed, 𝑛𝑇, is related to the molar fractions 𝑥𝑖 
of the single components in the adsorbed phase and to the amounts of pure components 
𝑛𝑖
0(𝑝𝑖
0)  that would be adsorbed at the pressures 𝑝𝑖
0 by the equation (calculated according to 
the functions that describe the pure component isotherms): 
 
 
                                                        
1
𝑛𝑇
= ∑ [
𝑥𝑖
𝑛𝑖
0(𝑝𝑖
0)
]𝑁𝑖=1                                                   (V.5) 
 
 
with the constraint: 
 
 
                                                         ∑ 𝑥𝑖 = 1
𝑁
𝑖=1                                                       (V.6) 
 
 
This allows the calculation of the actual number of moles 𝑛𝑖 adsorbed of each component in 
the mixture, given that 
 
                                                                            𝑛𝑖 = 𝑥𝑖𝑛𝑇                                                          (V.7) 
 
We now present the results of the application of IAST to the main separations involved in the 
CO2 capture processes we have examined in the previous sections and compare them with the 
results of the direct simulation of the mixtures. In all cases the results of IAST are 
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represented using empty symbols, while the results of the direct simulations are shown as 
filled symbols.  
 
Figure 5.17 shows data for the equimolar binary mixture CO2/N2 (graph (a)) and for the 
mixture of molar composition 10/90 (graph (b)), both in post combustion conditions. Figures 
5.18 and 5.19 show results for pre-combustion and sweetening of sour natural gas conditions 
respectively. Similarly to figure 5.17, in both cases graphs (a) show results for the equimolar 
mixture, while graphs (b) show results for a more realistic composition: for figure 5.18 this is 
CO2/H2 = 40/60 and for figure 5.19 this is CO2/CH4 = 15/85. 
  
 
 
 
Figure 5.17. Comparison between the results of IAST (empty symbols) and the results of the direct 
simulation (filled symbols) of the binary mixtures CO2/N2=50/50 (graph (a)) and CO2/N2 = 10/90 
(graph (b)) at 323 K. Circles represent carbon dioxide and triangles represent nitrogen. 
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Figure 5.18. Comparison between the results of IAST (empty symbols) and the results of the direct 
simulation (filled symbols) of  the binary mixtures CO2/H2=50/50 (graph (a)) and CO2/H2 = 40/60 
(graph (b)) at 313 K. Circles represent carbon dioxide and diamonds represent hydrogen. 
 
 
 
Figure 5.19. Comparison between the results of IAST (empty symbols) and the results of the direct 
simulation (filled symbols) of  the binary mixtures CO2/CH4=50/50 (graph (a)) and CO2/CH4 = 15/85 
(graph (b)) at 288 K. Circles represent carbon dioxide and squares represent methane. 
 
 
From the figures above it is clear that for the separations under consideration IAST agrees 
very well with the direct simulations of the mixtures. We can only notice a slight 
deterioration in the accuracy at the highest pressures, at which the dissimilarities of the 
adsorbate molecules may have a more important effect. 
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In the case of the binary mixtures containing water IAST cannot be successfully applied, 
because in the ranges of pressure under consideration water as a single component would 
condense. 
 
 
5.6. Conclusions 
 
The purpose of this chapter was to investigate the behaviour of high surface area activated 
carbons as adsorbents in CO2 capture separations, using the model developed in Chapter 4. In 
particular, we have used GCMC simulations to study separation of multi-component mixtures 
involved in the pre and post combustion processes and in sweetening of sour natural gas, 
using realistic temperature and pressure conditions. For the cases of pre and post combustion 
we have also considered the presence of minor components in the mixture. These aspects are 
particularly important, since multi-component adsorption data is scarce and difficult to obtain 
experimentally. 
 
Our approach is mostly based on the analysis of the simulated isotherms and focuses on the 
selectivity shown by the adsorbent for CO2 over the other main component of each mixture. 
We are aware that more aspects should be considered for the evaluation of adsorbents in the 
context of CO2 capture, but nonetheless selectivity gives a good indication of the efficiency 
of the separations.   
 
Another aspect we take into account is the effect of water on the separations under 
consideration, given that humidity may have a great impact on the efficiency and the cost of 
the processes.  
 
Our results for high surface area activated carbons predict selectivities below the average 
established for most of the other materials in the case of post combustion separation; in the 
case of sweetening of sour natural gas the predicted selectivities are also quite low but in line 
with the average for activated carbons in general.  In the case of pre combustion Maxsorb 
shows a reasonable selectivity performance, even though it is not the highest reported in 
literature. This result suggests that high surface area activated carbons are worth further 
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investigation for this type of separation, especially given that other parameters such as 
material cost and adsorption capacity would rank Maxsorb very favorably.  
 
The efficiency in both pre- and post-combustion separations does not appear to be affected by 
the concentration of water vapours in the stream, as long as the total pressure is kept below 
the threshold value, after which water condensation would occur in the bulk stream. In the 
case of post combustion this lack of influence on behalf of water is also due to the low 
number of adsorbed molecules for each species, which implies a lack of competition for 
occupation of the porous space. 
 
We also looked in more detail into the behavior of water as an adsorptive, both as a pure 
component and as a minor component in the presence of carbon dioxide. In either case the 
model predicts the peculiar behavior of water in activated carbons, i.e. the tendency to cluster 
and to interact with polar centers through hydrogen bonds. The tendency to form hydrogen 
bonds is confirmed by the energy minimization studies. These studies also revealed 
preferential locations of carbon dioxide and water molecules on a single platelet: while CO2 
molecules locate in the regions of greatest Lennard-Jones interaction, the H2O molecules 
prefer the regions where the Coulombic interaction prevails. This behavior also explains why, 
up to a certain concentration, water does not seem to have a significant effect on the 
adsorption of carbon dioxide, given that the two species do not compete for the same sub-
regions of the porous space.  
As in most of the cases shown in Chapter 3, simulation of water as a pure component has 
shown hysteresis. This aspect opens a window in terms of further investigation for the 
determination of the phase behavior of water under confinement in disordered models of 
activated carbons. Nonetheless, for the cases of practical interest here, the pressures involved 
are always lower than the pressures at which water condensation would occur, therefore the 
results we have obtained would not be affected by the hysteresis phenomena. 
Another aspect which has been considered is the effect that the polar groups on the structure 
of the adsorbent exert on the adsorption of water; in particular we show that their presence 
greatly affects the extent of water adsorption at low pressure and it also influences the 
extension of the pressure range in which condensation occurs: when the functional groups are 
present condensation happens more gradually than when they are absent. This is because in 
the first case small clusters start to appear in the proximity of the groups at very low pressure, 
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and eventually they merge into one cluster percolating the whole structure; in the second case 
condensation happens much more abruptly and at higher pressures, as it is determined by the 
growth of one single cluster. 
 
When possible all binary separations have also been studied applying the Ideal Adsorbed 
Solution Theory; for mixtures containing no water the results are in excellent agreement with 
the GCMC simulations, but for binary mixtures containing water IAST cannot be 
successfully applied, due to the condensation of water as a single component. This implies 
that for the study of CO2 capture processes in realistic conditions the direct simulation of the 
mixtures involved is essential. 
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Chapter 6 
 
General Conclusions &  
Future Work  
 
 
 
 
 
 
 
 
The main objective of this thesis has been the development of realistic, predictive models of 
high surface area activated carbons to explore the adsorption behaviour of these materials in 
the context of carbon capture processes.  
 
As a representative of the category we focused on Maxsorb MSC-30, produced by The 
Kansai Coke and Chemicals, and featuring surface area in excess of 3000 m
2
/g. 
 
The processes we have considered are pre and post combustion separations and sweetening of 
sour natural gas, using as realistic conditions as possible.  In particular, we have considered 
not only realistic pressures and temperatures, but we have also taken into account presence of 
minor components in gas streams, including water.  
 
Despite activated carbons not showing the highest selectivities towards carbon dioxide, the 
choice of these materials is motivated by several advantages such as versatility, commercial 
availability, relatively low cost, general easiness of regeneration, generally fast kinetics and, 
for the high surface area materials, high adsorption capacity. 
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The main tools we have applied during our research are molecular simulations and 
experimental measurements of adsorption. Molecular simulations are a particularly useful 
tool when adsorption of mixtures at high pressures is concerned, as the experimental 
measurements on these systems are difficult. 
 
The challenge associated with activated carbons is their complex structure: for many decades 
researchers have confronted the problem of describing it using various molecular models, but 
no comprehensive model has, as yet, emerged. In fact, different models with different levels 
of accuracy can be considered more or less useful according to the type of study they are 
involved in. 
 
The models we applied in this project essentially belong to two broad classes: the first is 
represented by the slit pore models (1), and the second is represented by more sparse 
structures as in the platelet model introduced by Segarra and Glandt (2). All these models 
have been applied to the simulation of methane and carbon dioxide adsorption; this has 
produced a good test on their reliability, given that we have been able to compare the 
simulated results with the experimental measurements performed in our group or in different 
groups.   
 
Application of the slit pore models has allowed us to extract pore size distributions for the 
activated carbon and to employ them for the prediction of adsorption isotherms, which have 
been compared with the experimental data. 
 
In this context we started with the simplest representation as possible, which is the classic slit 
pore model (1); this model has shown good  accuracy for the prediction of simple species like 
methane and carbon dioxide. Despite this success, there is a philosophical concern whether 
the extracted pore size distributions, aside from their predictive value, have correct physical 
significance in the sense that, for materials as sparse as Maxsorb, it is unlikely they reflect the 
actual spatial organization of the material and therefore they become purely abstract functions 
effectively masking the imperfections of the slit pore model altogether. Another concern was 
associated with how this model would perform with respect to presence of water in the gas 
streams of interest. Following the wealth of previous studies (Jorge and Seaton) (3, 4), it 
seemed it was necessary to explicitly model surface groups to capture water behaviour.  
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Therefore, starting from the classic slit pore model, we progressively added elements of 
realism, such as finite number of sheets in each pore wall, structural defects and functional 
surface groups. The addition of these elements of realism has required some re-calibration of 
the solid-fluid interaction parameters in the case of methane in order to maintain the accuracy 
of the model. However, this model applied to water encountered a number of challenges 
associated with very long equilibration times for adsorption isotherms in individual pores and 
adsorption hysteresis. The later issue implies that prediction of water adsorption isotherm 
using adsorption integral equation and pore size distribution would require additional tools 
and methods to establish the location of the true vapour-liquid equilibrium for water in each 
pore. This aspect, together with the long computational times involved (at least 35 days per 
isotherm, with a kernel of isotherms needing to be simulated) has encouraged us to explore a 
different avenue based on the models with structural disorder, with the idea to investigate 
whether these models would be more attractive for practical applications such as the routine 
(and therefore relatively quick) screening of CO2 capture materials. 
 
Inspired by the studies by Segarra and Glandt (2), and more recent works by Kumar and co-
workers (5, 6) we constructed several models of activated carbons based on random packings 
of structural elements (mostly circular-like fragments of a carbon sheet). 
 
In particular, we have studied the effect that variables such as dimension of the structural 
elements, presence or absence of polar groups, type of polar groups, accessible surface area 
of the model, method adopted to calculate partial charges, presence or absence of curvature 
on the structure of the element on the simulated adsorption isotherms.  
 
Based on our results and observations, we have chosen as a reasonable representation of 
Maxsorb a model constructed using a random packing of corannulene-like elements 
(therefore curved), all featuring hydroxilic groups. The accessible surface area and pore 
volume and the carbon/oxygen ratio in the structure are as close as possible to the 
experimental values typically reported for Maxsorb MSC-30. 
 
Validation and testing of the model have shown reasonable accuracy in the prediction of the 
adsorption of the main species involved in the CO2 capture processes. Therefore the model 
has been applied to simulate the streams involved in pre and post combustion and in the 
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sweetening of sour natural gas. This has allowed us to evaluate the behaviour of Maxsorb as a 
physisorbent in these contexts, particularly in terms of selectivity towards carbon dioxide.  
 
Our results suggest that high surface area activated carbons are worth further investigation for 
applications in pre combustion separations; this is due to the reasonable selectivities we have 
calculated, together with the high adsorption capacity at high pressures. 
 
Another important aspect we have considered is the presence of water. We started with the 
simulation of water single component isotherms and then continued with the study of 
CO2/H2O binary mixtures, with water present as a minor component. Even if our model 
overpredicts the hydrophobicity of Maxsorb, it captures the peculiar behaviour of water 
molecules in activated carbons, i.e. the tendency to cluster, starting from the proximity of the 
polar centres. Also, in agreement with previous studies (7), the model highlights the 
importance of the functional groups on the structure of the adsorbent, given that in their 
absence the adsorption behaviour changes profoundly.  
 
Energy minimization studies have also allowed us to establish the different preferential 
position of carbon dioxide and water molecules on the structure of the adsorbent, showing 
that the two species might occupy different sub-regions of the porous space. 
 
This is in agreement with the results obtained when we studied the effect of small 
concentrations of water vapour in the streams: in the range of pressures we have considered 
(all chosen such as to avoid water condensation in the bulk stream) the adsorption of water 
has determined almost negligible changes to the adsorption of carbon dioxide, even when 
water has become the preferential adsorption species (in the post-combustion case this is 
actually due to the low number of adsorbed molecules for each species, so that there is 
actually no competition for the occupation of the different regions of the porous space. 
 
It is important to mention that in the case of the platelet model the simulation of water as a 
single component has also shown adsorption hysteresis and has required long computational 
time. Nonetheless, it is also important to point out that in the case of the platelet model the 
generation of a kernel is not required: in few words, simulation of adsorption of a single 
species or a mixture requires one simulation only.  
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This last observation is a good starting point for a critical comparison between the two 
classes of models, considered in this thesis: 
 
1) Computational cost: in the case of the slit pore with groups and defects model, once 
the structure representative of a specific type of activated carbon has been 
constructed, the prediction of adsorption for a particular gas at a particular 
temperature always requires generation of a kernel of isotherms to be used within the 
AIE; in the case of the platelet model, instead, once the structure is ready, one 
prediction simply requires generation of one isotherm. To give an idea about the 
difference in computational time we can make the following comparison. Consider 
one case of CO2 adsorption at 298 K up to 20 Bar. To generate an adsorption isotherm 
using slit pore model requires 18 isotherms constituting the kernel with each isotherm 
requiring about 11 hours. Preliminary calculations of the potential maps may require 
between 30 and 60 hours per isotherm. Therefore, the total computational cost is 
between 528 and 858 hours. For the platelet model, generation of the potential maps is 
required only once (30-60 hours) and once the model is constructed one simulation is 
needed for the whole isotherm (about 21 hours). Therefore the total cost is 51-81 
hours. Of course, the hidden cost is associated with the variation of the model during 
the construction to get the structural characteristics right. For example, if we had to 
repeat the process for ten different variants of the platelet model, the cost would 
become comparable to the slit pore model and kernel calculations.  
 
It is true that in the case of the classic slit pore model once a kernel of isotherms has 
been generated it is possible to use it for predictions and characterization involving 
different types of activated carbons, this meaning that all the simulation work can be 
done “up-front”; this is not a possibility for the platelet models, because they are 
calibrated for specific activated carbons. Nonetheless, when using the slit pore with 
groups and defects model the advantage of the work made up-front is not that evident 
anymore, because activated carbons with different C/O ratios do require different 
models and therefore the generation of new kernels; 
 
2) Accuracy in terms of predictions: the slit pore models are in general bound to be more 
accurate than the platelet models, given that the former are calibrated using all the 
experimental points, and therefore they preserve their accuracy even at high pressures 
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and in the Henry’s region. Particularly, the slit pore models are very accurate for the 
prediction of simple gases and mixtures in carbon materials, which over the years has 
been shown in a significant amount of literature (8-15). The platelet models are in 
general calibrated according to a smaller number of parameters (2, 5) and the ones we 
have constructed, for example, are not calibrated to exactly reproduce the Henry’s 
constants and in general lose accuracy at high pressures. Nonetheless, we consider 
their accuracy to be sufficient for the systems and conditions object of this study, 
especially given the low number of constraints (accessible surface area and pore 
volume, C/O ratio) we have used to build them; 
 
3) Similarity to the structure of the real materials: the platelet models can correctly 
reproduce the disordered nature of the different materials and because of their 
versatility they can be easily adjusted to reproduce other important features such as 
accessible surface area and pore volume; the slit pore model is clearly a simplification 
of the structures, given that it does not consider structural disorder or other 
characteristics such as accessible pore volume or accessible surface area (especially 
given that all the space is accessible)  or pore connectivity. We do believe that both 
models can give an indication of which pore sizes play the most relevant role in the 
adsorption properties, particularly given the similarities we have obtained between the 
geometric pore size distribution (as calculated from the platelet model for Maxsorb) 
and the pore size distribution extracted using the slit pore with groups and defects 
model starting from data for CO2 at 298 K. 
 
4) Simulation of mixtures: in this work we have not simulated any mixtures using the slit 
pore model, but this has been shown to be a promising tool (15) (14); particularly, 
Sweatman and Quirke (14) have used slit-pore model approach to predict the 
behaviour of mixtures using the IAST and its variants. These variants address the 
ideal mixture assumptions: EMAST (equal mixing adsorbed solution theory) implies 
that the interactions between the adsorptive molecules are the same both in the bulk 
and in the adsorbed phase, but without requiring the mixture to be ideal; IMAST 
approximates the mixture to be ideal, but does not use the ideal gas approximation (as 
IAST does).  
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The authors also predicted the behaviour of mixtures using Density Functional Theory 
(DFT), and their results show that DFT is superior to the IAST (and its variants) 
approach at high pressures.   
 
In this work we have predicted the behaviour of mixtures using the platelet model 
both with direct simulation and IAST, obtaining very similar results; we believe that 
the direct simulation is a more straightforward method, given that one prediction 
simply requires one simulation, without the need for the pure component isotherms 
and without the necessity to further process the results. Moreover, IAST cannot be 
applied for the simulation of mixtures containing water.  
 
Given the discussion above we conclude that for high surface area activated carbons the slit 
pore model (even in its classic version) is a very accurate and powerful tool, especially for 
the prediction of simple gases and, even for mixtures, in combination with DFT (although we 
have not investigated the latter aspect ourselves); therefore it should certainly be used when a 
high level of accuracy is required, particularly in wide pressure ranges and in fundamental 
studies involving the testing of different simulation methods, for example. The platelet 
models are also a powerful tool because of their versatility, which allows them to be 
employed for predictions concerning a relatively broad range of conditions for different 
species (including water). Moreover, their ability to reproduce important structural features of 
the materials allows a detailed study of the adsorbed phase even in terms of molecular 
arrangement and will allow the models to be used for the study of adsorption also from the 
kinetics point of view (using molecular dynamics, for example). 
 
We cannot neglect that the platelet models lose accuracy at very low and high pressures, but 
their versatility and easiness of use makes them a very useful tool for the routine screening of 
capture materials, this meaning that once the promising materials have been identified they 
can and have to be submitted to further and more accurate investigation. For the same reason 
even in the case of mixtures we believe that the direct simulation using the sparse model is a 
powerful tool, which makes their use preferable to experimental measurements (especially in 
the presence of water). With this, again, we do not mean to deny the power of the slit pore 
models, especially in conjunction to DFT.   
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Further development of our study in terms of screening of capture materials should involve a 
more comprehensive assessment of high surface area activated carbons through a process 
simulation. This would require the coupling of the molecular simulation tools we use with a 
full-scale pressure swing adsorption system modelling and with molecular dynamics, thus 
allowing us to evaluate also different characteristics, including the working capacities of the 
materials and the kinetics of the process. A similar study has been recently published by Banu 
et al. (16) in the context of  hydrogen purification using metal-organic frameworks as 
adsorbents. 
 
Another possible future research direction is the study of high surface area activated carbons 
as substrates for more complex materials, with the aim of improving their CO2 capture ability 
even at low pressure, and therefore even in post-combustion processes.  
 
An interesting possibility could be the study of pressure swing wetting layer adsorption: the 
idea, proposed by Sweatman (17, 18), is to combine the high surface area of porous materials 
with the high affinity for carbon dioxide of liquid solvents. This is achieved by creating a 
composite porous material, with a surface wetted by a suitable solvent. 
 
The idea could be applied using room temperature ionic liquids (RTIL) as solvents, given that 
they have been recently considered as promising for carbon dioxide capture and other power 
cycle related separations, due to their negligible vapour pressures, reasonable thermal 
stability, strong dissolubility, wide liquid range and tunability of structure and properties (19, 
20). 
 
From the point of view of the development of molecular models of high surface area 
activated carbons two directions should be followed, especially bearing in mind the results 
we have obtained with water: in the case of the platelet model it would be important to try to 
use different polar groups (carboxylic, for example) to observe what effect they have in terms 
of hydrophobicity of the material, while in the case of the slit pore model it would be 
important to explore different protocols for the addition of functional groups, possibly with 
the aim of maximizing their accessibility. Finally, even the results we have already obtained 
could become a starting point for more fundamental studies concerning the simulation of 
water adsorption (especially hysteresis), both in slit pore and platelet models. 
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A1. Forcefield parameters  
 
The Lennard-Jones parameters summarized in table A1 have been used for the construction 
and characterization of all the models in the present work, excluding only the cases, specified 
in Chapters 4 and 5, in which a scaling of the ε parameter of the Lennard-Jones (LJ) potential 
has been applied. The charges reported in table A1 have been applied for all the models 
presented in Chapter 3 and in Sections 4.3 and 4.4 of Chapter 4, apart from the cases 
(specified in Section 4.4.5 and in Section 4.4.6), in which charges have been calculated using 
the B3LYP Density Functional Theory method, with 6-31g basis set and CHELPG charge 
analysis with the Gaussian 09 software package (1-3).  
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Table A1.  Parameters for LJ interaction and charges. All the parameters come from the work by 
Tenney and Lastoskie (4), apart from the LJ parameters for the groups CH2 and CH3, which come 
from the OPLS force field (5). The charge of 0.30 on the CH2 groups (always connected to OH 
groups) has been attributed to insure electroneutrality. 
ATOM σ (Å) ε/kB (K) CHARGE (e) 
C (aromatic) 3.4 28.0 0.00 
C (aromatic, C-H) 3.4 28.0 -0.16 
C (aromatic, C-OH) 3.4 28.0 0.30 
C (aromatic, C-COOH) 3.4 28.0 -0.06 
H (H-C) 2.4 12.0 0.16 
O (hydroxylic) 3.1 79.0 -0.60 
H (hydroxylic) 1.3 30.0 0.30 
C (carboxylic) 3.4 28.0 0.75 
O (carboxylic, C=O) 3.1 79.0 -0.50 
O (carboxylic, OH) 3.1 79.0 -0.55 
H (carboxylic, OH) 1.3 30.0 0.36 
CH2  3.905 59.4 0.30 
CH3 3.905 88.1 0.00 
 
 
Table A2 reports the LJ interaction parameters for all the adsorptive fluids studied in this 
work, while table A3 reports the features of the non-spherical models only. 
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Table A2. Lennard-Jones parameters and charges associated to the models chosen for the different 
fluids (6-12) . 
Site σ (Å) ε/kB (K) Charge (e) 
C (CO2) 2.800 27.00 0.7000 
O (CO2) 3.050 79.00 -0.3500 
CH4 3.730 148.00 0.0000 
N (N2) 3.310 36.00 -0.4820 
COM (N2) 0.000 0.00 0.9640 
H2 2.960 34.20 0.0000 
O (O2) 3.020 49.00 -0.1130 
COM (O2) 0.000 0.00 0.2260 
S (H2S) 3.720 232.00 -0.3800 
H (H2S) 0.000 0.00 0.1900 
C (CO) 3.490 22.80 0.0203 
O (CO) 3.130 63.50 -0.0203 
O (H2O) 3.154 78.00 0.0000 
H (H2O) 0.000 0.00 0.5200 
A (H2O) 0.000 0.00 -1.0400 
 
 
 
 
 
Table A3. Bond lengths and bond angles for the non-spherical molecular models used in this work. 
(6-12) 
Molecule Bond length (Å) Bond angle (°) 
CO2 1.16 180 
N2 1.1 180 
O2 1.21 180 
H2S 1.34 92.5 
CO 1.12 180 
H2O 0.9572 104.52 
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A2. Simulation details 
 
GCMC simulations were carried using the MuSiC simulation package (13). LJ interactions 
between different atoms were evaluated through the standard Lorentz-Berthelot mixing rules. 
Coulombic interactions between partial charges were calculated using the Fennell-Gezelter 
(FG) method based on a spherically truncated summation (14) in the case of the fluid-fluid 
interaction, while for the solid-fluid interaction Ewald (15) summation was used. Further 
details are summarized in table A4. 
 
 
Table A4. Details of the GCMC simulations. 
Iterations 20000000 
Cutoff (Å) 13 
Type of moves Insertion, deletion, translation, rotation 
Weight of each type of move 0.25, 0.25, 0.25, 0.25 
Iterations used for equilibration 50% 
Iterations used for statistical sampling 50% 
α and shield parameters for FG electrostatic 
potential 
0.1, 1.0 
KMAX, KAPPA and LOCUT for Ewald 15, 6.7, 1E-10 
xyz dimensions of the unit cell in the classic 
slit pore model (Å) 
28.06, 27.69, varies with pore width 
xyz dimensions of the unit cell in the single 
layer models (Å) 
34.08, 34.43, varies with pore width 
xyz dimensions of the unit cell in the platelet 
models (Å) 
60.0, 60.0, 60.0 
Angles of the unit cell (º) 90.0, 90.0, 90.0 
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A3. Structural characterization of the models: parameters 
 
Table A5. Parameters involved in the determination of the accessible surface area of the models. 
Collision diameters for the adsorbent (σ) As in table A1 
Probe size (Å) 3.314 
Number of insertions per atom of structure 500 
 
 
Table A6.  Parameters involved in the determination of the accessible pore volume of the models. 
Collision diameters for the adsorbent  (σ) As in table A1 
Depths of the potential wells (ε) As in table A1 
Number of trial insertions 15000 
Temperature 
(1)
 298.0 
σ (Å), ε (K) of the probe (He) 2.58 , 10.22  
Cutoff (Å) 20.0 
 
(1) 
For the isotherms simulated at different temperatures the accessible pore volume used for 
the determination of the excess adsorption has been determined at the same temperature used 
for the simulation.  
 
 
 
Table A7. Parameters involved in the determination of the Henry’s constants for different adsorbate 
species in the models.  
Collision diameters for the adsorbent (σ) As in table A1 
Depths of the potential wells for the adsorbent (ε) As in table A1 
Lattice grid size (Å) 0.5 
Cutoff (Å) 13.0 
α and shield parameters for Fennell-Gezelter (FG) 
electrostatic potential 0.1, 1.0 
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A4. Consistency between different methods of measurement of the 
micropore volume for the platelet models 
 
In this section we present two test cases to show the consistency of two different approaches 
for the measurement of the micropore volume in the platelet models: the method which uses 
He as a probe (described in Chapter 4 – Section 4.2.2) and Dubinin – Radushkevich (DR) 
method (16), which is applied to the isotherms simulated for nitrogen at 77.35 K. The 
systems we are now considering are based on packings of respectively coronene (CR) 
platelets and corannulene elements featuring two hydroxilic groups (CRNL(OH)2).  Their 
features are summarized in Chapter 4 in tables 4.1 and 4.6 respectively. 
These systems are here considered as representative of all systems based on non-curved 
platelets and systems based on structural elements featuring curvature respectively. 
Figure A1 shows the DR plots for CR (graph (a)) and CRNL (OH)2 (graph (b)). 
 
 
 
Figure A1. DR plots for the systems (a): CR and (b): CRNL-(OH)2 
 
 
In the case of CR the application of DR method gives a value of micropore volume of 1.21 
cm
3
/g, which is very close to the value of 1.24 cm
3
/g, calculated using He as a probe. 
In the case of CRNL(OH)2 the micropore volume calculated using DR method is 1.19 cm
3
/g, 
while using He as a probe the volume is 1.28 cm
3
/g. In this case, given the curvature of the 
elements, the graphitic carbon-He ε parameter has been scaled by a factor 1.23, coherently 
with the protocol adopted for all non-polar adsorptive species when simulating adsorption 
using CRNL(OH)2 model (as described in Section 4.5). The agreement between the two 
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values of micropore volume can still be considered good; we anyway decide to also make a 
comparison with the volume that would result without applying any scaling factor to the 
solid-fluid interaction. Interestingly, the result becomes 1.18 cm
3
/g, which is much closer to 
the value calculated using DR method. One may argue, therefore, that in the case of He a 
scaling factor may not be required. Nevertheless the problem would need to be further 
investigated and for the moment we simply decide to remain coherent with the general rule 
adopted in this work. Also, the difference between the two different values calculated for the 
micropore volume has proved not to be sufficient to cause any noticeable difference in the 
calculation of the excess adsorption for the isotherms we have simulated. 
 
 
A5. Simulation of carbon dioxide in a classic slit pore: comparison 
between results obtained using Steele potential and results 
obtained using an atomistic representation of the adsorbent 
 
As stated in Chapter 3 at the beginning of our project we have simulated carbon dioxide 
adsorption in activated carbon using the classic slit pore model. In particular, we have 
compared the results obtained using the Steele potential (17) to the results obtained using an 
atomistic representation of the pores, with walls made of at least three graphitic sheets.  
Figure A2 shows the results of this comparison, for simulations run at 300 K in a pore of 10 
Å width, and xy dimensions of the unit cell respectively 25.62 and 36.21 Å. All the other 
parameters coincide with the ones reported in table A4, apart from the cutoff, which in this 
case is 12.5 Å. 
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Figure A2. Comparison between carbon dioxide simulation in a slit pore obtained using Steele 
potential (white symbols) and results obtained using an atomistic representation of the adsorbent 
(black symbols). 
 
The two different representations of the pore clearly produce almost identical results.   
 
 
 
 
A6. Kernels of adsorption isotherms simulated using the slit pore 
models 
 
Figures A3, A4 and A5 show the kernels of adsorption isotherms we have simulated for 
carbon dioxide and methane in the classic slit pore model, in the single layer model and in the 
single layer with groups and defects model respectively. The pore widths in Angstrom are 
reported in the legends.  
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Figure A3. Kernels of adsorption isotherms simulated in the classic slit pore model for (a): CO2 at 
273 K, (b): CO2 at 298 K, (c): CH4 at 273 K, (d): CH4 at 298 K. Pore widths (legend on the right side 
of the picture) are reported in Å. 
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Figure A4. Kernels of adsorption isotherms simulated in the single layer model for (a): CO2 at 273 K, 
(b): CO2 at 298 K, (c): CH4 at 273 K, (d): CH4 at 298 K. Pore widths (legend on the right side of the 
picture) are reported in Å. 
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Figure A5. Kernels of adsorption isotherms simulated in the single layer with groups and defects 
model for (a): CO2 at 273 K, (b): CO2 at 298 K, (c): CH4 at 273 K, (d): CH4 at 298 K. Pore widths 
(legend on the right side of the picture) are reported in Å. 
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A7. Test on the effect of a specific realization of the platelet model 
on the simulated adsorption isotherms 
 
For each activated carbon platelet model only one realization has been used for the simulation 
of the adsorption isotherms. This choice has been justified by a test performed on a sample 
case, in which three different realizations of the same model have been used. The basal 
element in this case has been a platelet made of 84 carbon atoms and functionalized with 8 
hydroxylic groups (C84-(OH)8 as shown in figure A6. 
 
 
 
Figure A6. Structural element C84-(OH)8 
 
 
Figure A7 shows methane and carbon dioxide adsorption isotherms simulated on three 
different realizations of the same model. These realizations, all with surface area ~ 3800 m
2
/g 
and micropore volume ~ 1.6 cm
3
/g, have been constructed simply varying the random 
number seed for the packing of the platelets with hard sphere potential. 
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Figure A7. Simulated CH4 (a) and CO2 (b) adsorption isotherms on three different realizations of the 
same model of C84-(OH)8 
 
It is clear from figure A7 that the effect of the specific realization of the model on the 
simulated adsorption isotherms is minor. Therefore, the choice to consider only one 
realization in each case is justified. 
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A8. Summary of the partial atomic charges involved in the 
calculations 
 
Table A8. Atomic coordinates and charges involved in the simulations described in Section 4.4.5 of 
the thesis for the coronene-like platelet.  
ATOM 
CARTESIAN 
COORDINATES (Å) CHARGE A
(2)
 (e) CHARGE B
(3)
 (e) 
  x y z     
C (aromatic) -2.5030 -1.2492 -0.5016 0.0000 0.1348 
  -0.3824 -2.7356 0.6692 0.0000 0.1410 
  -0.1911 -1.3671 0.3344 0.0000 -0.0151 
  -1.2509 -0.6243 -0.2507 0.0000 -0.0189 
  -1.0598 0.7428 -0.5851 0.0000 0.0185 
  1.0598 -0.7428 0.5851 0.0000 0.0185 
  1.2509 0.6243 0.2507 0.0000 -0.0189 
  0.1911 1.3671 -0.3344 0.0000 -0.0151 
  0.3824 2.7356 -0.6692 0.0000 0.1410 
  2.5030 1.2492 0.5016 0.0000 0.1348 
  -2.1207 1.4864 -1.1708 0.0000 0.1066 
  2.1207 -1.4864 1.1708 0.0000 0.1066 
C (aromatic, C-H) -2.6801 -2.6086 -0.1646 -0.1600 -0.1748 
  -1.6305 -3.3443 0.4149 -0.1600 -0.1945 
  2.6801 2.6086 0.1646 -0.1600 -0.1748 
  1.6305 3.3443 -0.4149 -0.1600 -0.1945 
  -1.9178 2.8445 -1.4985 -0.1600 -0.1534 
  -0.6790 3.4628 -1.2503 -0.1600 -0.2016 
  -3.3591 0.8541 -1.4149 -0.1600 -0.1749 
  -3.5483 -0.4998 -1.0837 -0.1600 -0.1981 
  0.6790 -3.4628 1.2503 -0.1600 -0.2016 
  1.9178 -2.8445 1.4985 -0.1600 -0.1534 
  3.3591 -0.8541 1.4149 -0.1600 -0.1749 
  3.5483 0.4998 1.0837 -0.1600 -0.1981 
H (H-C) -3.5765 -3.0723 -0.3395 0.1600 0.1190 
  -1.7831 -4.3293 0.6507 0.1600 0.1256 
  3.5765 3.0723 0.3395 0.1600 0.1190 
  1.7831 4.3293 -0.6507 0.1600 0.1256 
  -2.6728 3.3929 -1.9210 0.1600 0.1120 
  -0.5560 4.4493 -1.4967 0.1600 0.1246 
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  -4.1326 1.3770 -1.8362 0.1600 0.1222 
  -4.4559 -0.9364 -1.2703 0.1600 0.1270 
  0.5560 -4.4493 1.4968 0.1600 0.1246 
  2.6728 -3.3929 1.9210 0.1600 0.1120 
  4.1325 -1.3770 1.8362 0.1600 0.1222 
  4.4559 0.9364 1.2703 0.1600 0.1270 
 
 
 
Table A9. Atomic coordinates and charges involved in the simulations described in Section 4.4.5 of 
the thesis for the coronene-like platelet functionalized with two hydroxyl groups.  
ATOM 
CARTESIAN 
COORDINATES (Å) CHARGE A
(2)
 (e) CHARGE B
(2)
 (e) 
  x y z     
C (aromatic) 23.9670 10.8830 19.0540 0.0000 0.1896 
  24.8300 9.8300 19.4630 0.0000 0.0165 
  24.3670 8.8550 20.3880 0.0000 0.0320 
  23.0430 8.9310 20.9050 0.0000 -0.0859 
  25.2330 7.8040 20.7950 0.0000 -0.0817 
  24.7750 6.8270 21.7210 0.0000 0.1647 
  26.5550 7.7300 20.2820 0.0000 0.0221 
  27.4190 6.6790 20.6940 0.0000 0.1864 
  26.1510 9.7550 18.9480 0.0000 -0.0764 
  27.0170 8.7050 19.3560 0.0000 0.0270 
  26.6090 10.7330 18.0230 0.0000 0.1628 
  28.3420 8.6320 18.8420 0.0000 -0.0839 
C (aromatic, C-H) 22.2000 9.9830 20.4830 -0.1600 -0.0508 
  22.6560 10.9470 19.5700 -0.1600 -0.2705 
  23.4620 6.9120 22.2280 -0.1600 -0.3607 
  26.9520 5.7160 21.6120 -0.1600 -0.2340 
  25.6430 5.7880 22.1200 -0.1600 -0.1515 
  24.4340 11.8470 18.1350 -0.1600 -0.2357 
  25.7410 11.7730 17.6250 -0.1600 -0.1508 
  27.9240 10.6520 17.5210 -0.1600 -0.3599 
  29.1850 7.5770 19.2610 -0.1600 -0.0530 
  28.7290 6.6140 20.1760 -0.1600 -0.2683 
C  
(aromatic, C-OH) 22.6060 7.9530 21.8290 0.3000 0.3783 
  28.7840 9.6170 17.9280 0.3000 0.3777 
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H (H-C) 21.2430 10.0630 20.8380 0.1600 0.0987 
  22.0210 11.6980 19.2870 0.1600 0.1400 
  23.1180 6.2130 22.8930 0.1600 0.1699 
  27.5600 4.9510 21.9180 0.1600 0.1391 
  25.3320 5.0760 22.7860 0.1600 0.1156 
  23.8250 12.6110 17.8290 0.1600 0.1397 
  26.0540 12.4860 16.9610 0.1600 0.1156 
  28.2670 11.3480 16.8520 0.1600 0.1698 
  30.1420 7.4990 18.9080 0.1600 0.0991 
  29.3650 5.8650 20.4610 0.1600 0.1396 
O (hydroxylic) 21.3560 7.9820 22.3510 -0.6000 -0.6089 
  30.0360 9.5920 17.4110 -0.6000 -0.6086 
H (hydroxylic) 20.8030 7.5300 21.6810 0.3000 0.3980 
  29.9720 8.9780 16.6500 0.3000 0.3979 
 
(2) 
Tenney and Lastoskie
 
(Hartree-Fock method, 6-31G(d,p) basis set and Mulliken population 
analysis for representative ~ 100 atom polycyclic aromatic hydrocarbons). 
(3) 
Present work (B3LYP DFT method, 6-31G basis set and CHELPG population analysis). 
 
 
A9. Characterization of the model for Maxsorb MSC-30 activated 
carbon 
 
The final model for Maxsorb MSC-30 activated carbon has been characterized through the 
determination of the geometric pore size distribution, through the determination of the 
Henry’s constants for methane and carbon dioxide at different temperatures and through the 
application of the BET equation to the simulated N2 adsorption isotherm at 77.35 K. The 
Henry’s constants have been then used to calculate the differential enthalpies of adsorption at 
zero coverage.  
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A9.1 Geometric pore size distribution 
 
The geometric pore size distribution has been determined using the package Poreblazer 1.2 
(18). The parameters involved in the calculation are presented in Table S9. 
 
Table A10. Parameters involved in the determination of the geometric pore size distribution. 
Number of trials 1000 
Number of tests per trial 1000000 
Smallest probe diameter (Å) 0.2 
Probe diameter increment (Å) 0.2 
Maximum probe diameter (Å) 30.0 
 
 
 
The geometric pore size distribution determined for the final model for Maxsorb developed in 
this work is presented in figure A8. 
 
 
Figure A8. Geometric pore size distribution for the model for Maxsorb MSC-30 activated carbon 
developed in the present work. 
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The pore size distribution appears to consist of pore diameters of about 5 – 7.5 Å (which, to 
be compared consistently with the pore widths as defined for the slit pore model, as explained 
in Section 4.5 of the thesis, correspond to widths of 8.4–11 Å) . These values are smaller than 
the typical values of ~20 Å experimentally determined through the adsorption of nitrogen at 
77 K (19), (20).  
 
This result is not surprising as the model developed in this work does not take into account 
the mesoporosity of the sample. In principle, the model can be further modified to introduce 
the actual mesopores in the structure. One way of doing it would be to enlarge the system in 
one dimension without adding any graphitic fragments in the extra space. In periodic 
boundary conditions, this would introduce slit-like pores of certain width in the model, and 
this may result in the reconciliation of the pore size distributions. Preliminary calculations 
have shown that this would have only a minor effect on the simulated adsorption isotherms 
for methane and carbon dioxide at ambient temperatures. 
 
 
A9.2. Henry’s constants of adsorption 
 
Using the variables shown in Table A7 the Henry’s constants for methane and carbon dioxide 
have been calculated at 273, 298 and 323 K. The results have been compared to the values 
determined by Himeno et al. (21) using the experimental data (Table A11). 
 
Table A11. Comparison between Henry’s constants calculated for methane and carbon dioxide in the 
present work (CH4(sim) and CO2(sim), respectively) and from the experimental data by Himeno et al. 
(18) (CH4(exp) and CO2(exp), respectively). 
T (K)              KH(mol/kg/Bar)       
  CH4 (sim) CH4 (exp) CO2 (sim) CO2 (exp) 
273 1.8 2.32 4.14 4.68 
298 1.03 1.31 1.96 2.44 
323 0.64 0.76 1.07 1.55 
 
In all the cases presented in table A11, the simulated Henry’s constants show reasonable 
agreement with the experimental values, but in general they underestimate them.  
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A9.3. Differential enthalpies of adsorption at zero coverage 
 
The values of the Henry’s constants at different temperatures have been used to calculate the 
differential enthalpies of adsorption at zero coverage for methane and carbon dioxide 
according to the equation: 
 
ΔH = -R [∂ ln KH/ ∂ (1/T)]N 
 
 
where N represents the amount adsorbed, R is the gas constant, and ΔH is the differential 
enthalpy of adsorption. The results are compared to the values calculated from the 
experimental data by Himeno et al. (21) in table A12. 
 
Table A12. Differential enthalpies of adsorption at zero coverage for methane and carbon dioxide. 
Sim: present work, exp: Himeno et al. (21). 
Fluid        ΔH (kJ/mol)   
  sim exp 
CH4 15.06 16.3 
CO2 19.87 16.2 
 
 
The results presented in the table show reasonable agreement; nevertheless our model slightly 
under-estimates the differential enthalpy of adsorption at zero coverage for methane, while in 
the case of CO2 there is an over-prediction.  
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A9.4. Nitrogen adsorption at 77.35 K and calculation of the BET 
surface area 
 
The model developed for Maxsorb MSC-30 has been further characterized through the 
simulation of nitrogen adsorption at 77.35 K. A comparison between the simulated and the 
experimental isotherm, measured using a Quantachrome Autosorb apparatus (as described in 
Chapter 2) is presented in figure A9. 
 
 
Figure A9. Experimental (red symbols) and simulated (black symbols) isotherms for N2 adsorption at 
77.35 K on Maxsorb MSC-30. 
 
 
Although the isotherms are in reasonable agreement with each other at low pressures, there 
are clear differences at higher pressures. Again, this result is not surprising as the model does 
not capture some of the larger pores present in Maxsorb. Similar differences have been 
observed in other studies attempting to reproduce the microstructure of activated carbons. 
 In both cases the adsorption isotherms have been used to determine the BET surface area 
through the application of the criteria established by Rouquerol, Llewellyn and Rouquerol 
(22).  
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A9.4.1. Criteria by Rouquerol, Llewellyn and Rouquerol for the 
applicability of the BET equation to microporous materials 
 
These criteria represent instruct on which linear portion of the BET plot should be chosen for 
the determination of the surface area, to make sure that the BET equation is applicable even 
to microporous adsorbents. These have been used in a number of studies (22- 24). 
The criteria state the following: 
 
1) The selected linear portion of the BET plot should have a positive intercept; 
2) The term W*(p°-p), where W represents the mass adsorbed at a certain pressure p, 
should continuously increase together with p/p°; if not the pressure range should be 
narrowed; 
3) The calculate BET monolayer capacity (Wm), when reported on the adsorption 
isotherm, should correspond to a relative pressure p/p° located within the range 
selected for the calculation. 
 
Figure A10 and figure A11 show the plots involved in the BET studies for the 
experimental and simulated isotherms respectively. In these graphs the units are: excess 
amount adsorbed g/g for W and Torr for all pressure terms. In both cases the graph (a) 
gives a clear indication of what the upper limit of the interval of p/p° should satisfy of 
criterion number 2, while graph (b) is simply the linear portion of the BET plot that has 
been chosen for the calculation of the surface area. 
 
Figure A10. BET studies on the experimental adsorption isotherm of N2 at 77.35 K on Maxsorb 
MSC-30. Graph (a) represents a plot of W*(p°-p) as a function of relative pressure (W is the mass 
adsorbed at a certain pressure p per gram of adsorbent), while graph (b) is the BET plot. 
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Figure A11. BET studies on the simulated adsorption isotherm of N2 at 77.35 K on the model for 
Maxsorb MSC-30. Graph (a) and graph (b) are defined as for figure A10. 
 
 
For both cases presented in figure A10 and figure A11 the range of p/p° has been chosen so 
that criterion number 2 is satisfied. The results are summarized in table A13. 
 
Table A13.  Parameters determined from the BET plot for both the experimental and simulated N2 
isotherms at 77.35 K. 
 Slope Intercept Wm [g/g] BET S.A. m
2
/g 
Experiment 1.0763 0.0191 0.912909 3179.241 
Simulation 1.1214 0.0007 0.891186 3103.592 
 
 
Looking at the data reported in table A13 it is clear that even criteria 1 and 3 are satisfied: in 
both cases the intercept is positive (although quite different) and the values of Wm, if reported 
on the adsorption isotherms (figure A9), lie within the interval of p/p° that has been selected. 
 
The value of the surface area of 3103.6 m
2
/g calculated for the simulated isotherm is in a 
good agreement with the value of the accessible surface area (3236.64 m
2
/g) justifying the 
model construction strategy adopted in the article. 
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A10. Application of alternative carbon-hydrogen potentials 
 
It has been established that the standard solid-solid ε (epsilon) parameter for carbon, 
commonly used to derive solid-fluid interaction parameters for gases such as methane, leads 
to the underestimated strength of hydrogen interaction with carbon surfaces (25-28). 
Furthermore, inclusion of the curvature effects alone may not be sufficient to reconcile this.  
 
Following the work by Nguyen et al. (29) we explore three different types of interaction 
potential for hydrogen. 
 
Potential 1: this is the potential applied in Chapters 4 and 5. Hydrogen is represented using 
the spherical model by Buch (8), while for graphitic carbon the parameters listed in table A1 
are applied. The solid-fluid ε (epsilon) calculated using the standard Lorentz-Berthelot 
mixing rules is scaled by the factor 1.23 adopted in the present work. 
 
Potential 2: hydrogen is represented using a spherical model with the Lennard-Jones 
parameters taken from Levesque et al. (σH-H = 2.958 Å and εH-H/kB = 36.7 K) (29), which 
provide excellent agreement between the simulated bulk isotherms and corresponding 
reference data at or above 77 K. The LJ carbon-carbon interaction parameters are taken from 
those obtained by Frankland and Brenner (26) based on the Raman shift of isolated H2 inside 
carbon nanotubes. These parameters already take into account the presence of curvature. The 
carbon-hydrogen interaction has been determined using the standard Lorentz-Berthelot 
mixing rules. 
 
Potential 3: hydrogen is represented using the same model and LJ parameters as in the case of 
Potential 2. The carbon-hydrogen interaction is estimated from the solid-fluid parameters 
determined by Wang et al. (25) for the graphite-H2 interaction (σC-H = 2.97 Å and εc-H/kB = 
42.75 K) based on the fit of the theoretical quantum mechanical energy spectrum of hydrogen 
on graphite with its experimental counterpart measured by scattering methods. Nguyen et al. 
further scale this epsilon by 1.134 (and the same scaling is applied to all other solid-fluid 
epsilon parameters to take the curvature of surfaces into account) (30).  We scale the 
parameters of Wang et al. by 1.23 adopted throughout this work. A list of the carbon-
hydrogen parameters used for the three different types of potential is presented in table A14. 
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Table A14.  Parameters for carbon-hydrogen LJ interaction used in the present study. 
σC-H (Å) εC-H/kB (K) Type of potential 
3.18 38.06 Potential 1 
3.154 43.35 Potential 2 
2.97 52.58 Potential 3 
 
Figure A12 shows a comparison between the experimental isotherm taken as a reference (31) 
and the isotherms simulated in the present work using the parameters listed in table A14. 
 
It is clear that both potential 2 and potential 3 produce results much closer to the experimental 
data compared to potential 1. This suggests that in case of hydrogen the presence of the 
surface curvature is not the only element to be taken into account when calculating the solid-
fluid well depth. The special nature of hydrogen-carbon interactions should be incorporated 
as well.  
 
 
 
Figure A12. Experimental and simulated H2 adsorption hydrogen on the model for Maxsorb MSC-30. 
Red symbols: experimental data (30), black symbols: Potential 1; grey symbols: Potential 2; white 
symbols: Potential 3. 
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A10.1 Application of alternative carbon-hydrogen potentials to 
the simulation of the binary mixture CO2/H2 
 
Following the results presented Section A10 we now apply Potential 1 and Potential 3 (also 
described in Section A10) to the simulation of the carbon dioxide/hydrogen mixture with 
molar composition 40/60 at 313 K and pressures up to 55 Bar (pre combustion conditions).  
The results are presented in figure A13. 
 
 
 
Figure A13. Simulated adsorption isotherms for the binary mixture of molar composition  
CO2/H2=40/60 at 313 K (pre combustion conditions) on the model for Maxsorb MSC-30. The solid-
fluid potentials which have been applied are described in Section A10 and are respectively Potential 1 
(black symbols) and Potential 3 (white symbols). 
 
 
It is clear from the figure above that the two different solid-fluid potentials give very similar 
results. In particular, negative adsorption for hydrogen is observed in both cases, and 
therefore it is not related to the particular model adopted for hydrogen.  
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A11. Accuracy of the TraPPE model in prediction of carbon 
dioxide properties 
 
In figure A14 we test the validity of the TraPPE model for carbon dioxide (6) by comparing 
the bulk isotherms simulated at 273, 298 and 323 K with the reference data at the same 
temperatures (32).   
 
 
Figure A14. Experimental (empty symbols) (32) and simulated (filled symbols) bulk densities for 
CO2 at 273 (squares), 298 (circles) and 323 (triangles) K. 
 
 
The results presented in figure A14 show that TraPPE model for carbon dioxide agrees 
reasonably well with the experimental data at the temperatures under examination. In all 
cases the agreement can be considered very good for pressures up to ~25 Bar. At the 
temperature of 298 K the agreement is still reasonable up to 40 Bar, while around 50 Bar the 
difference between the simulation and the experimental data starts to be more pronounced. At 
323 K the agreement is still reasonable up to 50 Bar. 
 
Apart from the general observation that the TraPPE model for CO2 performs reasonably well 
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dioxide simulations, suggesting that the discrepancies between the simulated CO2 isotherms 
and the experimental data could be partly due to the performance of the TraPPE model.  
 
 
 
A12. Full sets of isotherms for all the separations not involving 
water presented in the work 
 
In this section we present the full set of adsorption isotherms involved in the CO2 separation 
from the mixtures examined in this thesis and not containing water. 
 
Post combustion separations: 
 
 
Figure A15. Simulated adsorption isotherms for the binary mixtures of molar composition 
CO2/N2=50/50 (graph (a)) and CO2/N2=10/90 (graph (b)) at 323 K. Circles: carbon dioxide, triangles: 
nitrogen. 
 
For the equimolar mixture in graph (a) the statistical errors on the adsorbed densities for CO2 
are between 4.7% and 1.26% at the total pressures of 0.1 Bar and 1 Bar respectively, while 
for N2 the errors at the same pressures are 12% and 4.24%.  
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Figure A16. Simulated adsorption isotherms for the ternary mixture of molar composition 
CO2/N2/O2=15/80/5 at 323 K. Circles: carbon dioxide, triangles: nitrogen, crosses: oxygen. 
 
 
Pre combustion separations: 
 
 
Figure A17. Simulated adsorption isotherms for the binary mixtures of molar composition 
CO2/H2=50/50 (graph (a)) and CO2/H2=40/60 (graph (b)) at 313 K. Circles: carbon dioxide, 
diamonds: hydrogen. 
 
For the equimolar mixture in graph (a) the statistical errors on the adsorbed densities for CO2 
are 2.13%, 0.73% and 0.44% at the total pressures of 0.85 Bar, 6.5 Bar and 55 Bar 
respectively, while for H2 the errors at the same pressures are 5.6%, 2.3% and 1.76%.  
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Figure A18. Simulated adsorption isotherms for the ternary mixture of molar composition 
CO2/H2/H2S=39/60/1 (graph (a)) and CO2/H2/H2S/CO=38/60/1/1 at 313 K. Circles: carbon 
dioxide, diamonds: hydrogen, empty squares: hydrogen sulfide, stars: carbon monoxide.  
 
 
Sweetening of sour natural gas: 
 
 
Figure A19. Simulated adsorption isotherms for the binary mixtures of molar composition 
CO2/CH4=50/50 (graph (a)) and CO2/CH4=15/85 (graph (b)) at 288 K. Circles: carbon dioxide, 
squares: methane. 
 
For the mixture in graph (b) the statistical errors on the adsorbed densities for CO2 are 2.4%, 
0.63% and 0.6% at the total pressures of 0.5 Bar, 10 Bar and 75 Bar respectively, while for 
CH4 the errors at the same pressures are 1.9%, 0.57% and 0.25%.  
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