Abstract. In the research of unmanned surface vessel (USV), accurately perceiving the environment around the USV and recognizing the obstacles in real time are the major difficulties. The existing methods based on lidar or unmanned air vehicle have got good performance, but time and money costs are not what we can afford. After analyzing the difficulties existed in the obstacle avoidance test for USV, we propose a new method called marine object detection based on Single Shot MultiBox Detector (SSD). It solves these difficulties well, and the time and money costs are acceptable to us. After modifying and optimizing the SSD model, its average precision is 93.5% and its time cost is 45ms per image (1280*760), which means that it has much better performance than any existing method. The experimental results show that the method can detect object in real time and have great precision, which ensures the safety of USV during the navigation.
Introduction
The concept of USV has been proposed for a long time and USV has been used to conduct varies scientific research, including marine surveying [1] , military and commercial applications[. Until now, there have been many exciting research results. Some companies have developed a variety of USVs, such as mapping, monitoring and fire-fighting USVs [2] [3] . But these USVs have relatively small size, the length is under 4 meters and displacement is about two tons. With the development of the national marine industry and the national emphasis on the ocean, the demand for multi-functional large-scale USV has become more and more intense. Large-scale USVs have many great advantages in transport and they can also play an important role in national defense [5] . Therefore, most countries in the world are accelerating the research on large-scale USV. In the research, it is recognized that perceiving the environment around the USV accurately and recognizing obstacles in real time are the most troublesome and important. And the safety of USV during the navigation could not be ensured if it could not recognize obstacles accurately and in real time. The large-scale USVs' length is over 50 meters and the displacement is beyond 100 tons, which shows that it has great military and economic value, so it is necessary to accurately perceiving the environment and recognizing the obstacles to ensure the safety of USV during the navigation. And this paper focuses on recognizing the obstacles accurately and in real time.
Until now, there are many research progresses. The method using remote sensing images to recognize the obstacles has got good performance, but we could not bear the delay and money cost [8] [9] . Another method using an unmanned air vehicle (UAV) to follow the USV and transfer the images back to USVs to recognize the obstacles. Obviously, it needs the UAV follow USV all the time and all the way. However, the UAV's load and endurance are very limited. And the method based on lidar refers to the unpiloted, it recognizes the obstacles by raster map collected from the lidar. But the lidar's effective range is only 200 meters, so it may be only used on small size USVs. Furthermore, the approach combineing pulse radar and lidar sensors gets better performance [11] . It gets relative information between a USV and nearby vessels. Because of the effective range of lidar, its performance is very sensitive to distance. When it is out the effective range of lidar, this method is invalid basically. In summary, there is currently no suitable way to accurately detect obstacles for large-scale USVs.
In this work, after analyzing the problems of the above methods and the specific application environment of USVs, we decide to solve the problem of recognizing the obstacles by deep learning. Currently, the photoelectric detection equipment is standard on large-scale USVs. So we get image from this device and use our modified SSD model, a deep learning model, to recognize the obstacles accurately and in real time. This paper proposes a method for marine object recognition using ship-borne photoelectric detection equipment after analyzing the problems of the above methods and the specific application environment of USVs. The photoelectric equipment used to get images is essentially a high-definition camera with an effective range of up to 3 kms. The proposed method uses modified SSD model, a deep learning model, to recognize the obstacles by the images collected from the photoelectric detection equipment. Firstly, we modify the Single Shot MultiBox Detector model to make it have less parameters but retain the good performance. Then we collect about 6000 images as the dataset and label them according to the VOC format. Next, we split the into three parts, 80% of dataset is for training, 10% is for validation and 10% is for testing. We train our modified SSD model on GPU 1080Ti and the average precision can reach 95% on validation and testing image. Lastly, we test our model during the navigation of the testing USV on lake. The results indicate that its average precision reaches and stabilizes at 93.5% and it costs about 45ms to detect an image (1280*760). And the performance far exceeds the requirements of the large-scale USVs and could strongly ensure the safety of USV during the navigation.
Related Work
There are many similarities between USV and unpiloted, and their common major problem lies in accurately perceiving the surrounding environment and recognizing obstacles in real time. After several years of pilotless automobile development, the solution based on lidar has basically solved the urgent problem in unpiloted. So there are many programs that refer to unpiloted to solve the problems in USVSs.
For USV, the method using the lidar to recognize obstacles learns from unpiloted [6] [7] . It has three major steps for obstacle detection and recognition, target extraction, target features and classification method. And the most important part in the method is the extraction of individual target. The specific steps: 1) Receiving Point Cloud Library (PCL) of the lidar; 2) Filtering the PCL and extracting single targets from PCL; 3) Combining the geometric characteristics of the target and k-Nearest Neighbor algorithm to achieve target detection. However, effective detection range of the lidar is within 200 meters. So limited by the effective detection range, this method may be only used on small size USVs. Furthermore, the approach fusing a pulse radar and a lidar has better performance [11] . The relative bearing and range information between a USV and nearby vessels is obtained using radar and lidar sensors, and their motion including the position, heading, and speed is estimated based on a dual filter structure using an extended Kalman filter. First, target objects are detected using both pulse radar and a 3D lidar by applying automatic feature extraction algorithms on their measurements. Second, the relative bearing and range information of the targets is obtained from the extracted features. Finally, the target motion is analyzed in a dual filter structure using an extended Kalman filter. So it has great performance in the effective detection range of the lidar. But beyond the effective range, this approach depends on the pulse radar only. However, the echo data of the pulse radar is sensitive to noise, so it is invalid basically. All in all, its robustness is very poor.
In addition, the scheme using remote sensing images (RS) to recognize target is effective[8] [9] . With the development of satellite technology, the resolution of remote sensing image (satellite camera) has reached 0.05 meters which is at an amazing level. And this method has great performance. However, time and money cost is unbearable to us. And another method uses a UAV (unmanned air vehicle) to follow USV, then transfers the images back to USV to recognize target [10] . It is clear that UAV have to follow the USV all the time and all the way. However, the UAV's load and endurance are very limited. So it is impossible to capture HD images to recognize the obstacles accurately and in real time.
Single Shot MultiBox Detector Model
The USV needs to recognize obstacles during the navigation and respond in time according to the obstacle information. Therefore, taking into account real-time requirement, it is necessary to improve the original model to meet these demands.
In the object detection filed, most methods are based on convolutional neural networks [21] and have got high accuracy. After years of development, the convolutional neural network has formed a series of classic networks, such as Lenet [12] , Alexnet [13] , VGG [14] , GooLeNet [15] , ResNet [16] and so on. Currently, the models used commonly and having good performance can be mainly divided into two types. One is based on the region proposal, including R-CNN [17] [24] series(R-CNN, SPP-net [25] , Fast-RCNN [22] , Faster-RCNN [23] ). And another is based on end-to-end, without the region proposal, including YOLO series (YOLO [18] , YOLOv2 [19] ) and SSD [20] . These models' performance is shown in the following Table 1 . Detections Input iamge Fig. 1 The network of SSD model based on VGG-16 It is clear in the table, the accuracy of the RCNN series based on the region proposal is higher, and the accuracy of Faster-RCNN model reaches 85%, but the model costs 200ms to detect a picture, which means it cannot meet the real-time requirements. The accuracy of YOLO series based on end-to-end is a little lower, but it also reaches 78% and its detection speed has been greatly improved to 40fps. While the accuracy of SSD is 80%, the detection speed reaches 20fps. Considering the speed and accuracy, the SSD model is used as the object detection model in this paper.
Actually, the object detection task can be divided into two sub-tasks. The first is to classify, and then to locate (regression). The SSD model combines these two tasks, using a modified network based on VGG16 but removing the full connection layer. The network structure is shown in the Fig. 1 . And the parameters of the network are shown in the Table 2 . Obviously, compared with the VGG network structure, the SSD model removes the full-connection layer, which greatly reduces the amount of parameters (the large amount parameters of VGG is mainly caused by last full-connection layer). And the model using multiple continuous small-scale convolution processing instead of large-scale convolution processing makes the network performance better. As for marine object detection, we make the convolution layers (from Block4 to Block11) replaced by inception module [26] .
Obviously, compared with the VGG network structure, the SSD model removes the full-connection layer, which greatly reduces the amount of parameters (the large amount parameters of VGG is mainly caused by last full-connection layer). And the model using multiple continuous small-scale convolution processing instead of large-scale convolution processing makes the network performance better. As for marine object detection, we make the convolution layers (from Block4 to Block11) replaced by inception module [26] . Fig . 2 The network of inception The inception has three parts. The first part is followed by 1*1 convolution kernel, 3*1 convolution and 3*1 convolution. The second is followed by 3*3 average pooling and 1*1 convolution. The last is 1*1 convolution. Additionally, the inception do not change the size of input feature map. As for the
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Block4, the depth of input is 256, so we set the depth of inception module to 128, 96 and 32. The total depth is also 256, but the inception module reduces the parameter amount and improves the performance. Fig. 2 , the SSD model is divided into eleven blocks, and six blocks of them are used as the input of image classification and target location, which shows multiple scales of information for classification and location. Multiple scales make the network more adaptive and it could detect small object on shallow layers and large targets on deep layers.
According to the SSD model, the output of the block4, block7, block8, block9, block10, block11 layers are used to classify and locate. In order to classify and detect on six scales, we put fixed size box on every pixel in feature maps, and the number of box is 4 or 6. So every pixel has k*(4+4+2) outputs. It indicates that every pixel has k boxes, and every box has (4+4+2) outputs, including fixed box location, offset and confidence of every box. It is clear that the categoriesis 2 in this network and the location of actual object is the difference of fixed box location and offset. And the specific parameters of six blocks are shown in the Table 3 .
For the layer of block4, the output size of feature map is 38*38, and the number of box for each pixel is 4, so the box sizes are as follows. 
(2) And the most significant part is loss function, divided into two parts, including classification loss and location loss. 
Experiment
We train the modified model on our dataset collected from our testing USV and test the model during the navigation of USV on lake.
Dataset Generation
The main parameters and photoelectric detection equipment of the USV used in this test are shown in Fig. 3 . Fig. 3 The first is the USV used in the test, the total length is about 7.5 meters and the total displacement is 3.5 tons. The second is the photoelectric detection equipment, and the horizontal deflection angle is 360 degrees and the vertical is 60 degrees Considering that when USVs navigate in the ocean, the surrounding environment is relatively empty. In order to simplify the model, we set two categories of objects, ship and hill. And it is also in line with the actual situation. Based on this assumption, the obstacle objects contained in the training images are mainly ships and hills. During the actual navigation, most of the obstacles are ships. Therefore, we have collected images of various environments and situations. The training images used is about 6000 images totally, including about 1500 images of hill obstacle and 4500 images of ship obstacle. This distribution of data makes training images more in line with reality and may contribute to improve accuracy. Fig. 4 The images in the dataset the first is ship-obstacle the second is hill-obstacle After making the dataset, the pictures need to be annotated. The purpose of the object detection is to predict the location of the target in the picture, so the information marked in the picture is the location and object category for the training dataset. In this paper, only two categories need to be detected, hill and ship. The location of the object is saved in the format of (x, y, w, h). In this format, x and y represent the coordinates of the upper left vertex of the rectangle，and w and h represent the length and width of the rectangle containing the target. So the annotation format is (label, x, y, w, h).
Training
Next, we can train our modified model. We divide the dataset into three parts, 80% is for training, 10\% is for validation and 10% is for testing. In order to accelerate the training speed, GPU 1080Ti is used. During the training, the batch size is 16 for 500 epochs. The inintial learning rate is set to 0.0001, and is divided by 10 at 50% and 75% of the total number of training epochs. Considering that our dataset have few images, the initial weights are pretrained model weights based on COCO and we just do fine-tuning. After a few hours of training, the final average precision reaches 95% and stabilizes at 95% on validation and testing images. In order to further verify the performance of the model, we test on a testing USV. And the detection accuracy of the object in the actual scene reached 93.5%. Comparing with others, the results are shown in Table 4 . Obviously, the method based on UAV and BP network get the best accuracy but the time cost is much higher. Considering the speed and average precision, the SSD model is the most cost-effective. Fig. 5 The testing result The Fig. 5 shows the actual test image collected from the photoelectric investigation equipment on the test USV. The ship in the figure can be detected and the location prediction achieves a high accuracy. At the same time, the time cost of each picture (1280*760) is about 45ms which can meet the real-time requirements. Also, the model still need to be improved since there are many problems in the actual detection, like the effectiveness in detecting the small object which is shown in Fig. 6 . Fig. 6 The small object cannot be detected in the model
Testing

Conclusion
In this paper, we improve the original SSD model first, and then collect about 6000 images to train the model. At last, the improved model gets better performance, whether in accuracy or real-time. However, this method also has certain flaws. The photoelectric equipment is affected by the weather when collecting images. When it is in heavy fog, rain, snow and other low visibility weather, the model is powerless. In addition, it is unable to detect objects with small size. So it still requires a lot of work to achieve marine object detection in various environments, especially in harsh. And the dataset used to train the model is inadequate, just about 6000 images. If we could get more images and better images, the model would get much better performance.
