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Abstract
This is an extended version of my lecture at the LIII Cracow School
of Theoretical Physics in Zakopane in which I presented the results of
joint work with Piotr Bizon´ [1] concerning (in)stability of the three-
dimensional anti-de Sitter spacetime.
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1 Introduction
General Relativity is the theory of space, time, and gravity formulated by
Einstein in 1915. In this theory, the spacetime is a differential manifold with
a Lorentzian metric gαβ which satisfies the Einstein equations
Rαβ − 1
2
gαβR + Λgαβ = κTαβ .
Here Rαβ is a Ricci tensor, R is a Ricci scalar, Tαβ is the stress-energy
tensor of matter, and Λ is a cosmological constant. These equations form
a very complicated system of partial differential equations for the metric
components.
The simplest, but physically very important, case one can consider is
a vacuum solution describing an empty universe with no matter present
(Tαβ = 0). Among vacuum solutions there are three distinguished maxi-
mally symmetric spacetimes: Minkowski (Λ = 0), de Sitter (Λ > 0, and
Anti-de Sitter (AdS) (Λ < 0). These solutions play very important roles in
theoretical physics. The Minkowski spacetime is a background for all phys-
ical theories in which gravitational effects can be neglected. The de Sitter
solution describes an expanding universe and appears in cosmology both as
a model of the early universe (inflation) and a candidate for the late time at-
tractor. Finally, the AdS spacetime plays a prominent role in the AdS/CFT
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correspondence which conjectures a duality between two physical theories:
gravity in the AdS bulk and a conformal quantum field theory living on the
AdS boundary.
An important question concerning these spacetimes is the question of
their stability. The nonlinear stability was established for Minkowski by
Christodoulou and Klainerman in 1993 [2] and for de Sitter by Friedrich in
1986 [3]. However, for AdS the problem of stability remains open. Some of
the reasons why this problem is so difficult will be explained below.
2 Anti-de Sitter spacetime
The (d+1) dimensional Anti-de Sitter (AdSd+1) spacetime is the unique max-
imally symmetric solution to the vacuum Einstein equations with a negative
cosmological constant. It is a Lorentzian analogue of the hyperbolic space,
just as Minkowski is an analogue of the Euclidean space. Geometrically,
AdSd+1 can be defined as the d+ 1 dimensional quadric
−U2 − V 2 +
i=d∑
i=1
X2i = −ℓ2
embedded in the space with the metric
ds2 = −dU2 − dV 2 +
d∑
i=1
dX2i .
Here ℓ is the length scale usually referred to as the AdS radius. We introduce
the parametrization
U =
√
r2 + ℓ2 sin(t/ℓ),
V =
√
r2 + ℓ2 cos(t/ℓ),
X = rω,
where ω is the parametrization of d−1 dimensional sphere. Then, the induced
metric on the quadric takes the form
ds2 = −
(
1 +
r2
ℓ2
)
dt2 +
(
1 +
r2
ℓ2
)
−1
dr2 + r2dω2Sd−1, (1)
3
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Figure 1: A conformal diagram for AdS (the angular dimensions are sup-
pressed). The line represents a light ray sent outwards from the center. The
ray gets to infinity in time t = π/2. The question mark is meant to indicate
that in order to determine the behaviour of the light ray (for example its
polarization) for times t > π/2 one has to prescribe boundary conditions at
I.
where dω2
Sd−1
is the metric on the (d−1)-dimensional sphere. Simple calcula-
tion shows that the metric (1) solves the vacuum Einstein equations with Λ =
− 2
d(d−1)ℓ2
. The time coordinate t is periodic but it can be ’unrolled’ by pass-
ing to the universal covering space and then it has the range t ∈ (−∞,+∞).
The AdS spacetime has some counterintuitive properties. To see that it is
convenient to introduce a compactified variable x = arctan(r/ℓ) ∈ [0, π/2).
Then the AdS metric (1) becomes
ds2 =
ℓ2
cos2 x
(−dt2 + dx2 + sin2 xdω2Sd−1) .
From this one sees that AdS is conformal to one half (say, the northern
hemisphere) of the Einstein static universe. The conformal boundary at
x = π/2, denoted hereafter by I, is the timelike cylinder R× S2. For better
understanding of the causal structure of AdS, we show its conformal diagram
in Fig. 1.
The conformal infinity of AdS is timelike and null rays can reach it in
finite proper time of the central observer. Therefore, in order to determine
the time evolution of waves propagating in this spacetime, it is not sufficient
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to specify initial data on a spacelike hypersurface t = const but, in addition,
one has to prescribe boundary conditions at the conformal infinity I. In
other words, AdS is not globally hyperbolic.
It follows from the above that the mechanism reponsible for the stability
of the Minkowski spacetime - dissipation of energy by dispersion - is absent in
AdS, because for no flux boundary conditions I acts as a mirror and energy
cannot escape from it. The perturbations propagating outwards bounce back
to the bulk leading to complicated nonlinear wave interactions understanding
of which is the key to the problem of stability of AdS.
A first step towards understanding this problem was done by Bizon´ and
Rostworowski [4] who studied numerically and perturbatively a self-gravitating
massless scalar field in 3+1 dimensional asymptotically AdS spacetime. They
showed that for a large class of arbitrarily small perturbations of AdS4 a black
hole forms after a time of order O(ε−2), where ε is the size of initial data. On
the basis of nonlinear perturbation analysis they conjectured that this insta-
bility is due to the resonant transfer of energy from low to high frequencies.
This mechanism is reminiscent of the turbulent energy cascade observed in
fluids dynamics. Concentration of energy on finer spatial scales leads to grav-
itational collapse (black hole formation is the analogue of the viscous cut-off
for fluids). Later, this result was extended in a straightforward manner to
higher dimensions d > 3 [5] and verified and generalized to more general
models [6, 7, 8, 9]. In particular, the existence of time-periodic solutions was
shown in [8, 9].
Somewhat surprisingly, the analogous problem in three dimensions seems
more difficult. In the following I will present the results of my recent joint
work with Piotr Bizon´ [1] in which we studied numerically the evolution of
small perturbations AdS3. Before presenting this work, I discuss some dis-
tinctive features of three-dimensional gravity which are necessary in under-
standing why the problem of stability of AdS3 is different from the analogous
problem in higher dimensions.
3 Three-dimensional gravity
Although the three-dimensional gravity is not physical, it serves as an in-
teresting toy model which helps us to understand which features of general
relativity depend crucially on our world being four-dimensional. It is also an
interesting playground for studies of quantum gravity.
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Let me first explain what makes Einstein equations in three dimensions
special from the PDE viewpoint. As any scale invariant system, Einstein
equations can be classified according to the scaling properties of energy E →
λαE under the dilation x → x/λ. The degree α defines the criticality class
of the equation. The equation is said to be subcritical if α < 0, critical if
α = 0, and supercritical if α > 0. This classification is a basis of a heuristic
principle according to which solutions of subcritical evolution equations are
globally regular in time, whereas solutions of supercritical equation develop
singularities in finite time. In the case of Einstein equations the degree
α = d − 2, hence the dimension d = 2 is critical. Another way to see that
is to look at the dimension of the Newton constant: [G] = M−1Ld−2. Thus,
only in d = 2 we have a mass scale given by 1/G.
To see why the three-dimensional gravity is special geometrically, recall
that in n dimensions the Riemann curvature tensor has n
2(n2−1)
12
independent
components while the Ricci tensor has n(n − 1) independent components.
Thus, in three dimensions both the Riemann and Ricci tensors have 6 in-
dependent components and, in fact, the Riemann tensor can be expressed
by the Ricci tensor. Consequently, it follows from Einstein equations that
spacetime is flat where no matter is present. In other words, there are no
gravitational waves in three dimensional gravity.
The pioneering studies of three-dimensional gravity (without the cosmo-
logical constant) were done 50 years ago by Staruszkiewicz [10] and presented
by him at the III Cracow School of Theoretical Physics in Zakopane in 1963.
Staruszkiewicz solved the static n-body problem for a collection of point
masses. His construction goes as follows. A general static, circularly sym-
metric metric has the form
ds2 = −e2A(r)dt2 + e2B(r)dr2 + r2dϕ2,
where 0 ≤ r ≤ +∞, 0 ≤ ϕ < 2π. A simple calculation shows that Rµν = 0
implies that A = const, B = const. Without a loss of generality one can
choose A = 0. Then, the metric produced by a point particle is
ds2 = −dt2 + e2Bdr2 + r2dϕ2, (2)
which by the transformation R = reB,Φ = ϕe−B gives the flat metric
ds2 = −dt2 + dR2 +R2dΦ2
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with the deficit angle: 0 ≤ Φ < 2πe−B < 2π (assuming that B > 0, which
corresponds to a positive mass). The spatial surface t = const is a cone.
It is obtained by cutting a wedge out of a Euclidean space and gluing the
edges together. The missing part of the space is described by the deficit
angle corresponding to the mass of the particle. Schematically this is shown
in Fig. 2.
M
A B
α αdeficit angle
Figure 2: A point particle is denoted by M . A wedge is cut out of the plane
and the edges MA and MB are glued together to get a cone. The angle
deficit corresponds to a mass of the particle. This shows that even though
the spacetime is flat outside of M , the presence of the point mass globally
influences the geometry. The motion of a test particle in a such geometry is
illustrated with the dashed line. The points where this line meets the edges
are identified after gluing.
Staruszkiewicz showed that the above solution can be constructed geo-
metrically. Let ds2 = du2 + dv2 be the metric on the cone. In terms of the
complex variable w = u+ iv this becomes ds2 = dwdw¯. The transformation
w = z1−
α
pi , where 2α is the deficit angle connects the edges and brings the
metric into the following form (in polar coordinates)
ds2 = −dt2 +
(
1− α
π
)2
r−
2α
pi (dr2 + r2dφ2),
where 0 ≤ r ≤ ∞ and 0 ≤ φ < 2π. From this form of the metric it is obvious
that it is singular at r = 0. By another coordinate transformation it can
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be shown that it is equivalent to the the metric (2). This approach has the
advantage that it can be naturally generalized to the case of n point masses
[10] (see also [11]).
3.1 Preliminaries
Following [4, 5], in [1] we consider a simple asymptotically AdS solution in
three dimensions, namely a self-gravitating spherically symmetric real mass-
less scalar field. The dynamics of this solution is governed by the system of
Einstein equations and the wave equation for the scalar field
Gαβ + Λgαβ = κTαβ , g
αβ∇α∇βφ = 0 , (3)
where Tαβ = ∂αφ∂βφ− 12gαβ(∂φ)2 is the stress-energy tensor of the scalar field
and Λ < 0 is the cosmological constant. As a simplifying assumption, we
assume the circular symmetry for the scalar field φ = φ(τ, r) and the metric
ds2 = −A˜e−2δ dτ 2 + A˜−1dr2 + r2 dϕ2 , (4)
where A˜ and δ are also functions of (τ, r) only. Substituting the ansatz (4)
into (3) we get
∂τ
(
A˜−1eδ∂τφ
)
=
1
r
∂r
(
rA˜e−δ∂rφ
)
, (5)
for the wave equation and
∂rδ = −κ r S , (6)
∂rA˜ = −κ rA˜ S − 2Λr, (7)
∂τ A˜ = −2κ r A˜ ∂τφ ∂rφ , (8)
for the Einstein equations, where S = A˜2e−2δ(∂tφ)
2 + (∂rφ)
2. It is easy to
check that in a vacuum (φ = 0) this system has a family of static solutions
δ = 0, A˜ = 1−M + r2/ℓ2 (9)
parametrized by the constant M . This family includes the pure AdS space-
time for M = 0. The solutions (9) for M ≥ 1 are known as BTZ black holes
[12]. The solutions with 0 < M < 1 have a conical singularity at r = 0 which
can be viewed as being due to the presence of a point particle in the origin,
same as described in [10]. Let us point out that the solution (9) is a special
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case of the AdS-Schwarzschild family of solutions of the vacuum Einstein
equations with the negative cosmological constant in (d+ 1) dimensions
ds2 = −
(
1− M
rd−2
+
r2
ℓ2
)
+
(
1− M
rd−2
+
r2
ℓ2
)
−1
dr2 + r2dω2Sd−1. (10)
Note that in d ≥ 3 the mass M of the black hole can be arbitrarily small
while in d = 2 black holes exist only for M ≥ 1, hence there is a mass gap
between AdS3 and the lightest black hole, which is an extreme BTZ black
hole with M = 1. The existence of this finite energy threshold for black hole
formation in three-dimensional gravity will play a crucial role in our analysis.
If we neglect the cosmological constant in (7) and (6) we get
∂rA˜ = −κ rA˜ S, (11)
∂rδ = −κ r S. (12)
Multiplying (12) by A˜ and subtracting it with (11) one gets ∂r(A˜e
−δ) = 0,
which together with the boundary conditions A˜(τ, 0) = 1 and δ(τ, 0) = 0
leads to A˜e−δ ≡ 1. Therefore, Eq.(5) is reduced to the radial wave equation
in a flat spacetime. For any finite-energy solution of this equation, we can
integrate Eq.(7) to get
A˜(τ, r) = exp
(
−κ
∫ r
0
S(τ, r′)r′dr′
)
.
Thus, A˜(τ, r) can never reach zero and therefore no apparent horizon can
develop during the evolution1. This is a special case of a general result by
Ida [13] who proved that in three-dimensional gravity with zero cosmological
constant the existence of trapped surfaces is excluded.
For further analysis, especially for numerical simulations, it is convenient
to define dimensionless coordinates (t, x) ∈ (−∞,∞) × [0, π/2) by τ = ℓt
and r = ℓ tanx and a new metric function A = (1 + r2/ℓ2)−1A˜. Then, the
metric (4) takes the form
ds2 =
ℓ2
cos2x
(−Ae−2δdt2 + A−1dx2 + sin2x dϕ2) . (13)
1Let us recall that the apparent horizon is defined by the condition gαβ∂αr∂βr = 0,
which for the metric (4) gives A˜ = 0.
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Further, we use a unit of mass such that κ = 1 and a unit of length such
that ℓ = 1. We introduce auxiliary variables Φ and Π defined by Φ = φ′ and
Π = A−1eδφ˙ (using ′ = ∂x and
· = ∂t) and rewrite the wave equation (5) in
the first order form
Φ˙ = (Ae−δΠ)′, Π˙ =
1
tanx
(tanxAe−δΦ)′ , (14)
The system of Einstein equations (6-8) becomes
δ′ = − sin x cosx(Π2 + Φ2), (15)
A′ = − sin x cosxA(Π2 + Φ2) + 2 tanx (1− A), (16)
A˙ = −2 sin x cos x e−δA2ΠΦ . (17)
To get a well-posed initial-value problem, the above equations need to be
supplemented by suitable boundary conditions [14]. Smoothness at the center
implies that near x = 0 the fields behave as follows
φ(t, x) = f0(t) +O(x2), δ(t, x) = O(x2),
A(t, x) = 1 +O(x2), (18)
where we used the normalization δ(t, 0) = 0 so that t be the proper time at
the center. Near spatial infinity we assume that (using ρ = π/2− x)
φ(t, x) = f∞(t)ρ
2 +O(ρ4), δ(t, x) = δ∞(t) +O(ρ4),
A(t, x) = 1−Mρ2 +O(ρ4), (19)
where the power series are uniquely determined by a constant M and func-
tions f∞(t) and δ∞(t). These fall-off conditions ensure that the mass function
m(t, x) := (1−A)/ cos2x has a finite time-independent limit limx→π/2m(t, x) =
M which can be interpreted as the total mass.
Our goal was to solve the initial-boundary value problem for the above
equations for small initial data and determine an endstate of the evolution.
Due to the presence of the mass gap, small enough perturbations of AdS3
cannot evolve into a black hole, therefore we are left with dichotomy: global
existence in time or a naked singularity formation. Before presenting the
results of our investigations, let me describe our methodology which is a
combination of analytic spectral methods and numerical simulations.
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4 The analyticity strip method
The problem of global-in-time regularity of solutions is very hard for many
nonlinear evolution equations. Some insight regarding a possibility of singu-
larity formation can be gained from numerical simulations. Such simulations
are notoriously difficult in the case of so called weakly turbulent dynamics
which is characterised by the energy transfer from low to high frequencies.
As the weakly turbulent solutions develop finer and finer spatial scales any
numerical simulation eventually breaks down because of the loss of spatial
resolution. Nevertheless, numerical simulations combined with a clever spec-
tral technique called the analyticity strip method, introduced in [15], can
help predict if a singularity occurs in finite time or not. In this paragraph,
we briefly present the main concepts behind this method.
The idea of the analyticity strip method is based on the relation between
the analytic properties of a complex function and the large wavenumber
behaviour of its Fourier transform. Consider a real function u(t, x) to be
a solution to an evolution equation starting from some real analytic initial
data. Let u(t, z) to be its extension to the complex z-plane. Typically,
u(t, z) will have singularities in the complex plane. Let z∗ = x∗ + iρ be
the location of the singularity which is closest to the real axis. Thus, the
imaginary part ρ measures the width of a strip around the real axis which
is free of singularities. As the solution evolves, the width ρ(t) evolves as
well. If it goes to zero in a finite time, then the complex singularity hits the
real axis and the solution u(t, x) becomes singular, otherwise the solution
remains real analytic. By monitoring the time dependence of ρ(t) one can
thus predict or exclude a finite time blowup. What makes this method very
useful in numerical calculations, is the fact that the value of ρ is encoded in
the behaviour of Fourier coefficients for large wavenumbers
uˆk ∼ |k|µe−ρkeix∗k for k → +∞, (20)
where µ is connected with the order of the pole at z∗ and k is the wavenumber.
The derivation of (20) can be found in [16]. It is assumed that singularities
are isolated points. It follows from (20) that ρ(t) can be determined by
fitting an exponential decay to the tail of the numerically computed Fourier
spectrum.
As every numerical method, the analyticity strip method has some lim-
itations. When the width of analyticity becomes too small in comparison
with the mesh size, then the uncertainty of the position of the singularity is
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of the same order as its distance from the real axis and the results are no
longer reliable. Such a situation occurs when ρ(t) decreases to zero in time.
When it stays bounded away from zero, then the time integration can be
carried on for arbitrarily long times. Another problem is due to the fact that
numerically we can include only finitely many wavenumbers up to some cut-
off kmax. Fortunately, it turns out that the fit of ρ is only weakly dependent
on the ultraviolet cut-off, provided that kmax is large enough.
Let us illustrate the analyticity strip method with an example. This
example is academic because ρ(t) can be calculated analytically but it helpful
in understanding different notions of stability.
Example Consider the following hyperbolic equation for u(t, x)
∂tu = x∂xu+ αu
2,
where α is a nonegative constant. Let us take an initial datum
u(0, x) =
ǫ
1 + x2
,
which has complex singularities at x = ±i. The corresponding solution can
be easily obtained by the method of characteristics
u(t, x) =
ǫ
1 + e2tx2 − αǫt. (21)
Its Fourier transform in space is given by
uˆ(t, k) =
ǫπe−t√
1− ǫαtH(k) exp(−k e
−t
√
1− ǫαt︸ ︷︷ ︸
ρ(t)
) + (k ↔ −k). (22)
It follows from (21) that for α > 0 the solution blows up at x = 0 at time
T = 1/ǫα. In (22) this is reflected in ρ(T ) = 0. For α = 0 the solution
is globally regular and ρ(t) = e−t. This exponential decay of the width
of analyticity is characteristic for the weakly turbulent dynamics and has
important consequences regarding the stability. To see this, consider the
Sobolev norms given by
||u(t)||2
H˙s
=
+∞∫
−∞
(∂sxu)
2dx = e(2s−1)t ||u(0)||2
H˙s
.
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For s = 0 the norm goes to zero as t → ∞ which means that the zero
solution is L2 asymptotically stable. However, for s > 1
2
the norms grow
exponentially in time which means instability. This example illustrates that
stability properties may be sensitive to the choice of the norm which measures
the size of perturbations.
5 Spectral properties
The first step in determining stability of an equilibrium solution of an evo-
lution equation is to analyze its linear stability. It is done by linearizing the
equations around this solution. In the case at hand, we need to linearize the
system (14)-(17) around the AdS3 solution A = 1, δ = 0, φ = 0. This gives
just the wave equation on the pure AdS3 background
φ¨+ Lφ = 0 , L = − tan−1 x ∂x(tanx ∂x) . (23)
This equation is a special case of the master equation for various linear
perturbations of AdS: scalar, electromagnetic and gravitational, which were
studied in detail by Ishibashi and Wald [17]. The operator L is self-adjoint on
the Hilbert space L2([0, π/2], tanx dx). Eq.(23) can be solved by the standard
separation of variables. One finds that the eigenvalues of L are given by
ω2k = (2+2k)
2, where k = 0, 1, . . . , and the corresponding eigenfunctions are
the Jacobi polynomials in cos 2x
ek(x) = 2
√
k + 1 cos2 xP 0,1k (cos 2x).
These eigenfunctions are orthonormal with respect to the inner product
(f, g) :=
π/2∫
0
f(x)g(x) tanx dx.
The distance between the successive eigenfrequencies is constant which means
that, in the PDE terminology, the spectrum if fully resonant. It is believed
that this property lies at the root of the weakly turbulent instability of AdS
[4, 6, 9]. In order to quantify the shift of energy from low to high frequencies
we introduce the projections
Φk := (
√
AΦ, e′k), Πk := (
√
AΠ, ek). (24)
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Then, using the fact that the derivatives of eigenfunctions fulfill the orthogo-
nality relation (e′i, e
′
j) = ω
2
i δij , the total mass can be expressed as the Parseval
sum:
M =
1
2
pi
2∫
0
(
AΦ2 + AΠ2
)
tan xdx =
∞∑
k=0
Ek =
∞∑
k=0
Π2k + ω
−2
k Φ
2
k, (25)
where Ek can be interpreted as the energy concentrated in the k-th mode.
6 Description of numerical methods
In this section I describe the numerical methods used in [1] to solve the
system (14)-(17).
The system (14)-(17) is overdetermined, so we have a choice of updating
the metric function A(t, x) either by the momentum constraint (17) or the
Hamiltonian constraint (16). These two choices lead to so called free or con-
strained evolution schemes, respectively. We used the constrained evolution
scheme because it is more stable. We use the standard method of lines which
in our case works as follows: we approximate spatial derivatives in equations
(14) using a fourth-order finite difference scheme and then we use the classi-
cal fourth-order Runge-Kutta method to integrate equations in time. After
every elementary time step we update metric variables A and δ by solving
equations (15) and (16). Additionally, we impose the boundary conditions
(18) and (19). To remove high frequency instabilities we add Kreiss-Oliger
dissipation. The momentum constraint (17) was used to monitor the accu-
racy of computations. We also performed convergence tests , which for finite
difference methods work as follows. Given a numerical solution Φn computed
on a grid with 2n grid points, one defines the convergence factor
Qn =
||Φn − Φn+1||
||Φn+1 − Φn+2|| (26)
where ||.|| is any suitable norm, for instance the ℓ2 norm as used here. By
the Richardson lemma, for a convergent finite-difference method of order N
this quantity is equal to 2N , hence in our case it should be 24. All numerical
results presented in this work were obtained for the initial data of the form
φ(0, x) = ε exp(− tan2x/σ2) , φ˙(0, x) = 0 (27)
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Figure 3: Runs for convergence tests were performed on grids with 2n points
for n = 10, . . . , 16 (for the initial data (27) with ε = 0.3). The plot shows
log2Qn as a function of time. The horizontal dashed line depicts the deviation
by 7% from the expected value 4. It is seen that the time after which the
convergence is lost scales approximately linearly with n.
with width σ = 1/32 and numerous small amplitudes ε. The results of
convergence test for these data are presented in Fig. 3.
Numerical simulations of turbulent phenomena are very difficult due to
the fact that the energy concentrates on smaller and smaller spatial scales
and after some time solutions cannot be properly resolved. This causes the
loss of convergence after some ’reliability time’, as shown in Fig. 3. On the
one side, we need fine spatial resolution to resolve small scales developing
during evolution; on the other side, the computational complexity of the
numerical method is O(k2), where k is the number of grid points which
means that doubling the number of grid points makes the simulation time
roughly four times longer. To achieve a balance between the spatial resolution
and duration of simulations, we monitor results obtained on grids with 2n
and 2n−1 points and refine the entire spatial grid when the difference exceeds
some tolerance level. This method is numerically expensive but very stable
and provides an error control. In our simulations we started from grids with
212 points and allowed for four levels of refinement. By extrapolation, we
estimate that the reliability time for the smallest amplitude ε = 0.3 and the
15
highest resolution of 216 points is 230. Consequently, in our analysis we did
not use the data simulated for longer times.
7 Numerical results for small perturbations
of AdS3
In [4, 5] it was found that small perturbations of AdSd+1 for d ≥ 3 generi-
cally evolve into a black hole. This instability of AdS has been conjectured
to be caused by the resonant transfer of energy to high frequencies. As I ex-
plained above, in three dimensions the black hole formation is excluded for
small enough perturbations, hence we face a dichotomy: global-in-time reg-
ularity or singularity formation in finite time. Here I summarize the results
of numerical simulations [1] which indicate that solutions remain globally
regular.
We numerically solved the initial-boundary value problem for the system
(14)-(16) with the boundary conditions (18),(19) and the initial data (27).
The amplitudes ε were chosen so that the total mass M ≪ 1.
The most important quantitative characterisctics of any turbulent phe-
nomenon is the energy spectrum. To get the distribution of the total energy
between modes of a linearized equation, we have to project Φ and Π us-
ing (24) at some chosen moment of time t and from (25) calculate Ek for
k < kmax. In Fig. 4 we present results of this procedure for ε = 0.3. It is
seen that higher and higher frequencies are excited during evolution (com-
paring this with an analogous plot of the energy spectrum in [18], we see
that the energy transfer is slower in higher dimensions). Approximately 40
modes are excited initially, whereas at t = 230 all modes up to kmax = 1000
participate in the evolution.
According to the analyticity strip method, energy for large wave numbers
behaves as follows
Ek(t) = C(t) k
−β(t)e−2ρ(t)k , (28)
where we assume that parameters C, β, ρ are time-dependent. Fig. 4 confirms
that the energy spectrum exponentially decays for large k. By fitting the
formula (28) to the data, we determined the time dependence of parameters.
We focus on the parameter ρ because it serve as the key indicator of the loss
of regularity. We find that δ(t) is always bounded away from zero and after
16
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Figure 4: Energy spectra at t = 0, t = 100 and t = 230 for ε = 0.3. The total
mass of this data is equal to M = 0.044. We present the data in lin-log scale
to better demonstrate the exponential decay of the tail of the spectrum for
high frequencies. The fit of the formula (28) in the interval 10 < k < 1000
to the data at t = 230 is depicted by the black dotted line.
some time it decreases exponentially with a characteristic decay time T
ρ(t) = ρ0 e
−t/T . (29)
The evidence for (29) is shown in Fig. 5. The constant ρ0 is independent
of the amplitude of initial data and the time T is proportional to ε−2. The
width of analyticity is of the order of hundred grid steps at the reliability
time, which reassures us that the results are trustworthy. In Fig. 5 we
present also a fit to the numerical data. A good agreement suggests that
this behaviour could be extrapolated to longer times beyond 230, however
higher resolution simulations would be helpful to feel more confident about
this extrapolation. Anyway, we get no indication that the solution becomes
singular. The exponential decay of the width of analyticity strip indicates
the gradual loss of regularity of solutions.
We also studied the behavior of Sobolev norms to test the stability of the
solutions. Fig. 6 gives numerical evidence for instability of AdS3 where we
study the behaviour of the maxima of the second homogenous Sobolev norm
H˙2 defined as H˙2 = ||φ′′(t, x)||2. It turns out that after an initial flat period,
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Figure 5: Fitting the formula (28) to the energy spectra gives the time depen-
dence of the width of analyticity ρ(t), which is shown in this plot. Simulations
were performed for the same initial data as in Fig.4. The fit of the exponential
decay, given by (29), (depicted by the dashed line) gives ρ0 = 0.09, T = 63.4.
Changing the fitting interval for k when fitting (4) to the energy distribution,
does not influence the results for ρ0 and T much.
the maxima of H˙2 start growing exponentially, as could be guessed from (28)
by dimensional analysis. The time of onset of the exponential growth scales
as ε−2 as shown on the an inset in Fig. 6. Higher Sobolev norms exhibit a
similar exponential growth.
8 Final remarks
Numerical simulations for initially small scalar perturbations of AdS3 per-
formed in [1] indicate that such perturbations give rise to solutions which
remain globally regular in time. However, their higher Sobolev norms grow
exponentially, which means that the solutions gradually lose smoothness by
developing finer and finer spatial scales as t→∞. Such process is called weak
turbulence and has been known in fluid dynamics (for example, the proof of
weak turbulence for the incompressible Euler equations in two spatial dimen-
sions can be found in [19, 20]). It is widely believed that weak turbulence is
a common feature for many nonlinear wave equations in bounded domains,
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Figure 6: This fgure presents time evolution of the L2-norm of the second
spatial derivative H˙2 = ||φ′′(t, x)||2 for the initial data with three different
amplitudes: ε = 0.3, 0.3
√
2, 0.6. H˙2 rapidly oscillates in time, so for clarity,
only local maxima in time are plotted. Results are presented in lin-log scale
to show the exponential growth of the norm. In the inset, the curves corre-
sponding to three different amplitudes ε are rescaled according to t → ε2t
and H˙2 → H˙2/ε2. After such rescaling, all three curves coincide. Despite of
the growth of the Sobolev norm, we do not get any sign that the solution
loses smoothness.
however the rigorous results in this matter are extremely rare [21, 22, 23, 24].
For Einstein equations the weakly turbulent dynamics is possible only in three
dimensions, because in higher dimensions the energy transfer is cut off by a
black hole formation.
We discussed only small perturbations of AdS3 with the total massM ≪ 1
but we observed very similar behaviour for a variety of subcritical initial data.
We believe that all solutions with M < 1 are globally regular in time but
higher resolution numerical simulations would be very helpful in validating
this conjecture.
Another interesting open problem to be adressed is the threshold for a
black hole formation at M = 1. Such a finite energy threshold for a blowup
is typical for nonlinear wave equations in critical dimensions. Some light
on the near critical dynamics was shed in numerical studies done in [25].
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Nevertheless, the critical solution remains still not well understood [26].
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