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ABSTRACT 
Time series satellite observations of land surface properties, like Land Surface Temperature (LST), 
often feature missing data or data with anomalous values due to cloud coverage, malfunction of 
sensor, atmospheric aerosols, defective cloud masking and retrieval algorithms. Preprocessing 
procedures are needed to identify anomalous observations resulting in gaps and outliers and then 
reconstruct the time series by filling the gaps. Hourly LST observations, estimated from radiometric 
data acquired by the Single channel Visible and Infrared Spin Scan Radiometer (S-VISSR) sensor 
onboard the Fengyun-2C (FY-2C) Chinese geostationary satellite have been used in this study 
which cover the whole Tibetan Plateau from 2008 through 2010 with a 5×5Km spatial resolution. 
Multi-channel Singular Spectrum Analysis (M-SSA), an advanced methodology of time series 
analysis, has been utilized to reconstruct LST time series. The results show that this methodology 
has the ability to fill the gaps and also remove the outliers (both positive and negative). To validate 
the methodology, we employed LST ground measurements and created artificial gaps. The results 
indicated with 63% of hourly gaps in the time series, the Mean Absolute Error (MAE) reached 2.25 
Kelvin (K) with  R2 = 0.83. This study shows the ability of M-SSA that  uses temporal and spatio-
temporal correlation to fill the gaps to reconstruct LST time series.    
INTRODUCTION 
Land surface temperature (LST) is the most critical land surface property to assess the partition of 
available energy between sensible and latent heat flux. In many hydrological budget calculations, 
daily values of evaporation are needed and in some case diurnal variations of ET are considered. 
Estimation of daily evaporation is usually done with instantaneous satellite observations of land 
surface temperature and other land surface variables and by extrapolating the instantaneous 
evaporation over a day, relying on the hypothesis of a constant evaporative fraction (1, 2, 3).  
Remote sensing time series data, which focus on the land surface properties like land surface 
temperature (LST), often features missing data and outliers, spatially and temporally. Missing data 
means no valid surface observations due to cloud coverage and/or malfunction of sensor. Outliers, 
abnormal values compared to adjacent observations in a time profile, are categorized in two 
different types; positive and negative. They show up either as a measured value much higher or 
lower than acceptable values for that property; (e.g. NDVI values of more than 1) or as a measured 
value which is not  comparable to adjacent values in time and space; (e.g. a sudden increase of a 
single LST value in a hourly sampled temporal profile).  In thermal remote sensing, clouds and 
atmospheric aerosols usually absorb some part of the emitted thermal energy coming from the sun 
and the earth. They also emit thermal infrared energy as the temperature of clouds which usually is 
much lower than the underlying ground, so when the cloud masking algorithm does not detect 
clouds correctly, then we observe the temperature of a cloud, and see some negative outliers.  
The geostationary satellites with their frequent observations during a day (i.e. 15 minutes to hourly 
observations) make surface observations more likely. As described above, the quality, spatial and 
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temporal consistency of time series of remotely sensed LST data are degraded by the number, 
size, distribution and continuity of gaps, so that a given point at the surface may be observable just 
10% of the time. The problem will be more complicated when a data set includes both gaps and 
outliers. To fill the gaps and remove the outliers, a number of methods have been developed and 
successfully applied in some cases. 
Some examples include using Fast Fourier Transform (FFT) and Harmonic Analysis of Time Series 
(HANTS) algorithm (4,5,6). Jia et al. (7) applied HANTS algorithm to create gap-filled ET estimated 
using MODIS data. Julien et al. (8) utilized HANTS for time series of yearly mean LST to obtain 
cloud-free time series and their results confirmed the usefulness of it for LST analysis. Even 
though, the HANTS algorithm has been tested for different kind of applications, still there are some 
limitations when it deals with large, continuous gaps. Jia.et al. (9) used Temporal Similarity-
Statistics (TSS) methods to find some initial values for HANTS when large continuous gaps exist in 
MODIS NDVI data using available historical data for each pixel. But, when the historical data also 
have gaps the TSS method does not solve the problem, because this method considers only 
temporal correlation between observations to fill the gaps. 
In this work, we used the iterative form of Singular Spectrum Analysis (SSA) for both single 
channel variable (considering only one time profile) and Multi-channel (M-SSA) which consider 
series of time profiles. This is considered an advanced methodology which uses both temporal 
(SSA) and spatio-temporal (M-SSA) correlation to fill the gaps especially for continuous gaps. 
Singular spectrum analysis originally developed by (10) and proposed by (11,12) to be used for 
gap filling of time series data. In a dynamic system (e.g. diurnal variation of LST), individual pixel 
values in time, represent the outcome of the interaction among all radiative and turbulent energy 
exchange processes. Therefore, the evolution of whole records in time often have both regular 
(cycles) and irregular (noise) components.  Using this idea, this method uses Empirical Orthogonal 
Functions (EOFs) to extract information from short and noisy time series without initial knowledge 
of the dynamic processes affecting the underlying time series (11). As in many time series data, a 
few leading components capture most variance in data sets while the rest is considered as noise. 
The objective of this paper is to evaluate the usefulness of SSA and M-SSA to identify gaps and 
remove outliers to reconstruct gap-free hourly time series satellite observation of land surface 
temperature. The main questions are whether it is possible: to utilize SSA and M-SSA to 
reconstruct diurnal variation of LST; to identify and fill the gaps; to identify and remove the outliers 
and to validate the results. 
METHODS 
The study area is the Tibetan Plateau which is the highest plateau in the world, located in the 
center of Asia (Figure 1). The Tibetan Plateau lies between the Himalaya Mountains to the south 
and the Taklimakan Desert to the north. Top-left corner of the study area is 39°19'39.37"N, 
64°12'12.26"E and the bottom-right corner is 24°51'12.62"N, 107°2'48.11"E. It occupies an area of 
around 7.5 million square kilometers. It has an average elevation of 4,500 meters. In this research, 
we used land surface temperature (LST) extracted (13) from Single channel Visible and Infrared 
Spin Scan Radiometer (S-VISSR) sensor onboard the Fengyun-2C (FY-2C) spin-stabilized 
geosynchronous meteorological satellites (14). It has one visible (VIS) channel and four infrared 
(IR) channels. Temporal and spatial resolution of LST data is hourly and 5×5 kilometers 
respectively. The data set covers the whole area in Figure 1 for the time period from the 1th 
January 2008 until 31th December 2010. There are four stations in Tibetan Plateau which measure 
meteorological, soil and flux data. The ground measurement data, used in this study, is from the 
Yingke station which measure land surface temperature every 10 minute from 2008-2010. The 
Latitude and Longitude are 38° N and 100.23°E respectively with an elevation of 4147 meters. 
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Figure 1: Tibetan plateau study area 
The concept of Multi and singular spectrum analysis is briefly described as follow:  
First, we consider the univariate case which only uses temporal correlation in reconstruction of 
time series and later we consider the generalized form of SSA in the multivariate case which uses 
both spatial and temporal correlation. The whole work flow of SSA gap-filling and smoothing 
algorithm is illustrated as follows based on (15): 
Step1: A single scalar time series  is embedded into a multidimensional 
trajectory matrix of lagged vectors  where and each lagged vector 
is defined as ; . This trajectory matrix contains the complete 
record of patterns presented within a window of size . By selecting a large number of window 
size, more information about the basic pattern of the time series will be captured. A small value of 
window size enhances the statistical confidence at the final results (16), since the structure of time 
series will be captured repeatedly (17). The final form of the trajectory matrix  is a rectangular 
matrix of the form: 
 
 
 
Step2: The next step is decomposition of trajectory matrix  of size using Singular Value 
Decomposition (SVD) method which yields: 
 
Where and are left and right singular vectors of  with and size respectively, 
and is a rectangular diagonal matrix of size . The elements of , called singular values, 
are the square roots of the eigenvalues of the lagged-covariance matrix of size .  
The rows of matrix  are the eigenvectors of  also known as Empirical Orthogonal Functions 
(EOFs). The columns of are eigenvectors of matrix . If we plot the singular values in 
descending order, one can often distinguish between an initial steep slope, representing a signal, 
and a (more or less)  flat floor, representing the noise level (11). Then any subset of d eigenvalues 
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(EOFs),  , for which related eigenvalues are positive provides the best representation of 
the matrix  as a sum of matrices (18). 
Step3: Partitioning  eigentriples into  distinct subsets. Then, summing all the components 
inside each subset such that; 
 
 
The matrices have the form of a Hankel matrix in an ideal case and consequently fit to the 
trajectory matrices. 
Step4: Since the ideal case described in step 3 is not usually the case, the matrices should 
be transformed into the form of a Hankel matrix to fit to the trajectory matrices. This step is known 
as diagonal averaging. In this sense, the original matrix can be reconstructed as the sum of these 
matrices. 
 
Where for each , the series  is the result of the diagonal averaging of the matrix .  
The SSA workflow for gap filling procedure consists of several steps which are explained as 
follows: 
For a given windows width ( ) the original time series is centered by computing the unbiased 
value of the mean, and the missing data is set to zero. The first leading EOF is found by an 
iterative procedure which applies the SSA-algorithm on the zeroed and centered set. The missing 
values are updated based on the reconstructed component of the current EOF. Using this updated 
set the SSA algorithm is applied again, and the missing values are updated based on the result of 
this new iteration. The process repeats until convergence is achieved. Then the iteration starts for 
the second leading EOF (keeping the first one fixed) untill convergence has been achieved for the 
second EOF. This process repeats for the selected number of EOFs, each time keeping the 
previous ones as fixed. To find the optimal value for the window width and the number of dominant 
SSA modes to fill the gaps, cross-validation is applied. It means that a portion of the available data 
(selected as random) is flagged as missing, and the RMSE error from the reconstruction is 
computed to find the best value for the window size and number of EOFs. 
The SSA technique can be generalized to be used for multivariate time series and gap-filling of 
missing values in those time series (19). We used the SSA-MTM Toolkit software in this study. It 
can be downloaded from http://www.atmos.ucla.edu/tcd/ssa/ (17).  
RESULTS 
Land surface temperature time series often have a significant number of missing data and outliers. 
In the data set, there are different types of errors and outliers. Missing values in the time series 
with their different duration and location (both temporal and spatial) related to constant could cover 
and other causes are one type of problems. Another source of errors belongs to positive outliers 
which are due to retrieval errors. The third sources of errors belong to negative outliers due to the 
cloud mask algorithm which cannot detect clouds perfectly, causing the temperature of these 
unmasked-clouds are measured instead of temperature of the underlying ground. Since cloud’s 
temperature is always lower than the land surface temperature, this contributes to negative outliers 
in those situations. We divided results based on these three kinds of problems mentioned former. 
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First we want to see whether SSA is capable to reconstruct diurnal variation of LST. If so, then we 
want to see whether SSA can remove positive and negative outliers. Finally we validate the 
performance of SSA using LST ground measurements. In the next parts, we describe results for 
each kind of problem separately.  
Reconstruction of LST time series using SSA 
Here, we want to see whether it is possible to use SSA technique to reconstruct LST diurnal 
variation. As we have hourly LST, each 24 hours we can see an oscillation. As described in 
method, the windows size ( ) and main SSA dominant modes ( ) are two main parameters for 
SSA. So first we want to select the optimum window size and number of relevant periodic 
components. To do so, we used LST data from the ground station measured every 10 minute 
during January 2008 with total 4464 records. This is because we need an error-free data set to see 
the effect of different window size and components in reconstructed time series compare to original 
one. Cross-validation is then used to determine the optimum number of leading SSA main 
dominant modes and window size. This was done by creating artificial gaps in the ground 
measurements and appling SSA with different window sizes and number of components to this 
gappy data set. The resulting R-squared (R2) values between reconstructed and original data are 
used to find the optimum SSA parameters based on a tradeoff between a low R-squared value and 
calculation time.  
Figure 2  shows that increasing the number of components (No.com) from 7 to 28, causes the R2 
to increase from 89.43% to 91.26%. However, the calculation time for reconstruction increases 
considerably when going from 7 to 28 components. Since the accuracy does not change that much 
(Just 1.83%), it was decided to use 7 as the number of component for further analysis. 
The same test for selecting optimum window size was conducted and as Figure 3 shows the 
optimum window size is 432 which is equal to 3 days or 72 hours LST. These values, number of 
components as 7 and window size as 72 hours, are now used as main SSA parameters for 
reconstruction of time series satellite observation of LST.  
After selecting those parameters, we used SSA to find out the ability of SSA for gap-filling of a LST 
temporal profile of the corresponding pixel of the ground stations (Figure 4). This result shows that 
even with 63% of gaps in the time signal, SSA was able to create a gap-free data set with the 
oscillations like original satellite data. 
 
Figure 2: Correlation coefficient of estimated and observed LST as a function of  the number of 
components 
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Figure 3: Correlation coefficient of estimated and observed LST as a function of the windows size 
 
Figure 4: Gap-free reconstructed LST during January of 2008 using SSA with No.com=7 and 
windows size =72 hours 
Positive and negative outliers removal  
The existence of outliers (negative and positive) besides gaps imposes additional challenges to 
reconstruct LST time series. In many time series data set which have periodic components like 
diurnal variation of LST, the broad, slow variations that offer some degree of periodicity (signals) 
are of greater interest than the fast changes, which often appear as random, unpredictable events 
(noises), such as uncertainties in the observations (like outliers in our case) (15). When a few 
number of components which belong to signal have been selected, the remaining noise, which 
belong to outliers and other source of error, have been removed (Figure 5), but still the effect of 
existing them in calculation cause some deviation from original data set. In order to remove these 
effects, we first applied M-SSA to the original time series of LST and estimated the reconstructed 
time series (Figure 5, red line) with predefined M-SSA parameters. Then the absolute differences 
between the original time series values and first reconstructed result were calculated. As explained 
before, negative outliers are mainly observed as the temperature of clouds. Cloud’s temperature 
varies in terms of their altitude, type and thickness. Since these clouds are regularly composed 
above the earth surface (i.e. above 1 km), it is expected to present lower temperature than the 
background surface (nearly 1 degree per 100 meters altitude). Therefore, a value of 10 Kelvin was 
defined as the threshold between the deviation of the original observations and the reconstructed 
data. This sets the deviations more than 10 Kelvin as zero values in the original observations. 
Then we again apply M-SSA on the new time series in which the outliers have been removed. The 
results show that the reconstructed values after removing the outliers become more similar to the 
original data than the reconstructed values before removing the outliers (Figure 6, red line). 
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Figure 5: Reconstruction and outliers removal using M-SSA 
 
Figure 6: Reconstruction of LST before and after outliers removal 
Validation of SSA using ground measurement LST 
In other to validate the results, we use cross-validation method. In cross-validation, we use data 
set itself and create some randomly artificial gaps in that time series and then compare the results 
of reconstruction with original data set. In this case, it is better having a gap-free original data set. 
As original satellite data contain error and noise, cross-validation of results, by creating some 
artificial gaps, is not reliable. In order to validate results of SSA to reconstruct time series LST, we 
used time series ground measurements of LST which measured in Yinkle station in the same time 
periods (January 2008) as satellite observations. Because we now have actual LST 
measurements, we can use them to validate the performance of SSA in gap-filling. To do so, we 
should create some randomly artificial gaps on them. As the time period of both ground and 
satellite observation is the same and also in order to have randomly distributed gaps, we used the 
gaps pattern of covered ground pixel and imposed the same gaps pattern on ground 
measurements. Then SSA was applied on gappy ground measurements, and the result was 
compared with actual data. In Figure 7, the red lines show the gaps while the blue lines belong to 
actual ground measurements. The black line shows the results of applying SSA to filling the gaps. 
From the above results, we found out even with 63% of gaps, the R2 = 0.83 with MAE = 2.25 
Kelvin. 
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Figure 7: Validation of SSA gap-filling using ground measurements with the same pattern of gaps 
as overlying pixel from satellite 
CONCLUSIONS 
SSA gap-filling method was tested for hourly time series of LST. As the actual time series has a lot 
of continuous gaps, with the help of this method, we can get results with some reasonable 
accuracy. The results show even with extremely complicated situations related to gaps and 
outliers, SSA have the ability to reconstruct gap-free data sets. It is recommended that test the 
performance of SSA with synthetic LST data, which carry out the different number, size, continuity 
and location of gaps during time periods.  
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