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Abstract
For every, possibly unbounded, multiplication operator in Lp-space, p ∈ ]0,∞[, on finite separable measure
space we show that multicyclicity, multi-∗-cyclicity, and multiplicity coincide. This result includes and
generalizes Bram’s much cited theorem from 1955 on bounded ∗-cyclic normal operators. It also includes
as a core result cyclicity of the multiplication operator Mz by the complex variable z in L
p(µ) for every
Borel measure µ on C. The concise proof is based in part on the result that the function e−|z|
2
is a ∗-cyclic
vector for Mz in C0(C) and further in L
p(µ). We characterize topologically those locally compact sets
X ⊂ C, for which Mz in C0(X) is cyclic.
Keywords: Unbounded normal operator, Multiplication operator, Star-cyclic vector, Cyclic vector,
Multiplicity, Multicyclicity, Bram’s theorem, Comeager null set, Polynomial approximation, Uniform
approximation
Introduction
In 1955 Bram [3] proves his well-known and much cited theorem that a bounded ∗-cyclic normal operator
is cyclic. It is also well-known that, as a consequence, a normal operator is cyclic if and only if it has
multiplicity one or, equivalently, if it is simple. In 2009 Nagy [15] tackles the generalization of Bram’s
result to unbounded normal operators.
Due to the spectral theorem the question actually concerns multiplication operators in L2(µ) for fini-
te Borel measures on C with possibly unbounded support. We extend the frame to general (unbounded)
multiplication operators in Lp-spaces for p ∈ ]0,∞[ on finite separable measure spaces. We prove that
multicyclicity, multi-∗-cyclicity, and multiplicity coincide for those operators.
This result includes cyclicity of the multiplication operator Mz by z in L
p(µ) for any finite Borel
measure µ on C, which in turn is a main step in the proof of the above result. It is not even obvious how
to prove ∗-cyclicity of Mz in the unbounded case, and there are several futile attempts in the literatur
concerning the Hilbert space case.
Let us rapidly recall the case of bounded Mz in L
2(µ). Here supp(µ) is compact. Then the set
Π(z, z) of polynomials in z and z¯ is dense in L2(µ), since Π(z, z) is dense in C(supp(µ)) by the theorem of
Stone/Weierstraß. Therefore, if Π(z, z¯) is contained in the closure of the polynomials Π(z), the latter are
dense in L2(µ), i.e., Π(z) = L2(µ), which means that the constant 1C is a cyclic vector for Mz. Actually,
still due to the boundedness ofMz, it suffices to show that the function z¯ is element of the closure of Π(z).
Bram [3] solves this approximation problem decomposing C into the union of an increasing sequence of
α-sets and a µ-null set. An α-set is a compact subset of C such that every continuous function on it can
be approximated uniformly by polynomials in z. By Lavrentev’s theorem (see, e.g. [4, 10]) the α-sets are
just the compact subsets of C with empty interior and connected complement.
In the unbounded case this way has to be modified, mostly by two reasons. First, due to unboun-
dedness the support of µ is not compact and the polynomials in z and z¯ are not bounded on supp(µ).
Secondly, Π(z, z) need not be dense in L2(µ) (see e.g. Hamburger’s example in Simon [19, example 1.3]).
In [15] Nagy generalizes Bram’s decomposition of C for any (non-compact) supp(µ). This is an important
result. We have considerably simplified its proof. By this [15] succeeds in showing that z¯ is in the closure
of Π(z) in Lp(σ) for some finite Borel measure σ equivalent to µ. The ensuing tacit assumption by Nagy
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that zΠ(z) ⊂ Lp(σ) however, as we will explain below, definitely restricts the proof to the case of bounded
Mz, thus missing the aim.
As already implied, for the unbounded case, in the literature there seems even to exist no expli-
cit proof for ∗-cyclicity of Mz in L2(µ). However, Agricola/Friedrich [1, sec. 3] show that the functions
p e−|x|
2
, p polynomial on Rd, are dense in C0(R
d) with respect to uniform convergence. In particular
this means that the function e−|z|
2
is a ∗-cyclic vector for Mz in C0(C). As a ready consequence, e−|z|2
is ∗-cyclic for Mz in Lp(µ). Then we proceed similarly to [15], but showing at once by an induction
argument that the whole of Π(z, z¯) lies in the closure of Π(z). We like to remark that we present in (8) a
short classical proof of the density result of Agricola/Friedrich (which is central in [1]) and that we apply
successfully the same method for the proof of other results on cyclicity.
Another important ingredient is the Rohlin decomposition of a measurable function which we apply
to unbounded functions on finite separable measure spaces.
We get started on the multiplication operator Mz in C0(C) and extend to Mz in C0(X) for locally
compact X ⊂ C. We find that Mz is ∗-cyclic and describe topologically those X, for which Mz is cyclic.
Finally, it is worth mentioning that the results on (∗)-cyclicity for the most part are obtained by
polynomial approximation, thus contributing to this field. We shall give some examples.
Main results
Let p ∈ ]0,∞[ and let (Ω,A, µ) be a measure space. For a measurable function ϕ : Ω→ C letMϕ denote
the multiplication operator in Lp(µ) given by Mϕf := ϕf with domain D(Mϕ) := {f ∈ Lp(µ) : ϕf ∈
Lp(µ)}. We will deal with separable Lp-spaces. Therefore it is no restriction to assume that µ is finite
and that the measure algebra is separable. It is well-known that Mϕ is closed and, if p = 2, normal.
Moreover, Mϕ is bounded iff ϕ is µ-essentially bounded.
A set Z ⊂ Lp(µ) is called cyclic for Mϕ if p(ϕ)f ∈ Lp(µ) for all p ∈ Π(z), f ∈ Z and if
Π(Mϕ)Z := {p(ϕ)f : p ∈ Π(z), f ∈ Z}
is dense in Lp(µ). If there is no finite cyclic set the multicyclicity mc(Mϕ) is set ∞. Otherwise it is
defined as the smallest number of elements of a cyclic set. Mϕ is called cyclic if mc(Mϕ) = 1. Similarly,
a set Z ⊂ Lp(µ) is called ∗-cyclic for Mϕ if p(ϕ,ϕ)f ∈ Lp(µ) for all p ∈ Π(z, z¯), f ∈ Z and if
Π(Mϕ,Mϕ)Z := {p(ϕ,ϕ)f : p ∈ Π(z, z¯), f ∈ Z}
is dense in Lp(µ). The multi-∗-cyclicity mc*(Mϕ) is defined analogously and Mϕ is called ∗-cyclic if
mc*(Mϕ) = 1.
We choose to define multiplicity by means of the Rohlin decomposition (π, ν) of (ϕ,µ). Let us briefly
explain this decomposition. See also Seid [17, remark 3.4]. There is a measure algebra isomorphism from
(Ω,A, µ) onto ([0, 1] × C,B, ν) with B the Borel sets and ν a finite measure. The latter satisfies
ν = λ⊗ µc +
∑
n∈N
δ1/n ⊗ µn,
where λ denotes the Lebesgue measure on [0, 1], δ1/n is the point measure at 1/n, and µc, µn are Borel
measures on C with µn+1 ≪ µn for n ∈ N. Moreover, by this measure algebra isomorphism,Mϕ in Lp(µ)
is isomorphic with Mpi in L
p(ν) with π(t, z) := z. Since the measures λ⊗ µc, δ1 ⊗ µ1, δ1/2 ⊗ µ2, . . . are
mutually orthogonal, Lp(ν) and Mpi are identified with the p-direct sums
Lp(λ⊗ µc)⊕
⊕
n∈N
Lp(µn), Mpi ⊕
⊕
n∈N
Mz.
Then Mz in L
p(µn), n ∈ N, is cyclic, whereas Mpi on a subspace {1Sf : f ∈ Lp(λ ⊗ µc)} with S ∈ B is
cyclic only if λ⊗ µc(S) = 0. Hence, in view of µn+1 ≪ µn for n ∈ N, the multiplicity of Mϕ is defined
as mp(Mϕ) := sup{n ∈ N : µn 6= 0} if µc = 0 and ∞ otherwise.
Note that for µc 6= 0 the normal operator Mpi in L2(λ ⊗ µc) is Hilbert space isomorphic with
the countably infinite orthogonal sum of copies of Mz in L
2(µc). It follows that the above definition
of multiplicity coincides in the case p = 2 with the usual multiplicity mp(T) for a normal operator.
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Obviously this is not in contrast to the fact that due to the spectral theorem a normal operator T in
separable Hilbert space is isomorphic with Mpi in L
2(ν) for a Rohlin decomposition with µc = 0.
In case that (Ω,A) is a standard measurable space, multiplicity mp(Mϕ) has the meaning one
expects intuitively, i.e., it equals the maximal number in N ∪ {∞} of preimages of z ∈ C under some
ϕ ′ = ϕ µ-a.e. See (22) for some details.
The result we are going to prove is
(1) Theorem. Let T be a multiplication operator in Lp(µ), p ∈ ]0,∞[ , on a finite separable measure
space. Then mc(T) = mc∗(T) = mp(T) holds.
As already mentioned, due to the spectral theorem the classical theorem of Bram [3], by which any ∗-cyclic
bounded normal operator is cyclic, is generalized by (1) to unbounded normal operators. By definition
mp(T) = 1 holds if and only if T is isomorphic with Mz in L
p(µ) for some finite Borel measure on C.
Hence (1) includes also the result that Mz is cyclic. Recall that a normal operator T is said to be simple
if its spectral measure is simple. So by (1) T is simple if and only if T is cyclic.
If for a cyclic set Z for Mϕ the subspace Π(Mϕ)Z is even a core of Mϕ then Z is called graph cyclic.
We have taken this expression from Szafraniec [21], which we consider appropriate in view of (16). In
case that 1C is graph cyclic for Mz in L
2(µ) then the Borel measure µ on C is called ultradeterminate
by Fuglede [9]. One has
(2) Proposition. Let p ∈ ]0,∞[. Let (Ω,A, µ) be a finite separable measure space and let ϕ : Ω→ C be
measurable. If Z is a cyclic set for Mϕ in L
p(µ), then Ze−|ϕ| is graph cyclic for Mϕ.
In particular (2) shows that every cyclic normal operator is even graph cyclic.
For the proof of (1) we had first to establish that Mz in L
p(µ) is cyclic for every finite Borel measure µ
on C. More precisely we have
(3) Theorem. Let µ be a finite Borel measure on C. Then there is a positive Borel measurable function
ρ such that Π(z)ρ is dense in Lp(µ ′) for all p ∈ ]0,∞[ if µ ′ is a finite Borel measure on C equivalent to
µ. Moreover h is cyclic for Mz in L
p(µ ′) if h is Borel measurable and satisfies 0 < |h| ≤ Cρ for some
constant C > 0.
An immediate consequence of (3) due to Nagy [15] concerns polynomial approximation. It generalizes the
result in Conway [8, V.14.22] for measures with compact support. Let µ be a Borel measure on C and let
f : C → C be measurable. Then there is a sequence (pn) of polynomials in z with pn → f µ-a.e. Indeed,
without restriction µ is finite. Let h := inf{ρ, 1
1+|f|
}. Then h is positive cyclic and fh is bounded. Therefore
there is a sequence (pn) satisfying pnh→ fh in Lp(µ), and the result follows for some subsequence of (pn).
Cyclicity of Mz in L
2(µ) has already been tackled by Be´la Nagy in [15] adapting in parts the original
proof of Joseph Bram [3] for bounded normal operators. See also Conway [8, V.14.21] for a proof of
Bram’s theorem. The first step (i) and important result achieved in [15] is the decomposition of the
complex plane into a null set and a countable union of increasing α-sets. Secondly (ii) z¯ is approximated
by polynomials in L2(σ) for some finite Borel measure σ on C equivalent to the original measure µ. The
third step (iii) in [15] deals with the proof for the denseness in L2(σ) of the polynomials Π(z). However
the result obtained by Hilbert space methods is valid only for bounded Mz. Indeed, [15] starts the third
step with the (unfounded) assumption that any function in the closure of Π(z) is still square-integrable
if multiplied by z. In other words, Π(z) ⊂ D(Mz) is assumed. Proceeding on this assumption [15] shows
Π(z) = L2(σ) by a reducing subspace argument. Consequently D(Mz) is the whole of L2(σ) implying that
Mz is bounded, whence Nagy [15] does not achieve its goal. In addition, in accomplishing the reducing
space argument, [15] uses ∗-cyclicity of Mz relying on a reference, which proves to be erroneous.
Our first step (i) in proving cyclicity of Mz in L
p(µ) for p ∈ ]0,∞[ and every finite Borel measure µ
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on C is the same as in [15]. We present a short proof (10) of the decomposition valid for a large class of
polish spaces including e.g. separable Banach spaces with real dimension ≥ 2. In the second step (ii) we
show by induction that even Π(z, z¯) is contained in the closure of Π(z), see (11). At this stage, in the third
step (iii), we bring in ∗-cyclicity of Mz in L2(µ) by (4) and thus avoid a reducing subspace argument,
which anyway is not available in the case p 6= 2.
In the sequel we denote by Π(f1, . . . , fn) the set of complex polynomials in functions f1, . . . , fn on some
set with f 0i := 1. Let d ∈ N and |x| :=
√
x21 + · · · + x2d for x = (x1, . . . , xd) ∈ Rd. Moreover, let xi also
denote the i-th coordinate function on Rd. Let c > 0.
(4) Proposition. Let p ∈ ]0,∞[ and let µ be a finite Borel measure on Rd. Then Π(x1, . . . , xd) e−c|x|2
is dense in Lp(µ). In particular, Π(z, z¯) e−c|z|
2
is dense in Lp(µ) for any finite Borel measure µ on C.
As an application of mc(T) = mc∗(T) by (1) and of (4) we state that if T is a normal operator and if
f ∈ D(|T |2n) ∀ n, then T is cyclic if and only if e−|T |2f is ∗-cyclic.
As already mentioned, (4) is a corollary to the ∗-cyclicity ofMz in C0(C). The question we pose is about
(∗)-cyclicity of Mz on C0(X) for X ⊂ C.
(5) Theorem. Let X ⊂ C be a locally compact subspace. Then Mz in C0(X) is ∗-cyclic by e−c|z|2η with
any positive η ∈ C0(X), and Mz is cyclic if and only if every compact K contained in X is an α-set.
In view of (5) we remark that a locally compact subspace of C is σ-compact and locally closed. Hence,
if X ⊂ C is locally compact and every compact K ⊂ X has empty interior then X is nowhere dense. If
X ⊂ C has empty interior and C \ K is connected for every compact K ⊂ X, then C \ X is dense and has
no bounded components, and vice versa.
If X is compact then Mz in C0(X) is cyclic if and only if 1C is cyclic for Mz. This is due to
||ph− fh||∞,X ≥ C||p− f||∞,X with C := infz∈X |h(z)| > 0 for f ∈ C(X), p ∈ Π(z), and h a cyclic vector for
Mz. Hence in case of compact X one recovers Lavrentev’s theorem on α-sets from (5).
As an example, (5) implies that Mz is cyclic by the function e
−c|z|2 in C0(X), where X is the spiral
{e(1+i)t : t ∈ R}.
In this context we mention the result by Lavrentev/Keldych [20] that for a closed subset X of C
every continuous function on X can be approximated uniformly by entire functions if and only if C \X is
dense, has no bounded components, and is locally connected at infinity.
Proofs
If necessary in order to avoid ambiguities we writeM
µ
for the closure in Lp(µ) of the subsetM. Similarly
||f||pµ denotes the norm of f ∈ Lp(µ). We start with two preliminary elementary results.
(6) Lemma. Let p ∈ ]0,∞[. Let (Ω,A, µ) be a measure space. LetM∪{h} be a set of measurable functions
on Ω with h 6= 0 µ-a.e. Then Mh is dense in Lp(µ) if and only if M is dense in Lp(|h|pµ).
Proof. Set ν := |h|pµ. — Suppose Mh
µ
= Lp(µ). Let g ∈ Lp(ν), ǫ > 0. Then gh ∈ Lp(µ) and there is an
f ∈M such that ǫ > ||fh− gh||pµ = ||f − g||pν. This proves Mν = Lp(ν). — Now suppose Mν = Lp(ν)
and let f ∈ Lp(µ), ǫ > 0. Then f/h ∈ Lp(ν) and there is g ∈M with ǫ > ||f/h− g||pν = ||f− gh||pµ. This
proves Mh
µ
= Lp(µ). 
(7) Lemma. Let p ∈ ]0,∞[. Let (Ω,A, µ) be a measure space. LetM∪{h} be a set of measurable functions
on Ω with h bounded and h 6= 0 µ-a.e. If M is dense in Lp(µ), then so is Mh.
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Proof. Let C > 0 be a constant with |h| < C. Set An := {|
1
h
| ≤ n}. For ∆ ∈ A with µ(∆) < ∞ and
ǫ > 0 there exists f ∈M satisfying ||1∆∩An 1h − f||p < ǫ/C. Then ||1∆∩An − fh||p < ǫ holds, which implies
1∆∩An ∈Mh for all n ∈ N. Therefore 1∆ ∈Mh for all ∆ ∈ A with µ(∆) <∞. The result follows. 
As to the proof of (8) note that Π(x1, . . . , xd)e
−c|x|2 is not a subalgebra of C0(R
d), whence the Stone-
Weierstraß theorem cannot be applied directly. In [1] a combination of the theorems of Hahn/Banach,
Riesz, and Bochner is used to overcome this problem.
(8) Proposition. Π(x1, . . . , xd)e
−c|x|2 is dense in C0(R
d). In particular, Π(z, z¯)e−c|z|
2
is dense in
C0(C).
Proof. For convenience let c = 2. The subalgebra Π(x1, . . . , xd, e
−|x|2)e−2|x|
2
of C0(R
d) satisfies the
assumptions of the Stone/Weierstraß Theorem. Thus it is dense in C0(R
d). Therefore it remains to show
Π(x1, . . . , xd, e
−|x|2)e−2|x|
2 ⊂ Π(x1, . . . , xd)exp(−2|x|2), which follows from Π(x1, . . . , xd)e−n|x|2e−2|x|2 ⊂
Π(x1, . . . , xd)exp(−2|x|2) for n = 0, 1, 2 . . . by forming the linear span at the left hand side. Now this is
shown by induction on n. For the step n→ n+ 1 let Tk denote the k-th Taylor polynomial of ez and let
p ∈ Π(x1, . . . , xd). Then
||p e−(n+1)|x|
2
e−2|x|
2
−pTk(−|x|
2) e−n|x|
2
e−2|x|
2
||∞ ≤ C ||e−|x|2
(
e−|x|
2
−Tk(−|x|
2)
)
||∞
with C := ||p e−(n+1)|x|
2
||∞ < ∞. Estimating the remainder function according to Lagrange one gets
e−t|e−t − Tk(−t)| = e
−t|Rk+1(−t, 0)| = e
−t e
τ
(k+1)!
tk+1 ≤ e−t
(k+1)!
tk+1 with maximum at t = k + 1, and
Sterling’s formula yields e
−(k+1)
(k+1)!
(k + 1)k+1 ≤ (2π(k + 1))−1/2 → 0 for k→∞. 
Let hn denote the n-th Hermite function in one real variable. Then (8) means that hn1 × · · · × hnd ,
n1, . . . , nd ∈ N ∪ {0} is total in C0(Rd). — In particular, for every continuous function f on C vanishing
at infinity there is a sequence (pn) of polynomials in z and z¯ such that pne
−|z|2 → f uniformly on C.
(9) Proof of (4). Recall that C0(R
d) is dense in Lp(µ) (see e.g. [7]) and note that ||·||p ≤ µ(Rd)1/p||·||∞.
Therefore the result follows from (8). 
(10) Lemma. Let X be a polish space where every pair of distinct points are joint by infinitely many
non-intersecting paths. Let µ be a σ-finite Borel measure on X. Then there is an increasing sequence of
compact sets Fn with empty interior and connected complement such that µ(X \
⋃
n Fn) = 0.
Proof. Without restriction let µ be finite. All subspaces of X are separable. Choose a countable dense
set {a1, a2, . . . } in the complement of the set of mass points. Since the latter is countable, it does not
contain an inner point by Baire’s theorem, whence {a1, a2, . . . } is dense in X. Since µ is finite and since
there are infinitely many non-intersecting paths joining an to an+1, for every m ∈ N there are connected
measurable sets An with an, an+1 ∈ An such that Bm :=
⋃
nAn is dense connected with µ(Bm) <
1
2m
.
— By Ulam’s theorem (see, e.g., [6, (2.67)]) µ is tight and in particular outer regular. Therefore there is
an open Vm with Bm ⊂ Vm and µ(Vm) < 1m and there is an increasing sequence (Cn) of compact sets
with µ(X \
⋃
n Cn) = 0.
Now set Un :=
⋃
m≥n V2m and Fn := Cn \ Un. Clearly, (Fn) is increasing, µ(∁Fn) → 0, and Fn is
compact. Its interior is empty since B2n ⊂ Un ⊂ ∁Fn is dense. ∁Fn is connected. Indeed, let U,V be open
sets covering ∁Fn with U 6= ∅ and U ∩ V ∩ ∁Fn = ∅. Since B2n is dense, U ∩ V = ∅ follows, and since B2n
is connected, V = ∅ follows. 
Note that separable Banach spaces with real dimension ≥ 2 satisfy the assumptions on X in (10). For
X = C the proof can be further shortened taking in place of all Bm a single dense null set B consisting of
countably many straight lines through one common point, and of course, Ulam’s theorem is not needed.
The first (more cumbrous) proof for X = C and any finite Borel measure µ is given in Nagy [15]. If
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supp(µ) is compact there is the original proof by Bram [3], a similar one in Conway [8], and a simpler
one in Shields [18].
(11) Lemma. Let µ be a finite Borel measure on C. Then there is a positive Borel measurable function
ρ such that Π(z) ⊂ Lp(ν) and Π(z, z¯) ⊂ Π(z)ν for all p ∈ ]0,∞[ and all ν := |h|pµ ′ with µ ′ a finite Borel
measure on C equivalent to µ and h Borel measurable satisfying 0 < |h| ≤ ρ.
Proof. Set k : C → C, k(z) := z¯. Let (Fn) be an increasing sequence of α-sets of C satisfying µ(N) = 0
for N := C \
⋃
n Fn, see (10). For every n ∈ N there is qn ∈ Π(z) satisfying ||1Fn(k− qn)||∞ < e−δn with
δn := n||1Fnk||∞. Set Mn := max{1, ||q1e
−|z|||∞, . . . , ||qne
−|z|||∞} and let ρ be the positive function on C
given by ρ|N := 1 and ρ|(Fn \ Fn−1) := e
−2|z|/Mn for n ∈ N with F0 := ∅.
Since qρ for q ∈ Π(z) is bounded, Π(z) ⊂ Lp(ν) holds. For the proof of Π(z, z¯) ⊂ Π(z)ν obviously it
suffices to show Π(z)z¯m ⊂ Π(z)ν form = 0, 1, 2, . . . This occurs by induction onm ∈ N∪{0}. Let j ∈ N∪{0}
and write z¯m+1 = z¯mk. Then ||zjz¯mk− zjz¯mqn||pν ≤ ν(C)1/pδ(j+m)n e−δn + ||1∁Fn(zjz¯mk− zjz¯mqn)||pν.
The first summand vanishes for n→∞, the latter is less or equal to ||1∁Fnzjz¯mk||pν+ ||1∁Fnzjz¯mqnρ||pµ ′ ,
up to the constant factor p
√
2/2 in the case p < 1. Now |1∁Fnz
jz¯mk| ≤ |z(j+m+1)| and |1∁Fnzjz¯mqnρ| ≤
|z(j+m)|e−|z|, whence both summands vanish for n → ∞ by dominated convergence. Since zjqnz¯m ∈
Π(z)
ν
by assumption, we infer zjz¯mk ∈ Π(z, z¯)ν for every j, thus concluding the proof. 
(12) Proof of (3). By (11) there exists a Borel measurable function ρ with 0 < ρ ≤ e−|z|2 such that
Π(z) ⊂ Lp(ν) and Π(z, z¯) ⊂ Π(z)ν for all p ∈ ]0,∞[ if ν := ρpµ ′. By (4) and (7) we have Π(z, z¯)ρµ
′
=
Lp(µ ′), whence Π(z, z¯)
ν
= Lp(ν) by (6). Therefore Π(z)
ν
= Lp(ν) and hence Π(z)ρ
µ ′
= Lp(µ ′) by (6).
The last assertion follows from (7) for M = Π(z).
The decomposition (π, ν) of (ϕ,µ) can be derived from Rohlin’s disintegration theorem (see Rohlin [16]),
and can be found in Seid [17, remark 3.4]. There ϕ is a bounded Borel function on the finite measure
space ([0, 1],B, µ) with B the Borel sets. By the following two lemmata, which we state without proof,
we generalize this result in that ϕ is a measurable not necessarily bounded function on a finite separable
measure space (Ω,A, µ) and the multiplication operator Mϕ is isomorphic with Mpi by means of a
measure algebra isomorphism.
(13) Lemma. Let (Ω,A, µ) be a finite separable measure space. Then there is an (A,B)-measurable
function a : Ω→ [0, 1] such that [B] 7→ [a−1(B)], B ∈ B is a measure algebra isomorphism from (B, a(µ))
onto (A, µ) and that for every measurable ϕ : Ω → C there is an a(µ)-almost unique measurable ψ :
[0, 1] → C with ϕ = ψ ◦ a µ-a.e. If (Ω,A) is a standard measurable space then a measurable space
isomorphism a exists.
(14) Lemma. Let (Ω,A, µ) be a finite separable measure space and let ϕ : Ω → C be measurable. Let
k : C → D, k(z) := z
1+|z|
, and let κ denote its inverse. Let γ : [0, 1] × D → [0, 1] × C, γ(t, z) := (t, κ(z)).
Then k ◦ ϕ maps to D and, if (π, ν) is a Rohlin decomposition of (k ◦ ϕ,µ), then (π, γ(ν)) is a Rohlin
decomposition of (ϕ,µ).
(15) Proof of (1). By definition of multicyclicity, multi-∗-cyclicity, and multiplicity it suffices to show
mc(Mpi) = mc*(Mpi) = mp(Mpi) for a Rohlin decomposition (π, ν). Plainly mc*(T) ≤ mc(T).
Consider first the case µc 6= 0. Then mp(Mpi) =∞ holds by definition. In oder to show mc*(Mpi) =
∞, it suffices to treat the case ν = λ⊗ µc, since Lp(ν) is the direct sum of the subspaces Lp(λ⊗ µc) and
Lp(δ1/n ⊗ µn), which are invariant under Mϕ and Mϕ. Let us assume that there is a finite ∗-cyclic set
{f1, . . . , fd} for Mpi with d ∈ N. Set χn := 1]1/(n+1),1/n]. For χn1C there are sequences (pnδk)k in Π(z, z¯)
such that qnδk(z) := pnδk(z, z¯) satisfy
∑d
δ=1 qnδkfδ → χn1C fu¨r k→∞ in Lp(ν). Set fδz := fδ(·, z). By
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Tonelli’s theorem there is a subsequence (kl)l, without restriction (k)k itself, with
∑d
δ=1 qnδk(z)fδz → χn
for k→∞ in Lp(λ) for µc-a.a. z ∈ C. We consider this convergence for n = 1, . . . , d. Since χ1, . . . , χd are
linear independent, it follows that f1z, . . . , fdz are so for µc-a.a. z ∈ C. Consequently qnδk(z) for k→∞
converge to the coordinates αδn(z) of χn with respect to (fδz)δ. Hence one gets fδz =
∑d
n=1 βnδ(z)χn,
δ = 1, . . . , d with coordinates βnδ(z). — Repeating these considerations for χd+1, . . . , χ2d in place of
χ1, . . . , χd we obtain fδz =
∑d
n=1 β
′
nδ(z)χd+n, δ = 1, . . . , d. This implies for µc-a.a. z ∈ C that fδ(t, z) =
0 for λ-a.a. t ∈ [0, 1]. Hence ∫ |fδ|pd λ⊗ µc = 0 by Tonelli’s theorem. This means fδ = 0 for δ = 1, . . . , d,
which is not possible.
Now let µc = 0 and set χn := 1{1/n}, n ∈ N. We consider first the case mp(Mpi) = ∞. Then
µn 6= 0 ∀ n ∈ N. Assuming the existence of a ∗-cyclic set of d elements, as in the previous case fδz =∑d
n=1 βnδ(z)χn =
∑d
n=1 β
′
nδ(z)χd+n, δ = 1, . . . , n follows. This implies for µc-a.a. z ∈ C that fδ(t, z) =
0 for all 1/t ∈ N. This means fδ = 0 for all δ = 1, . . . , d, which is not possible. — We turn to the
last case N := mp(Mpi) ∈ N. Then µn 6= 0 fu¨r n = 1, . . . , N und µn = 0 else. Since Mpi is cyclic in
Lp(δ1/n ⊗ µn) according to (3), mc(Mpi) ≤ N follows. — Let us assume now that there is a ∗-cyclic set
{f1, . . . , fd} for Mpi with d < N. By considerations as in the case µc 6= 0 we get fδz =
∑d
n=1 βnδ(z)χn =∑d
n=2 β
′
nδ(z)χn + β
′
mδχm for some m 6∈ {1, . . . , d}. Since all χ’s are linear independent this implies
β1δ(z) = 0 fu¨r µc-a.a. z ∈ C. Analogously βnδ(z) = 0 for µc-a.a. z ∈ C for every n ∈ {1, , . . . , d}.
Therefore fδz = 0 for µc-a.a. z ∈ C. This means fδ = 0 for every δ, which is not possible. 
The next lemma is not new but it puts together the equivalences for convenience.
(16) Lemma. Let p ∈ ]0,∞[. Let (Ω,A, µ) be a finite measure space and let Z∪{ϕ} be a set of measurable
functions. Then (a) – (d) are equivalent.
(a) Z is graph cyclic for Mϕ in L
p(µ)
(b) Π(Mϕ)Z is a core for Mϕ in L
p(µ)
(c) {(f,Mϕf) : f ∈ Π(Mϕ)Z} is dense in {(f,Mϕf) : f ∈ D(Mϕ)}
(d) Π(Mϕ)Z
p
√
1+ |ϕ|p is dense in Lp(µ)
(e) Π(Mϕ)Z is dense in L
p
(
(1+ |ϕ|p)µ
)
Proof. The equivalences of (a) and (b) and (c) hold by definition, the equivalence of (d) and (e) holds
by (6). — As to (c) ⇒ (d) let g ∈ Lp(µ). Then g ′ := g/ p√1+ |ϕ|p ∈ D(Mϕ) and hence for ǫ > 0
there is f ∈ Π(Mϕ)Z satisfying ||(f,Mϕf) − (g ′,Mϕg ′)||p < ǫ, which means ǫp >
∫ (
|f − g ′|p + |ϕf −
ϕg ′|p
)
dµ =
∫ ∣∣ p√1+ |ϕ|p f − g∣∣p dµ proving (d). — Finally assume (d) and let f ∈ D(Mϕ). Then
f ′ := p
√
1+ |ϕ|p f ∈ Lp(µ) and for ǫ > 0 there is g ∈ Π(Mϕ)Z satisfying ||f ′ − p
√
1+ |ϕ|p g||p < ǫ, which
means ||(f,Mϕf) − (g,Mϕg)||p < ǫ, thus proving (c). 
(17) Proof of (2). Since Π(Mϕ)Z is dense in L
p(µ), by (7) also Π(Mϕ)Ze
−|ϕ| p
√
1+ |ϕ|p is dense in
Lp(µ). The result follows from (16). 
(18) Proof of (5). Let c = 1 for convenience. — (i) Since X is locally compact there are compact
sets Fn ⊂ X with Fn contained in the interior of Fn+1, and functions ηn ∈ Cc(X) satisfying ηn|Fn = 1,
ηn|(X \ Fn+1) = 0, and 0 ≤ ηn ≤ 1X. Let αn > 0 with
∑
n αn < ∞. Then η :=
∑
n αnηn ∈ C0(X) and
η > 0.
(ii) Let f ∈ Cc(X). Extend f continuously, first onto the closure X by 0, and subsequently onto C
by the Tietze-Urysohn extension theorem. Finally, multiplying the resulting function by a j ∈ Cc(C)
with j| supp(f) = 1 one achieves an extension of f with compact support. — Now let g ∈ Cc(C) extend
f/η ∈ Cc(X) with a positive η ∈ C0(X), see (i). Let ǫ > 0. By (8) there is p ∈ Π(z, z¯) with ||g−p e−|z|2 ||∞ <
ǫ/||η||∞,X. This implies ||f− p e
−|z|2 η||∞,X < ǫ. Thus e
−|z|2η is a ∗-cyclic vector.
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(iii) Let h ∈ C0(X) be a cyclic vector. Since C0(X) vanishes nowhere, so does h. Let K ⊂ X be
compact. Let ϕ ∈ C(K). By the Tietze-Urysohn extension theorem exists a bounded continuous φ on X
with φ|K = ϕ. Then φh ∈ C0(X). Set c := supz∈K | 1h(z) | and let ǫ > 0. Then there is p ∈ Π(z) satisfying
||φh− ph||∞ < ǫ/c. This implies ||ϕ− p||∞,K < ǫ. Thus K is an α-set by definition.
(iv) Now let every compact K ⊂ X be an α-set. Set k(z) := z¯. There are qn ∈ Π(z) satisfying
||1Fn(k − qn)||∞ <
1
n
. Then set Mn := max{1, ||1Fn+1k||∞, ||1Fn+1q1||∞, . . . , ||1Fn+1qn||∞} and αn :=
2−n/Mn in (i). For j ≥ n one has ||αjηj(k−qn)||∞,X ≤ 2 ·2−j, whence ||1∁Fnη(k−qn)||∞,X → 0. It follows
||η(k− qn)||∞,X → 0. — Now we show that h := e−|z|2 η is a cyclic vector. By (ii), A := Π(z, z¯)h is dense
in C0(X). We conclude the proof showing A ⊂ Π(z)h by the method used in (8). Let q ∈ Π(z). Induction
occurs on m = 0, 1, 2 . . . Then ||q z¯m+1h − qqnz¯
mh||∞,X ≤ C ||η(k− qn)||∞,X with C := ||q z¯m e−|z|2 ||∞
vanishes for n→∞. 
Further results
Let p ∈ ]0,∞[. We know by (4), (3) that, for every finite Borel measure µ, Mz in Lp(µ) is ∗-cyclic by the
continuous vector e−c|z|
2
and that Mz is cyclic. The question is about continuity of a cyclic vector.
(19) Example. Let µ := 1Dλ with λ the Lebesgue measure on C and D the open unit disc. Let h be a
cyclic vector for Mz in L
2(µ). Then {h = 0} is a µ-null set containing all continuity points of h.
Proof. {h = 0} is a µ-null set, since L2(µ) = Π(z)h ⊂ {f ∈ L2(µ) : f = 1{h6=0}f}. — Let h be continuous at
x ∈ D. Assume h(x) 6= 0. Then there are an open disc D with center x and δ > 0 such that δ1D ≤ |h|.
Hence, by (7), Π(z)1D is dense in L
2(1Dλ). This contradicts e.g. 3.22. (c) in [5]. 
In particular, there is no cyclic vector for Mz in L
2(1Dλ) that is continuous on D, thus answering a
question about continuity of cyclic vectors posed by Shields [18]. If, however, z¯ ∈ Π(z) holds then we have
(20) Proposition. Let p ∈ ]0,∞[. Let µ be a finite Borel measure on C such that Π(z) ⊂ Lp(µ) and
z¯ ∈ Π(z), then e−c|z|2 for c > 0 is a cyclic vector for Mz in Lp(µ).
Proof. Apply (21) to A := Π(z), b := z¯, and c := e−c|z|
2
. The result follows from (4). 
The following is a useful tool in establishing as in (20) that the closure of a coset of a given algebra
contains the coset of some larger algebra.
(21) Lemma. Let p ∈ ]0,∞[ and let µ be a finite Borel measure on C. Let A ⊂ Lp(µ) be an algebra, let
b ∈ A, and let c ∈ Lp(µ). Suppose Abnc ⊂ L∞(µ) for n = 0, 1, 2 . . . . Then Π(A, b)c ⊂ Ac.
Proof. It suffices to show Abnc ⊂ Ac by induction on n. Let (ak) be a sequence in A converging to b.
As to the step n → n + 1 note ||abn+1c − aakbnc||p ≤ ||abnc||∞||b − ak||p → 0 for k → ∞. Since by
assumption aakb
nc ∈ Ac the result follows. 
For z ∈ C and ∆ ⊂ Ω let n∆(z) := |{ω ∈ ∆ : ϕ(ω) = z}| denote the number in N∪{∞} of preimages in ∆ of
z under ϕ. For a Rohlin decomposition (π, ν) of (ϕ,µ), ϕ(µ) = µc+
∑
n µn holds. Set Pn := {
dµn
dϕ(µ)
> 0}
for n ∈ {c} ∪ N and define the local multiplicity by
mϕ(z) :=∞1Pc(z) + sup {0} ∪ {n ∈ N : z ∈ Pn}.
We will keep in mind that Pn is unique up to a ϕ(µ)-null set.
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(22) Lemma. Let (Ω,A, µ) be a finite measure space with (Ω,A) a standard measurable space. Let
ϕ : Ω→ C be measurable. Let (π, ν) be a Rohlin decomposition of (ϕ,µ) by a point isomorphism ϑ onto
the complement of a ν-null set of [0, 1] × C. Then there is a µ-null set N such that nΩ\N is measurable
and such that mϕ = nΩ\N ≤ nΩ\N ′ ϕ(µ)-a.e. for every µ-null set N ′. Furthermore mp(Mϕ) = supmϕ
holds for Mϕ in L
p(µ), p ∈ ]0,∞[.
Proof. Because of µn+1 ≪ µn ∀ n, (Pn)n is ϕ(µ)-almost decreasing. Therefore mϕ = ∞1Pc +
∑
n 1Pn
ϕ(µ)-a.e. holds. S :=
(
[0, 1]×Pc
)∪⋃n
(
{ 1
n
}×Pn
)
is the complement of a ν-null set since µn(∁Pn) = 0 for
n = c, 1, 2, . . . , and |Sz| =∞1Pc (z)+∑n 1Pn(z) ∀ z ∈ C for Sz := {t ∈ [0, 1] : (t, z) ∈ S} holds. — Now let
R be the complement of any ν-null set. Then Bc := {z ∈ C : λ(Rz) = 1} and Bn := {z ∈ C : 1n ∈ Rz} satisfy
µn(C\Bn) = 0, whence ϕ(µ)(Pn \Bn) = 0 for n = c, 1, 2, . . . This implies |Rz| ≥ |Sz| ϕ(µ)-a.e. Moreover,
we may choose without restriction Pn ⊂ Bn, n = c, 1, 2, . . . for R := ϑ(Ω). Then |Sz| = |Sz ∩ ϑ(Ω)|. Since
generally n∆(z) = ϑ(∆)z because of ϕ = π ◦ϑ, we obtain nΩ\N(z) = |Sz| for N := ∁ ϑ−1(S), whence nΩ\N
is measurable, and nΩ\N(z) = |Sz| ≤ |ϑ(Ω\N ′)z| = nΩ\N ′(z) ϕ(µ)-a.e. — The last assertion is obvious.
Obviously, in (22), nΩ\(N∪N ′) = nΩ\N, whence mϕ = nΩ\M holds ϕ(µ)-a.e., if the ν-null set M is
large enough. Finally we mention that in the Hilbert space case mϕ is a complete invariant. This means
that normal operators T ≃ Mϕ in L2(µ) and T ′ ≃ Mϕ ′ in L2(µ ′) with µ and µ ′ Borel measures on
C are isomorphic if and only if ϕ(µ) ∼ ϕ ′(µ ′) and mϕ = mϕ ′ a.e. In other words mϕ is the usual
local multiplicity derived from the spectral theorem. Results relating local multiplicity to the number of
preimages can be found in [2, 11, 12, 13, 14].
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