In this article, we study the growth and spread of a new species in a river network with two or three branches via the Fisher-KPP advection-diffusion equation over some simple graphs with every edge a half infinite line. We obtain a rather complete description of the long-time dynamical behavior for every case under consideration, which can be loosely described by a trichotomy (see Remark 1.7), including two different kinds of persistence states as parameters vary. The phenomenon of "persistence below carrying capacity" revealed here appears new, which does not occur in related models of the existing literature where the river network is represented by graphs with finite-lengthed edges, or the river network is simplified to a single infinite line.
Introduction
The organisms living in a river system are subjected to the biased flow in the downstream direction. How much stream flow can be changed without damaging the stream ecology, and how stream-dwelling organisms can avoid being washed out, are some of the key questions in stream ecology. Partly motivated by these questions, population models in rivers or streams have gained increasing attention recently. A brief account of these efforts can be found in the introduction of [8] . For example, in [6, 7, 9, 10, 16] , the rivers and streams are treated as an interval on the real line with finite or infinite length, and questions on persistence and vanishing are examined via various advection-diffusion models over such an interval. However, as argued in [2] , the topological structure of a river network may also greatly influence the population growth and spread of organisms living in it. Several recent papers (see, for example, [8, 13, 14, 15] ) use suitable metric graphs to represent the topological structures of a river network, and study the persistence and vanishing problem by models of advection-diffusion equations over such graphs. The graphs in these works are all finite: They contain finitely many edges and vertices, and every edge has finite length.
In this paper, we consider similar advection-diffusion equations over several simple yet basic graphs, where every edge has infinite length. We use these equations to model the population growth and spread of a new species in some simple river networks, hoping to gain a fuller understanding of the effect of the river network structure on the population dynamics. To stress the influence of the river structure on the population dynamics, for simplicity we will ignor other variations in the river environment such as inhomogeneity of the resources etc. Our analysis is carried out for a single species in a selection of river networks, modelled by the Fisher-KPP advection-diffusion equation over some simple graphs. Our results reveal more varied long-time dynamical behavior than the finite graph case considered in [8, 13, 14, 15] , and the case where the river network is simplified to a single line.
When the river environment is simplified to the real line R, to describe the growth and spread of a single species with population density u(t, x) in the river, the following Cauchy problem is often employed as a basic model:
(1.1) u t − Du xx + βu x = f (u) for x ∈ R, t > 0; u(0, x) = u 0 (x) for x ∈ R, where D > 0 stands for the diffusion rate of the species, βu x is called a drifting term, representing the assumption that the river flows at speed β > 0 in the increasing x direction, and w 0 (x) is a nonnegative function, not identically 0 and with compact support. The growth function f (u) is typically of Fisher-KPP type, with f (u) = u(1 − u) a prototype. For simplicity of discussion, we will take f (u) = u(1 − u) below. Under the above assumptions, the dynamical behavior of (1.1) is completely understood. Indeed, if we define v(t, x) = u(t, x + βt), where u(t, x) is the unique solution of (1.1), then (1.2) v t − Dv xx = f (v) for x ∈ R, t > 0; v(0, x) = u 0 (x) for x ∈ R.
It is well known that lim t→∞ v(t, x) = 1 locally uniformly in x ∈ R.
Moreover, if we denote c * := 2 √ D, then the following ODE problem −Dφ xx + cφ x = f (φ) for x ∈ R, φ(−∞) = 1, φ(+∞) = 0, φ(0) = 1/2 has a unique solution φ c if c ≥ c * , and it has no solution if c < c * . Furthermore, there exists C ± ∈ R (depending on u 0 ) such that (1.3) lim t→∞ sup x∈R ± v(t, x) − φ c * ± (x − c * t + 3 c * log t) + C ± = 0.
These well known facts may be found, for example, in [1, 5] . Using (1.3) and u(t, x) = v(t, x − βt), we immediately see that lim t→∞ u(t, x) = 0 locally uniformly in x ∈ R if β ≥ c * , and lim t→∞ u(t, x) = 1 locally uniformly in x ∈ R if β < c * .
In other words, to an observer whose position is fixed on any location of the river bank, the ultimate population density of the species either (I) vanishes (washed out by the waterflow) if the waterflow speed satisfies β ≥ c * , or (II) stablizes at the (normalized) carrying capacity 1 if β < c * . Our analysis in this paper shows that the above dichotomy phenomenon generally does not stand even very simple changes of the topological structure of the river. More precisely, if the homogeneous river in (1.1) is replaced by a simple river system with two or three homogeneous river branches, as described in Figure 1 , with each branch having its own (usually different) waterflow speed β, then the population may persist in a very different fashion to that exhibited by (1.1). Indeed, we will show a trichotomy phenomenon, according to the waterflow speeds of the river branches, namely, (i) washing out: if the waterflow speed in every branch is no less than c * , then the population will be washed out in every branch as in case (I) for (1.1),
(ii) persistence at carrying capacity: if the waterflow speed in every upper branch is smaller than c * , then the population will persist at its carrying capacity in each branch as in case (II) for (1.1), (iii) persistence below carrying capacity: in all the remaining cases, the population will persist at a positive steady-state strictly below the carrying capacity in every branch.
It turns out that this trichotomy behavior is also different from the finite graph case considered in [8, 13, 14, 15] (see Remark 1.9 below), where the unique persistence state does not seem easily distinguishable when the parameters are varied.
We now describe our results more precisely.
1.1. Two river branches. First, we consider the case that the river has two branches, and the waterflow in each branch has a different constant speed, but otherwise the environment is homogeneous to the concerned species. Let R L := (0, +∞) represent the lower river and R U := (−∞, 0) stand for the upper river. Let w L , w U denote the density of the species in R L and R U , respectively. Then, the evolution of the species is governed by the following reaction-diffusion system:
x ∈ R L , t > 0,
where the parameters D L , D U , β L , β U , a L , a U are positive constants. The constants D L , D U are the random diffusion coefficients of the species, β L , β U are the advection coefficients (waterflow speeds), and a L , a U account for the cross-section area of the river branches R L and R U , respectively. The nonlinear reaction functions f L , f U are assumed to be locally Lipschitz on [0, ∞). The initial function w 0 belongs to C comp (R), where C comp (R) consists of continuous functions defined on R = (−∞, ∞) with compact support. Taking into account the fact that the volume of water flowing out of the upstream R U is equal to that flowing into the downstream R L , we have the conservation of the flow at the junction point x = 0:
In (1.4), the third line represents the natural continuity connection condition, and the fourth line is the Kirchhoff law, which follows from the continuity connection condition and the conservation of flow (1.5) at the junction point 0:
For the concerned species, it is reasonable to assume that its diffusion rates and growth rates are the same in the two river branches. Without loss of generality, we may assume D L = D U = 1. Moreover, we assume f L (w) = f U (w) = w − w 2 for simplicity. Under these assumptions, problem (1.4) is simplified to the following one:
Given any nonnegative initial datum w 0 ∈ C comp (R), it can be proved that problem (1.6) admits a unique nonnegative classical solution (see Section 2 below). Our main interest is in the long time behavior of the solution.
By a simple comparison consideration, it is easily seen that the stationary solutions (φ L , φ U ) of (1.6) which may determine its long-time behavior satisfy (1.7)
So to have a complete understanding of (1.7), we only need to consider the problem
The following result gives a complete description of the solutions to (1.8) (for all possible cases of β L , β U > 0).
Moreover, in case (ii) and in case (iii) with α ∈ (α 0 , 1), as x → −∞, there exists some c = c(α) > 0 such that
while in case (iii) with α = α 0 , as x → −∞, there exists some c > 0 such that
The long-time behavior of (1.6) is determined in the following theorem (for all possible cases of β L , β U > 0). Theorem 1.2. Assume that w 0 ∈ C comp (R) is nonnegative and w 0 ≡ 0. Let (w L , w U ) be the solution of (1.6). Then the following assertions hold.
is the unique solution of (1.8) with α = α 0 , determined in Theorem 1.1.
Here, and in what follows, we say (w L , w U ) converges locally uniformly if w L converges locally uniformly in R L = [0, +∞), and w U converges locally uniformly in R U = (−∞, 0]. The same convention will be used for similar three component functions below.
1.2.
Two upper brances and one lower branch. We next consider the case that the species lives in a river system with two upper river branches and one lower river branch. We use R L := (0, +∞) to represent the lower branch, and R U 1 := (−∞, 0), R U 2 := (−∞, 0) to stand for the two upper branches. Let w L , w U 1 , w U 2 denote the density of the species in R L , R U 1 and R U 2 , respectively. Then, we are led to the following system:
where the parameters β L , β U 1 , β U 2 , a L , a U 1 , a U 2 are positive constants and have the same biological interpretation as before. We also have the conservation of the flow at the junction point x = 0:
Regarding the initial conditions, we assume that
w L,0 (x) ≡ 0 for all large positive x.
For the stationary solutions (φ U 1 , φ U 2 , φ L ) of (1.11), again only the ones satisfying 0
A complete classification of the solutions to (1.14) is given in the following theorem.
a. For every α ∈ (0, 1), (1.14) has a continuum of solutions satisfying
b. For i = 1, 2 and j = 3 − i, there existsα i ∈ (0, 1) such that for each α ∈ [α i , 1), (1.14) has a unique solution satisfying
and has no such solution for α ∈ (0,α i ). c. Any solution of (1.14) with α ∈ (0, 1) satisfies either (1.15) or (1.16). Moreover, for any α ∈ (0, 1), there exist c i = c i (α) > 0 for i = 1, 2, and a solution of (1.14) such that, as x → −∞, for both i = 1, 2,
a. There exists α * ∈ (0, 1) such that (1.14) has a continuum of solutions satisfying (1.15) for each α ∈ (α * , 1), has a unique solution for α = α * , and has no solution for α ∈ (0, α * ). b. For i = 1, 2 and j = 3 − i, there existα * i ∈ (0, 1) withα * i > α * i , such that for each α ∈ [α * i , 1), (1.14) has a unique solution satisfying (1.16), and has no such solution for α ∈ (0,α * i ). c. Any solution of (1.14) with α ∈ (0, 1) satisfies either (1.15) or (1.16). d. If α ∈ (α * , 1), then for any solution of (1.14) satisfying (1.15), there exists i ∈ {1, 2} and c i = c i (α) > 0 such that, as x → −∞, (1.17) holds.
e. If α = α * , then the unique solution of (1.14) has the following asymptotic expansion as x → −∞,
there exists α * * ∈ (0, 1) such that (1.14) has a unique solution for each α ∈ [α * * , 1), and has no solution for α ∈ (0, α * * ). Moreover, when α ∈ [α * * , 1) and
16) with i = 3 − j, and moreover, as x → −∞, (1.17) holds when α ∈ (α * * , 1), and (1.18) holds when α = α * * .
Although the set of stationary solutions of (1.11) is rich and rather complex as revealed in Theorem 1.3 above, the long time dynamics of (1.11) turns out to be relatively simple, which is given in the following theorem. (We note that in both Theorems 1.3 and 1.4, all the possible cases of
be the solution of (1.11). Then the following assertions hold true:
locally uniformly as t → ∞, where
is the unique solution of (1.14) with α = α * .
is the unique solution of (1.14) with α = α * * ; If β U 2 ≥ 2 > β U 1 a parallel conclusion holds (with U 1 and U 2 interchanged in the above).
Let us note that the limiting stationary solutions in cases (iii) and (iv) have rather different behavior: In case (iii) it satisfies (1.15), while (1.16) holds in case (iv).
1.3.
One upper branch and two lower branches. Finally, we consider the case that the river network consists of one upper branch R U and two lower branches R L 1 and R L 2 . In such a situation, the problem under consideration reads as
The corresponding initial conditions are
w U,0 (x) ≡ 0 for all large negative x.
Similar to the situation for (1.11), the stationary solutions (φ U , φ L 2 , φ L 2 ) of (1.19) that may play a role in the long-time behavor satisfy 0 ≤ φ 
, and has no solution for α ∈ (0, α * ).
Moreover, in case (III), as x → −∞, (1.9) holds when α ∈ (α * , 1), and (1.10) holds when α = α * .
Our result for the long time dynamics of problem (1.19) (including all the possible cases of
be the solution of (1.19). Then the following assertions hold:
is the unique solution of (1.21) with α = α * .
1.4.
Remarks and comments. We note that the number 2 plays a special role in all the main results here; this is due to the fact that 2 is the spreading speed for
which is the equation governing the population growth and spread when the river network is reduced to the trivial case of one river branch with 0 waterflow speed.
Remark 1.7. From Theorems 1.2, 1.4 and 1.6, we see that the long-time dynamical behavior of the population can be described by a trichotomy:
(i) (washing out) if the waterflow speed in every branch of the river network is no less than the critical speed 2, then the population is washed out in every river branch of the network; (ii) (persistence at carrying capacity) if the waterflow speed in every upper branch is smaller than the critical speed 2, then the population in every branch of the network goes to the normalized carrying capacity 1 as time goes to infinity; (iii) (persistence below carrying capacity) in all the remaining cases, namely at least one upper branch has waterflow speed no less than 2, and at least one other branch has waterflow speed less than 2, the population in every river branch of the network stablizes at a positive steady state strictly below the carrying capacity 1.
Remark 1.8. In a forthcoming paper, we will further develop the method in this paper to show that the above trichotomy remains valid for the more general situation that the river network has m upper branches and n lower branches meeting at a common junction point, where m, n are arbitrary positive integers.
Remark 1.9. The trichotomy phenomena described in Remarks 1.7 and 1.8 above contrast sharply to the case of finite river networks considered in [8, 13, 14, 15] , where each river branch is assumed to have finite length. It is shown in [8] that for very general such finite river networks, the long-time limit of the population has only two possibilities: Either it is identically 0 in every branch, or it is the unique positive steady-state, depending on the sign of the principal eigenvalue of the linearized problem at the zero solution. This unique positive steady-state represents the carrying capacity in general, whose features are not easily distinguishable as the parameters vary.
Remark 1.10. The spreading profile of our solution along each river branch can be determined by adapting the method of [5] . To keep the paper within a reasonable length, this is not persued here. Also, for simplicity, we have only considered the special growth function f (u) = u − u 2 in the models here. More general growth functions will be considered in a future work.
Reaction diffusion equations over graphs arise from many other applications, and we only mention two related works here: In [17] , a general stability result is obtained for stationary solutions of such equations, and in [3] , traveling wave solutions are obtained for diffusive equations over graphs of the type mentioned in Remark 1.9 above. We refer to the references in [3, 8, 13, 14, 15, 17] for further works on this topic.
1.5. Organization of the paper. The rest of the paper is organized as follows. In section 2, we prepare some preliminary results, including the comparison principles in the setting of river networks and the existence and uniqueness of solution of problems (1.6), (1.11) and (1.19 
Preliminaries
In this section, we will first establish the Phragmèn-Lindelöf type comparison principle for parabolic problems in a river network. Then we derive the existence and uniqueness of solutions to problems (1.6), (1.11) and (1.19).
We only formulate the results for (1.11); the results for (1.6) and (1.19) are parallel.
for some positive constant c. Then we have
If additionally w j (0, ·) ≤, ≡ 0 for some j ∈ {L, U 1 , U 2 }, then
The proof of the first assertion of Lemma 2.1 is the same as that of [12 
we say (w L ,w U 1 ,w U 2 ) is a supersolution (or subsolution) of (2.2). Then using Lemma 2.1, we can conclude that
be, respectively, a bounded subsolution and a bounded supersolution of (2.2) satisfying w i (0, ·) ≤
Remark 2.3. Suppose that ξ 1 (t) and ξ 2 (t) are continuous functions of
Analogously, Lemma 2.2 holds when R i is replaced by R i ∩ (ξ 1 (t), ξ 2 (t)) and we assume additionally
Now we prove the main result of this section: existence and uniqueness of solution to problem (1.11).
Theorem 2.4. For any nonnegative initial data (w L,0 , w U 1 ,0 , w U 2 ,0 ) satisfying (1.13), problem (1.11) has a unique classical solution (w L , w U 1 , w U 2 ) which is defined and is uniformly bounded for all t > 0.
Proof. We first show the existence and uniqueness of solution of (1.11) by adopting the approach of [11] . Following such an approach, we can transform (1.11) to an equivalent half-line problem of the form (9.1)-(9.3) in [11] defined for (t, x) ∈ (0, T ) × (0, ∞) with compactly supported initial data. Then the standard theory guarantees that such an equivalent problem (and so the original problem (1.11)) admits a unique classical solution, defined for all time t > 0.
It remains to show the uniform boundedness of w i , i ∈ {L, U 1 , U 2 }. For such a purpose, given any > 0, we consider the following auxiliary problem with zero Dirichlet boundary conditions:
x ∈ (0, ),
, which is defined globally in t. Thanks to [8, Lemmas A.3, A.6] , the (w i ) i=L,U 1 ,U 2 is nondecreasing with respect to , and for all > 0 it holds
On the other hand, following the same procedure as in [11] , one can transform (2.3) to a wellstated initial-boundary value problem of the form (9.1)-(9.3) in [11] . Then, in light of (2.4), applying the standard interior L p and Schauder estimates to such a parabolic system and then coming back to the original problem (2.3), we can conclude that, given constants 0 < 0 < 1 and 0 > 0,
for some positive constants α ∈ (0, 1) and C 0 with C 0 being independent of once > 0 . Therefore, through a standard diagonal process, together with the compact embedding theorem, we see that w i converges to w ∞ i locally in the usual C 1,2 norm (i = L, U 1 , U 2 ), and (w ∞ i ) i=L,U 1 ,U 2 is a classical solution of (1.11) (the initial condition can be easily checked separately).
Thus, by uniqueness we must have (
That is, (w i ) i=L,U 1 ,U 2 is uniformly bounded. The proof is thus complete. Similar arguments as above show that problems (1.6) and (1.19) admit a unique classical and uniformly bounded solution for given nonnegative initial data.
The two-branches problem
We prove Theorem 1.2 in this section by making use of Theorem 1.1. The proof of Theorem 1.1 is given in section 5 by a phase plane approach, which is rather long and very different in nature to the techniques used here.
According to the behavior of the solution, we distinguish three cases:
Clearly these three cases exhaust all the possible cases of the positive parameters β U and β L .
3.1. Case (i): 2 > β U . In this case, we have Theorem 3.1. Assume that β U < 2, and the initial function w 0 ∈ C comp (R) is nonnegative and
Proof. First of all, following the proof of Theorem 2.4 we have
. Thus, (ū,ū) is a supersolution of problem (1.6). So Lemma 2.2, together with (3.1), gives
Since w 0 ≡ 0 is nonnegative, w U (1, x) > 0 for x ∈ R U . Because of 0 < β U < 2, by standard results on logistic equations, we know that there exists a unique constant l 0 > 0 such that the following problem
has a positive solution if and only if l > l 0 , and the positive solution w l is unique and satisfies w l ∞ → 0 as l → l 0 . Therefore by fixing l > l 0 close to l 0 , we can make sure that the unique solution w l of the above problem satisfies
We set w 0 l = w l on [−l, 0] and w 0 l = 0 on (−∞, −l). Then let (w L , w U ) be the solution of (1.6) with initial function (0, w 0 l ). Clearly, w L (t, x) > 0 for t > 0, x ≥ 0, and w U (t, x) > 0 for t > 0, x ≤ 0. Moreover, one can use the standard parabolic comparison principle to conclude that
It follows from Lemma 2.2 that
). Then, similarly as in the proof of Theorem 2.4, a compactness argument allows us to conclude that
and (w L,∞ (x), w U,∞ (x)) is a positive stationary solution to (1.6) satisfying 0 < w L,∞ ≤ 1, 0 < w U,∞ ≤ 1. By (i) of Theorem 1.1, (1, 1) is the unique positive stationary solution of equation (1.6) in case (i). Therefore we necessarily have
On the other hand, as w 0
This and (3.4) yield
Combining (3.2) and (3.5), we obtain the desired result, and the proof is complete.
3.2. Case (ii): β L , β U ≥ 2. By Theorem 1.1(iii), for any given α ∈ (0, 1), (1.14) has a unique solution (φ L (·, α), φ U (·, α)), and both φ L (x, α) and φ U (x, α) are increasing in x. We will use (φ L , φ U ) to construct a suitable supersolution to establish the desired asymptotic behavior of (w L , w U ). Theorem 3.2. Assume that β U , β L ≥ 2, and the initial datum w 0 ∈ C comp (R) is nonnegative and
Proof. Fix α ∈ (0, 1), we construct a supersolution in the following manner:
where M and λ will be determined later, and the region for x will also be suitably further restricted. Clearly,
To check thatw L satisfies the supersolution conditions, we calculate
x .
Here, we have used the monotonicity of φ L (x; α) in x. Similarly we have, for any l < 0,
x for x ∈ [l, 0).
By Theorem 1.1(iv), as x → −∞, φ U (x; α) satisfies (1.9). It follows that there exists l = l α < 0 such that
We now fix l = l α . Because β U , β L ≥ 2, φ L (0; α) = α > 0 and 2φ U (l; α) > 0, by our earlier calculations, we can always find a sufficiently small λ > 0 (depending on l but independent of M ) such that
Since v(0) = M > max{1, w 0 ∞ } ≥ w U (t, 0) for all t ≥ 0. By the standard comparison principle we deduce
It follows in particular that
Thus with λ and M fixed as above, (w L ,w U ) is a supersolution of (1.6) over the region x ∈ [l, ξ(t)] and t ≥ 0. It follows from Remark 2.3 that
Since
we thus have
locally uniformly for x ∈ R i , i = L, U . We further notice that lim α→0 φ i (x; α) = 0 locally uniformly for x ∈ R i and i = L, U . Then due to the arbitrariness of α, we infer that
Sincew U is increasing in x, it is easily seen from the above proof that
Obviously, u is a subsolution of the equation satisfied by
and has no solution when α ∈ (0, α 0 ).
be the solution of (1.6). Then we have
Proof. For M > 1, set
Since w 0 has compact support, we can fix M > 1 large enough such that
is a super solution of the corresponding elliptic problem of (1.6). It follows that the unique solution (φ U (t, x),φ L (t, x)) of (1.6) with initial function (φ U,0 ,φ L,0 ) is nonincreasing in t, and as t → +∞,
By a simple comparison consideration involving an ODE, we also easily see that
Since β L < 2, there exists a unique l 0 > 0 such that the problem
has a unique positive solution φ l (x) if and only if l > l 0 , and
Then it is easily checked that (φ U,0 , φ L,0 ) is a subsolution of the corresponding elliptic problem of (1.6). It follows that the unique solution (
is nondecreasing in t, and as t → +∞,
,φ L (y)) must be solutions of (1.8) with some α =α,α ∈ (0, 1), respectively, andα ≥α. We claim thatα =α = α 0 , with α 0 ∈ (0, 1) given by Theorem 1.1. Indeed, by part (iv) of this theorem, ifα > α 0 , then there exists someĉ > 0 such that as x → −∞,
which is a contradiction toφ
Similarly, using
and hence lim inf
Therefore (3.6) holds.
Clearly Theorem 1.2 is a consequence of the above theorems in this section.
The three-branches problems
In this section, we prove Theorems 1.4 and 1.6 based on Theorems 5.1, 5.2, 5.3, 5.4 and 5.6 proved in section 5 by a phase plane approach. These latter theorems form a weaker version of Theorems 1.3 and 1.5, and we will use a new technique here to improve these results from section 5 to complete the proof of Theorems 1.3 and 1.5; see Lemma 4.1 and Remark 4.2 below.
4.1. Proof of Theorem 1.4. This theorem has four conclusions, corresponding to the following four cases:
Clearly these exhaust all the possible cases of the positive parameters β U 1 , β U 2 and β L .
Proof of (i).
We borrow the ideas in the proof of Theorem 3.1. Since β U 1 , β U 2 < 2, for i = 1, 2, we can similarly find l i,0 > 0 such that (3.3) has a positive solution if and only if l > l i,0 . Then fix l i > l i,0 but close to l i,0 so that
Then define, for i = 1, 2,
Let (w U 1 , w U 2 , w L ) be the solution of (1.11) with initial function (w 0
. Then a similar comparison argument shows that (w U 1 , w U 2 , w L ) is nondecreasing in t, and as t → +∞,
By Theorem 1.3 (I), we easily see that (w
By the choice of the initial function of (w U 1 , w U 2 , w L ) and the comparison principle, we have
It follows that lim inf
If we defineū as in the proof of Theorem 3.1 then (ū,ū,ū) is a super solution of (1.11), from which we deduce lim sup
We thus obtain
This completes the proof of conclusion (i).
Proof of (ii).
We use the ideas in the proof of Theorem 3.2. By Theorem 5.2, there exists > 0 sufficiently small such that for each α ∈ (0, ), (1.14) has a solution (φ
with M and λ positive constants to be determined later. It is easily checked that
Clearly
By the calculations in the proof of Theorem 3.2, we can see that there exists λ > 0 small, independent of M , such that for such λ and i ∈ {1, 2},
and
and by the standard comparison principle we deduce
and so (w L (t, x),w U 1 (t, y),w U 2 (t, z)) is a supersolution of (1.11) over the region (x, y, z)
We further notice that lim α→0 φ i (x; α) = 0 locally uniformly for x ∈ R i and i = L, U 1 , U 2 . Then due to the arbitrariness of α, we infer that
The conclusions on the large time behavior of w j L ∞ (R j ) , j ∈ {U 1 , U 2 , L}, can be proved in the same way as in the proof of Theorem 3.2. This completes the proof for (ii).
Proof of (iii)
Proof. Arguing indirectly we assume that α * 1 < α * 2 , and denote the unique solution of (1.14) with α = α * 1 and α = α * 2 by (φ 1 , φ 2 , φ 3 ) and (ψ 1 , ψ 2 , ψ 3 ), respectively. By (1.18), there exists positive constants c 1 , c 2 ,ĉ 1 ,ĉ 2 such that, as x → −∞,
where
Recall that we also have
These facts imply the existence of a positive constant M > 1 such that
by which we mean
It follows that
Moreover, it is easily checked that M * (φ 1 , φ 2 , φ 3 ) is a super solution to (1.14) with α = α * 2 . Since M * φ 3 (+∞) − ψ 3 (+∞) = M * − 1 > 0, by the comparison principle we have
A simple calculation yields
Since θ i (0) > 0, by the maximum principle we haveθ i (x) > 0 for x ≤ 0. By (4.1) we have, as
By standard ODE theory, there exists fundamental solutions Θ 1 i (x) and Θ 2 i (x) of the linear ODE −θ + β U i θ = (1 − (x))θ such that, as x → −∞,
It follows thatθ
for some constants a i and b i . By (4.2), we necessarily have b i = 0 and a i > 0. We thus obtain, as
It follows from this and (4.1) that, for some L 1 > 0 large and 1 > 0 small,
Due to θ i (x) > 0 on [−L 1 , 0] and the continuity of θ i , we can find 2 > 0 small so that
We thus have
It follows that Denoting α * := α * 1 = α * 2 , we can now adapt the approch in the proof of Theorem 3.3 to complete the proof of conclusion (iii).
For M > 1 and i ∈ {1, 2}, set
In view of (1.13), we can fix M > 1 large enough such that
denote the unique solution of (1.14) with α = α * . In view of (1.18), by enlarging M further if needed, we may also assume that
Moreover,
is a super solution of the corresponding elliptic problem of (1.11). It follows that the unique solution (φ
is nonincreasing in t, and as t → +∞,
is a nonnegative stationary solution of (1.11) satisfying
These facts imply that (φ U 1 ,φ U 2 ,φ L ) is a solution of (1.14) with some α =α ∈ [α * , 1 
has a unique positive solution φ l (x) if and only if l > l 0 , and φ l ∞ → 0 as l → l 0 . Therefore we can fix l > l 0 such that
Then it is easily checked that (φ
) is a subsolution of the corresponding elliptic problem of (1.11). It follows that the unique solution (
) is nondecreasing in t, and as t → +∞,
is a positive stationary solution of (1.11). Since
we also have
) is a solution of (1.14) with someα ∈ (0, α * ]. By Theorem 1.3, we necessarily haveα = α * , and hence
we obtain
The desired asymptotic behavior of (φ U 1 , φ U 2 , φ L ) thus follows.
Proof of (iv)
. This is similar to the proof of (iii) above, and we only sketch the main steps. We only consider the case
Firstly we prove α * * 1 = α * * 2 in Theorem 5.4 by the method of Lemma 4.1 as indicated in Remark 4.2, where the behavior of φ U 1 (x) as x → −∞ is crucial to deduce a contradiction.
Next we prove the convergence result by constructing super and sub-solutions similarly, where we treat φ U 1 as φ U i in the proof of (iii), and treat φ L and φ U 2 as φ L in the proof of (iii).
Since the modifications required in the arguments are obvious, the details are omitted.
4.2.
Proof of Theorem 1.6. We may prove α * 1 = α * 2 in Theorem 5.6 by the method of Lemma 4.1 as indicated in Remark 4.2, where the behavior of φ U (x) as x → −∞ is crucial to deduce a contradiction.
The rest of the proof is parallel to that of Theorem 1.2. More precisely, the proof of conclusion (i) is similar to that of Theorem 3.1, where in the construction of the subsolution, we treat w L i the same way as w L there, and treat w U the same. Here instead of using Theorem 1.1 (i) we use Theorem 1.5 (I).
The proof of (ii) is similar to that of Theorem 3.2, where w L 1 and w L 2 are treated in the same way as w L there, and Theorem 1.5 (II) is used instead of Theorem 1.1 (ii).
The proof of (iii) is similar to that of Theorem 3.3 with w L 1 and w L 2 treated in the same way as w L there, and Theorem 1.5 (III) used instead of Theorem 1.1 (iii).
Stationary Solutions
In this section we study the stationary problems (1.8), (1.14) and (1.21) by a phase plane approach. We start with (1.8). For our analysis below, it is convenient to use the following change of variables to reduce (1.8) to an equivalent system which can be conveniently treated by a phase plane argument. We define
Then by a simple calculation, using
We will use a phase plane argument to solve (5.1). For µ > 0, consider the equation
If φ 1 (x) is a positive solution of (5.2) for x ≥ 0 with µ = β −2 L and 0 < φ 1 < 1, and φ 2 is a positive solution of (5.2) for x ≤ 0 with µ = β −2 U and 0 < φ 2 < 1, then clearly (Φ L , Φ U ) := (φ 1 , φ 2 ) will be a solution of (5.1) provided that φ 1 (0) = φ 2 (0) = α and φ 1 (0) = φ 2 (0). The converse is also true.
In the next subsection, we will describe the phase plane analysis of (5.2), which will be used to solve (5.1) in subsection 5.2. This method will be extended to solve the stationary problems (1.14) and (1.21) in subsections 5.3 and 5.4, respectively.
Phase plane analysis of (5.2)
. This is a standard KPP equation, and the phase plane analysis for such equations has been done in several works; see, for example, [1, 4] . We recall the main features below for convenience of later reference and discussion.
Denote f (φ) := φ − φ 2 . Then (5.2) is equivalent to the system
A solution (φ(x), ψ(x)) of (5.3) produces a trajectory on the φψ-phase plane, whose slope is given by
whenever ψ = 0. It is easily seen that (0, 0) and (1, 0) are the only singular points of (5.3). The eigenvalues of the Jacobian matrix at these points are
, and λ
Hence, (1, 0) is always a saddle point, with its unstable manifold tangent to 0) , and its stable manifold tangent to
The singular point (0, 0) is an unstable spiral if µ > 1/4; if µ = 1/4, it is an unstable node so that every trajectory approaching (0, 0) as x → −∞ must be tangent to : ψ = Case (a): µ > 1/4 (see Figure 3 (a) ). There is a unique trajectory Γ + in D, which approaches (1, 0) as x → +∞ and intersects the positive ψ axis at some finite x value, say x = 0. Γ + lies above the φ-axis, and is the stable manifold of (1, 0) in D. The unstable manifold of (1, 0) in D gives rise to a unique trajectory Γ − , which approaches (1, 0) as x → −∞, and intersects the negative ψ-axis at some finite x value. Γ − lies below the φ-axis.
Let 
, the unique trajectory of (5.3) passing through (φ 0 , ψ 0 ) intersects the negative ψ axis in the positive direction, and it intersects the line φ = 1 in the negative direction; it remains in D (Γ − ↓) between these two intersection points.
Case (b): µ = 1/4 (see Figure 3 (b) ). In this case we have H, Γ − and Γ * as in Case (c), and all the descriptions of the trajectories in Case (c) remain valid; the only difference is that now + and − collapse into . 
We now use the phase plane trajectories of (5.3) to obtain a unique pair (φ 1 , φ 2 ) having the above properties. Since µ 1 , µ 2 ∈ (0, 1/4], we are in cases (b) or (c) described in the previous subsection. We next find φ 2 by considering the trajectories of (5.3) with µ = µ 2 . To satisfy (ii) 3 , φ 2 must be generated by the unique trajectory Γ passing through (α, ψ 0 ) at x = 0, in its negative direction, i.e., for x < 0. We already know that 0
, and by our analysis for cases (b) and (c) in the previous subsection, we know that Γ approches (0, 0) as x → −∞. Moreover, it is also easily seen that Γ stays above the φ-axis for x ∈ (−∞, 0]. Therefore φ 2 > 0 and
We have thus proved that in Case (ii), for any α ∈ (0, 1), (5.1) and hence (1.8) has a solution. Moreover,
To show uniqueness, suppose (Φ L , Φ U ) is an arbitrary solution of (5.1) with α ∈ (0, 1). Then 
In the φψ-plane we now consider the two curves Γ 
Suppose the two curves intersect at φ = φ 0 ∈ (0, 1). Then Φ 1 (φ 0 ) = Φ 2 (φ 0 ) and due to µ 1 > µ 2 , we obtain
This indicates that at any intersection point of the two curves, the slope of Γ + 1 is always bigger than that of Γ * 2 . This fact clearly implies that there can be no more than one intersection point. This proves our claim.
Let us also observe that in the range φ ∈ (0, α 0 ), Γ + 1 is above Γ * 2 , and for φ ∈ (α 0 , 1), Γ
We show next that (5.1) has no solution for α ∈ (0, α 0 ). Suppose on the contrary that it has a solution for some α ∈ (0, α 0 ); then we obtain a pair (φ 1 , φ 2 ) satisfying (iii) 1 -(iii) 3 above. By our phase plane analysis for case (a), necesarily φ 1 is generated by the trajectory Γ + 1 : ψ = Ψ 1 (φ) in φ ≥ α, and φ 2 is generated by the trajectory of (5.3) with µ = µ 2 passing through (α, Ψ 1 (α)) in the negative direction.
On the other hand, α < α 0 implies Ψ 2 (α) < Ψ 1 (α) and hence (α, Ψ 1 (α)) lies above Γ * 2 . Thus (α, Ψ 1 (α)) ∈ D (↑ Γ * 2 ) , and by the phase plane analysis for cases (b) and (c), we know that the trajectory passing through (α, Ψ 1 (α)) intersects the positive ψ-axis in the negative direction. This implies that φ 2 (x 0 ) = 0 for some x 0 < 0, a contradiction to 0 < φ 2 (x) < 1 for x < 0. This proves the non-existence conclusion for α ∈ (0, α 0 ).
Suppose now α ∈ [α 0 , 1). Then Ψ 2 (α) ≥ Ψ 1 (α) and hence (α, Ψ 1 (α)) lies on or below Γ * 2 and above the φ-axis. By our phase plane analysis for cases (b) and (c), we know that the trajectory of (5.3) with µ = µ 2 passing through (α, Ψ 1 (α)) approaches (0, 0) as x → −∞, and it is also easily seen that it stays above the φ-axis in the negative direction from (α, Ψ 1 (α)). Hence it generates a φ 2 satisfying (iii) 2 and
Clearly Γ + 1 in the positive direction from (α, Ψ 1 (α)) generates a φ 1 satisfying (III) 1 and
We thus obtain a pair (φ 1 , φ 2 ) satisfying the above properties (iii) 1 -(iii) 3 , as required. Moreover, they also satisfy (5.5) and (5.6). The uniqueness follows from a similar reasoning as in Case (ii).
To complete the proof of the theorem, it remains to prove the conclusion in part (iv) of the theorem. We have µ 2 ∈ (0, 1/4] and so φ 2 is generated by the trajectory Γ * 2 in the negative direction when α = α 0 in case (iii). For α ∈ (α 0 , 1) in case (iii), or α ∈ (0, 1) in case (ii), φ 2 it is generated by the trajectory Γ which lies below Γ * 2 and above the φ-axis. In the former case, the asymptotic behavior of φ 2 is determined by the tangent line of Γ * 2 at (0, 0), which is + 2 , while in the latter cases, the asymptotic behavior of φ 2 is determined by the tangent line of the trajectory Γ at (0, 0), which is − 2 . These facts imply in particular that φ U (x) → 0 exponentially as x → −∞. We next determine its exact behavior as x → −∞.
To simplify notations, we write φ = φ U and hence
To determine the exact behavior of φ(x) as x → −∞, we view φ as the solution of the following linear equation
where (x) := −φ(x) → 0 exponentially as x → −∞. Denote
then for β U > 2, it is easily checked that
are the fundamental solutions of the linear equation
By standard ODE theory one sees that the perturbed problem (5.7) has two fundamental solutions of the formφ
Using these and our above description of the tangent lines of the trajectories, we necessarily have a > 0 = 0 when α = α 0 , and b > 0 when α > α 0 . The desired behavior for φ U (x) as x → −∞ is a simple consequence of this fact. The case β U = 2 is more difficult to treat. In this case, k + = k − = 1 and the fundamental solutions of the linear equation are
By standard ODE theory the perturbed problem (5.7) has two fundamental solutions of the form
By some tedious calculations, it can be shown that if the trajectory 5.3. Solutions of (1.14). In this subsection, we prove a slightly weaker version of Theorem 1.3. As before, if we set
then (1.14) is reduced to
We now extend the phase plane approach in the previous subsection to treat (5.8) . Recall that, according to the behavior of the solution we have four cases which cover all the possibilities of the parameters β U 1 , β U 2 and β L :
Our results in the following four theorems are slightly weaker than that in Theorem 1.3.
a. For every α ∈ (0, 1), (1.14) has a continuum of solutions satisfying (1.15). b. For i = 1, 2 and j = 3 − i, there existα i,1 ,α i,2 ∈ (0, 1) withα i,1 ≤α i,2 such that for each α ∈ {α i,1 } ∪ [α i,2 , 1), (1.14) has a unique solution satisfying (1.16) and has no such solution for α ∈ (0,α 1 ). c. Any solution of (1.14) with α ∈ (0, 1) satisfies either (1.15) or (1.16). Moreover, for any α ∈ (0, 1), there exist c i = c i (α) > 0 for i = 1, 2, and a solution of (1.14), such that, as x → −∞, for both i = 1, 2, (1.17) holds.
a. There exist α * 1 , α * 2 ∈ (0, 1) with α * 1 ≤ α * 2 such that (1.14) has a continuum of solutions satisfying (1.15) for each α ∈ (α * 2 , 1), has a unique solution satisfying (1.16) for α ∈ {α * 1 , α * 2 }, and has no such solution for α ∈ (0, α * 1 ).
, (1.14) has a unique solution satisfying (1.16), and has no such solution for α ∈ (0,α * i,1 ). c. Any solution of (1.14) with α ∈ (0, 1) satisfies either (1.15) or (1.16). d. If α ∈ (α * 2 , 1), then for any solution of (1.14) satisfying (1.15), there exists i ∈ {1, 2} and c i = c i (α) > 0 such that, as x → −∞, (1.17) holds. e. If α ∈ {α * 1 , α * 2 }, then the unique solution of (1.14) satisfies (1.18) as x → −∞.
there exist α * * 1 , α * * 2 ∈ (0, 1) with α * * 1 ≤ α * * 2 such that (1.14) has a unique solution for each α ∈ {α * * 1 } ∪ [α * * 2 , 1), and has no solution for α ∈ (0, α * * 1 ). Moreover, when α ∈ {α * * 1 }∪[α * * 2 , 1) and
16) with i = 3 − j, and as x → −∞, (1.17) holds when α ∈ (α * * 2 , 1), and (1.18) holds when α ∈ {α * * 1 , α * * 2 }.
Remark 5.5. We will prove that α * 1 = α * 2 ,α i,1 =α i,2 ,α * i,1 =α * i,2 and α * * 1 = α * * 2 in the above theorems, which clearly gives all the conclusions in Theorem 1.3. Since the proof of these facts does not use the phase plane method, it is given in Section 4; see Lemma 4.1 and Remark 4.2.
Proof of Theorem 5.1: We will work with the equivalent problem (5.8). Suppose by way of contradiction that (5.8) has a solution (Φ U 1 , Φ U 2 , Φ L ) for some α ∈ (0, 1). Since β U i < 2 for i = 1, 2, the same consideration as in case (i) of Theorem 1.1 shows that
is part of the trajectory Γ − i of (5. 
denote, respectively, the special trajectories Γ * , H, Γ − of (5.3) with µ = µ i ; similarly , + and − will be denoted by i , Moreover, (α, ψ 0 ) is the only point on the line φ = α such that the trajectory of (5.3) with µ = µ 3 passing through it generates a solution φ of (5.2) satisfying φ(x) ∈ (0, 1) for x ≥ 0.
Since H 3 lies below 
Therefore there is a continumm of positive constants ψ 0 1 , ψ 0 2 satisfying (5.9)
Fix any such ψ 0 1 and ψ 0 2 ; for i = 1, 2, the point (α, ψ 0 i ) lies between Γ * i and the positive φ-axis in the φψ-plane, and hence (α, Thus (1.14) has a solution satisfying (5.10) for every α ∈ (0, 1). Moreover, since there is a continuum of positive constants ψ 0 1 and ψ 0 2 satisfying (5.9), and each such pair gives rise to a pair φ 1 and φ 2 as described above, we see that (1.14) has a continuum of solutions satisfying (5.10) for each α ∈ (0, 1). Let us note from the above argument that the component φ L in (φ U 1 , φ U 2 , φ L ) is uniquely determined for each α ∈ (0, 1).
To prove (1.17), we note that there is a continuum of pairs ψ 0 1 and ψ 0 2 satisfying (5.9) and for i = 1, 2, ψ 0 i < ψ * i . Thus (α, ψ 0 i ) lies below Γ * i , and the trajectory Γ ψ 0 i is tangent to − i at (0, 0), which yields the asymptotic behavior for φ U i described in (1.17), which can be proved by the argument used in the proof of conclusion (iv) in Theorem 1.1.
The above constructed solutions of (1.14) do not exhaust all the possible solutions. There are solutions of a different kind, which we now construct. For i = 1, 2, let
be the equations of the trajectories Γ * i , Γ − i and H 3 , respectively. Then definẽ
and there exist α * i,1 , α * i,2 ∈ (0, 1) such that α * i,1 ≤ α * i,2 and 
The trajectory H 3 starting from (α, Ψ 3 (α)) in its positive direction generates a φ 3 (x) satisfying (II) 3 and
Denote j = 3 − i and set
Using α ∈ Σ i we easily deduce 0 < ψ 0 j ≤ Ψ * j (α). Let Γ ψ 0 j denote the trajectory of (5.3) with µ = µ j passing through (α, ψ 0 j ). Let φ j (x) be generated by Γ ψ 0 j in its negative direction starting from (α, ψ 0 j ); then the phase plane result indicates that φ j satisfies (II) j and
and thus (φ 1 , φ 2 , φ 3 ) solves (5.8) with α ∈ Σ i , and
Conversely, suppose that (
is a solution of (5.8). Then by the phase plane result, it is easily seen that φ 3 has to be generated by Γ + 3 . If one of φ 1 (0) and φ 2 (0) is negative, say φ i (0) < 0, then by the phase plane result, φ i has to be generated by Γ − i , and φ j (0) must be no bigger than Φ * j (α). Therefore necessarily α ∈ Σ i , and (φ 1 , φ 2 , φ 3 ) coincides with the solution constructed above. If both φ 1 (0) and φ 2 (0) are positive, then we are back to the situation considered earlier and (φ 1 , φ 2 , φ 3 ) coincides with a solution satisfying (5.10) constructed there.
We have now proved all the conclusions in the theorem. 
We first note that if we replace the trajectory H 3 by Γ + 3 in the above proof for Theorem 5.2 b, we immediately obtain the conclusions in Theorem 5.3 b, which gives all the solutions of (1.14) satisfying (1.16).
Next we find all the other solutions of (1.14). In the φψ-plane, we consider the three trajectories Γ * 1 , Γ * 2 and Γ + 3 , where as in the proof of Theorem 5.2, for i = 1, 2, 3, we use the subscript i to denote the corresponding trajectory in the phase plane of (5.3) with µ = µ i . Let
be the equations of Γ * 1 , Γ * 2 and Γ + 3 , respectively. Define
and there exist α * 1 , α * 2 ∈ (0, 1) satisfying α * 1 ≤ α * 2 and Ψ * (α
Since Γ For α = α * j , j = 1, 2, clearly the trajectory Γ + 3 starting from (α * j , Ψ 3 (α * j )) in its positive direction generates a φ 3 satisfying (III) 3 and
For i = 1, 2, starting from (α * j , Ψ i (α * j )) in the negative direction, the trajectory Γ * i generates a φ i satisfying (III) i and
Thus φ 1 , φ 2 , φ 3 satisfy (III) 1 -(III) 4 and (5.10). This proves that for α = α * j , (1.14) has a solution satisfying (5.10). Moreover, since Γ * i is tangent to + at (0, 0), we can prove (1.18) the same way as in the proof of conclusion (iv) in Theorem 1.1.
To show the solution is unique, suppose (
is an arbitrary solution of (5.8) with 
). This and (5.12) imply that (Φ U 1 , Φ U 2 , Φ L ) coincides with (φ 1 , φ 2 , φ 3 ) constructed above. The uniqueness conclusion is thus proved.
We next consider the case α ∈ (0, α * 1 ). Then
Suppose for contradiction that (5.8) has a solution (
. Then Φ L (x) generates a trajectory of (5.3) with µ = µ 3 > 1/4 which does not intersects the lines φ = 0 and φ = 1 in any finite time x > 0. By the phase plane analysis in subsection 5.1 for case (a), necessarily this trajectory is part of Γ + 3 , and so (Φ L (0), Φ L (0)) = (α, Ψ 3 (α)). It follows that, for i = 1, 2, Φ U i is generated by the trajectory of (5.3) with µ = µ i ∈ (0, 1/4] in the negative direction starting from some point (α, ψ 0 i ) with ψ 0 i > 0 and
Therefore either ψ 0 1 > Ψ * 1 (α) or ψ 0 2 > Ψ * 2 (α) holds. For definiteness, we assume the former holds. Then the point (α, ψ 0 1 ) is above the trajectory Γ * 1 in the φψ-plane, and by the phase plane result in subsection 5.1 for cases (b) and (c), the trajectory of (5.3) with µ = µ 1 , starting from (α, ψ 0 1 ) in its negative direction, intersects the line φ = 0 at some finite time x, which implies that Φ U 1 (x) = 0 for some finite x < 0, a contradiction to Φ U 1 (x) > 0 for x < 0. Therefore (1.14) has no solution for α ∈ (0, α * 1 ). We next consider the general case α ∈ Σ * . If Ψ * (α) = Ψ 3 (α) then we can obtain a unique solution of (1.14) satisfying (5.10) in the same way as for the case α ∈ {α * 1 , α * 2 }. Suppose next
This is the case when, for example, α ∈ (α * 2 , 1). The trajectory Γ + 3 starting from the point (α, Ψ 3 (α)) in its positive direction clearly generates a φ 3 satisying (III) 3 with φ 3 (0) = α, φ 3 (0) = Ψ 3 (α), φ 3 (+∞) = 1 and φ 3 > 0.
Moreover, (α, Ψ 3 (α)) is the only point on the line φ = α such that the trajectory of (5.3) with µ = µ 3 passing through it generates a solution φ of (5.2) satisfying φ(x) ∈ (0, 1) for x ≥ 0.
By the definition of α * 2 we now have
Therefore there is a continuum of positive constants ψ 0 1 and ψ 0 2 satisfying
For each such pair ψ 0 1 , ψ 0 2 , the trajectory Γ ψ 0 i of (5.3) with µ = µ i starting from (α, ψ 0 i ) in the negative direction approaches (0, 0) as x → −∞, and lies above the φ-axis, for i = 1, 2. It thus generates a φ i satisfying (III) i and
Since there is a continuum of positive constants ψ 0 1 and ψ 0 2 for use in the above process to generate φ 1 and φ 2 , we see that (1.14) has a continuum of solutions satisfying (5.10) for each α ∈ (α * 2 , 1). Let us note from the above argument that the component φ L in (φ U 1 , φ U 2 , φ L ) is uniquely determined for each α. Let us also note that due to at (0, 0), which yields the asymptotic behavior for φ U 1 and φ U 2 described in (1.17), which can be proved by the argument used in the proof of conclusion (iv) in Theorem 1.1.
Finally we note that if (
is a solution of (5.8) with α ∈ (0, 1), then the phase plane results indicate that Φ L must agree with φ 3 above, and Φ U i has to be generated as φ i above for i = 1, 2, which implies α ∈ Σ * , except that we alow one of ψ 0 1 and ψ 0 2 negative; say ψ 0 1 < 0. Then necessarily ψ 0 i = Ψ − 3 (α) and thus we are back to the situation described in part b above. All the conclusions in the theorem are now proved.
Proof of Theorem 5.4. Without loss of generality, we may assume that 0 < β U 1 < 2 ≤ β U 2 .
We first consider the case β L < 2. Define µ i = β 
Therefore there exist α * * 1 , α * * 2 ∈ (0, 1) satisfying α * * 1 ≤ α * * 2 and
We show next that (5.8) has no solution for α ∈ (0, α * * 1 ). Suppose for contradiction that φ 2 , φ 3 ) is a solution of (5.8) for some α ∈ (0, α * * 1 ). Then {(φ 1 (x), φ 1 (x)) : x ≤ 0} is a trajectory of (5.3) with µ = µ 1 > 1/4 which stays in D for all x < 0. By the phase plane result for case (a) necessarily it is part of Γ − 1 . Hence φ 1 (0) = Ψ 1 (α). Next we look at {(φ 3 (x), φ 3 (x)) : x ≥ 0}, which forms a trajectory of (5.3) with µ = µ 3 > 1/4 staying in D for all x ≥ 0. By the phase plane result for case (a) necessarily it is part of Γ
Using φ 3 (0) = ξ 1 φ 1 (0) + ξ 2 φ 2 (0) and Ψ 3 (α) > Ψ(α), we thus obtain
This implies that (α, φ 2 (0)) lies above Γ * 2 in the φψ-plane. Therefore {(φ 2 (s), φ 2 (x)) : x ≤ 0} is a trajectory of (5.3) with µ = µ 2 ∈ (0, 1/4] starting from (α, φ 2 (0)) moving in its negative direction as x decreases from 0. By the phase plane result for cases (b) and (c), due to (α, φ 2 (0)) lying above Γ * 2 , this trajectory intersects the line φ = 0 at some finite x < 0, a contradiction to φ 2 (x) > 0 for all x < 0. Hence (1.14) has no solution for α ∈ (0, α * * 1 ). We now consider the case α = α * * j , j = 1, 2. The trajectory Γ − 1 of (5.3) with µ = µ 1 starting from (α * * j , Ψ 1 (α * * j )) in its negative direction gives rise to a function φ 1 (x) satisfying (5.2) with µ = µ 1 for x ≤ 0 and
The trajectory Γ * 2 starting from (α * * j , Ψ 2 (α * * j )) in its negative direction gives rise to a function φ 2 (x) satisfying (5.2) with µ = µ 2 for x ≤ 0 and
The trajectory Γ + 3 starting from (α * * j , Ψ 3 (α * * j )) in its positive direction gives rise to a function φ 3 (x) satisfying (5.2) with µ = µ 3 for x ≥ 0 and
By the definition of α * * j we find
) is a solution of (5.8) with α = α * * j . The uniqueness of this solution is easily checked as before. Since Γ * 2 is tangent to + 2 at (0, 0), the behavior of φ 2 (x) as x → −∞ can be precisely determined, which yields the desired behavior of Φ U 2 (x) as x → −∞.
Next we consider the case α ∈ (α * * 2 , 1). The trajectory Γ + 3 starting from the point (α, Ψ 3 (α)) in its positive direction clearly generates a φ 3 satisying (5.2) with µ = µ 3 for x ≥ 0 and
The trajectory Γ − 1 of (5.3) with µ = µ 1 starting from (α, Ψ 1 (α)) in its negative direction gives rise to a function φ 1 (x) satisfying (5.2) with µ = µ 1 for x ≤ 0 and
and hence the trajectory Γ ψ 0 2 of (5.3) with µ = µ 2 starting from (α, ψ 0 2 ) in the negative direction approaches (0, 0) as x → −∞, and lies above the φ-axis. It thus generates a φ 2 (x) satisfying (5.2) with µ = µ 2 for x ≤ 0 and
Now (φ 1 , φ 2 , φ 3 ) clearly satisfies (5.8) with α ∈ (α * * 2 , 1), and
is a solution of (5.8) for some α ∈ (α * * 2 , 1), then using the phase plane results of subsection 5.1, it is easily seen that necessarily (Φ U 1 , Φ U 2 , Φ L ) coincides with (φ 1 , φ 2 , φ 3 ) constructed above. This proves the uniqueness conclusion. Since (α, ψ 0 2 ) lies below Γ * 2 , the trajectory Γ ψ 0 2 is tangent to − 2 at (0, 0), which yields the asymptotic behavior for φ U 2 when α ∈ (α * * 2 , 1). It remains to check the case β L ≥ 2. This time we replace Γ + 3 in the above argument by H 3 and the analysis carries over without extra difficulties.
The proof of the theorem is now complete.
5.4.
Solutions of (1.21). As before, if we set
We now prove a slightly weaker version of Theorem 1.5 by further developing the phase plane approach of the previous subsection and applying it to (5.13). (IV) Whenever (1.21) has a solution (φ L 1 , φ L 2 , φ U ), we have We can actually show that α * 1 = α * 2 ; see Remark 4.2.
Proof. We will work with the equivalent problem (5.13). We define Therefore Ψ(φ) := η 1 Ψ 1 (φ) + η 2 Ψ 2 (φ) < 1 2 φ < Ψ 3 (φ) for φ ∈ (0, 1).
Fix α ∈ (0, 1). For i = 1, 2 we now consider the point (α, Ψ i (α)) ∈ H i . The trajectory H i from (α, Ψ i (α)) in its positive direction yields a solution φ i (x) (x ≥ 0) of (5. , φ 2 , φ 3 ) is a solution of (5.13) with the above fixed α, and it satisfies further φ i > 0 for i = 1, 2, 3, φ 1 (+∞) = φ 2 (+∞) = 1, φ 3 (−∞) = 0.
The uniqueness of this solution can be proved as before.
Case (III). Without loss of generality we assume β L 1 < 2. There are two subcases:
In case (III-1), the trajectories Γ The trajectory Γ * 3 from (α * j , Ψ 3 (α * j )) in its negative direction yields a solution φ 3 (x) (x ≤ 0) of (5.2) with µ = µ 3 satisfying If (Φ L 1 , Φ L 2 , Φ U ) is any solution of (5.13) with α = α * j , then for i = 1, 2, {(Φ L i (x), Φ L i (x)) : x ≥ 0} has to be part of Γ + i as any other trejectory of (5.3) with µ = µ i intersects the lines φ = 0 or φ = 1 in the positive direction. This implies that (Φ L 1 , Φ L 2 , Φ U ) must agree with the above constructed (φ 1 , φ 2 , φ 3 ). We have thus proved the uniqueness.
Next we consider the case α ∈ (0, α * 1 ). Suppose for contradiction that (Φ L 1 , Φ L 2 , Φ U ) is a solution of (5.13) for some α ∈ (0, α * 1 ). Then the same consideration as in the uniqueness proof above shows that for i = 1, 2, {(Φ L i (x), Φ L i (x)) : x ≥ 0} forms part of Γ Due to (5.15) we obtain
Thus the point (α, Φ U (0)) lies above Γ * 3 . Now Γ U := {(Φ U (x), Φ U (x)) : x ≤ 0} is the trajectory of (5.3) with µ = µ 3 starting from (α, Φ U (0)) moving in the negative direction as x decreases from 0. By the phase plane result for cases (b) and (c), this trajectory intersects the line φ = 0 in its negative direction, that is, Φ U (x) = 0 for some finite x < 0, which is a contradiction to Φ U (x) > 0 for all x < 0. This proves the nonexistence result for α ∈ (0, α * 1 ). Suppose now α ∈ (α * 2 , 1). For i = 1, 2, the trajectory Γ + i from (α, Ψ i (α)) in its positive direction yields a solution φ i (x) (x ≥ 0) of (5.2) with µ = µ i satisfying φ i (0) = α, φ i (0) = Ψ i (α), φ i > 0, φ i (+∞) = 1, i = 1, 2.
By (5.15), Ψ(α) < Ψ 3 (α), and hence the point (α, Ψ(α)) lies below Γ * 3 and above the φ-axis. Therefore the trajectory Γ α of (5.3) with µ = µ 3 starting from (α, Ψ(α)) in its negative direction yields a solution φ 3 (x) (x ≤ 0) of (5.2) with µ = µ 3 satisfying If (Φ L 1 , Φ L 2 , Φ U ) is any solution of (5.13) with α ∈ (α * 2 , 1), then for i = 1, 2, {(Φ L i (x), Φ L i (x)) : x ≥ 0} has to be part of Γ + i as any other trejectory of (5.3) with µ = µ i intersects the lines φ = 0 or φ = 1 in the positive direction. This implies that (Φ L 1 , Φ L 2 , Φ U ) must agree with the above constructed (φ 1 , φ 2 , φ 3 ). We have thus proved the uniqueness.
We now consider case (III-2). In this case the trajectories Γ Therefore there exists α * 1 , α * 2 ∈ (0, 1) with α * 1 ≤ α * 2 such that (5.15) holds. The rest of the proof is parallel to case (III-1) above, and is thus omitted.
To complete the proof, it remains to prove (5.14). From our proofs above, we know that (Φ U (x), Φ U (x)) goes to (0, 0) along a trajectory Γ U of (5.3) with µ = β −2 U . When α ∈ {α * 1 , α * 2 }, Γ U is part of Γ * which is tangent to + : ψ = U )φ at (0, 0). From these facts we obtain (5.14) by a standard calculation.
