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ABSTRACT OF THE DISSERTATION 
 
The Interaction of Nucleus Accumbens Core 
Acetylcholine and Dopamine 
in Motivated Reward Seeking 
 
by 
 
Anne Lillian Collins 
Doctor of Philosophy in Psychology 
University of California, Los Angeles, 2018 
Professor Kate Wassum, Chair 
 
Reward-seeking behaviors can be guided by both internal and external factors. Dopaminergic 
signaling within the nucleus accumbens core (NAc) has been heavily implicated in reward-
related learning and motivation. However, it was unclear what dopaminergic release profile 
occurs with learning a sequence of actions in which sustained motivation is required to complete 
the task and procure a reward. Investigation revealed a ramp-like profile that corresponded with 
learning and motivational aspects of the task. In addition to self-guided reward seeking, external 
cues that predict reward are also capable of motivating reward seeking. NAc dopamine 
signaling has been highly implicated in this as well, but additional modulators within the NAc, 
such as acetylcholine, are poorly understood. Therefore, I investigated the role of the NAc 
cholinergic system in regulating cue-motived reward seeking. Results suggest that the 
cholinergic system acts as a regulatory gate over cue-motivated reward seeking, with increases 
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in activity suppressing, and decreases augmenting, this behavior. Additionally, evidence 
indicates that the NAc cholinergic system provides this suppressatory gate on cue-motivated 
behavior, at least in part, via terminal modulation of dopamine release.   
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CHAPTER 1: INTRODUCTION 
 
Reward-seeking behaviors are driven by a variety of internal and external factors.  Initially, we 
must learn what actions are required to procure a desired reward and what cues, if any, predict 
their availability. Once learned, these reward-paired cues can provide a major source of 
motivation for reward-seeking behaviors (Corbit and Balleine, 2015; Furlong et al., 2015). 
Midbrain dopaminergic activity has been highly implicated in learning both instrumental and 
Pavlovian relationships that guide reward-seeking behaviors, as well as the motivational impact 
of a cue’s value over reward-seeking actions (Lex and Hauber, 2008; Wassum et al., 2013). 
Interestingly, there has been a recent focus on discrepancies between dopamine cell-body firing 
and release patterns, which may be due to modulatory mechanisms at striatal terminals 
regulating the release of dopamine (Berke, 2018). Of these, the acetylcholine receptor system 
has emerged as a key player (Cragg, 2006; Cachope and Cheer, 2014; Sulzer et al., 2016). Yet, 
little is known about the causal role of the striatal cholinergic system in modulating motivated 
behavior and naturally-evoked and behaviorally-relevant dopamine. My thesis work detailed 
here investigated the role of the nucleus accumbens core (NAc) dopamine in encoding action 
sequence learning and the role of the NAc cholinergic system in regulating cue-motivated 
behavior via terminal modulation of dopamine release.  
 
Motivation 
Stimuli within our environment have a strong influence in guiding our daily actions (Corbit and 
Balleine, 2015). For instance, the smell or sight of an appealing donut can act to invigorate food-
seeking behaviors that we would otherwise not have engaged in at that moment. Typically, this 
process is adaptive, as such environmental cues provide predictive and motivational 
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information, efficiently influencing behavior without requiring a lot of cognitive resources. 
However, the influence of these cues can become overly powerful triggers of undesired 
behaviors, such as eating when on a diet, or compulsive behaviors in the case of drug addiction 
or obsessive-compulsive disorder (Johnson, 2013; Robinson et al., 2013).   
 
Pavlovian and Instrumental Processes 
Instrumental conditioning requires one to learn that action(s) earn(s) a desired outcome. Once 
acquired, this process can be flexible, as goal-directed instrumental actions are guided by the 
value of the earned outcome (Dickinson and Balleine, 1994) and are sensitive to a change in 
value (Balleine, 1992; Lopez et al., 1992; Dickinson and Balleine, 1994; Balleine and Dickinson, 
1998a; Balleine and Dickinson, 1998b; Balleine, 2001; Corbit and Balleine, 2003).  Conversely, 
a response is not required to earn a desired reward with a Pavlovian association, one just needs 
to experience the pairing of a cue (conditioned stimulus, CS) with a biologically relevant 
stimulus (unconditioned stimulus, US). Through association, the CS becomes imbued with the 
motivational properties of the US (Konorski, 1967; Rescorla and Solomon, 1967; Bindra, 1974; 
Toates, 1986), such that the CS can provide specific predictive information about the US, such 
as ‘grape-flavoured’, ‘crunchy’, or ‘sweet’, (Zener and McCurdy, 1939), and/or general 
motivational qualities of the US such as ‘appetitive/nutritive’ (Ganesan and Pearce, 1988).  If an 
association is learned, CSs manifest conditioned responding, for example, approach to location 
of food delivery or to the CS itself, which is indicative of the cue being imbued with the incentive 
properties of the US (Anselme et al., 2013).  
This incentive motivational property of a Pavlovian cue can act to elicit a heightened 
state of motivation, influencing instrumental actions (Estes, 1948; Lovibond, 1983). Reward-
paired cues can invigorate reward-seeking actions by providing specific predictive information or 
general motivational influence over actions. The specific or general information that guides 
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action selection is thought to occur through a unique integration of such processes with 
previously learned instrumental contingencies, a phenomenon called Pavlovian-to-instrumental 
transfer (Corbit et al., 2007; Holmes et al., 2010; Corbit and Balleine, 2015).  
 
Pavlovian-to-Instrumental Transfer 
The Pavlovian-to-instrumental transfer (PIT) task assesses the motivating influence of a reward-
predictive cue over the performance an independently trained instrumental action. Within this 
task, Pavlovian and instrumental contingencies are learned separately; as such, the cue has 
never been directly associated with instrumental actions (e.g., lever-pressing). Therefore, any 
increase in lever pressing due to the presentation of the reward-paired cue is thought to capture 
this incentive motivational process, rather than reflecting a stimulus-response association.  
Reward-paired cues can invigorate reward-seeking actions either generally or specifically, 
depending on the conditions under which this effect is tested (Rescorla and Solomon, 1967; 
Dickinson and Dawson, 1987; Dickinson and Balleine, 2002).  Under conditions with multiple 
cues and actions producing a variety of outcomes, a cue can selectively bias and invigorate 
actions that are associated with the same outcome. For example, a cue that was previously 
associated with chocolate will augment chocolate-seeking actions compared to alternative 
actions that are associated with other outcomes, such as orange-flavored sucrose-seeking 
actions. This behavioral phenomenon can be assessed with an outcome-specific Pavlovian-to-
instrumental transfer paradigm, which requires an animal to learn two or more dissociable 
outcomes associated with Pavlovian and instrumental contingencies. Then during the PIT test, 
the outcome-specific information encoded by these reward-paired cues can selectively bias and 
invigorate action selection (Kruse et al., 1983; Colwill and Motzkin, 1994; Corbit and Balleine, 
2005).  
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In addition to a selective motivational component, reward-paired cues can invigorate 
behavior generally. This can be assessed using a general or non-specific Pavlovian-to-
instrumental transfer paradigm (Corbit and Balleine, 2005, 2015) wherein a reward-paired cue 
invigorates reward seeking, independently of outcome-specific information. This general, or 
non-specific, form of PIT captures the broader motivational impact of reward-paired cues on 
reward-seeking actions. This ability of reward-paired cues to invigorate and promote reward-
seeking behaviors has a powerful influence over our behavior.  As such, there have been many 
efforts toward understanding the neural underpinnings contributing to this motivational process 
and its influence to promote reward-seeking actions.  
 
Dopamine and reward-related behavior 
The NAc dopamine system has been widely implicated in mediating a variety of aspects 
contributing to motivated behavior, including effort (Salamone et al., 2007b; Salamone and 
Correa, 2009, 2012), prediction-error aspects of reinforcement learning (Schultz, 2006), and 
incentive salience of reward-paired cues (McClure et al., 2003; Berridge, 2007). Dopaminergic 
profiles have typically been categorized into phasic and tonic activity, but more recently, a 
longer ‘ramping’ profile of NAc dopamine release has emerged as a potential motivational signal 
(Howe et al., 2013; Hamid et al., 2015; Collins et al., 2016b).  
Considerable evidence suggests that midbrain dopamine cell activity (Waelti et al., 2001; 
Schultz, 2002, 2013; Keiflin and Janak, 2015) and phasic striatal dopamine release (Day et al., 
2007; Hart et al., 2014) closely correlate with the reward-prediction error term proposed by 
temporal difference reinforcement learning theories to mediate some forms of associative 
learning. These studies have primarily, though not exclusively (Schultz et al., 1993; Takikawa et 
al., 2004; Enomoto et al., 2011; Wassum et al., 2012) focused on scenarios in which reward 
follows close in time and space from the stimuli or actions that precede it. A study investigated 
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dopamine signaling during procurement of reward and found that dopamine concentration in the 
ventromedial striatum gradually increased as rats navigated a maze, peaking at the time the 
reward was reached (Howe et al., 2013). Tonic dopamine changes have been investigated with 
microdialysis for over 20 years, with results indicating a slow rise in mesolimbic dopamine levels 
during reward seeking (McCullough et al., 1993; Sokolowski et al., 1998; Cousins et al., 1999; 
Ostlund et al., 2011). The reported prolonged dopamine concentration increases (Howe et al., 
2013) were, however, too short lived (~10 s) to be considered tonic, but were also more 
sustained than typical phasic dopamine signals, revealing an additional dopaminergic profile 
that does not fit within the canonical categories of ‘tonic’ or ‘phasic’.  
It was suggested that this prolonged dopamine concentration changes could provide the 
sustained motivational drive required to navigate through space to distal rewards, because, 
among other findings, dopamine concentration scaled flexibly with distance to reward (Howe et 
al., 2013). Indeed, ventral striatal dopamine signaling has long been implicated in motivation 
(Berridge, 2007; Salamone et al., 2007a; Nicola, 2010). Sustained motivation is not exclusive to 
spatial navigation. Instrumental action sequences provide another prevalent situation wherein 
persistent motivation is required to drive behavior from initial actions through a series of events 
to earn a distal reward. However, it remains unclear what conditions engender this prolonged 
form of dopamine signaling and whether prolonged dopamine elevations are dynamic with 
learning and expectation violation. 
Furthermore, phasic dopamine signaling within the ventral striatum has been implicated in 
mediating the motivational impact of a reward-paired cue to motivate reward seeking. Blockade 
of D1, and to a lesser extent D2, receptors locally within the NAc attenuates general PIT (Lex 
and Hauber, 2008).  Interestingly, there appears to be a selective role for the NAc in general 
cue-motivated reward seeking, as lesions to the NAc, but not the shell, abolish general PIT, 
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while lesions to the shell, but not the core, abolish specific PIT, suggesting a potential 
dissociation between these two nuclei in contributing to cue-motivated behaviors (Corbit and 
Balleine, 2011). Furthermore, fluctuations in NAc dopamine signaling correlates with PIT 
expression (Wassum et al., 2013).  
Interestingly, cue-evoked dopamine release and PIT expression is blunted by a state of 
satiation (Aitken et al., 2016). However, it remains unclear what additional neural processes 
contribute to cue-motivated behavior and how motivational state information is incorporated to 
influence cue-evoked dopamine release and PIT expression. Of the potential contributors, the 
striatal acetylcholine system has emerged as a key player (Cragg, 2006; Surmeier and Graybiel, 
2012; Cachope and Cheer, 2014; Sulzer et al., 2016). 
 
NAc cholinergic system 
The primary, but not exclusive (Dautan et al., 2014), source of acetylcholine in the striatum 
arises from cholinergic interneurons (CINs) (Zhou et al., 2002). Despite comprising only 1-2% of 
the striatal population, these large-bodied neurons send dense arborizations through the 
striatum, providing cholinergic tone with their steady tonic activity, ranging from 3-10Hz. (Wilson 
et al., 1990; Aosaki et al., 1994b; Descarries et al., 1997; Descarries and Mechawar, 2000; 
Rymar et al., 2004; Inokawa et al., 2010). Though this tonic activity is maintained by internal 
pacemaker functions, cholinergic interneuron activity is influenced by a diverse array of afferent 
inputs (Lim et al., 2014), responding to changes in glutamatergic (Pisani et al., 2002; Bonsi et 
al., 2005; Ding et al., 2010), dopaminergic (Yan et al., 1997; Cabrera-Vera et al., 2004; Maurice 
et al., 2004), and GABAergic activity (Brown et al., 2012), as well as changes in insulin levels 
(Stouffer et al., 2015).  
 
Cholinergic Interneurons and reward-related behavior 
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There is consistent evidence correlating key aspects of reward-related behaviors with NAc CIN 
activity. In addition to tonic activity, these neurons can elicit a burst-pause activity pattern in 
response to reward-related cues and motivated behavior in general (Kimura et al., 1984; 
Apicella et al., 1991; Aosaki et al., 1994b; Aosaki et al., 1995; Shimo and Hikosaka, 2001; Ravel 
et al., 2003; Morris et al., 2004; Apicella, 2007; Joshua et al., 2008; Nougaret and Ravel, 2015). 
Furthermore, synchronic activity patterns emerge across the striatum as a result of learning 
(Aosaki et al., 1994b). Notably, the pause in CIN activity to reward-related events is in contrast 
to an increase in firing observed in midbrain dopamine neurons. There was an initial hypothesis 
that these two systems were antagonistic, but recent theories have suggested they are working 
in concert (Cragg, 2006; Surmeier and Graybiel, 2012; Berke, 2018), though the precise 
dynamics by which acetylcholine and dopamine interact remain unclear. In efforts to disentangle 
this mechanism, research has focused on elucidating the role of nicotinic and muscarinic 
receptors in modulating dopamine release.  
 
Nicotinic Acetylcholine receptors and dopamine release 
A large body of research, predominantly utilizing an ex vivo preparation, has investigated the 
influence of nicotinic receptor activity on the modulation of striatal dopamine release. This work 
has identified nicotinic receptors, predominantly the α4β2 subtype, on striatal dopamine 
terminals (Jones et al., 2001) to be particularly relevant to the regulation of striatal dopamine 
signaling (Exley et al., 2008; Exley et al., 2011; Cachope et al., 2012; Threlfell et al., 2012). In 
an anesthetized in vivo preparation, optogenetic activation of CINs induces phasic dopamine 
release, an effect mediated by β2 nicotinic receptors on dopamine terminals (Cachope et al., 
2012; Threlfell et al., 2012). However, these experiments did not take dopamine cell firing 
activity into account. Additional research has demonstrated that this modulation depends on the 
activity level of dopamine cells (Zhang and Sulzer, 2004; Zhang et al., 2009). Specifically, 
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blockade of nicotinic receptors coupled with low frequency ‘tonic’ stimulation suppresses 
dopamine release, while high frequency ‘phasic’ stimulation coupled with nicotinic receptor 
blockade enhances stimulated dopamine release. These data suggest that β2 nicotinic 
receptors can facilitate low-probability dopamine release, but suppress dopamine release from 
high-frequency stimulation (mimicking burst firing) (Exley and Cragg, 2008; Threlfell and Cragg, 
2011; Sulzer et al., 2016). Indeed, disrupting nicotinic receptor signaling can actually augment 
high-frequency phasic release (Rice and Cragg, 2004b; Exley et al., 2008). However, this 
relationship was determined using electrical or optical stimulation in an ex vivo preparation, 
preventing a full understanding of how behaviorally-evoked NAc dopamine release is altered by 
nicotinic receptor activity.  Therefore, the functional significance of this modulation on behavior 
remains unclear.  
 
Muscarinic receptors and dopamine release 
In addition to β2 nicotinic receptors terminally modulating dopamine release, NAc muscarinic 
receptor activity also contributes to the modulation of dopamine through a variety of dynamics. 
M2/M4 muscarinic receptors are located on CINs and function as autoreceptors, regulating 
acetylcholine release (Calabresi et al., 1998). Activity at these receptors has been demonstrated 
ex vivo to augment terminal dopamine release to high-frequency stimulation by decreasing 
acetylcholine tone at nicotinic receptors on dopamine terminals (Threlfell et al., 2010; Shin et al., 
2015). Muscarinic receptors can also influence dopamine release more directly, as activity at M5 
muscarinic receptors, located on dopamine terminals, has also been shown to enhance striatal 
dopamine (Yeomans et al., 2001; Foster et al., 2014; Shin et al., 2015). However, the functional 
significance of this modulation remains unclear, and future work is needed to determine 
precisely how NAc muscarinic receptors influence behaviorally-relevant dopamine signaling.  
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CHAPTER 2: DYNAMIC MESOLIMIBIC DOPAMINE SIGNALING DURING ACTION 
SEQUENCE LEARNING AND EXPECTATION VIOLATION  
 
ABSTRACT 
Prolonged mesolimbic dopamine concentration changes have been detected during spatial 
navigation, but little is known about the conditions that engender this signaling profile or how it 
develops with learning. To address this, we monitored dopamine concentration changes in the 
nucleus accumbens core of rats throughout acquisition and performance of an instrumental 
action sequence task. Prolonged dopamine concentration changes were detected that ramped 
up as rats executed each action sequence and declined after earned reward collection. With 
learning, dopamine concentration began to rise increasingly earlier in the execution of the 
sequence and ultimately backpropagated away from stereotyped sequence actions, becoming 
only transiently elevated by the most distal and unexpected reward predictor. Action sequence-
related dopamine signaling was reactivated in well-trained rats if they became disengaged in the 
task and in response to an unexpected change in the value, but not identity of the earned 
reward. Throughout training and test, dopamine signaling correlated with sequence 
performance. These results suggest that action sequences can engender a prolonged mode of 
dopamine signaling in the nucleus accumbens core and that such signaling relates to elements 
of the motivation underlying sequence execution and is dynamic with learning, overtraining and 
violations in reward expectation. 
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Considerable evidence suggests that midbrain dopamine cell activity (Waelti et al., 2001; 
Schultz, 2002, 2013; Keiflin and Janak, 2015) and phasic striatal dopamine release (Day et al., 
2007; Hart et al., 2014) closely correlate with the reward-prediction error term proposed by 
temporal difference reinforcement learning theories to mediate some forms of associative 
learning. These studies have primarily (though not exclusively (Schultz et al., 1993; Takikawa et 
al., 2004; Enomoto et al., 2011; Wassum et al., 2012)) focused on scenarios in which reward 
follows close in time and space from the stimuli or actions that precede it. A recent study 
investigated dopamine signaling during procurement of remote reward and found that dopamine 
concentration in the ventromedial striatum gradually increased as rats navigated a maze, 
peaking at the time the reward goal was reached (Howe et al., 2013). Tonic dopamine changes 
have been investigated with microdialysis for over 20 years, with results indicating a slow rise in 
mesolimbic dopamine levels during reward seeking (McCullough et al., 1993; Sokolowski et al., 
1998; Cousins et al., 1999; Ostlund et al., 2011). The recently reported prolonged dopamine 
concentration increases (Howe et al., 2013) were, however, too short lived (~10 s) to be 
considered tonic, but were also more sustained than typical phasic dopamine signals. To help 
understand this prolonged form of dopamine signaling we sought to establish additional 
conditions that engender such signaling and to determine whether prolonged dopamine 
elevations are dynamic with learning and expectation violation. 
It was suggested that prolonged dopamine concentration changes could provide the 
sustained motivational drive required to navigate through space to distal rewards, because, 
among other findings, dopamine concentration scaled flexibly with distance to reward (Howe et 
al., 2013). Indeed, ventral striatal dopamine signaling has long been implicated in motivation 
(Berridge, 2007; Salamone et al., 2007a; Nicola, 2010). Sustained motivation is not exclusive to 
spatial navigation. Instrumental action sequences provide another prevalent situation wherein 
persistent motivation is required to drive behavior from initial actions through a series of events 
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to earn a distal reward. Therefore, here we evaluated whether dopamine in the nucleus 
accumbens core (NAc) would show a prolonged signaling profile during the execution of an 
instrumental action sequence to earn food reward.  
On the basis of our previous between-subject evaluation of mesolimbic dopamine signaling 
during execution of an instrumental sequence (Wassum et al., 2012), we anticipated fluctuations 
in the profile of action sequence-related dopamine signaling with learning. Here we used a 
within-subject, longitudinal recording approach and found evidence of prolonged dopamine 
concentration elevations during action sequence performance and fluctuations in this signaling 
with learning. With extended training, dopamine signaling was found to backpropagate away 
from action execution to the most distal and unexpected predictor of reward, but was reengaged 
by an unexpectedly higher value, but not different identity, reward. 
 
MATERIALS AND METHODS 
Subjects. 
Male, Sprague Dawley rats (n=11; 280-320 g upon arrival; Charles River Laboratories, 
Wilmington, MA) were group housed and handled daily prior to surgery and training for 5-7 
days. Rats were maintained on a food-deprived schedule whereby they received 10-12 g of their 
maintenance diet daily in order to maintain approximately 85% free-feeding body weight. Rats 
were provided free access to tap water in the home cage and were fed approximately 3-4 hr 
after each daily training session. All procedures were conducted in accordance with the NIH 
Guide for the Care and use of Laboratory Animals and approved by the UCLA Institutional 
Animal Care and Use Committee. 
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Electrode preparation, calibration and implantation. 
Carbon-fiber microelectrode preparation and calibration procedures are identical to those 
described previously (Clark et al., 2010; Wassum et al., 2013), and are detailed in the 
Supplementary Methods. The average calibration factor was 40.61 nM/nA (SEM=1.79). 
Calibrated microelectrodes were chronically-implanted into the NAc- core region as described 
previously (Wassum et al., 2013). Recording locations were verified with histological procedures 
described previously (Wassum et al., 2013) (see also Supplementary Methods) and are 
presented in Figure 1A.  
 
Behavioral task and voltammetry data acquisition. 
Training commenced between 30-36 days post-surgery (see Supplementary Methods for pre-
training acclimation procedures). All training and testing took place in 2 Med Associates operant 
boxes (East Fairfield, VT) described in the Supplementary Methods. FSCV was used to 
measure dopamine fluctuations in NAc, as described previously (Clark et al., 2010; Wassum et 
al., 2013) and as detailed in the Supplementary Methods, throughout the acquisition of a self-
initiated action sequence. For each session rats were placed in the operant chamber and 
tethered to the voltammetric recording unit. After stabilization of the baseline current (approx. 20 
min) in the dark chamber the behavioral session commenced with the onset of the house light 
and insertion of the lever as appropriate. The action-sequence behavioral task required rats to 
perform a fixed sequence of two different lever-press actions to earn the orange-flavored 12.5% 
sucrose reward. The ‘initiating’ lever was continuously available and when pressed resulted in 
the insertion of the ‘terminating’ lever into the chamber. Pressing the terminating lever resulted 
in sucrose delivery into a port located on the wall opposite the levers and caused this lever to be 
retracted. The task was entirely self-paced; there were no experimenter imposed response-time 
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requirements or restrictions on sequence performance. Each training session was terminated 
when rats earned 30 total rewards. Subjects were trained for 7 total days. 
To evaluate dopamine responses to violations in reward prediction after the sequence task 
was well learned, 9 of the 11 rats were given a series of tests in which they were allowed to 
perform the action sequence, but earned a reward different from that expected based on 
training. Each rat received 3 of the 5 possible tests in randomized order, with the exception of 3 
rats who were given only 2 tests due to an inability to make reliable recordings on the third test 
day. Rats were retrained with the original orange-flavored 12.5% sucrose outcome in between 
each test. Retraining performance did not significantly differ from performance on the last 
training session prior to test (No main effect of Retrain/violation F4,19=1.60, p=0.22, Type of 
violation F1,19=0.10, p=0.75, or interaction F4,19=1.60, p=0.22 on average sequence completion 
time). An orange-flavored 20% sucrose reward was substituted (n=6; 1 subject received this 
violation on Test 1, 3 on Test 2 and 2 on Test 3) for the reward value expectation violation. 
During a pre-training consumption test (15-min access to each reward on successive days) rats 
consumed more of this reward than the orange-flavored 12.5% sucrose training outcome 
(Supplementary Table 2). The remainder of the alternate rewards were all found to be 
equivalent in value (see tests below) to the training outcome, but differed to varying extents in 
their sensory-specific identity features. Grape-flavored 12.5% sucrose (n=4; 3 Test 1, 1 Test 2) 
was used as a reward different in flavor only. Unflavored 12.5% polycose (n=5; 2 Test 1, 3 Test 
2) served as reward that was equal in caloric content, but of a different form of liquid 
carbohydrate and a distinct flavor. Previous work has demonstrated the roughly equal 
preference for and palatability of polycose to sucrose at the concentrations used here (Sclafani, 
1991). A 45 mg grain pellet (Bio-Serv, Frenchtown, NJ; n=4; 2 Test 1, 1 Test 2, 1 Test 3) served 
as an alternate type and texture of food reward. Water (n=5; 1 Test 1, 1 Test 2, 3 Test 3) served 
as a non-food reward. Rats were given full access to food, but deprived of water for 18 hr prior 
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to the water test to ensure this reward was motivationally relevant. All other tests were 
conducted 18 hr food deprived as in training. Each test session was terminated after rats earned 
15 total rewards.  
 
Reward preference and discrimination tests. 
A series of preference and discrimination tests were performed in a separate group of rats (n=8; 
male, Sprague Dawley 280-320 g upon arrival; Charles River Laboratories, Wilmington, MA) to 
confirm the relative value and discriminability of each violation test reward against the orange-
flavored 12.5% sucrose that served as the earned reward in the main experiment. Two 
preference tests were used. In the first the relative preference of each reward was tested in 
consumption choice test in which each violation reward was pitted against the orange-flavored 
12.5% sucrose. On separate days rats were given 15-min access to the orange-flavored 12.5% 
sucrose along with one of the violation test rewards (orange-flavored 20% sucrose, grape-
flavored 12.5% sucrose, unflavored 12.5% polycose, grain pellets, or water). All tests were 
conducted 18 hr food deprived, unless the alternate water reward was used, in which case rats 
were 0 hr food deprived, but 18 hr water deprived. In the second test the relative palatability of 
each reward was evaluated by measuring lick frequency, total licks and pauses of >0.5 s in 
licking during isolated non-contingent delivery of 0.1 ml of each reward (each reward delivered 
in separate test sessions) as described previously (Wassum et al., 2009). Because this test 
requires a liquid reward it was not conducted for the grain pellet outcome. To ensure all violation 
test rewards were discriminable from the orange-flavored 12.5% sucrose we conditioned an 
aversion to this reward by pairing with LiCl-induced nausea and then the consumption choice 
tests were repeated. Taste aversion treatment consisted of 3 days of 30-min access to the 
orange-flavored 12.5% sucrose followed by injection of LiCl (0.15M LiCl, 20 mL/kg, i.p.). 
 15 
 
Consumption choice tests proceeded on the day following the last taste aversion conditioning 
session. 
 
Data analysis. 
Unless otherwise mentioned all data were processed with Microsoft Excel (Redmond, WA) and 
MATLAB (MathWorks, Inc., Natick, MA). Statistical analyses were conducted with GraphPad 
Prism (La Jolla, CA) and SPSS (IBM Corp, Chicago, IL). For all hypothesis tests, the α level for 
significance was set to p<0.05. Data were analyzed with one- and two-way ANOVAs (Geisser-
Greenhouse correction), paired t-tests, correlation and regression where appropriate. Post-hoc 
comparisons correcting for multiple comparisons were used to clarify all main effects and 
interactions. 
 
Behavioral Analysis 
Action-sequence time (time between the initiating lever press and reward collection) was the 
primary behavioral output measure. Re-initiation time (time from reward collection to the next 
initiating lever press) was used as a measure of the self-imposed inter-trial interval. The slope of 
the change in average sequence time from the first training session to asymptotic performance 
was the measure of learning rate.  
Video recordings of all experiments were synchronized to behavioral and electrochemical 
data and were scored to identify the time at which rats began movement towards the initiating 
lever. Time of this ‘initial approach’ was estimated by determining when prior to the press the 
lever came into the rat’s sight line (horizontal line from nose) and then reversing the tape to 
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identify the earliest movement on this path. Only those initiating movements that culminated in 
an actual lever press were included in this analysis.  
Stereotyped v. non-stereotyped response paths during the extended training phase were 
also evaluated in these recordings. When rats earned a reward they could either turn to the left 
or to the right upon exiting the food-delivery port to make the initiating movement to the back of 
the box to reinitiate another sequence and were free to pause or otherwise deviate from the 
direct path to the lever. By extended training rats developed a stereotypical path, defined as the 
path that chosen >70% of the time (e.g., turning right out of the food-delivery port and 
proceeding directly to the initiating lever). An atypical path was defined as either the alternate to 
the typical path (e.g., leftward movement if the typical path was right) or a pause in movement 
or movement away from the lever on the typical path, such that when rats re-engaged in the 
sequence they did so from a different starting location. One rat was omitted from this analysis 
due to an inability to score typical v. atypical path. 
Voltammetric Analysis 
Electrochemical data were analyzed using software written in LabVIEW (National Instruments). 
Principal component regression (PCR), a chemometric technique that combines principal 
component analysis with inverse least-squares regression (Heien et al., 2005; Keithley and 
Wightman, 2011), was used to isolate changes in current due to dopamine and pH from the 
cyclic voltammetric data. We used a standard training set of current versus applied potential 
(CV) templates for known dopamine and pH concentrations of varying concentrations in vitro 
from a sample of representative carbon fiber microelectrodes, as has been described previously 
(Wanat et al., 2010; Flagel et al., 2011; Howe et al., 2013; Wassum et al., 2013; Ostlund et al., 
2014c). CVs of in vivo background drift from these electrodes were also including in the training 
set, as previous work has dictated (Keithley and Wightman, 2011). After this analysis all data 
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were converted to an estimated dopamine concentration via an electrode-specific, in vitro pre-
test calibration factor. 
Voltammetric data were isolated and concatenated starting 5 s before the initial approach 
toward the initiating lever and ending 5 s after the delivery of the earned reward. Concatenation 
was performed by scaling the peri-event windows to the lowest mean inter-event interval 
between consecutive events (initial approach to initiating press latency: 2.97 s, SEM=0.77; 
initiating to terminating press latency: 4.03 s, SEM=0.42) and plotting the data from each event 
to half of the inter-event interval, similar to the method described previously (Howe et al., 
2013). This was also vital to allow comparison of results to aforementioned findings of 
prolonged dopamine concentration changes during spatial navigation (Howe et al., 2013). For 
each sequence completion ‘trial’ voltammetry data were normalized by subtracting average 
background current measured during the 1-s baseline period 5 s prior to the initial approach. 
Within this time frame dopamine responses to reward delivery/collection could be distinguished 
from those related to the initiation of the next sequence; the average self-imposed inter-trial 
interval was 22.42 s (SEM=3.03) at the final day of training. Linear regression analysis was 
conducted on the average dopamine concentration v. action-sequence time traces for each 
session for each rat to determine the presence or absence of the ‘ramping’ characteristic, i.e., 
gradual increases or decreases during sequence execution, as described previously (Howe et 
al., 2013). These traces were also used to determine the dopamine concentration elevation 
onset (point at which dopamine concentration became elevated above 10% of the peak 
concentration change). Linear regression analysis was also performed on each individual trial 
dopamine concentration v. time trace. 
Average sequence time was always considerably less than the 90-s limit on PCR prediction 
of in vivo FSCV data (Heien et al., 2005) (see Figure 2A), preventing this concatenation from 
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being significantly  influenced by baseline drift (Keithley and Wightman, 2011). Baseline 
subtraction ensured dopamine concentration estimates were relative to an immediately 
preceding baseline concentration. Individual values of residual extraneous variance in unknown 
measurement (Q) from the PCR analysis were compared to the average tolerance level (Qα), 
which in these measurements was 174.12 Q/nA2. On occasion isolated transient electrical 
artifacts were detected, as identified by transient Q values well in excess of the Qα in isolated 
cells. Estimate of dopamine at these time points were interpolated by taking the average of the 
surrounding cells. Trials in which >10% of the data points had residual values in excess of the 
Qα were omitted from the analysis. This occurred on <5% of all trials. All PCR residual results 
are provided in Supplementary Figure 3C and D. 
Voltammetric data for the test phase were analyzed similarly with the exception that the 
initiating press, rather than initial approach served as the first analyzed event to focus on 
reward- and action-related dopamine concentration changes. Data were also analyzed for the 
period 5 s prior to and 10 s after the start of the session (house light on, lever out, occurring 
~25-40 min after the rat was placed in the dark operant chamber). Peak dopamine 
concentration change was quantified for each trial in each analysis window and this value was 
averaged across each training/test session for each rat. Root mean square (RMS) noise in 
similar time epochs outside of the behavioral sessions (e.g., in the absence of lever-pressing 
activity) are provided as a reference for this measure. 
RESULTS 
Action sequence task and performance. 
Fast-scan cyclic voltammetry (FSCV) was used to measure dopamine concentration changes in 
the NAc (Figure 1A) of food-deprived rats throughout the acquisition and performance of a fixed 
sequence of two different lever-press actions to earn a sucrose reward (Figure 1B). Chronically-
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implanted, carbon-fiber microelectrodes, which allow stable FSCV dopamine recordings from 
the same sampling space over months (Clark et al., 2010), were employed to track longitudinal, 
within-subject changes in dopamine over the course of training and test. The control of self-
initiated behavior is particularly disrupted by alterations in striatal dopamine signaling in 
Parkinson’s disease (Jankovic, 2008) and addiction (Hyman, 2007), so we focused on a self-
paced (i.e., free-operant) action-sequence task devoid of experimenter-provided initiation cues. 
Subjects controlled both the initiation of each sequence and the speed with which it was 
performed. The initiating lever was continuously available and when pressed resulted in the 
insertion of the terminating lever into the chamber. The terminating lever remained out until it 
was pressed, at which point 0.1 ml of an orange-flavored 12.5% sucrose solution reward was 
delivered and this lever was retracted. Levers were located on the wall opposite the food-
delivery port to dissociate dopamine signals related to collection of the earned reward from 
those related to initial approach towards the instrumental manipulandum and action execution. 
Rats earned 30 total rewards/session. 
Rats’ behavior improved over the 7 days of action-sequence training (F6,60=8.52, p=0.001; 
Figure 2A). Asymptotic performance was, on average, reached on the 4th training session, from 
which point on sequence completion time was lower than the first day of training (p<0.05-0.01) 
and improved no further (p>0.05). The first day of sequence training was, therefore, considered 
initial acquisition, with training sessions 2 and 3 considered ‘pre-asymptotic performance’, 4 and 
5 considered ‘at asymptotic performance’ and 6 and 7 considered ‘extended training’ beyond 
asymptotic performance. With training, rats also began to re-initiate the next action sequence 
after earned reward collection more quickly (F6,60=8.77, p=0.0008; re-initiation latency range: 
45.50 s, SEM=8.42, first session to 22.24 s, SEM=3.17, last session). 
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Dopamine signaling during action sequence learning and performance.  
As is apparent in the single-trial, representative examples (Figure 2B) and group-averaged 
data (Figure 2C), prolonged dopamine concentration changes were detected during sequence 
performance, the onset of which shifted as rats mastered the task. Voltammetric data were 
analyzed around 3 sequence event trigger points: the earliest identifiable approach towards the 
initiating lever, the execution of the initiating action, which was immediately followed by the 
insertion of the terminating lever into the chamber, and the execution of the terminating action 
that delivered the reward. The earned reward was collected within 0.3 s following the 
terminating press (first session average: 0.24 s, SEM=0.04; last session average: 0.29 s, 
SEM=0.07), and this latency did not change with training (F6,60=0.43, p=0.77). The estimated 
time of the initial approach was identified in video recordings synchronized to the voltammetric 
data scored to determine when prior to the press the lever came into the rat’s sight line and then 
reversing the tape to identify the earliest movement on this path. Because the self-paced task 
allowed variable sequence times, for the trial-averaged data, dopamine concentration v. time 
traces were concatenated by scaling the peri-event windows to the lowest mean inter-event 
interval between consecutive events (initial approach to initiating press: 2.97 s, SEM=0.77; 
initiating to terminating press: 4.03 s, 0.42) and plotting the data from each event to half of the 
inter-event interval, similar to the method described previously (Howe et al., 2013). 
Representative example data (Figure 2B and Supplementary Figure 1A-C) show evidence of 
the prolonged signaling profile in continuous (unaveraged, non-concatenated), single-trial 
dopamine concentration v. time traces, including those with longer inter-press intervals. 
Averaged current v. applied potential cyclic voltammograms (CVs) in examples provide 
evidence of the dopamine signature throughout the prolonged concentration change. Prolonged 
concentration elevations were not detected in current component identified as pH, or in the 
residual unknown measurement component of the voltammetric data (Supplementary Figure 2).  
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In many cases we identified a ‘ramping’ characteristic in the dopamine signal during action 
sequence execution, similar to that detected previously during spatial navigation(Howe et al., 
2013). Trial-averaged dopamine traces were identified as ramping if they exhibited a significant 
positive or negative linear regression coefficient (Pearson’s r, significant to at least p < 0.01) 
over the entire action sequence period, as described previously(Howe et al., 2013). At 
asymptotic performance a significant (p < 0.01) linear regression coefficient was detected in 
10/11 rats (r170= -0.60 – 0.85), which was positive for the majority (7/11) of rats (see 
Supplementary Figure 1D and E for minority profile). The positive ramping characteristic was 
also detected at asymptotic performance in the majority (67.78%, SEM=9.88) of individual trial 
dopamine concentration v. time traces for rats that displayed this profile in the trial-averaged 
trace. Thus, demonstrating that the prolonged ramping characteristic detected in the trial-
averaged data was not an artifact of averaging across transient dopamine elevations occurring 
at variable time points across trials. Regression coefficients for each training phase are 
presented in Supplementary Table 1. The positive ramping profile was not detected in the 
absence of lever-pressing activity. At asymptotic performance the majority of rats (9/11) actually 
showed a significant negative linear regression coefficient in the dopamine concentration v. time 
trace during the baseline period prior to the session onset, suggesting that these prolonged 
dopamine elevations did not emerge by chance, or by drift at the electrode (see Supplementary 
Figure 3). 
NAc dopamine concentration began to rise increasingly earlier in the execution of the action 
sequence with training (Figure 2C). There was a main effect of Training on dopamine elevation 
onset time (time of elevation >10% of peak concentration, relative to time initial approach to the 
initiating lever; F4,36=3.83, p=0.01), and a significant negative correlation between average 
dopamine elevation onset time and training session (r7=-0.93, p=0.002; Figure 2D). At 
asymptotic performance dopamine concentration began to rise on average (though not on all 
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trials for all rats, see representative examples) 2.03 s (SEM=0.60) prior to the initial approach 
towards the initiating lever. The earlier onset time of the dopamine elevation with learning could 
be a secondary consequence of the overall elevation in its magnitude at asymptotic 
performance, but this was controlled for by defining onset time relative to concentration change 
magnitude. Moreover, when dopamine response magnitudes were equivalent (during initial 
acquisition and asymptotic performance) elevation onset time was still significantly earlier in 
sequence execution following training (t10=3.85, p=0.003). 
The time of the dopamine response peak during action sequence execution also appeared 
to shift with training. During initial acquisition dopamine peaked during reward 
delivery/consumption following sequence termination, but with training, the peak occurred 
earlier in the execution of the action sequence and at asymptotic performance occurred prior to 
execution of the initiating action. These observations were confirmed by statistical analysis of 
the maximal dopamine concentration change during sequence execution across training epochs 
(averaged across sequence-completion trials for each rat for each event: preceding the initiating 
press, after the initiating press, but before the terminating presses, or during reward delivery; 
Figure 2E), which detected a significant effect of both Sequence event (F2,20=5.40, p=0.01) and 
of Training (F3,30=3.89, p=0.02), and an interaction between these factors (F6,60=2.81, p=0.02). 
Post-hoc analyses (see Figure 2E) further verified the observations described above. Although 
dopamine peaked earlier in sequence execution as rats reached asymptotic performance, it 
remained elevated until after the earned reward was collected, at which point it declined back to 
baseline before the next sequence was initiated. The dopamine response to the earned reward 
at asymptotic performance did not significantly differ from that induced by unexpected, non-
contingent delivery of the same reward (t10=1.70, p=0.12; Supplementary Figure 4). In no case 
were there any significant within-session changes in action sequence-related dopamine 
signaling; there was neither a main effect of Session phase (F2,20=0.005 – 2.36 p=0.99 – 0.12) 
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nor Sequence event x Session phase interaction (F2,20=0.036 – 1.74 p=0.84 – 0.16) on 
dopamine signaling during any training session. 
 
Dopamine correlates of acquisition and performance. 
NAc dopamine concentration changes were found to correlate with task performance in several 
interesting ways. First, the trial-averaged peak dopamine response to reward delivery during 
initial acquisition positively correlated with future learning rate (between-subject correlation, 
r11=0.67, p=0.02; Figure 3A), such that rats for which the unexpectedly-earned reward during 
initial acquisition induced larger amplitude dopamine concentration change subsequently 
learned the action sequence more quickly than those for which this response was smaller. 
Because NAc dopamine was shown to rise prior to sequence execution, we reasoned that it 
might also be related to the online motivation to engage in the task. In support of this, both prior 
to and at asymptotic performance the amplitude of dopamine elevation prior to sequence 
initiation significantly negatively correlated with time to complete the immediately following 
sequence (within-subject correlation, pre-asymptote: r57= -0.33, p=0.01, at asymptote: r57= -
0.31, p=0.02, both controlling for session; Figure 3B). Prior to and at asymptotic performance 
faster sequence trials tended to be preceded by larger amplitude dopamine elevations. 
 
Dopamine signaling during extended training. 
After extended training peak dopamine concentration amplitude preceding sequence initiation 
did not significantly correlate with sequence speed (r57=0.06, p=0.65, controlling for session; 
Figure 3B-right). This degradation in the correlational relationship corresponded to an apparent 
decoupling of dopamine from sequence performance with overtraining (see Figure 2B-D). 
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Indeed, the dopamine concentration elevation during sequence execution was significantly 
lower during extended training relative to levels at asymptotic performance (p<0.01-0.001, 
Figure 2E). Behavioral performance (i.e., sequence speed) did not significantly differ between 
these sessions, ruling out this movement variable as an explanation for the disappearance of 
the dopamine response with extended training. These data suggest that NAc dopamine became 
unrelated to reward delivery and individual action sequence performance during extended 
training.  
Performance during extended training became largely stereotyped, but there were rare 
instances in which rats deviated from this stereotyped path, paused, or otherwise became 
disengaged in the task. We took advantage of these atypical trials to ask whether NAc 
dopamine signaling would be differentially engaged when rats reengaged in the task. Following 
reward collection, rats could to turn to the left or right upon exiting the food-delivery port to move 
to the opposite wall to reinitiate another sequence. By extended training rats developed a 
stereotypical path (path chosen >70% of the time). Atypical path trials (26.83% of trials during 
extended training, SEM=2.82) occurred when rats deviated from their stereotyped path (e.g., 
exiting and turning to the left rather than typical right), paused on the stereotyped path before 
action execution, or otherwise became disengaged in the task. As can be seen in the 
representative examples (Figure 4A) and group-averaged data (Figure 4B) if rats deviated from 
their stereotyped action sequence path during extended training dopamine concentration was 
again elevated as rats executed the sequence. There was a significant main effect of Time 
(dopamine concentration averaged over 1-s bins for the entire sequence epoch and then trial-
averaged for each subject; F16,144=7.83, p<0.0001), with no effect of Type of Path (At Asymptote 
v Extended training- Typical v. Extended training- Atypical; F2,18=7.83, p<0.0001), but a 
significant interaction between these factors (F32,288=1.84, p=0.005). Although dopamine was not 
significantly elevated above baseline when rats executed the sequence on the overtrained 
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stereotyped path (no main effect of time in action sequence on dopamine concentration: 
F16,144=2.32, p=0.12), it was significantly elevated above baseline if they deviated from this path 
(F16,144=6.36, p=0.002). Moreover, from the time of initial approach through reward delivery 
following sequence termination dopamine concentration was significantly lower than that elicited 
at asymptotic performance if the action was the overtrained stereotypical path (p<0.05-0.001), 
but not if it was the overtrained atypical path (p>0.05). 
 
NAc dopamine response to the most distal unexpected predictor of reward.  
Because NAc dopamine signaling became decoupled from individual, stereotyped sequence 
performance after extended training, we next asked if this signal transitioned to an earlier task 
element. We evaluated the dopamine signaling surrounding the most distal and unpredictable, 
task cue- that signaling the start of the session (house light turned on and lever extended into 
the chamber, occurring at a variable time ~20 min after being placed in the chamber). 
Secondarily this analysis provided an opportunity to verify dopamine detection throughout 
training. The magnitude of dopamine response to this start cue was minimal early in training and 
became maximal on the last training session (group average Figure 5A; representative example 
Figure 5B; significant main effect of Training: F4,38=4.35, p=0.006 on peak dopamine 
concentration, Figure 5C). These data suggest that dopamine release backpropagated to the 
most distal predictor of reward with extended training.  
The magnitude of this cue-induced dopamine elevation during extended training significantly 
correlated with rats average sequence time (r19= -0.36, p=0.02, between-subjects, controlling for 
session; Figure 5D), such that rats for which the session start cue elicited a larger amplitude 
dopamine concentration change completed each sequence, on average, more quickly than 
those for which this elevation was smaller. The maximal magnitude of this cue-evoked 
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dopamine response was larger than that detected during earlier training phases to individual 
reward delivery or sequence execution and that detected in response to non-contingent, 
unexpected reward delivery (Supplementary Figure 4). Though non-contingent reward delivery 
may have been somewhat expected because rats often sat in very close proximity to the food-
delivery port during these tests.  
 
Dopamine signaling during expectation violation.  
After extended training dopamine concentration was robustly and transiently elevated by the 
most distal, unexpected cue predicting reward, but prolonged dopamine concentration changes 
were no longer detected during stereotyped action sequence performance. We next asked 
whether dopamine signaling would reemerge if the reward expectation was violated. After the 
sequence task was well learned, rats were given a series of tests in which they were allowed to 
perform the action sequence, but earned a reward different from the orange-flavored 12.5% 
sucrose expected based on training (see Figure 1B). Two different types of expectation 
violations were conducted: value and identity. For the value expectation violation test the earned 
reward was substituted for one that was higher in value, but similar in specific identifying 
features (orange-flavored 20% sucrose). To determine if ramping dopamine signals would 
respond to a reward expectation violation absent a value shift, after extended training subsets of 
rats received a test in which the earned reward was substituted for one roughly similar in value, 
but different to varying extents in specific identifying features (e.g., taste, texture). These 
included a reward different in flavor only (grape-flavored 12.5% sucrose), an alternate liquid of 
equal caloric content (unflavored 12.5% polycose), an alternate food reward (grain food pellet) 
and a non-food reward (water, when water deprived). Each rat was given 3 of the 5 possible 
tests in randomized order and rats were allowed to earn 15 total rewards during each test. 
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Preference for the higher value reward, but not any of the alternate identity rewards was 
observed in the rats used for the FSCV study during pre-training consumption of each reward in 
isolated homecage exposures (Supplementary Table 2). This also ensured that each violation 
reward was not novel at test. 
To further test the relative value of each alternate reward to the orange-flavored 12.5% 
sucrose (that was used to condition the action sequence for subjects in the main FSCV 
experiment) we performed a series of preference tests in a separate group of rats. In the first 
test the relative palatability of each reward was evaluated by measuring lick frequency, total 
licks and pauses in licking (lasting >0.5 s) during isolated, non-contingent deliveries of each 
reward in 30, 0.1 ml increments, during separate daily sessions (Davis and Smith, 1992; Kaplan 
et al., 1995; Wassum et al., 2009) (Figure 6A). In the second, the relative preference for each 
reward was tested in a consumption choice test in which each violation reward was pitted 
against the orange-flavored 12.5% sucrose (Figure 6B), as has been used previously to verify 
relative value (McDannald et al., 2014). In this test preference ratio in consumption served as a 
proxy measure of free choice. In both tests the higher concentration sucrose solution was 
confirmed as a higher value reward than the orange-flavored 12.5% sucrose. Rats consumed 
more of the 20% sucrose solution over the 12.5% sucrose in the choice test (t7=4.48, p=0.003; 
Figure 5B). The 20% sucrose was also found to be more palatable, as reflected by 
consummatory licking reactions (Lick frequency: t7=3.43, p=0.01; Licks/reward: t7=3.05, p=0.02; 
Figure 5A), though there no differences in number of pauses in licking activity between the 
12.5% and 20% sucrose (t7=0.54, p=0.60; Figure 5A- right). Each alternate identity reward was 
shown to be similar in value to the training outcome. In each case there was no significant 
difference in consumption during the choice tests between the alternate identity reward and the 
orange-flavored 12.5% sucrose (p>0.05, in all cases; no overall preference effect: F1,7=0.37, 
p=0.56; Figure 5B). The palatability of each alternate identity liquid outcome was also similar to 
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the orange-flavored 12.5% sucrose (no main effect of preference on Lick frequency: F3,21=0.13, 
p=0.91, Licks/reward:  F3,21=0.38, p=0.63, Licks/reward: F3,21=0.14, p=0.91; post-hoc: p>0.05 in 
all cases; Figure 5A).  
In this separate group of subjects we also verified that each alternate identity reward was 
discriminable from the orange-flavored 12.5% sucrose. We conditioned a taste aversion to the 
orange-flavored 12.5% sucrose, by pairing with LiCl-induced nausea, and then repeated the 
consumption choice tests. The taste aversion treatment was effective; rats consumed 
significantly less of the orange-flavored 12.5% sucrose after it was paired with illness 
(F2,11=95.04, p<0.0001; Figure 6C). Although prior to conditioning the aversion to the orange-
flavored 12.5% sucrose rats showed no significant preference between reward types, following 
this treatment rats consumed significantly more of each alternate identity reward than the now 
aversive orange-flavored 12.5% sucrose (F3,21=18.00, p<0.0001; post hoc p<0.0001, in all 
cases; Figure 6D), indicating their discriminability. Rats also consumed more of the orange-
flavored 20% sucrose relative to the now aversive orange-flavored 12.5% sucrose (t7=3.19, 
p=0.02), but following the taste aversion rats did consume less of this higher value reward, even 
though it had not itself been paired with illness (t7=6.24, p=0.0004), indicating that it shared 
many specific identifying features with the orange-flavored 12.5% sucrose. 
For each expectation violation test in the FSCV experiment we first confirmed dopamine 
detection elicited by the session start stimulus. For the value expectation violation test this 
stimulus elicited a significant dopamine response and the magnitude of this response did not 
differ between test and the preceding training control session (main effect of Start stimulus: 
F1,5=15.93, p=0.01, no effect of Value violation: F1,5=2.94, p=0.15, or interaction: F1,5=0.42, 
p=0.54; Figure 7A). Importantly, as can be seen in the group-average shown in Figure 7B and 
representative example shown in Figure 7C, NAc dopamine concentration was elevated during 
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sequence performance when the earned reward was unexpectedly higher in value relative to 
the preceding control training session in which the rats’ reward expectation was not violated. 
There was a significant main effect of Reward value expectation violation on sequence 
execution dopamine responses (F1,5=6.52, p=0.05), with neither an effect of Sequence event 
(F2,10=0.82, p=0.47), nor a significant interaction between these factors (F1,5=2.26, p=0.16; 
Figure 7D). Notably, dopamine was elevated first when the unexpectedly higher value reward 
was initially discovered and then became elevated around action execution as the test 
proceeded (Supplementary Figure 5). The magnitude of the dopamine response to the 
unexpectedly larger value reward predicted performance, such that on trials in which the 
unexpectedly larger reward elicited a larger amplitude dopamine response rats reinitiated the 
next sequence more quickly (within-subject correlation, r14= -0.60, p=0.02; Figure 7E). This was 
not the case for the preceding control session (r29= -0.03, p=0.89). Although there was evidence 
of sustained dopamine elevations during sequence execution, there was no clear evidence of 
the ramping characteristic in the dopamine signal during this value expectation violation test. 
The linear regression coefficient ranged from -0.51 – 0.68, with 33% of subjects showing a 
significantly positive slope and 50% showing a significantly negative slope on the trial-averaged 
dopamine concentration v. time trace. 
In no case did NAc dopamine respond to an unexpected change in the identity, but not 
value of the earned reward identity. We first verified dopamine detection at the start stimulus. 
For each identity violation test the start stimulus induced a dopamine concentration elevation 
(Alternate Flavor: F1,3=18.08, p=0.02, Figure 8A- left; Alternate caloric liquid: F1,4=10.54, p=0.03, 
Figure 8B- left; Alternate food: F1,3=12.38, p=0.04, Figure 8C- left; Non-food reward: F1,4=15.30, 
p=0.02, Figure 8D- left), and there was no significant difference in this elevation between the 
violation test and the control training session (no main effect of violation, Alternate Flavor: 
F1,3=0.36, p=0.59; Alternate caloric liquid: F1,4=0.04, p=0.85; Alternate food: F1,3=0.79, p=0.44; 
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Non-food reward: F1,4=5.38, p=0.08). Apparent differences in the magnitude of the start cue-
evoked dopamine release are due to between-subject variability in this release. In no case did 
the magnitude of the start cue dopamine response at test differ from that induced on the last 
training session day (Alternate Flavor: t3=0.08, p=0.94; Alternate caloric liquid: t3=0.005, 
p=0.997; Alternate food: t3=1.92, p=0.15; Non-food reward: t3=1.50, p=0.21). Importantly, 
sequence execution-related dopamine signaling did not differ between any of the identity 
violation tests and their preceding control training session (Figure 8- middle). There was no 
main effect of Identity expectation violation on sequence action- or reward-related dopamine 
concentration when only the flavor of the reward was switched (F1,3=0.04, p=0.84; Figure 8A- 
right), when the reward was an unexpectedly different caloric solution (F1,4=1.80, p=0.25; Figure 
8B- right), when the reward was switched to an entirely different food (F1,3=0.42, p=0.56; Figure 
8C- right), or when the reward was switched to non-food appetitive item (water when water 
deprived; F1,3=0.59, p=0.49; Figure 8D- right). In all cases there was no evidence of a significant 
dopamine concentration elevation above baseline during action sequence execution, despite 
the reliable detection of dopamine to the session start stimulus. Because there was some 
variability in the preference ratios for the alternate rewards (especially polycose and food 
pellets) relative to the orange-flavored 12.5% sucrose reward (see Figure 6B), we looked for a 
relationship between subjective preference for the alternate identity reward (as measured by 
relative consumption in isolated home cage exposures) and task-related dopamine signaling. 
These analyses are presented in Supplementary Table 2 and showed no evidence of any 
significant relationship. These data, therefore, suggest that an unexpected change in the identity 
of the reward was not sufficient to reengage NAc dopamine signaling. Behavioral effects 
expectation violation are also provided in Supplementary Table 2. 
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DISCUSSION 
We used FSCV to monitor NAc dopamine concentration changes throughout the acquisition and 
performance of a self-paced, instrumental action sequence. Prolonged dopamine concentration 
changes were detected at asymptotic performance that gradually increased as rats executed 
the sequence and decreased following collection of the earned reward. The prolonged signaling 
profile detected here contrasts to the transient signals that have been detected previously 
during the execution of single cued (Roitman et al., 2004; Owesson-White et al., 2009; Wanat et 
al., 2010; Nasrallah et al., 2011; Oleson et al., 2012; Hollon et al., 2014; Saddoris et al., 2015b), 
or self-initiated (Phillips et al., 2003; Roitman et al., 2004; Stuber et al., 2005; Willuhn et al., 
2012) actions. Clear evidence of prolonged dopamine elevations was identified in unaveraged, 
non-concatenated, single-trial data, suggesting that this profile was not result of time averaging 
across punctate dopamine changes occurring at variable time points around action execution. 
These prolonged NAc dopamine signals did, however, match the profile (both duration on the 
order of seconds and magnitude) of signals previously detected and found to encode spatial, 
but not temporal proximity to reward in the ventral striatum during performance of a reward-
seeking maze (Howe et al., 2013). This prolonged form of NAc dopamine signaling is, therefore, 
not exclusively engaged by spatial navigation across long distances to earn reward, but also 
occurs within a more limited spatial environment when a sequence of ordered actions is 
required to obtain reward. Though we note that unmonitored spatial navigation factors (e.g., 
distance to initiating lever, latency to motion onset etc.) likely contributed to the signaling profile 
detected here. 
We previously reported similarly sustained NAc dopamine concentrations changes during 
action sequence execution in pre-trained rats (Wassum et al., 2012); the longitudinal within-
subject data here revealed how such signaling is dynamic with learning. Initially the unexpected 
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earned reward elicited a large dopamine response, but with task acquisition prolonged 
dopamine signals emerged and began to rise increasingly earlier in the execution of the action 
sequence with training. This concords with the previously reported differences in NAc dopamine 
signaling in untrained v. pre-trained rats (Wassum et al., 2012). Here we found that dopamine 
elevations also became larger in magnitude when behavior improved to asymptotic levels 
relative to pre-asymptotic performance, a finding in line with data showing greater reward cue-
induced dopamine cell activity with faster cued response times (Satoh et al., 2003). 
Interestingly, at asymptotic performance the NAc dopamine elevation began prior to the rats’ 
own unprompted initiation of the sequence, as has been shown previously in both dopamine cell 
activity (Romo and Schultz, 1990; Jin and Costa, 2010) and NAc release (Phillips et al., 2003; 
Stuber et al., 2005; Wassum et al., 2012). This suggests dopamine signaling may be triggered 
by some internal or other stimulus known only to the behaving subject important for initiating 
action and is consistent with findings that dopamine receptor activation facilitates the excitation 
of NAc medium spiny neurons (du Hoffmann and Nicola, 2014), the activity of which encodes 
locomotor onset latency (McGinty et al., 2013). 
Dopamine signaling was further dynamic with extended training, actually becoming 
decoupled from stereotyped action sequence execution. This accords with findings that NAc 
dopamine responses to predictable Pavlovian cues (Clark et al., 2013) and instrumental actions 
(Wassum et al., 2012; Willuhn et al., 2012) are attenuated with overtraining. Though we cannot 
conclusively say that performance following overtraining in our, or these previous tasks, is 
habitual, because neither the response-outcome contingency, nor outcome value were 
manipulated, these results are consistent with those demonstrating that overtrained habitual 
behaviors are less dependent on (though not entirely independent of) NAc dopamine receptor 
signaling (Choi et al., 2005).  
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This finding is, however, inconsistent with the prolonged NAc dopamine signals detected 
during spatial navigation in presumably well-trained rats (Howe et al., 2013). This discrepancy 
may be the result of the task differences (lever press response v. maze run), or the difference in 
sampling locations (NAc core v. ventromedial striatum). It is, perhaps, more likely that it results 
from task predictability and response flexibility. In our task rats self-initiated each sequence trial 
and, therefore, could well predict all task events and respond stereotypically. The maze task in 
Howe et al (2013) (Howe et al., 2013) followed an experimenter-initiated trial structure in which 
rats had to navigate ‘on the fly’ based on experimenter-provided cues revealing reinforcement 
location. Prolonged dopamine signals may have persisted in this task due to this unpredictability 
and inability to stereotype behavior. Indeed, the ability to predict upcoming state changes has 
been shown to be critical to the diminution of task-related dopamine signaling with overtraining 
(Clark et al., 2013). If, after overtraining in the current experiment, rats became disengaged in 
the task, prolonged dopamine concentration elevations reemerged when the rat flexibly 
reengaged in the task, corresponding to findings that NAc dopamine is required for ‘flexible’ 
approach to an instrumental operandum (Nicola, 2010). 
Although NAc dopamine concentration was no longer elevated during stereotyped action 
sequence performance following overtraining, dopamine elevations were robustly elicited in 
response to the unexpected presentation of the most distal reward predictor, the session start 
stimulus. This backpropagation of the dopamine signal is consistent with recent findings of 
dopamine responses during performance of an action-sequence task largely similar to that used 
here, with the critical exception that it was on an experimenter-defined trial structure in which 
rats were unable to predict the time of the next sequence trial. Following post-asymptotic 
performance in this task, NAc core dopamine was transiently elevated by the unexpected 
presentation of the initiating lever (Saddoris et al., 2015a). That the maximal magnitude of the 
start stimulus-induced dopamine signal detected here was significantly larger than that of the 
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dopamine concentration changes detected during asymptotic sequence execution perhaps 
reflects this stimulus’s higher value because it signals the opportunity to earn many rewards, 
corresponding to findings that dopamine cell activity can encode the value of multiple future 
rewards (Enomoto et al., 2011). 
NAc dopamine signaling was found to be reengaged after overtraining if the earned reward 
was unexpectedly larger in value, but not if only its specific identity (e.g., taste) was altered. This 
suggests that NAc dopamine (at least in the form of prolonged signals) encodes information 
about the motivational value, rather than the specific sensory features of rewards. This 
interpretation is consistent with previous work demonstrating NAc dopamine responses to 
valuable sucrose reward in the absence of its identifying sweet taste (de Araujo et al., 2008). 
These findings also accord the encoding of reward value (Bayer and Glimcher, 2005; Tobler et 
al., 2005; Lak et al., 2014) by dopamine cell body firing, and with findings that the NAc is 
required to learn from an unexpected reward value change (McDannald et al., 2011). 
The prolonged dopamine signals detected here during action sequence execution and 
previously (Howe et al., 2013) are more protracted than typical phasic signaling, but rise and fall 
too quickly to be considered tonic changes. Although we did not fully test whether the observed 
dopamine signaling profile was or was not a reward-prediction error in the strict sense, we note 
several elements of the signal detected here could be interpreted as consistent with the well-
supported role for phasic dopamine signaling in reporting the reward-prediction errors vital for 
associative encoding (Waelti et al., 2001; Schultz, 2002, 2013; Keiflin and Janak, 2015). These 
include: 1. the robust dopamine response to the unexpectedly earned reward during initial 
acquisition, the amplitude of which predicted subsequent learning rate, 2. the backpropagation 
of dopamine elevations to the most distal and unexpected reward-predictive stimulus with 
extended training and 3. the reactivation of dopamine signaling by unexpected delivery of a 
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higher value reward in fully-trained rats. Other elements of the dopamine signals detected here 
do not perfectly reflect prediction error encoding. Firstly, the re-emergence of prolonged 
dopamine elevations by the higher than expected value reward could be due to the presence of 
positive prediction errors, but could also result from a unidirectional attention, alerting or 
motivating function of the unexpectedly higher value reward. Future work is required to clarify 
whether prolonged dopamine signaling can be altered by negative prediction errors, as has 
been identified for transient NAc dopamine release (Hart et al., 2014; Hamid et al., 2015; 
Saddoris et al., 2015a) and cell body firing (Hollerman and Schultz, 1998; Schultz, 1998; 
Schultz and Dickinson, 2000; Waelti et al., 2001; Schultz, 2002). Secondly, at asymptotic 
performance dopamine concentration remained elevated during delivery and collection of the 
presumably expected earned reward. The persistent elevation of dopamine concentration to 
earned reward replicated our previous finding in a similar instrumental sequence task (Wassum 
et al., 2012) and the findings of prolonged dopamine elevations during spatial navigation (Howe 
et al., 2013). Interestingly, several recent computational advances have been made to allow a 
temporal difference reinforcement learning model to predict a dopamine concentration ramp by 
considering either a non-linear representation of space (Gershman, 2014) (which may be 
specific to spatial navigation), or time-dependence of dopamine-mediated plasticity (Morita and 
Kato, 2014).  
Findings inconsistent with prediction error encoding by prolonged dopamine elevations do 
not suggest refutation of this theory, but rather highlight the possibility that there are multiple 
roles for dopamine signaling, some over different time scales (Schultz, 2007; Hamid et al., 
2015). This has long been understood for the distinct modes of tonic and phasic signaling 
(Floresco et al., 2003; Schultz, 2007). The bursting activity of dopamine cell bodies, which has 
elegantly been demonstrated to encode reward-prediction errors (Waelti et al., 2001; Schultz, 
2002, 2013), is thought to mediate phasic dopamine concentration changes (Grace, 1991), but 
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terminal dopamine does not always maintain fidelity with this cell body activity. Indeed, 
prolonged activity has not been demonstrated in dopamine firing during procurement of certain 
reward (Schultz, 2015). Modulatory mechanisms at striatal terminals can regulate the ‘decoding’ 
of dopamine cell firing into release and can even induce release independent of cell body 
activity (Schultz, 2007; Cachope and Cheer, 2014). Striatal cholinergic signaling provides one 
such mechanism (Cachope et al., 2012; Threlfell et al., 2012) and, interestingly, prolonged 
activity of ventral striatal interneurons (many of which are cholinergic) during reward-related 
behavior has been reported (Schultz et al., 1992).  
As proposed by Howe et al. (2013), prolonged dopamine elevations may reflect the 
sustained motivational drive required to pursue distal rewards. In support of this here, dopamine 
elevations preceding sequence initiation predicted the speed of the immediately following 
sequence, corroborating our previous report (Wassum et al., 2012). These findings are also 
consistent with data suggesting that NAc dopamine encodes a dynamic, temporally-discounted, 
value estimation of future rewards important for motivating action (Hamid et al., 2015). Because 
it was not detected in the current data during stereotyped sequence execution, the prolonged 
form of dopamine signaling may be particularly important for motivation of flexible actions. The 
task here was ostensibly instrumental (action-reward), but Pavlovian (stimulus-reward) incentive 
processes likely exerted a strong influence over its performance. Internal proprioceptive signals, 
the sight of the initiating lever, and the terminal lever insertion were all cues signaling the 
opportunity for and occurrence of reward and, therefore, likely contributed to the prolonged 
dopamine elevations during sequence execution. Indeed, Pavlovian reward predictors can 
create a sustained dopamine signaling profile, elements of which correlate with the motivational 
influence of the cue over instrumental action (Wassum et al., 2013; Ostlund et al., 2014c) and 
NAc dopamine is necessary for such Pavlovian incentive processes (Dickinson et al., 2000; 
Dayan et al., 2006; Berridge, 2007; Lex and Hauber, 2008; Flagel et al., 2011; Wassum et al., 
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2011; Saunders and Robinson, 2012; Rutledge et al., 2015). Furthermore, NAc dopamine 
signaling was not only re-engaged by an unexpectedly larger value reward, but its correlation to 
performance also reemerged. Like the dopamine response detected here, Pavlovian incentive 
motivation does not depend on specific reward identity (Balleine, 1994). Even when dopamine 
transitioned to the start cue it predicted task performance. Entire sets of action sequences can 
become ‘chunked’ into a single behavioral unit (Graybiel, 1998; Ostlund et al., 2009; Jin et al., 
2014), such that NAc dopamine elevations to this most distal unexpected reward predictor could 
relate to hierarchical motivational control over a large chunk of stereotyped actions. 
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Figure 1. Histological verification of recording sites and experimental design. A. Coronal 
section drawings taken from (Paxinos and Watson, 1998). These figures were published in The 
rat brain in stereotaxic coordinates, 4th edn, Paxinos & Watson, 175-177, Copyright Elsevier 
(1998). Numbers to the lower right represent anterior-posterior distance (mm) from bregma. 
Gray circles represent electrode placements. 8 actual recording sites were in the right and 3 in 
the left hemisphere. B. Behavioral task design. See methods. d: day(s); LPI: Initiating lever 
press; LPT: Terminating lever press; Org 12.5% Suc: Orange-flavored 12.5% sucrose reward 
(training reward); Violation: unexpected reward; Org 20% Suc: Orange-flavored 20% sucrose 
reward; Grp 12.5% Suc: Grape-flavored 12.5% sucrose reward; Poly: Polycose solution; Pellet; 
grain-based food pellet; H2O: water. 
 
 39 
 
 
 
Figure 2. Dopamine concentration changes during action sequence learning and 
performance. A. Average sequence completion time (initial lever press-reward collection) 
across training. B. Single-trial representative dopamine concentration v. time traces from the 
same rat for each phase of training. All except the top trace where the break is indicated, show 
continuous, unaveraged, non-concatenated traces. Blue arrows- time of initial approach towards 
the initiating lever. Insertion of the terminating lever occurs immediately following the initiating 
lever press. Red bars- reward delivery and consumption (rats collected earned reward on 
average 0.27 s, SEM=0.02, following terminating lever press). Insets: Background-subtracted 
cyclic voltammograms (CVs) showing oxidation and reduction peaks that identify the detected 
electrochemical signal as dopamine. Initial acquisition CV from the peak of current following 
reward delivery. All other CVs are average of CVs taken at 1-s intervals for the duration of the 
concentration ramp starting 1 s (pre-asymptote) or 6 s (at asymptote and extended train) prior to 
the initiating press and extending 9 s after this press. Shading reflects +1 within-sample SEM. 
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X-axis scale bar- 0.5 V and the y-axis scale bar- 0.5 nA. C. Concatenated, baseline-subtracted 
dopamine concentration v. time traces (see Methods) were averaged across bins of 10 
sequence completions (3 bins/training session), for each rat and then averaged across rats. X-
axis- time surrounding sequence performance, y-axis- sequence training session, z-axis- 
dopamine concentration change coded in false color. D. Average dopamine concentration 
elevation onset time v. training session number within-subject correlation. E. Trial-averaged 
peak dopamine concentration change during sequence execution (preceding the initiating press, 
after the initial press but prior to the terminating press, or following sequence termination when 
the reward was delivered and consumed). Dashed line marks baseline root mean square (RMS) 
noise in the dopamine concentration trace in the absence of lever pressing activity. Error bars 
indicate +1 SEM. *p<0.05, **p<0.01, ***p<0.001. See also Supplementary Figures 1-4 and 
Supplementary Table 1. 
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Figure 3. Dopamine correlates of acquisition and performance. A. Peak amplitude 
dopamine concentration change during delivery/consumption of the unexpectedly earned 
reward during the first sequence training session (averaged across earned rewards for each rat) 
v. rate of sequence task acquisition (slope to asymptotic performance) between-subject 
correlation. B. Peak amplitude dopamine concentration change within 4 s prior to the initiating 
press in the action sequence v. time to complete the immediately following sequence within-
subject correlation. All 30 sequence completions from each of the two training sessions/phase 
are included, with session number used as a controlling factor. *p<0.05. 
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Figure 4. Dopamine signals following extended training during stereotyped v. atypical 
sequence paths. A. Representative example of continuous (unaveraged, nonconcatenated) 
dopamine concentration v. time traces for individual sequence performance from the last 
training session from the same rat for a stereotypical and atypical sequence path trial. Blue 
arrows- time of initial approach towards initiating lever. Insertion of the terminating lever occurs 
immediately following the initiating lever press. Red bars- time of reward delivery and 
consumption. Insets: Averaged CVs taken on 1-s intervals starting 2 s prior to the initiating 
press and extending 7 s after this press; shading reflects +1 within-sample SEM; x-axis scale 
bar- 0.5 V, y-axis scale bar- 0.5 nA. B. Average dopamine concentration v. time trace during 
action sequence performance at asymptotic performance and during overtraining divided for 
typical v. atypical path sequences. Shading reflects between-subject SEM.  
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Figure 5. NAc dopamine release to the most distal predictor of reward. A. Average 
baseline-subtracted dopamine concentration v. time traces surrounding presentation of the 
session start stimulus (light on and lever extended) for each training session. X-axis- time 
surrounding start cue, y-axis- sequence training session, z-axis- dopamine concentration 
change coded in false color. B. Representative dopamine concentration v. time trace around the 
session start cue from the same rat for each phase of training. Inset: background-subtracted 
CVs from the peak of current for each trace; x-axis scale bar- 0.5 V, y-axis scale bar- 1 nA. C. 
Peak dopamine response to session start cue. D. Peak amplitude dopamine response to 
session start cue v. average sequence completion time during the extended training phase 
between-subject correlation. Error bars indicate +1 SEM. *p<0.05. 
 
  
 44 
 
Figure 6. Reward preference and discrimination tests. Reward preference and 
discriminability tests were conducted in a separate group of rats from those used in the main 
FSCV study. Control reward: Cont, orange-flavored 12.5% sucrose. Higher value reward: 20%, 
orange-flavored 20% sucrose. Alternate identity rewards:  Grp: Grape-flavored 12.5% sucrose 
reward; Poly: Polycose solution; Pel; grain-based food pellet; H2O: water. A. Palatability test; 
isolated, non-contingent deliveries of each reward delivered in separate test sessions. Because 
this test requires a liquid reward it was not conducted for the grain pellet outcome Left: Lick 
frequency (Licks/second). Y axis truncated at floor lick rate of 3.5 licks/s based. Middle: Average 
number of licks/reward delivery. Right: Average number of pauses >0.5 s in licking /reward 
delivery. B. Preference ratio [alternate reward consumption/(alternate reward consumption + 
12.5% orange sucrose consumption)] during consumption choice tests comparing the orange-
flavored 12.5% sucrose and each of the violation test rewards. D. Consumption of the orange-
flavored 12.5% sucrose on each of the 3 days it was followed by LiCl-induced nausea. E. 
Preference ratios during consumption choice tests following conditioning of taste aversion to 
orange-flavored 12.5% sucrose. Errors bars indicate +1 SEM. *p<0.05; ***p<0.001. See also 
Supplementary Table 2. 
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Figure 7. Dopamine signals during reward value expectation violation. A. Average 
baseline-subtracted dopamine concentration v. time traces surrounding presentation of the 
session start stimulus for the preceding control training session (gray) and the test at which the 
value of the reward was unexpectedly increased (blue). Shading reflects +1 SEM. B. Average 
dopamine concentration v. time trace during action sequence performance for the control 
training session and value expectation violation test. C. Single-trial representative (continuous, 
unaveraged, nonconcatenated) dopamine concentration v. time traces from the same rat during 
sequence performance after extended training and during value expectation violation. Taken 
from the 9th sequence completion trial. Red bars- time of reward delivery/consumption. Inset: 
background-subtracted CV from the peak of current for the test trace; X-axis scale bar- 0.5 V, y-
axis scale bar- 0.1 nA. D. Peak dopamine concentration change during sequence execution. E. 
Trial-averaged peak amplitude dopamine concentration change to reward delivery v. latency to 
reinitiate the sequence following reward consumption (reward collection to next initiating press 
time) within-subjects correlation. Error bars indicate +1 SEM. *p<0.05, **p<0.01, ***p<0.001. 
See also Supplementary Figure 5 and Supplementary Table 2. 
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Figure 8. Dopamine signals during reward identity expectation violation. Left Panel: 
Average baseline-subtracted dopamine concentration v. time traces surrounding presentation of 
the session start stimulus for the preceding control training session (gray) and the tests at which 
the identity of the reward was altered (green). Shading reflects +1 SEM. Middle Panel: Average 
dopamine concentration v. time traces during action sequence performance for the control 
training session and identity expectation violation tests. Red bars- time of reward delivery and 
consumption. Right Panel: Trial-averaged peak dopamine concentration change during 
sequence execution. A. Unexpected change in the flavor of the earned reward (grape-flavored 
12.5% sucrose). B. Unexpected change in the type of caloric liquid (12.5% polycose) C. 
Unexpected change to an alternate food type (grain-based food pellet) D. Unexpected change 
to a non-food reward (water when 18 hr water deprived). Error bars indicate +1 SEM. See also 
Supplementary Table 2. 
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SUPPLEMENTARY MATERIALS AND METHODS 
Electrode preparation and calibration. 
A 7-µm diameter carbon fiber (Goodfellow Corporation, Coraopolis, PA) was encased within a 
10-mm length of 90-µm diameter polyimide-covered fused-silica capillary (Polymicro 
Technologies, Phoenix, AZ) and sealed at the tip with epoxy allowing an exposed length of 
~100-150 µm. All carbon-fiber microelectrodes were pre-calibrated with dopamine (0.25-1 µM in 
phosphate buffered saline, pH=7.4) in a custom-made flow cell (flow rate 4 ml/min) prior to 
implantation. The average calibration factor was 40.61 nM/nA (SEM=1.79). Preliminary pre- and 
post-implantation calibrations suggest this value changes <10% due to of chronic implantation 
for ~70 days. 
 
Voltammetry data acquisition. 
FSCV was used to measure dopamine concentration changes in NAc throughout the acquisition 
of a self-initiated action sequence. Recordings commenced between 30-36 days following 
surgery. For each session rats were placed in the operant chamber and tethered to the 
voltammetric recording unit through an electrical swivel (Crist Instrument Co, Hagerstown, MD). 
A custom-made voltammetric potentiostat was used to apply a triangular waveform to the 
carbon-fiber microelectrode through a head-mounted voltammetric amplifier. The applied 
potential was held at -0.4 V (vs. the Ag/AgCl reference) and then ramped to +1.3 V and back to 
-0.4 V at 400 V/s, repeating every 100 ms for a sample rate of 10 Hz. Waveform generation and 
resultant data acquisition were carried out using 2 PCI multi-function data acquisition cards and 
custom software written in LabVIEW (National Instruments, Austin, TX). After stabilization of the 
baseline current (approx. 20 min) in the dark chamber the behavioral session commenced with 
the onset of the house light and insertion of the lever as appropriate. 
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Behavioral apparatus. 
All training and testing took place in 2 Med Associates operant boxes (East Fairfield, VT) that 
contained a recessed food-delivery port in the front wall and 2 retractable levers that could be 
inserted on either side of the wall opposite the food port. A photobeam entry detector was 
positioned at the entry to the food port. The chambers were also equipped with syringe pump to 
deliver solution, as described below, in 0.1 ml increments through a stainless steel tube into a 
well in the food port and a pellet dispenser to deliver single food pellets into the same port. A 3-
watt, 24-volt house light mounted on the top of the back wall opposite the food cup provided 
illumination. 
 
Behavioral pre-training. 
Prior to training on the action-sequence task, rats received 3 sessions of non-contingent 
exposure to the orange-flavored 12.5% sucrose solution reward that would serve as the earned 
outcome (30, 0.1 ml/2 s outcomes over 40 min) in the operant chamber with the levers 
retracted. Rats were then given 1 day of single-action training on what would become the 
terminating lever prior to full action sequence training. 
 
Histological verification of recording sites. 
At the conclusion of each experiment rats were deeply anesthetized with Pentasol (100 mg/kg 
i.p.) and the recording site was marked by making a small electrolytic lesion at the electrode tip 
by passing a current (~70 μA) through the carbon fiber microelectrode for 20 s. Rats were then 
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trans-cardially perfused with 0.9% saline followed by 10% formalin. The brains were removed 
and post-fixed in paraformaldehyde, then cryosectioned into 50 μm slices, mounted onto slides 
and stained with cresyl violet. Light microscopy was used to examine electrode placement in the 
NAc. Histological data are presented in Figure 1.  
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Supplementary Figure 1. Related to Figure 2. Dopamine signaling profiles at asymptotic 
performance. A-C. Single-trial representative continuous (unaveraged, nonconcatenated) 
dopamine concentration v. time traces during action sequence execution, each from a different 
subject. Blue arrows- time of initial approach towards initiating lever. Insertion of the terminating 
lever occurs immediately following the initiating lever press. Red bars- time of reward delivery 
and consumption. Insets: Average of CVs taken at 1-s intervals for the duration of the 
concentration elevation; shading reflects +1 within-sample SEM; x-axis scale bar indicates 0.5 V 
and the y-axis scale bar indicates 0.5 nA. A & B. Examples of continuous sequence 
performance. C. Example during asymptotic performance when the rat paused to groom before 
making the terminating action in the sequence. D. Representative example of the continuous 
(unaveraged, nonconcatenated) dopamine concentration v. time trace for individual sequence 
performance from each phase of training from a single rat that displayed the negative dopamine 
concentration v. time linear regression profile at asymptotic performance. Insets: background-
subtracted CV from the dopamine peak for each trace; x-axis scale bar indicates 0.5 V and the 
y-axis scale bar indicates 0.5 nA. E. Dopamine concentration change during action sequence 
performance (at asymptotic performance- training session 5) averaged across all trials and 
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across subjects (shading reflects between-subject SEM) divided for rats that showed a positive 
v. those that showed a significant negative  linear regression coefficient in the average 
dopamine concentration v. time trace at asymptotic performance. Although both groups of rats 
show elevated dopamine during sequence performance, the profile of such signaling differed. 
The majority of rats showed a gradual elevation in dopamine beginning prior to the sequence 
initiation continuing during sequence execution and reward collection/consumption. In the 
minority of rats more discrete elevations in dopamine concentration were apparent. Electrode 
placement did not differ between groups in any way observable with a cresyl violet stain. There 
was also no significant difference between groups in the average learning rate (t9=1.65, p=0.13) 
of rats showing the positive v. negative ‘ramp’ characteristic at asymptotic performance, 
average time to complete each sequence at asymptotic performance (t9=1.09, p=0.30), or the 
average amplitude of the dopamine response to unexpected reward delivery (t9=1.60, p=0.14). 
The differences in these profiles may result from the heterogeneity of phasic dopamine signaling 
found in the NAc. 
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Supplementary Figure 2. Related to Figure 2. Additional output of principal component 
regression chemometric analysis. A&B: Analysis of the current component in the 
voltammetric data identified as pH by the principal component regression chemometric analysis 
(see Methods). A. Concatenated pH concentration v. time traces (see Methods) were averaged 
across bins of 10 sequence completions (3 bins/training session) for each rat and then 
averaged across rats. Time surrounding sequence performance is shown on the x-axis with 
sequence training session on the y-axis, pH current contribution isolated from the principal 
component regression analysis (see Methods) is plotted on the z-axis and coded in false color. 
B. Maximal pH concentration change for each task element (preceding initiating press, after the 
initial press but prior to the terminating press, or following sequence termination when the 
reward was delivered and consumed). ANOVA on these data shows no overall effect of training 
session (F3,30=0.77, p=0.52), a significant main effect of time epoch (F2,20=1.95, p=0.05) with no 
interaction between these factors (F6,60=0.69, p=0.66). During initial acquisition there was a 
significant positive pH shift during the post-sequence termination epoch, but otherwise pH did 
not significantly fluctuate during action-sequence performance and did not show a prolonged 
elevation profile akin to dopamine concentration changes. *p<0.05, **p<0.01. C&D: Analysis of 
residual extraneous variance in unknown measurement (Q) from the principal component 
regression. C. Residual Q values from the principal components regression (see Methods) were 
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concatenated as described for pH above and dopamine in the main text Figure 2. Residual is 
plotted on the z-axis and coded in false color with the 95% confidence interval tolerance (Qα) 
threshold from these data set at the maximum value. D. Average Q values for each task 
element. Dashed line represents tolerance threshold (Qα). As is clear from this figure, there is 
no prolonged elevation in this residual value, and the residual remains well below the tolerance 
for the entire sequence execution measurement interval.  
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Supplementary Figure 3. Related to Figure 2. Dopamine concentration change during the 
baseline period in the absence of lever pressing activity prior to the start of the session. 
A. Dopamine concentration v. time traces (see Methods) were averaged across 5, 17-s periods 
(selected to match average sequence time used for Figure 2C) for each rat and then averaged 
across rats. Time is shown on the x-axis with sequence training session on the y-axis, 
dopamine concentration (nM) change is plotted on the z-axis and coded in false color. B. 
Maximal dopamine concentration change for each epoch of the 17-s baseline period taken to 
match the time window of behavioral events shown in main Figure 2C. ANOVA on these data 
shows no overall effect of training session (F3,30=1.95, p=0.14), a significant main effect of time 
epoch (F2,20=1.95, p<0.0001) with no interaction between these factors (F6,60=1.19, p=0.33). 
Post hoc comparisons clarify that in all but the first training session peak dopamine 
concentration tended to show a small drift down during the baseline periods. * marks 
significance relative to first time epoch. *p<0.05, **p<0.01, ***p<0.001. C. Linear regression 
coefficient on the averaged dopamine concentration v. time trace during the baseline period at 
each phase of training for each subject. Green: positive coefficient; Red: negative coefficient. 
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Bolding reflects significant to at least p<0.01. Averaged dopamine traces were identified as 
having a ramping characteristic if they exhibited a significantly positive or negative linear 
regression coefficient (Pearson’s R significant to at least p < 0.01). Subjects were divided by 
whether they showed a positive or negative ramping profile in the dopamine concentration v. 
time trace during action sequence performance at asymptotic performance (as described in 
Supplemental Table 1). At all phases of training a negative rather than positive ramping 
characteristic (Pearson’s r, significant to at least p < 0.01) was the majority profile detected 
during the baseline period in the absence of lever pressing activity. These data show evidence 
of slight negative drift in the absence of lever-pressing activity, and support that the prolonged 
dopamine concentration elevations during action sequence performance were not due to 
chance or positive baseline drift at the electrode. 
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Supplementary Figure 4. Related to Figure 2. Non-contingent reward-induced phasic 
dopamine release. Non-contingent delivery of the orange-flavored 12.5% sucrose reward 
(indicated by the red bar) elicited an increase in NAc dopamine concentration. Graph represents 
the dopamine concentration v. time trace surrounding reward delivery averaged across trials for 
each rat then averaged across rats. Shading represents +1 between-subject SEM. The average 
maximal dopamine concentration change within the 5 s following reward delivery (which 
occurred at slightly variable times for each rat) was 18.67nM (SEM=1.54).  
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Supplementary Figure 5. Related to Figure 7.  Dopamine signals across epochs of the 
reward value expectation violation. Rats were given a test in which the value of the reward 
was unexpectedly higher (orange-flavored 20% v. 12.5% sucrose solution). These data present 
the maximal dopamine concentration change for each task element divided into 3 blocks of 5 
sequence-completion trials each during the course of the value violation test. White lines over 
each data bar represent the mean maximal dopamine concentration change to each task 
element for similar epochs during the preceding control training session. During the value 
violation test there was a marginally insignificant Trial block x Sequence element interaction 
(F4,20=2.36, p=0.08) with the amplitude of dopamine being larger during delivery/consumption 
of the unexpectedly larger reward (p<0.05) than prior to sequence initiation during the first trial 
block. During this first trial block dopamine concentration was only significantly elevated relative 
to the pre-test control session during delivery/consumption of the unexpectedly larger reward 
(p=0.02), and not prior to (p=0.93) or within (p=0.13) sequence performance. These data 
suggest that early in the expectation violation test dopamine was only elevated relative to the 
pre-test control session during consumption/delivery of the unexpectedly higher value reward 
and that with subsequent exposures dopamine became elevated to more distal task elements. 
Error bars indicate +1 SEM. *p<0.05. ^p<0.05 relative to control session (white bar). 
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Training 
Phase 
Positive Profile Negative Profile 
Initial 
Acquisition -0.25 0.10 0.10 0.57 0.84 0.93 0.82 0.06 0.80 0.23 0.74 
Pre-
Asymptote 0.79 0.71 -0.03 0.77 0.45 -0.55 0.87 
-
0.03 0.40 
-
0.32 
-
0.48 
At Asymptote 0.59 0.85 0.47 0.73 0.44 0.47 0.65 
-
0.47 
-
0.17 
-
0.41 
-
0.60 
Extended 
Train 0.67 0.30 -0.68 0.87 0.66 0.44 -0.10 
-
0.46 
-
0.14 
-
0.04 
-
0.35 
Supplementary Table 1. Related to Figure 2. Identification of the ramping characteristic in 
prolonged dopamine concentration changes during action sequence execution. Linear 
regression coefficient on the trial-averaged dopamine concentration v. time trace at each phase 
of training for each subject. Green: positive coefficient; Red: negative coefficient. Bolding 
reflects significant to at least p<0.01. Trial-averaged dopamine traces were identified as having 
a ramping characteristic if they exhibited a significantly positive or negative linear regression 
coefficient (Pearson’s R significant to at least p < 0.01) over the entire action sequence period. 
Subjects are divided by whether they showed a positive or negative ramping profile at 
asymptotic performance. At each phase of training, if a subject’s data showed significant 
positive ramping characteristic in the trial-averaged trace, then at least 50% of the individual 
trials for that session also showed the same profile. Average (across subjects) proportion of 
individual trial dopamine concentration v. time traces for subjects that displayed the positive 
ramping profile in the trial-averaged trace: Training Session 1: 73.68% (SEM=2.34), 2: 66.00% 
(2.38), 3: 72.47 (1.49), 4: 62.22% (3.57), 5: 67.78% (9.88), 6: 70.57% (4.11), 7: 53.33% (1.11). 
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Pre-Test 
Consumptio
n 
Preference Ratio v. Test DA 
Correlation 
Average Sequence 
Time (s) 
  
(g) 
Sequenc
e 
Initiation 
Intra-
Sequenc
e 
Reward 
Deliver
y 
Retrain 
(Control
) 
Violatio
n 
12.5% Orange 
Sucrose 6.74 n/a n/a n/a n/a n/a 
(Control) (1.49) n/a n/a n/a n/a n/a 
20% Orange 
Sucrose 16.66** 
-0.30 -0.30 -0.36 
4.22 3.68 
Value Increase) (3.05) 0.62 0.71 0.55 (0.64) (0.93) 
Grape 3.65 0.25 0.25 0.05 2.39 3.20 
(Alternate Flavor) (0.78) 0.75 0.49 0.95 (0.79) (0.85) 
Polycose 11.18 -0.69 -0.69 0.41 3.50 3.09 
Alternate Caloric 
Liquid (4.44) 0.31 0.26 0.59 (0.51) (0.42) 
Pellet 7.19 -0.40 -0.40 -0.79 2.59 3.95 
(Alternate Food) (1.09) 0.6 0.27 0.21 (0.26) (0.56) 
Water 3.53 0.29 0.29 -0.50 2.81 4.57* 
(Non-Food 
Reward) (1.39) 0.71 0.6 0.5 (0.36) (1.08) 
 
Supplementary Table 2. Related to Figures 6-8. Pre-test consumption and behavioral effects of 
alternate rewards. Prior to all training and test, rats were exposed to the to-be trained reward (orange-
flavored 12.5% sucrose) and the alternate rewards to be used for the expectation violation tests to 
ensure these items were not novel on test and to evaluate their relative consumption. Values in the left 
column represent consumption in grams (g) during these 15-min consumption tests with SEM below in 
parentheses. There was an overall main effect of reward type (F5,23=4.24, p=0.007). Rats consumed more 
of the orange-flavored 20% sucrose (higher value reward; **p<0.01), but did not consume significantly 
more or less of the rewards that were different in identity (p>0.05 in all cases), indicating, along with the 
data in Figure 6 that these rewards were of relatively equal value to the orange-flavored 12.5% sucrose 
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that served as the training outcome. From these data we derived a relative preference ratio for each 
alternate reward type [amount of alternate reward consumed g/(amount of alternate reward consumed 
+ amount of orange-flavored 12.5% sucrose consumed g)] and correlated this against dopamine (DA) 
signaling during the expectation violation test. We focused on the peak dopamine concentration change 
prior to sequence initiation, after sequence initiation, but before the terminating lever press (intra-
sequence) or upon delivery of the unexpectedly different reward. These results are plotted in the middle 
three columns with the Pearson r on top and the p value in italics on bottom. In no case was there a 
significant correlation between subjective preference for the alternate identity reward and action 
sequence- or reward-related dopamine concentration changes. These data show that, although there 
was some variability in the preference ratios for the alternate rewards (especially polycose and food 
pellets) relative to the orange-flavored 12.5% sucrose reward (see Figure 6B), this did not influence 
dopamine signaling, or the lack thereof, during the expectation violation test. The 2 right-most columns 
show the average sequence completion time (time from initiating lever press to reward collection) 
during each expectation violation test and the immediately preceding re-training control session (during 
which the previously-trained orange-flavored 12.5% sucrose reward was earned). When controlling for 
multiple comparisons, sequence performance was only altered during the test in which rats earned 
water (18 hr water deprived) relative to the preceding retraining session (*p<0.05). No other 
manipulation significantly impacted performance (p>0.05 in all cases). Importantly, that changing the 
identity of the reward to a non-food substance had a detectable effect on sequence performance 
confirmed that the lack of an effect of the identity manipulations on dopamine concentration was not 
due to ineffective behavioral manipulations. 
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CHAPTER 3: NUCLEUS ACCUMBENS ACETYLCHOLINE RECEPTORS MODULATE 
DOPAMINE AND MOTIVATION  
 
ABSTRACT 
Environmental reward-predictive cues can motivate reward-seeking behaviors. While this 
influence is normally adaptive, it can become maladaptive in disordered states, such as 
addiction. Dopamine release in the nucleus accumbens core (NAc) is known to mediate the 
motivational impact of reward-predictive cues, but little is known about how other 
neuromodulatory systems contribute to cue-motivated behavior. Here we examined the role of 
the NAc cholinergic receptor system in cue-motivated behavior using a Pavlovian-to-
instrumental transfer task designed to assess the motivating influence of a reward-predictive 
cue over an independently-trained instrumental action. Disruption of NAc muscarinic 
acetylcholine receptor activity attenuated, whereas blockade of nicotinic receptors augmented 
cue-induced invigoration of reward seeking. We next examined a potential dopaminergic 
mechanism for this behavioral effect by combining fast-scan cyclic voltammetry with local 
pharmacological acetylcholine receptor manipulation. The data show evidence of bidirectional 
modulation of cue-evoked dopamine release, with muscarinic and nicotinic receptor antagonists 
causing suppression and augmentation, respectively, consistent with the behavioral effects of 
these manipulations. In addition to demonstrating cholinergic modulation of naturally-evoked 
and behaviorally-relevant dopamine signaling, these data suggest that NAc cholinergic 
receptors may gate the expression of cue-motivated behavior through modulation of phasic 
dopamine release. 
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INTRODUCTION 
Environmental reward-predictive stimuli provide a major source of motivation for adaptive 
reward-seeking behaviors (Corbit and Balleine, 2015). But this incentive motivational value can 
become amplified in disordered states, allowing cues to become potent triggers for maladaptive 
behavior such as compulsive overeating (Johnson, 2013) or drug seeking (Robinson et al., 
2013). Considerable evidence has implicated nucleus accumbens core (NAc) dopamine 
signaling in the expression of a cue’s motivational value (Berridge, 2007). Modulatory 
mechanisms in striatal terminals can, however, regulate dopamine release. Of these, the 
acetylcholine receptor system has emerged as a key player (Cragg, 2006; Cachope and Cheer, 
2014; Sulzer et al., 2016). Yet, little is known about the causal role of the NAc cholinergic 
system in motivated behavior and there is currently no evidence of acetylcholine receptor 
modulation of naturally-evoked and behaviorally-relevant dopamine. 
Acetylcholine receptors are broadly distributed throughout the NAc and consist of two major 
subtypes: muscarinic (mAChR) and nicotinic (nAChR). Tonically-active, cholinergic interneurons 
provide the primary source of acetylcholine acting at these receptors (Bolam et al., 1984). 
nAChRs on striatal dopamine terminals (Jones et al., 2001) are known to be particularly relevant 
to the regulation of striatal dopamine signaling (Exley et al., 2008; Cachope et al., 2012; 
Threlfell et al., 2012). mAChR activity also contributes to dopamine modulation both via 
regulation of endogenous activity at nAChR on dopamine terminals (Threlfell et al., 2010) and 
through activation of mAChRs on dopamine terminals (Foster et al., 2014; Shin et al., 2015). 
Striatal cholinergic interneuron activity correlates with the presentation of reward-predictive 
stimuli and with motivated behavior (Ravel et al., 2003; Morris et al., 2004; Nougaret and Ravel, 
2015). NAc mAChRs have been implicated in instrumental activity (Ikemoto et al., 1998; Pratt 
and Kelley, 2004), but neither their precise contribution, nor involvement in cue-motivated 
behavior has been determined. Therefore, here we tested the hypothesis that NAc endogenous 
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mAChR and nAChR activity regulates expression of the motivational value of reward-predictive 
cues and then examined a potential dopaminergic mechanism for this influence. 
To achieve this, we first evaluated the influence of NAc mAChR or nAChR blockade on cue-
motivated behavior using the Pavlovian-to-instrumental transfer (PIT) task. This task assesses 
the motivating influence of a reward-predictive cue over the performance of an independently-
trained, instrumental reward-seeking action and, thereby, isolates the incentive motivational 
value of the cue from other processes through which cues trigger action, such as their ability to 
exert discriminative control over performance through stimulus-response learning. In a second 
experiment, we examined the impact of nAChR or mAChR blockade on cue-evoked dopamine 
signaling in the NAc during PIT. 
 
MATERIALS AND METHODS 
Subjects. 
All procedures were conducted in accordance with the National Research Council’s Guide for 
the Care and Use of Laboratory Animals and were approved by the UCLA Institutional Animal 
Care and Use Committee. Male rats served as the subjects for these experiments (Experiment 
1: final n=24, 5 rats were excluded due to misplaced cannula, 3 due to illness; Long Evans; 300-
330 g; Charles River Laboratories, Wilmington, MA; Experiment 2: final n=10, an additional 5 
rats were run through the behavioral task, but were excluded from the electrochemical analysis 
due to misplaced electrodes (n=2), or noisy electrodes and/or an inability to reliably record a 
significant unexpected food-pelleted evoked dopamine response (n=3); Sprague Dawley; 280-
320 g). Rats were group housed and handled for 5-7 days prior to the onset of the experiment. 
Experimentation took place during the dark phase of the 12:12 hr reverse dark:light cycle. Rats 
were food deprived receiving 12-14 g/day of their maintenance diet to maintain 85-90% free-
feeding body weight. Free access to tap water was provided in the home cage.  
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Surgical procedures. 
In Experiment 1, rats were bilaterally implanted with 22-gauge, stainless steel, guide cannulae 
(Plastics One, Roanoke, VA) targeted 1 mm above the intended NAc core infusion site 
(coordinates relative to Bregma: AP +1.3 mm, ML +1.8, DV –6.2). Coordinates were selected 
based on previous findings demonstrating effects of cholinergic receptor antagonists on reward-
related behavior (Nadal et al., 1998; Pratt and Kelley, 2004) and to avoid spread into the NAc 
shell. For Experiment 2, calibrated carbon-fiber microelectrodes coupled with guide cannula 
were implanted unilaterally into the NAc (AP: +1.3 mm; ML: +1.3; V: -7.0 from dura) along with 
an Ag/AgCl reference electrode in the contralateral cortex. Coordinates were selected to match 
our previous NAc core dopamine recording location during PIT (Wassum et al., 2013; Ostlund et 
al., 2014b; Aitken et al., 2016) and to avoid electrode place in the anterior commissure. 
Electrode/cannula probes were arranged such that the electrode tip was aligned to the 
coordinate above with the cannula positioned more laterally parallel to the coronal suture. 
Standard aseptic stereotaxic procedures were used as described previously (Aitken et al., 
2016). Following surgery, rats were individually housed and allowed to recover for 5-7 days. 
Placements placement were verified using standard histological procedures described 
previously (Collins et al., 2016b)(see Supplemental Figures 1 and 2). 
 
Behavioral task. 
The PIT behavioral task procedures are similar to those described previously (Wassum et al., 
2011; Wassum et al., 2013). For Experiment 1, training and testing took place in a set of 16 Med 
Associates (East Fairfield, VT) operant chambers, described previously (Malvaez et al., 2015). 
For Experiment 2, training and testing were conducted in a set of two chambers identical to the 
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training chambers, but outfitted with a voltammetric recording unit, as described previously 
(Aitken et al., 2016; Collins et al., 2016b). 
Pavlovian conditioning. Rats first received 8 days of Pavlovian training in which 1 of 2 
auditory cues (75 dB tone or white noise; counterbalanced across rats; CS+) was paired with 
non-contingent delivery of 45 mg grain pellets (Bio-Serv, Frenchtown, NJ). Each CS+ was 
presented for 2 min, during which pellets were presented on a random time (RT)-30s schedule. 
The CS+ was presented 6x/session with a random 2-4 min inter-trial interval (mean=3 min). The 
lever was never present during these sessions.  
Instrumental conditioning. All rats then received 8 days of instrumental training in which 
lever pressing was rewarded with delivery of a single grain pellet. Each session lasted until 20 
outcomes had been earned, or 30 min elapsed. Rats received one day each of continuous, 
random interval (RI)-15s, and RI-30s schedules of reinforcement, followed by 5 days on the final 
RI-60s schedule. The CS+ was never present during this training.  
Retraining and CSØ habituation. Following instrumental training, rats in Experiment 1 
underwent surgery and, after recovery, were given 2 instrumental retraining sessions and 1 
Pavlovian retraining session. Rats in Experiment 2 received 1 Pavlovian CS+ reminder session 
after instrumental training. Following this, both groups of rats received 1 session of habituation 
to the neutral control stimulus (CSØ), which consisted of 6, 2-min presentations of the CSØ 
(opposite stimulus as the CS+), with a 2-4 min inter-trial interval. No rewards were delivered 
during this session. Rats were also given 2 days of instrumental and 1 day of Pavlovian 
retraining in between each PIT test. 
Pavlovian-to-instrumental transfer test. Rats were given 3 total PIT tests to allow a within-
subjects drug-treatment design. On the day prior to each PIT test, rats in Experiment 1 were 
given a single 30-min instrumental extinction session in which no cues were present, and lever 
pressing was unrewarded. During each PIT test the lever was continuously available, but 
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pressing was not reinforced. Responding was extinguished for 5 min to establish a low rate of 
baseline performance, after which each CS was presented 4 times in pseudorandom order, also 
without accompanying reward. Each CS lasted 2 min with a 4-min fixed inter-trial interval. PIT 
has been robustly demonstrated in both Long Evans (Corbit et al., 2007; Wassum et al., 2011) 
and Sprague Dawley (Saddoris et al., 2011; Wassum et al., 2013) rats with procedures similar 
to those here, and the PIT effect was shown here to be similar in magnitude in the control 
conditions in both species. 
 
Drugs and infusion procedures. 
In Experiment 1, immediately prior to each PIT test, rats were bilaterally infused with either the 
selective nicotinic receptor antagonist mecamylamine (10µg/side; Tocris Bioscience, Bristol, 
UK), the selective muscarinic receptor antagonist scopolamine (10μg/side; Tocris), or an 
equivalent volume of sterile artificial cerebral spinal fluid (ACSF; Tocris). All rats were tested 
under each drug condition, counterbalanced for order. Doses were selected based on their 
ability to alter reward seeking when infused into the NAc, without causing gross motor 
impairments (Nadal et al., 1998; Pratt and Kelley, 2004; Nunes et al., 2013). Drugs were 
infused, as described previously (Wassum et al., 2009), into the NAc in a volume of 0.5 μl over 
1 min via an injector inserted into the guide cannula fabricated to protrude 1 mm ventral to the 
cannula tip using a microinfusion pump. For Experiment 2, rats were unilaterally infused with 
either mecamylamine (10µg/side), scopolamine (10μg/side), or an equivalent volume (0.5 
μl/side) of sterile artificial cerebral spinal fluid (ACSF) via the cannula attached to the carbon-
fiber microelectrode. 
 
Fast-scan cyclic voltammetry. 
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For Experiment 2, chronically-implanted, carbon-fiber microelectrodes, were used to make 
longitudinal, within-subject measures of dopamine concentration changes across multiple tests. 
These electrodes were coupled to guide cannula, as described below, to allow infusion of 
pharmacological agents into the extracellular space surrounding the recording electrode. For 
each test session, rats were placed in the operant chamber and tethered to the voltammetric 
recording unit through an electrical swivel. Fast-scan cyclic voltammetry (FSCV) recordings 
were performed during the PIT tests, as described previously (Aitken et al., 2016; Collins et al., 
2016b). On each test day, after stabilization of the baseline current (~20 min), rats were 
unilaterally infused, as described above and the baseline was allowed to re-stabilize for 5-10 
min, after which the PIT test commenced with the onset of the house light and insertion of the 
lever. Because bilateral drug treatment would produce a behavioral effect that would confound 
our neurochemical analysis (e.g., a drug-induced change in the cue-evoked dopamine response 
could be a secondary consequence of the behavioral effects of that treatment), we used 
unilateral infusion to minimize such effects. For a subset of rats (n=7), FSCV measurements 
were also collected prior to and after the drug infusion and PIT test during the unexpected 
delivery of 5 chocolate-flavored, 45 mg pellets (Bio-Serv). Behavioral performance did not differ 
between subjects that received and those that did not receive food pellets prior to test (main 
effect of Pellet exposure group: F2,12=0.35, p=0.564 on lever presses during the PIT test; Pellet 
exposure x Drug: F2,12=0.55, p=0.59; Pellet exposure x CS: F2,12=0.42, p=0.67).  
 
Carbon-fiber microelectrode/cannula assembly. 
Carbon-fiber microelectrodes were prepared and calibrated (average calibration factor=45.45 
nM/nA, SEM=4.13) as described previously (Clark et al., 2010; Wassum et al., 2013; Collins et 
al., 2016b), with the exception that the silica shaft encasing the carbon fiber was cut to ~12 mm. 
Following calibration, each electrode was affixed to a 22-gauge, stainless steel guide cannula 
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(Plastics One) with the cannula extending 3-4 mm beyond the 14 mm plastic threaded base. 
Injectors (Plastics One) were designed to fit these cannula and to protrude and additional 3-4 
mm. The cannula terminated 3-4 mm above the tip of the electrode to prevent damage to the 
recording zone. The lower ~2/3 of the plastic base was shaved down on one side of the cannula 
to allow a flat space for the electrode to be attached (Figure 1A and B). The electrode was 
affixed to the guide cannula with two-component, clear epoxy (Devcon, Danvers, MA). Using a 
microscope and microruler, while the epoxy was still loose the electrode position was adjusted 
along the shaft of the cannula such that the electrode tip was within 100-300 μm from the tip of 
the injector when inserted through the guide cannula (Figure 1B). Guide cannula were at an 
approximate 3-5 degree angle relative to the electrode. 
 
Carbon-fiber microelectrode/cannula characterization. 
In vitro characterization. We calibrated in vitro a sample (n=8) of carbon-fiber microelectrodes 
either alone, or coupled with the cannula and injector (electrode/cannula probes) to determine 
whether assembly with the cannula and injector placement near electrode tip would disrupt 
FSCV dopamine detection. Both electrode types showed similar responses to dopamine passed 
by the electrode at known concentrations of 0.25, 0.5, and 1.0 µM (main effect of Electrode 
type: F1,7=0.78, p=0.41; Dopamine concentration: F3,21=112.0, p<0.0001; Electrode type x 
Concentration interaction: F3,21=0.67, p=0.58; Figure 1C). 
In vivo characterization. We compared the dopamine response to unexpected food reward 
delivery detected at the electrode/cannula probes used in the current study (the n=7 for which 
these measures were collected) to that detected at a sample (n=7) of single carbon-fiber 
microelectrodes from our previous studies and found no difference (Average unexpected reward 
dopamine response electrode only: 34.12nM, SEM=4.04; electrode/cannula probe: 31.71, 3.31; 
t12=0.46, p=0.66; Figure 1D). Similarly, there was no difference in the dopamine response to an 
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unexpected food reward at electrode/cannula probes prior to versus immediately following an 
infusion of vehicle (Average post-vehicle response: 27.43, 2.35; t12=1.44, p=0.20; Figure 1D). 
We additionally examined whether infusions in the extracellular recording space would elicit any 
prolonged change in FSCV dopamine detection by looking at the dopamine response to 
unexpected food reward delivery before any infusion had ever been made compared to the 
dopamine response after rats had received (on previous days) 1 or 2 infusions. In this case, we 
used the pre-test/infusion dopamine response for each of the three tests. We detected no 
significant difference in reward-evoked dopamine release before any infusion relative to after 1 
or 2 infusions (Average dopamine response no infusion: 36.63nM, SEM=5.50; after 1 infusion: 
30.58, 3.41; after 2 infusions: 31.54, 3.73; main effect of Test: F2,6=0.81, p=0.41; Figure 1E). 
Combined, these data show that arrangement of a carbon-fiber microelectrode with a guide 
cannula and infusion of liquid into the extracellular space surrounding the electrode does not 
disrupt FSCV dopamine detection or sensitivity. 
 
Data Analysis. 
Statistical analysis. Electrochemical data were analyzed using software written in LabVIEW 
(National Instruments). Data were processed with Microsoft Excel (Redmond, WA). Statistical 
analyses were conducted with GraphPad Prism (La Jolla, CA) and SPSS (IBM Corp, Chicago, 
IL). For all hypothesis tests, the α level for significance was set to p<0.05. Data were analyzed 
with one- and two-way ANOVAs (Geisser-Greenhouse correction), paired t-tests, correlation, 
and regression, where appropriate. Bonferroni corrected post-hoc comparisons and planned 
paired t-tests were used to clarify main effects and interactions. 
Behavioral analysis. Lever pressing and entries into the food-delivery port were the primary 
behavioral output measures. During the PIT tests, these measures were counted and averaged 
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across trials for each 2-min CS period, with behavioral output during the 2-min periods prior to 
each CS serving as the baseline for CS-induced changes in behavior. 
Voltammetric analysis. Principal component regression (PCR), a chemometric technique 
that combines principal component analysis with inverse least-squares regression (Heien et al., 
2005), was used to isolate changes in current due to dopamine and pH from the cyclic 
voltammetric data. We used a standard training set of dopamine, pH, and drift CVs as has been 
described previously (Aitken et al., 2016; Collins et al., 2016b). This procedure allowed us to 
distinguish changes in current due to dopamine fluctuations from changes due to pH, or to other 
electroactive substances. Individual values of residual extraneous variance in unknown 
measurement (Q) from the PCR analysis were compared to the average tolerance level (Qα), 
which was 81.026 Q/nA2. On occasion isolated transient electrical artifacts were detected, as 
identified by transient Q values well in excess of the Qα in isolated cells. Estimates of dopamine 
at these time points were interpolated by taking the average of the surrounding cells. Trials in 
which >10% of the data points had residual values in excess of the Qα were omitted from the 
analysis. This occurred on 17.5% of all trials, which were evenly distributed between CS and 
drug conditions. After this analysis, all data were converted to estimated dopamine 
concentration via an electrode-specific, in vitro, pre-test calibration factor. 
Voltammetric data were isolated starting 30 s before the onset of the CS and ending with the 
offset of the 120 s CS. For each trial, the average of current across the 30-s period prior to CS 
onset served as the baseline for background subtraction. Maximal (i.e., peak) dopamine 
concentration change during the first 30 s following CS onset provided a quantification of the CS 
onset-induced dopamine response. This has been previously demonstrated as a reliable 
measure of task-related, cue-evoked dopamine signaling (Wassum et al., 2013; Ostlund et al., 
2014b; Aitken et al., 2016). Because previous data have demonstrated CS+-induced elevations 
in NAc dopamine signaling during PIT (Wassum et al., 2013; Ostlund et al., 2014b; Aitken et al., 
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2016), planned comparisons were used when comparing peak dopamine concentration during 
the CS+ v. CSØ. The average of the background-subtracted dopamine concentration change 
during the entire 2-min CS period served as a measure of more prolonged CS-induced 
dopamine concentration changes. For both measures, dopamine concentration change 
estimates were averaged across trials of the same type for each rat. 
For the unexpected reward-evoked dopamine response, voltametric data were isolated for 
the 5 s before and after pellet delivery. For each trial, the average of current across the 5-s 
period prior pellet delivery served as the baseline for background subtraction, with peak 
dopamine concentration change in the 3 s following pellet delivery providing quantification of the 
response. All subjects collected the each pellet within <3 s following delivery. 
 
RESULTS 
For Experiment 1, Pavlovian training was used to pair a 2-min auditory CS+ with food reward 
delivery. An alternate 2-min auditory stimulus was presented unpaired with reward and served 
as the control CSØ. Rats were then instrumentally conditioned, in the absence of the stimuli, to 
lever press to earn food rewards (see Supplemental Results for training data). In the critical PIT 
test phase, the lever was available, though pressing was not reinforced, and each CS was 
presented in pseudorandom order, also without accompanying reward, to assess the motivating 
influence of the CS+ over lever-pressing activity. Changes in lever-press rate during the CS+ 
provided the measure of cue-motivated behavior (i.e., expression of PIT). CS+-induced changes 
in the rate of entry into the food-delivery port were used as a measure of Pavlovian conditioned 
goal-approach responses. Rats were given 3 PIT tests, one each following bilateral intra-NAc 
infusion of the non-specific mAChR antagonist scopolamine, the non-specific nAChR antagonist 
mecamylamine, or vehicle. 
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As can be seen in Figure 2A, blockade of NAc mAChRs and nAChRs differentially impacted 
motivated behavior (main effect intra-NAc Drug: F2,46=3.52, p=0.04; CS period: F2,46=9.43, 
p=0.0004; CS x Drug: F4,92=2.40, p=0.056). Demonstrating PIT, the CS+ elevated lever pressing 
relative to both the baseline and CSØ periods under control conditions (p<0.05). Blockade of 
NAc mAChRs attenuated the expression of this cue-motivated behavior (p<0.01) and prevented 
PIT (p>0.05), while nAChR blockade enhanced the invigorating influence of the CS+ (p<0.05), 
producing robust PIT (p<0.001). Acetylcholine receptor blockade predominantly influenced CS+-
invigorated responding; neither baseline, nor CSØ lever-press rate were significantly altered by 
intra-NAc scopolamine or mecamylamine treatment (p>0.05). In two separate experiments, 
similar effects were produced at multiple drug doses (Supplemental Figure 3). 
The effects of both intra-NAc scopolamine and mecamylamine were limited to the motivating 
influence of the CS+ over instrumental behavior. Intra-NAc infusion of neither scopolamine, nor 
mecamylamine significantly impacted performance of the Pavlovian conditioned food-port 
approach response (main effect of CS period: F2,46=47.35, p<0.0001; Drug: F2,46=0.55, p=0.58; 
CS x Drug: F4,92=1.06, p=0.38; Figure 2B). In all cases, the CS+ induced a robust elevation in 
food-port entries relative to both the CSØ and baseline periods (p<0.001). 
These data suggest that NAc mAChRs and nAChRs play functionally important, but 
opposing roles in expression of the motivational value that allows reward-predictive cues to 
invigorate instrumental activity. Although there are other potential mechanisms for these 
behavioral effects, they do appear analogous to those demonstrating opposing influences of 
mAChR and nAChR activity on phasic striatal dopamine release. In the slice, blockade of striatal 
nAChRs located presynaptically on dopamine terminals (Jones et al., 2001) can modulate the 
release of dopamine in a manner dependent upon the stimulated firing pattern of dopamine 
neurons (Zhang and Sulzer, 2004; Zhang et al., 2009). Under some conditions, inactivation of 
these nAChRs can actually augment the release of dopamine generated by high-frequency 
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stimulation (simulating burst firing) (Rice and Cragg, 2004b). Activating mAChR autoreceptors 
on striatal cholinergic interneurons, which can decrease acetylcholine tone at nAChRs on 
dopamine terminals, can also augment terminal dopamine release to high-frequency stimulation 
(Threlfell et al., 2010; Shin et al., 2015). Not only is it well established that reward-predictive 
cues trigger burst-firing in dopamine cells (Schultz, 2001), but, there is growing evidence that 
the resulting dopamine release in the NAc mediates cue-motivated instrumental behavior (Lex 
and Hauber, 2008; Peciña and Berridge, 2013; Ostlund et al., 2014b). Combined, these data 
suggest that blockade of nAChR could enhance the dopamine response to reward-predictive 
cues, whereas antagonizing mAChRs could blunt it. 
We tested this hypothesis in Experiment 2 by assessing the influence of blockade of either 
nAChR or mAChR on cue-evoked NAc dopamine signaling during PIT. To achieve this we 
devised a probe consisting of a carbon-fiber microelectrode affixed to a guide cannula (see 
Figure 1) to allow FSCV dopamine measurement directly following infusion of nAChR or 
mAChR antagonists into the extracellular space surrounding the recording electrode. Rats were 
unilaterally implanted with these probes in the NAc and trained as described above. These 
chronically-implanted microelectrode/cannula probes allowed within-subject measurement of 
cue-evoked dopamine responses during each of 3 PIT tests: one each following unilateral 
infusion of scopolamine, mecamylamine, or vehicle. 
As can be seen in the representative example (Figure 3A) and group-averaged dopamine 
concentration v. time traces (Figure 3B), under control conditions the unexpected onset of the 
CS+ induced a NAc dopamine response that was attenuated by local blockade of mAChRs and 
amplified by nAChR blockade (main effect of CS period: F1,9=6.28, p=0.03; Drug: F2,18=1.43, 
p=0.26; CS x Drug: F2,18 =3.55, p=0.05; Figure 3C; see Supplemental Figure 4 for effects 
divided by trial). During PIT, CS+ onset induced an elevation in NAc dopamine concentration, 
relative to the CSØ control, in both the vehicle (t9=3.78, p=0.004) and mecamylamine (t9=2.29, 
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p=0.048) conditions. The peak magnitude of this dopamine response was significantly larger 
following intra-NAc mecamylamine infusion, relative to vehicle control (p<0.05, corrected for 
multiple comparisons). The CS+ was unable to significantly increase dopamine concentration 
following intra-NAc infusion of scopolamine (t9=0.40, p=0.70). Mecamylamine also appeared to 
produce a CS+-evoked dopamine response that was a more sustained across the duration of 
the 2-min CS than under control conditions (main effect of CS period: F1,9=4.33, p=0.07; Drug: 
F2,18=2.32, p=0.13; CS x Drug: F2,18=4.77, p=0.02; see Figure 3D). Behavioral results from these 
tests are presented in Supplemental Figure 5. 
These data are consistent with the hypothesis that tonic endogenous activation of nAChRs 
on striatal dopamine terminals functions to blunt the release of dopamine when those cells burst 
fire, and that this influence can be alleviated by decreasing (mecamylamine), or enhanced by 
indirectly increasing (scopolamine) activity at these receptors (Cragg, 2006; Threlfell and Cragg, 
2011; Sulzer et al., 2016). To further assess this, in a subset of subjects, we examined the 
influence of nAChR and mAChR blockade on the NAc dopamine response to unexpected food 
reward presentation, a preparation known to induce robust burst firing of midbrain dopamine 
cells (Schultz, 2001). NAc dopamine concentration changes were recorded during unexpected 
delivery of food pellet rewards for each subject both off and on drug. Off drug, unexpected 
reward delivery elicited a robust dopamine response (Figure 4A) and the peak magnitude of this 
response did not differ based on future drug treatment (F2,12=0.75, p=0.45; Figure 4B). As can 
be seen in the averaged dopamine concentration v. time trace (Figure 4C) or quantification of 
the peak magnitude of this response (Figure 4D), blockade of NAc mAChRs attenuated the 
unexpected reward-evoked dopamine response (p<0.01), while nAChR blockade augmented 
(p<0.01) this response, relative to vehicle control (main effect of Drug treatment: F2,12=40.00, 
p<0.0001), mimicking the effect of those treatments on the cue-evoked dopamine response. 
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DISCUSSION 
Here we evaluated the influence of NAc core nAChR and mAChR blockade on both cue-
motivated behavior and cue-evoked dopamine signaling. Blockade of mAChRs attenuated, 
whereas nAChR blockade augmented the invigorating influence of a reward-predictive cue over 
instrumental reward-seeking activity. Providing a potential mechanism for these behavioral 
effects, disruption of mAChR activity was found to blunt and nAChR inactivation to augment 
cue-evoked dopamine release. Similarly, NAc mAChR and nAChR inactivation attenuated, or 
augmented, respectively, the phasic dopamine response to unexpected reward. These data 
demonstrate cholinergic receptor modulation of naturally-evoked and behaviorally-relevant 
dopamine signaling in awake-behaving animals and point to the functional significance of 
cholinergic modulation of NAc dopamine signaling in mediating the expression of the 
motivational value of reward-predictive cues that allows them to invigorate reward-seeking 
activity. 
NAc nAChR and mAChRs were found to play opposing roles in cue-motivated behavior. 
Endogenous activity at NAc nAChRs serves to limit the invigorating influence of cues over 
instrumental action, as evidenced by the heightened PIT effect observed following nAChR 
blockade. The blunted PIT effect observed following mAChR inactivation suggests endogenous 
NAc mAChR activity facilitates this expression of the cue’s motivational value. Intra-NAc 
scopolamine infusion recapitulated the suppressive effect of systemic administration of this drug 
on PIT (Ostlund et al., 2014a), but, interestingly, intra-NAc mecamylamine infusion showed an 
opposite effect to the systemic mecamylamine treatment (PIT enhancement rather than 
attenuation). This latter finding suggests that nAChRs may differentially contribute to cue-
motivated behavior depending on brain region. The current results are consistent with previous 
work generally implicating NAc mAChRs in instrumental activity (Pratt and Kelley, 2004) and 
extend to show involvement of these receptors in cue-motivated behavior. 
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The behavioral effects of NAc nAChR and mAChR inactivation were complimented by data 
showing a corresponding influence of these treatments to enhance or attenuate, respectively, 
cue onset-evoked NAc dopamine signaling, which has been both correlated with (Wassum et 
al., 2013; Ostlund et al., 2014b; Aitken et al., 2016) and causally implicated in (Wyvell and 
Berridge, 2000; Lex and Hauber, 2008; Peciña and Berridge, 2013) the motivating influence of 
cues over reward-seeking activity. Of note, under control conditions dopamine was found to be 
elevated at CS+ onset and to return to baseline within ~30s, similar to our recent report (Aitken 
et al., 2016), but shorter-lasting than the cue-evoked dopamine response detected during PIT in 
earlier work (Wassum et al., 2013). This discrepancy likely resulted from one of two 
methodological differences: the current and Aitken et al. (2016) studies used a multi-test design 
and an operant chamber with a recessed food-delivery port, while the Wassum et al. (2013) 
study used a single test and an operant chamber with a protruding food-delivery port that 
allowed more port visibility and interaction. 
There are several potential mechanisms through which blockade of acetylcholine receptor 
activity could have altered cue-evoked behavior and dopamine release. The effect of 
scopolamine could have been the result of direct action of this drug on post-synaptic M1 
mAChRs on NAc medium spiny projection neurons (Goldberg et al., 2012), which could 
indirectly modulate dopamine signaling through regulation of midbrain dopamine cell activity. It 
is also possible that a component of either or both the behavioral and dopamine effects could be 
indirect via activity at acetylcholine receptors on NAc glutamate terminals. Indeed, cholinergic 
modulation of striatal dopamine release has been demonstrated, under some conditions, to be 
sensitive to glutamate receptor antagonists (Wonnacott et al., 2000; Cachope et al., 2012).  
Data from ex vivo studies demonstrating that cholinergic receptor activity can modulate 
dopamine signaling via direct action at dopamine terminals (Exley et al., 2008; Exley and Cragg, 
2008; Threlfell et al., 2012) provide a parsimonious mechanism for the results here. Activating 
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presynaptic nAChRs on dopamine terminals with endogenous acetylcholine can trigger 
dopamine release (Cachope et al., 2012; Threlfell et al., 2012), but ex vivo studies have 
demonstrated that this modulation depends on the activity level of dopamine cells (Zhang and 
Sulzer, 2004; Zhang et al., 2009). nAChRs can facilitate low probability dopamine release, but 
suppress dopamine release from high-frequency stimulation (mimicking burst firing) (Exley and 
Cragg, 2008; Threlfell and Cragg, 2011; Sulzer et al., 2016). Indeed, while disrupting nAChR 
signaling can suppress the tonic dopamine measured by microdialysis (Lim et al., 2014), the 
higher resolution afforded by FSCV shows that it can actually augment high-frequency phasic 
release under some conditions (Rice and Cragg, 2004b; Exley et al., 2008), an effect we 
demonstrate here in awake-behaving animals with dopamine activity generated by unexpected 
reward or reward cue presentation. Interestingly, nAChR agonists can also augment high-
frequency phasic dopamine release ex vivo (Rice and Cragg, 2004b; Zhang and Sulzer, 2004), 
but they do so through rapidly desensitizing the nAChRs, mimicking an antagonist-like effect 
(Zhang and Sulzer, 2004; Lim et al., 2014). 
Activity at M2/M4 mAChR autoreceptors on NAc cholinergic interneurons (Calabresi et al., 
1998) can also regulate terminal dopamine release to high-frequency stimulation by regulating 
acetylcholine tone at nAChRs on dopamine terminals (Threlfell et al., 2010). Recently however, 
activity at M5 mAChRs on dopamine terminals has been shown to enhance striatal dopamine 
(Shin et al., 2015). The current result, demonstrating a blunting of cue- and reward-evoked 
dopamine release by non-selectively blocking NAc mAChR activity, could be achieved by either 
mechanism and future work is needed to determine precisely how these different classes of 
NAc mAChRs influence behaviorally-relevant dopamine signaling.  
Striatal cholinergic interneuron activity is controlled by a diverse array of afferent inputs (Lim et 
al., 2014) and cholinergic modulation of dopamine signaling has been demonstrated ex vivo via 
activation of thalamostriatal inputs (Threlfell et al., 2012). Cholinergic signaling is elevated in 
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situations, such as satiety (Mark et al., 1992) or disadvantageous high effort or low reward 
conditions (Nougaret and Ravel, 2015), that discourage vigorous reward seeking. Striatal CINs 
also express receptors for insulin, a satiety and adiposity signal, and activation of these 
receptors increases cholinergic activity and modulates NAc dopamine signaling through a 
nAChR-dependent mechanism (Stouffer et al., 2015). Acetylcholine receptor activity could, 
therefore, provide one modulatory mechanism over cue-evoked dopamine signaling to regulate 
the motivating influence of cues according to their current adaptive value. This motivational 
influence can become excessive and/or disproportionate with need and this is thought to 
contribute to overeating (Johnson, 2013) and maladaptive drug seeking (Robinson et al., 2013). 
These results, therefore, have implications for the understanding and treatment of compulsive 
overeating, addiction, and other disorders marked by maladaptive motivation.  
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Figure 1: Design and characterization of carbon-fiber microelectrode/cannula probes. A. 
Schematic of carbon-fiber microelectrode combined with guide cannula for microinfusion in the 
extracellular recording space. B. Images of guide cannula with portion of plastic threading 
shaved down on one side (left) and assembled electrode/cannula probe with injector inserted 
through guide cannula (middle). Right-most images show magnification of the electrode tip with 
the injector inserted through guide cannula. C. Average current response of either 
electrode/cannula probes or individual electrodes to known concentrations of dopamine in vitro 
in a flow-cell calibration unit. D. Averaged (across trials and across subjects) dopamine 
concentration v. time traces 5 s before and after delivery of an unexpected food pellet reward 
detected at either carbon-fiber microelectrodes alone, or electrode/cannula probes either before 
(Pre-infusion) or after (Post-infusion) infusion of ACSF vehicle. E. Averaged dopamine 
concentration v. time around pellet delivery detected at electrode/cannula probes either before 
any infusion had ever been made or after rats had, on previous days, received either 1, or 2 
infusions. 
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Figure 2: Effect of nucleus accumbens muscarinic and nicotinic acetylcholine receptor 
blockade on Pavlovian-to-instrumental transfer. Prior to each PIT test (see methods) rats 
were infused bilaterally infused with either scopolamine (Scop; 10μg), mecamylamine (Mec; 
10μg), or ACSF vehicle (Veh) into the NAc. A. The PIT effect. Number of lever presses during 
each 2-min period, averaged across trials compared between the CS-free (baseline), neutral 
stimulus (CSØ), and reward-predictive cue (CS+) periods. B. Conditioned food-port approach 
responding. Number of entries into the food-delivery port during each 2-min period, averaged 
across trials compared between the baseline, CSØ, and CS+ periods. n=24. Error bars represent 
+1 SEM. *=p<0.05, **=p<0.01, ***=p<0.001. 
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Figure 3: Effect of nucleus accumbens muscarinic and nicotinic acetylcholine receptor 
blockade on cue-evoked dopamine signaling during Pavlovian-to-instrumental transfer. 
A. Representative example, single-trial, FSCV data 30 s before and during the entire 2-min CS+, 
during the PIT test following unilateral infusion of ASCF-vehicle (Left), scopolamine (10μg) 
(Middle), or mecamylamine (10μg) (Right) into the NAc recording zone. Upper plot depicts 
dopamine concentration v. time trace. Inset, example cyclic voltammograms identifying the 
detected current as dopamine, taken from within the first 30 s following CS+ onset. Right inset of 
mecamylamine condition, average of CVs taken at 1-s intervals for the duration of the CS+, 
confirming detection of sustained dopamine throughout the CS+. Color plots in the lower panels 
show corresponding background-subtracted cyclic voltammograms as a function of the applied 
voltage v. time. B. Average (across trials of the same type and across subjects) dopamine 
concentration v. time trace change 30 s prior to and during the entire 2-min CS+ or CSØ period. 
Shading reflects +1 between-subjects SEM. C. Peak dopamine concentration change in the 30-
s period following CS+ or CSØ onset, averaged across trials. D. Average dopamine 
concentration change during 2-min CS+ or CSØ period. n=10. Error bars represent +1 SEM. 
*=p<0.05, **=p<0.01, ***p<0.001. 
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Figure 4: Effect of nucleus accumbens muscarinic and nicotinic acetylcholine receptor 
blockade on unexpected reward-evoked dopamine. A & C. Averaged (across trials and 
across subjects) dopamine concentration v. time traces 5 s before and after delivery of an 
unexpected food pellet reward off drug (A) or following unilateral infusion of either scopolamine 
(Scop; 10μg), mecamylamine (Mec; 10μg), or ACSF vehicle (Veh) into the NAc FSCV recording 
zone (C). Shading reflects +1 between-subjects SEM. B & D. Peak dopamine concentration 
change within 3 s following unexpected food reward delivery off drug (B) or following unilateral 
intra-NAc infusion (D). n=7. Error bars represent +1 SEM. **=p<0.01, ***=p<0.001. 
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SUPPLEMENTAL INFORMATION 
 
Training data. 
By the end of Pavlovian training all rats entered the food-delivery port significantly more during 
the CS+ probe period (at the CS+ onset, but prior to reward delivery; Experiment 1: 30.24 
entries/min, SEM= 2.52; Experiment 2: 25.57 entries/min, SEM= 2.95) relative to the baseline, 
CS-free period (Experiment 1: t23=6.018, p<0.0001; Experiment 2: t14=6.826, p<0.0001). At the 
end of instrumental training rats in Experiment 1 pressed at an average rate of 21.08 
presses/min (SEM= 1.57) and in Experiment 2 at an average rate of 25.35 presses/min (4.61). 
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Supplemental Figure 1: Histological verification of NAc infusion sites for Experiment 1. 
Schematic representation of infusion sites in NAc core. Coronal section drawings taken from 
(Paxinos and Watson, 1998). Numbers to the lower right represent anterior-posterior distance 
(mm) from bregma. A. Experiment 1. B. Supplemental Experiment 1B (intra-NAc scopolamine 
multi-dose experiment). C. Supplemental Experiment 1C (intra-NAc mecamylamine multi-dose 
experiment). 
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Supplemental Figure 2: Histological verification of NAc electrode placement for 
Experiment 2. Schematic representation of recording sites in NAc core. Coronal section 
drawings taken from (Paxinos and Watson, 1998). Numbers to the lower right represent 
anterior-posterior distance (mm) from bregma. Circles represent recording sites from electrode 
placement. Injector tip was always laterally positioned from electrode tip.  
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Supplemental Figure 3. Effect of intra-NAc scopolamine or mecamylamine at multiple 
doses on Pavlovian-to-instrumental transfer. A & B. Supplemental Experiment 1B. Rats 
(n=9) were trained and tested as described for Experiment 1 in the main text, with the exception 
that PIT tests were conducted following bilateral infusion of either 0 (ACSF-vehicle), 5, or 10 µg 
dose of scopolamine. A. The PIT effect. Number of lever presses during each 2-min period, 
averaged across trials compared between the CS-free (baseline), neutral stimulus (CSØ), and 
reward-predictive cue (CS+) periods (main effect of CS period: F2,16=3.85, p=0.04; Drug dose: 
F2,16=0.80, p=0.47; Dose x CS period: F4,32=1.64, p=0.19). B. Conditioned food-port approach 
responding. Number of entries into the food-delivery port during each 2-min CS period, 
averaged across trials compared between the baseline, CSØ, and CS+ periods (main effect of 
CS period: F2,16=25.13, p<0.0001; Drug dose: F2,16=1.148, p=0.34; Dose x CS period: 
F4,32=1.490, p=0.23). C & D. Supplemental Experiment 1C. Rats (n=11) were trained and tested 
as described for Experiment 1 in the main text, with the exception that PIT testing was 
conducted following bilateral infusion of either 0, 5, or 10 µg dose of mecamylamine. C. The PIT 
effect. Number of lever presses during each 2-min period, averaged across trials compared 
between the baseline, CSØ, and CS+ periods (main effect of CS period: F2,20=7.81, p=0.003; 
Drug dose: F2,20=3.85, p=0.04; Dose x CS period: F4,40=1.15, p=0.35). D. Conditioned food-port 
approach responding. Number entries into the food-delivery port during each 2-min CS period, 
averaged across trials compared between the baseline, CSØ, and CS+ periods (main effect of 
CS period: F2,20=41.69, p<0.001; Drug dose: F2,20=3.101, p=0.07; Dose x CS period: 
F4.40=0.1803, p=0.95). In all cases the CS+ elevated food-port entries relative to the baseline 
and CSØ periods (p<0.001). Error bars represent +1 SEM. *=p<0.05, **=p<0.01, ***=p<0.001. 
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Supplemental Figure 4. Time course of the effect of intra-NAc muscarinic and nicotinic 
acetylcholine receptor blockade on cue-evoked dopamine signaling during Pavlovian-to-
instrumental transfer. Peak dopamine concentration change in the 30 s period following CS+ 
or CSØ onset across each of the 4 trials for the PIT test following unilateral infusion of vehicle 
(A), scopolamine (B), or mecamylamine (C) into the extracellular space surrounding the 
recording electrode. Trials in which >10% of the data points had residual values in excess of the 
Qα were omitted from the analysis. These missing data points precluding our ability to run an 
appropriate within-subject analysis on these data. Although there was an apparent time-course 
effect on the peak CS+-evoked dopamine response in the vehicle condition, likely due to the 
within-test extinction learning resulting from repeated CS+ presentations without accompanying 
reward, both scopolamine and mecamylamine appeared to have similar effects throughout the 
duration of the PIT test.  
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Supplemental Figure 5. Expression of Pavlovian-to-instrumental transfer following 
unilateral inactivation of nucleus accumbens muscarinic or nicotinic acetylcholine 
receptors. Rats in Experiment 2 were given 3 PIT tests, one each following unilateral infusion 
of vehicle (Veh), scopolamine (Scop; 10 µg), or mecamylamine (Mec; 10 µg) directly into the 
extracellular space surrounding a chronically-implanted carbon-fiber microelectrode, which was 
used to make FSCV dopamine measurements. A. Lever presses, averaged across trials, 
compared between the CS-free (baseline; average of all 2 min pre-CS periods after the first 
CS), neutral stimulus (CSØ), and reward-predictive cue (CS+) periods (main effect of CS Period: 
F2,28=6.39, p=0.005; unilateral Drug treatment: F2,28=10.71, p=0.0004; CS period x Drug 
interaction: F4,56=0.41, p=0.80). The CS+ significantly elevated responding above baseline levels 
for the vehicle (p<0.01) and mecamylamine (p<0.01) conditions, but only marginally significantly 
increased lever pressing following unilateral infusion of scopolamine (p=0.09). A one-way 
ANOVA on the PIT data following unilateral intra-NAc infusion of scopolamine did reveal a 
significant main effect of CS period (Baseline, CSØ, CS+ F2,28=5.34, p=0.02), with a significant 
CS+-induced elevation in lever pressing above both baseline and CSØ periods (p<0.05, in both 
cases). Lever pressing during the CS+ was, however, lower following unilateral intra-NAc 
infusion of scopolamine, than following intra-NAc vehicle (p<0.001), indicating that, although this 
unilateral treatment did not abolish PIT (as was seen with bilateral infusion), it did attenuate it. 
Importantly however, the attenuating influence of this treatment on cue-evoked dopamine 
signaling was shown not to be a consequence of this attenuated in cue-evoked lever pressing. 
These two variables were not significantly correlated (Pearson r10=-0.22, p=0.54) and there was 
no difference in the CS+-evoked dopamine response on trials in which the subject made no 
lever presses relative to trials with lever press activity (Average CS+-evoked dopamine response 
without lever presses: 21.35, SEM=3.02, with presses: 20.21, 2.46; t12=0.28, p=0.79). B. 
Conditioned food-port approach responding. Number of entries into the food-delivery port during 
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each 2-min period, averaged across trials compared between the baseline, CSØ, and CS+ 
periods. Following each drug treatment the CS+ significantly elevated food-port entries relative 
to the CSØ (main effect of CS period: F2,28=55.64, p<0.0001; Drug: F2,28=0.10, p=0.91; CS x 
Drug interaction: F4,56=0.65, p=0.63). 
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CHAPTER 4: NUCLEUS ACCUMBENS CHOLINERGIC SYSTEM REGULATES CUE-
MOTIVATED BEHAVIOR VIA TERMINAL MODUALTION OF DOPAMINE 
 
ABSTRACT 
Cues within our environment that are associated with a reward can provide a major source of 
motivation, capable of triggering reward-seeking actions. Considerable evidence has 
demonstrated that the NAc, and dopamine signaling therein, play an important role in mediating 
cue-motivated reward seeking.  However, the role of other neuromodulator systems within the 
NAc, namely the cholinergic system, remains unclear. Previous data discussed in Chapter 3 
demonstrate that acetylcholine receptor activity impacts cue-motivated behavior and cue-
evoked dopamine release. However, it remains unclear what role the cholinergic interneurons 
(CINs), the main source of acetylcholine within the striatum, play in mediating this behavior. I 
tested this with optogenetic and chemogenetic manipulations of NAc CINs during a Pavlovian-
to-instrumental transfer (PIT) test. CIN stimulation during CS+ presentation was found to blunt 
the ability of a reward-predictive cue to invigorate reward seeking, whereas CIN suppression 
augmented such behavior. The effect of CIN stimulation was found to depend on the nicotinic 
acetylcholine receptors located on dopamine terminals. These data indicate that NAc CINs act 
as a gate over cue-motivated behavior by terminally regulating the degree to which reward-
predictive cues can evoke dopamine release.  
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INTRODUCTION 
The primary, but not exclusive (Dautan et al., 2014), source of acetylcholine in the striatum 
arises from cholinergic interneurons (CINs) (Zhou et al., 2002). Despite comprising only 1-2% of 
the striatal population, these large-bodied neurons send dense arborizations throughout the 
striatum (Wilson et al., 1990; Aosaki et al., 1994b; Descarries et al., 1997; Descarries and 
Mechawar, 2000; Rymar et al., 2004; Inokawa et al., 2010). CINs maintain a steady 3-10 Hz 
firing pattern that is maintained by internal pacemaker functions and does not rely on input 
(Bennett and Wilson, 1999; Wilson and Goldberg, 2006). However, other activity patterns of 
CINs, namely a rapid burst followed by a pause, are modulated by a diverse array of afferent 
inputs (Lim et al., 2014), responding to changes in glutamatergic (Pisani et al., 2002; Bonsi et 
al., 2005; Ding et al., 2010), dopaminergic (Yan et al., 1997; Cabrera-Vera et al., 2004; Maurice 
et al., 2004) and GABAergic activity (Brown et al., 2012). Interestingly, this pause in CIN activity 
correlates with the presentation of a reward-paired cue and motivated behavior (Kimura et al., 
1984; Apicella et al., 1991; Aosaki et al., 1994b; Aosaki et al., 1995; Shimo and Hikosaka, 2001; 
Ravel et al., 2003; Morris et al., 2004; Apicella, 2007; Joshua et al., 2008; Nougaret and Ravel, 
2015). Data discussed in Chapter 3 demonstrate a role for acetylcholine receptor activity in 
mediating the motivational impact of a reward-paired cue over reward-seeking actions and 
associated cue-evoked dopamine release. Interestingly though, there was a dissociation 
between acetylcholine receptor activity: blockade of nicotinic receptors augments, while 
blockade of muscarinic receptors suppresses, cue-motivated behavior and associated 
dopamine release (Collins et al., 2016a). Therefore, it remains unclear how activity of the CINs 
influences cue-motivated behavior, as released acetylcholine will act on both of these receptor 
populations. I investigated this by optogenetically and chemogenetically manipulating the 
activity of CINs during a Pavlovian-to-instrumental transfer paradigm. Data suggest that the NAc 
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cholinergic system provides a regulatory mechanism over cue-motivated reward seeking, with 
suppression in activity augmenting, and an increase in activity abolishing, cue-motivated 
behavior. I further sought to investigate a potential mechanism by which acetylcholine exerts 
this function and found that optogenetically stimulated acetylcholine acts via β2 nicotinic 
receptors, which are located on dopamine terminals (Jones et al., 2001), to suppress cue-
motivated behavior.  
 
MATERIALS AND METHODS 
Subjects. 
All procedures were conducted in accordance with the National Research Council’s Guide for 
the Care and Use of Laboratory Animals and were approved by the UCLA Institutional Animal 
Care and Use Committee. Male and female CHAT-cre transgenic rats (on a long-evan 
background) were used in these studies. Rats were bred in house to express CRE recombinase 
under control of the choline acetyltransferase (CHAT) promoter, allowing for viral mediated 
transfection of CHAT positive neurons. Pups were weaned at PND 21 and group housed until 
experimentation. They were handled daily starting at PND 60. Chat-cre male and female rats 
were 3-5 months of age at the start of experimentation (Experiment 1: ChR2: final n=9, male=4, 
female=5, 5 rats were excluded due to optical fiber loss during experimentation; EYFP: final=8, 
male=3, female=5, chat-cre rats; Experiment 2: ChR2: final n=4, male chat-cre rats; Experiment 
3: ChR2: final n=11, male chat-cre rats, 1 rat was excluded due to clogged cannula; Experiment 
4: hM4Di: final n=19, male=11, female=8, 2 rats were excluded due to off target viral spread; 
mCherry: final n=16; male=8, female=8, chat-cre rats). Experimentation took place during the 
dark phase of the 12:12 hr reverse dark:light cycle. Rats were food deprived, receiving 12-18 
g/day of their maintenance diet to maintain 85-90% free-feeding body weight. Free access to 
tap water was provided in the home cage.  
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Viral Vectors. 
For optical excitation, the cre-dependent expression of the excitatory opsin, channelrhodopsin, 
was transfected virally via intra-NAc infusion of AAV5-EF1a-DIO-ChR2-EYFP (titer 4.8-7 x 1012 
particles/ml, University of North Carolina Vector Core). AAV5-EF1a-DIO-EYFP (titer 6.5 x 1012 
particles/ml, University of North Carolina Vector Core) was used as an empty vector control 
group. For chemogenetic inhibition, AAV2-hSyn-DIO-hM4Di(Gi)-mcherry (Titer 3.7 x 1012 
Addgene, University of North Carolina Vector Core) was infused into the NAc. AAV2-hSyn-DIO-
mcherry (titer 5.6 x 1012 particles/ml, University of North Carolina Vector Core) was used as an 
empty vector control group. 
 
Surgical procedures. 
Surgical procedures were conducted as previously described (Collins et al., 2016a). Briefly, rats 
were anesthetized with 5% isoflurane and maintained on 1-3% during surgical procedures. 
Subjects were subcutaneously injected with carpofen (5mg/kg) and 1% bupivicane was injected 
prior to incision to expose the skull. Once placed in stereotaxic frame, the skull was exposed 
and 4 holes were drilled for viral infusions, 2 of which would be utilized for optical fiber 
implantation, and 3 additional holes were drilled for screws to secure head cap for optogenetic 
experiments. Rats were bilaterally infused with the virus targeted to the NAc core using 3 
coordinates (AP: +1.3 mm; ML: +1.3; V: -6.8, AP: +1.3 mm; ML: +1.3; V: -6.0, AP: +1.3 mm; ML: 
+3.0; V: -6.5, at a 9° angle; 1μl/ infusion site). Coordinates were based on previous work to 
target the NAc  and exclude the shell region of the NAc (Stefanik and Kalivas, 2013; Collins et 
al., 2016a). Virus was infused using a microinjector pump at a rate of 0.1µl/min. Following 
infusion, the injectors were left in place for 10 min, then slowly removed to prevent undesired 
viral spread.  For optogenetic experiments, custom made optical fibers were implanted to target 
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above the NAc Core (AP: +1.3 mm; ML: +1.3; V: -6.5). For experiment 3, guide cannula custom 
made for acute injector and optical fiber implantation (Doric Lenses) were implanted at (AP: 
+1.3 mm; ML: +1.3; V: -4). Exposed burr holes were filled with bone wax, and optical fibers were 
secured with 3 skull screws and applied dental cement. For chemogenetic experiments, skull 
incisions were closed using sutures or wound clips. Following surgery, rats were individually 
housed and allowed to recover for 5-7 days, at which time sutures or wound clips were removed 
if utilized. Optogenetic or chemogenetic manipulation commenced after 4 weeks post-viral 
infusion to allow for viral transfection. Expression and implant placements were verified using 
standard histological procedures described previously and detailed below (Collins et al., 2016a) 
 
Behavioral task. 
The PIT behavioral task procedures are similar to those described previously (Wassum et al., 
2011; Wassum et al., 2013; Collins et al., 2016a). For DREADD experiments, training and 
testing took place in a set of 16 Med Associates (East Fairfield, VT) operant chambers, 
described previously (Malvaez et al., 2015). For optogenetic experiments, training and testing 
were conducted in a set of 4 chambers identical to the training chambers but outfitted with laser 
stimulation unit for optogenetic manipulation.  
Pavlovian conditioning. Rats first received 8 days of Pavlovian training in which 1 of 2 
auditory cues (75 dB tone or white noise; counterbalanced across rats; CS+) was paired with 
non-contingent delivery of 45 mg chocolate flavored, grain-based, pellets (Bio-Serv, 
Frenchtown, NJ). During each 2-min CS+ presentation, pellets were presented on a random 
time (RT)-30s schedule. The CS+ was presented 6x/session with a random 2-4 min inter-trial 
interval (mean=3 min). The lever was never present during these sessions.  
Instrumental conditioning. All rats then received 8 days of instrumental training in which 
lever pressing was rewarded with delivery of a single chocolate flavored, grain-based, pellet. 
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Each session lasted until 20 outcomes had been earned, or 30 min elapsed. Rats received one 
day each of continuous, random interval (RI)-15s, and RI-30s schedules of reinforcement, 
followed by 5 days on the final RI-60s schedule. The CS+ was never present during this training.  
CSØ habituation and Retraining. Rats received only 1 session of habituation to the neutral 
control stimulus (CSØ), which consisted of 6, 2-min presentations of the CSØ (opposite stimulus 
as the CS+), with a 2-4 min inter-trial interval. No rewards were delivered during this session. 
Prior to each PIT test, rats received retraining that consisted of 1 Pavlovian retraining session, 2 
instrumental retraining sessions, and an instrumental extinction session. During the 30-min 
instrumental extinction session, no cues were present, and lever pressing was unrewarded. This 
was conducted to suppress baseline responding during the following PIT test.  
Pavlovian-to-instrumental transfer test. During each PIT test, the lever was continuously 
available, but pressing was not reinforced. Responding was extinguished for 5 min to establish 
a low rate of baseline performance, after which each CS was presented 4 times in 
pseudorandom order, also without accompanying reward. The frequency of lever-pressing and 
entries into the food-port were measured throughout the test.  
 
Optogenetic stimulation during Pavlovian-to-instrumental transfer. 
Optical stimulation was conducted in Med Associates chambers outfitted with lasers connected 
via a patch cable to a 1:2 commutator (Doric Lenses) fixed on the ceiling of the operant 
chamber. Rats were connected via ceramic sleeves to patch cords that attached to the 
commutator. The patch cables were sheathed with plastic armor to prevent damage and the 
ceramic sleeve taped with black electrical table to secure the connection and dampen light 
transmission. Prior to implantation, optical fibers were tested with the laser system to determine 
loss of power.  Only optical fibers with a loss of power less than 5% were implanted. For 
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neuronal stimulation of neurons, using ChR2, 473-nM lasers (Dragon lasers) were used to 
deliver a 10 mW stimulation, pulsed at 10Hz with a 5ms pulse width.  
For experiment 1, rats were given 4 total PIT tests to allow for a within-subjects design. 
During PIT testing, rats received optical stimulation concurrently with the presentation of the 
CS+, CSØ, or for an equivalent period of time during non-cued, baseline periods. There were two 
separate sessions that acted as baseline stimulation sessions to assess if stimulation prior to 
CS presentation would differentially influence responding on the following CS period. Therefore, 
rats received stimulation 2-min prior to the CS+ or CSØ in two separate sessions that acted as 
baseline stimulation sessions. There was not a significant difference in responding between 
these sessions (see results) and therefore, these two sessions were collapsed and averaged for 
a single ‘baseline’ stimulation session. Rats received only one of these conditions per session, 
with interleaved retraining detailed above, for a total of 4 PIT tests (stimulation during the CS+, 
CSØ, preCS+, preCSØ), counterbalanced for order.  
For experiment 3, rats received intra-NAc infusion of either DhβE or vehicle (detailed 
below) prior to the PIT test. Following drug infusion, optical fibers were placed through 
implanted guide cannula and secured via ceramic sleeves targeted just above the NAc (D/V 
6.5). During the PIT tests, rats received laser stimulation concurrently with the CS+ or no 
stimulation for a total of 4 PIT tests, (DHβE/CS+ stimulation, Vehicle/CS+ stimulation, DhβE/no 
stimulation, Vehicle/no stimulation), counterbalanced for order.  Following the PIT tests, the 
optical fibers were removed and dummies placed within the guide cannula.  
 
Drugs and infusion procedures. 
Dihydro-β-erythroidine. In Experiment 3, immediately prior to each PIT test, rats were bilaterally 
infused with either the selective β2 nicotinic receptor antagonist Dihydro-β-erythroidine (DhβE; 
15µg/side; R&D systems) or an equivalent volume of sterile artificial cerebral spinal fluid 
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(ACSF). All rats were tested under each drug condition, counterbalanced for order. Doses were 
selected based on their ability to prevent gross impairments to motor functioning and motivated 
behavior when infused into the NAc (Corrigall et al., 1994). Drugs were infused, as described 
previously (Wassum et al., 2009; Collins et al., 2016a), into the NAc in a volume of 0.5 μl over 
1 min via an injector inserted into the guide cannula fabricated to protrude 2.5 mm ventral to the 
cannula tip (target D/V 6.5) using a microinfusion pump. Following infusion, injectors were kept 
in place for 1 minute, removed, and optical fibers were implanted.  
Clozapine-N-oxide. For Experiment 4, rats were systemically injected with CNO (5mg/ml/kg, I.P, 
Tocris) in 5% DMSO (Sigma-Aldrich) or equivalent volumes of 5% DMSO in saline 30 minutes 
prior to the PIT test. Doses were selected based on their ability to prevent gross impairments to 
motor functioning and motivated behavior when administered systemically (Smith et al., 2016). 
The CNO was prepared immediately prior to injection. Injections were done in the housing 
vivarium and rats remained in their home cage with free access to water for 30 minutes prior to 
the PIT test.  
 
Choline biosensor preparation. 
Given that choline is not readily oxidizable, an electroenzymatic approach was taken to assess 
changes in acetylcholine release during laser stimulation. This approach utilizes platinum 
microelectrode array probes that were fabricated in the Nanoelectronics Research Facility at 
UCLA. They were prepared in similar manner as described previously (Wassum et al., 2008), 
but modified to detect choline. These biosensors use choline oxidase to enzymatically convert 
choline available at the surface of the probe to hydrogen peroxide, which provides a current 
signal via a constant applied potential of 0.7V versus a Ag/AgCl reference electrode. This 
current output is recorded and converted to choline concentration using a calibration factor 
determined in the in vitro calibration process (described below). Polymer layers of Nafion and 
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Poly-o-phenylenediamine (PPD) acted to exclude signals from other electroactive species. In 
addition to two enzyme-coated electrodes at the tip of these biosensors, there are two 
corresponding non-enzyme-coated sentinel electrodes, which enable the removal of correlated 
noise through signal subtraction process, as previous described (Wassum et al., 2008; Malvaez 
et al., 2015).  
Reagents.  Electrodes were coated with 5nM PPD at 850mV, followed by dip-coating in 
2% Nafion, cured at 110°C for 20 min. For enzyme-coated electrodes, 4µl of 0.5µ/µl ChOx with 
2 µl of 60mg/ml BSA, or just 60mg/ml BSA for the sentinel control channels, were coated 24 
times and then exposed to 5% GAH vapor for 1 min.  
Instrumentation. Electrochemical preparation of the sensors was performed using a 
Versatile Multichannel Potentiostat (model VMP3) equipped with a ‘p’ low current option and low 
current N’ stat box (Bio-Logic, USA, LLc, Knoxville, Tn). In vitro and in vivo measurements were 
conducted using a low-noise multichannel Fast-16 mkIII potentiostat (Quantean). For reference 
electrodes, glass-enclosed Ag/AgCl wire in 3M NaCl solution (Bioanalytical Systems Inc. West 
Layfayette IN) were used for in vitro measures and 200 µm diameter Ag/AgCl wire was used for 
in vivo recordings.  
Biosensor calibration. All biosensors were calibrated in vitro to test for sensitivity and 
selectivity to choline. A constant potential of 0.7V was applied to this working electrodes against 
a glass-enclosed Ag/AgCl reference electrode in 40ml of stirred PBS at pH 7.4 and 37° C within 
a faraday cage. Data were collected at 80kHz and averaged over 1 s intervals. After the current 
detected at the electrodes equilibrated to baseline (approx. 30-45 min), 20 μm-40μm aliquots of 
choline were added to the beaker. A calibration factor based on analysis of these data was 
calculated for each electrode. Additionally, 250 µm aliquots of ascorbic acid and 5-10 µm 
dopamine were added to the beaker as representative examples of readily oxidizable potential 
anionic and cationic interferent neurochemicals, respectively, to confirm selectivity for choline. 
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For the sensors used in these studies, no current changes above the level of the noise were 
detected to the addition of cationic (dopamine) or anionic (ascorbic acid) interferents, as 
reported previously (Wassum et al., 2008; Malvaez et al., 2015). In order to determine the 
sensitivity and response time to peroxide at sites uncoated with the enzyme, aliquots of H2O2 
(10um) were also added to the beaker. Importantly, only electrodes coated with PPD, Nafion 
and BSA, but not ChOx, that showed no detectable response to choline, despite being sensitive 
to H2O2, were used for recordings.  
 
Optical stimulation and choline recordings. 
Following calibration, biosensors were packed with an optical fiber epoxied such that the tip of 
the optical fiber was ~200um from the tip of the biosensor (figure 3B). Optical fibers fixed behind 
the surface of the biosensor that contained the electrodes to reduce the light artifact from laser 
stimulation. Chat-cre rats were infused with AAV5-EF1a-DIO-ChR2-EYFP (titer 1.5-4e 
particles/ml, University of North Carolina Vector Core) targeted to the NAc (described in detail 
above). Following 4-6 weeks to allow for neuronal transfection, the rats were anesthetized with 
isoflurane (induced at 5% and maintained at 1-2%) and placed within a stereotaxic frame. The 
biosensor/optical fiber probe was lowered into the NAc core (AP: +1.3 mm; ML: +1.3; V: -6.5-
6.8) and connected to the potentiostat for application of 0.7V potential and the 473-nM laser 
(Dragon lasers). Oxidative current was recorded at 80kHz and averaged over 0.25s intervals. 
Following baseline of the amperometric signal (~30min), laser stimulations were delivered and 
fluctuations of choline release were measured. The 10s prior to the start of laser delivery was 
used as the baseline period for comparison of choline changes during laser stimulation. 30-60 s 
elapsed post-stimulation to ensure a return to baseline prior to the subsequent stimulation.  
 
Histology. 
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Rats were deeply anesthetized with Pentasol (390mg/mL; Dose: 100mg/kg) and transcardially 
perfused with PFA. Brains were removed and post-fixed in 4% formalin for 20 hours, after which 
they were placed in 30% sucrose solution for 2-3 days. The brains were then frozen and sliced 
on a cryostat at 40µm sections and stored in PBS. For visualization of CHAT positive neurons, 
we conducted immunohistochemistry. Sections were washed in PBS and blocked in 3% normal 
donkey serum with 0.3% triton X-100 for 2 hours at room temperature. Following washes in 
PBS, the tissues were then incubated in goat-anti-CHAT (1:200; Millipore Sigma) at 4° Celsius 
for 20 hours, and then washed in PBS and incubated for 2 hours at room temperature with 
donkey-anti-goat RHD red (1:400; Millipore Sigma) if ChR2-EYFP was also being imaged, or 
donkey anti-goat Cy2 (1:400; abcam) if hM4Di-mCherry was being amplified. For amplification 
of the ChR2-EYFP signal, tissue was washed in PBS and blocked in 3% normal goat serum and 
0.5% triton X-100 for 1.5 hours.   Following 3 PBS washes, tissue was then incubated with 
mouse anti-GFP (1:1000, abcam) 3% NGS and 0.5% triton X-100 at 4° Celsius for 20 hours. 
Following 3 PBS washes, sections were then incubated in goat ant-mouse Alexa 488 (1:1000, 
abcam). For mCherry amplification, sections were washed in PBS and blocked in 10% normal 
goat serum and 0.5% triton X-100 for 1.5 hours. Following 3 washed at 5 minutes each, the 
tissues were then incubated with rabbit anti-mCherry (1:1000, ThermoFisher Scientific) at 4° C 
for 20 hours. Following blocking washes 3 at 10 min each, tissue was then incubated for 2 hours 
with goat anti-rabbit alexa fluor 594 (1:500, ThermoFisher Scientific). Following these protocols, 
sections were then washed in PBS 3 times at 10 min each, mounted with prolong gold reagent 
with Dapi and imaged on a fluorescent microscope (bz-x700; Keyence). Tiled images were 
taken of whole sessions 6-8 sections per rat containing the NAc across the A/P axis, ranging 
from approximately 2-1 mm anterior to bregma based on the Paxinos and Watson brain atlas. 
Location of viral expression was determined by drawing the spread of EYFP+, or mCherry + 
cells within each brain section. This spread was overlaid between subjects for average 
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expression. For optogenetic experiments, optical fibers placed outside of the NAc and/or with no 
expression within the NAc were removed (n=5). For chemogenetic experiments, rats with no 
expression or expression outside of the NAc were removed (n=2). 
 
Data Analysis. 
Statistical analysis. Data were processed with Microsoft Excel (Redmond, WA). Statistical 
analyses were conducted with GraphPad Prism (La Jolla, CA) and SPSS (IBM Corp, Chicago, 
IL). For all hypothesis tests, the α level for significance was set to p<0.05. Data were analyzed 
with one- and two-way ANOVAs (Geisser-Greenhouse correction). Bonferroni corrected post-
hoc comparisons were used to clarify main effects and interactions. 
Behavioral analysis. Lever pressing and entries into the food-delivery port were the primary 
behavioral output measures. During the PIT tests, these measures were counted and averaged 
across trials for each 2-min CS period, with behavioral output during the 2-min periods prior to 
each CS serving as the baseline for CS-induced changes in behavior. 
Amerometric analysis. Similar analysis details and characterization of release using these 
biosensors has been described previously (Wassum et al., 2008; Malvaez et al., 2015; Malvaez 
et al., 2018). Each electrode’s baseline current (average current 10s prior to stimulation) was 
subtracted from its current output. Then, the current changes from baseline of the PPD/Nafion-
coated sentinel electrode were subtracted from current changes on the PPD/Nafion/ChOx 
electrode to remove the laser stimulation artifact and any other correlated noise. The choline 
biosensor response was then converted to choline concentration using an electrode-specific 
calibration obtained in vitro, which averaged 47.35uM/nA.  
 
RESULTS 
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For all the experiments reported here, a non-specific Pavlovian-to-instrumental paradigm was 
utilized, wherein rats are separately trained in instrumental and Pavlovian tasks and the 
influence of the Pavlovian cue on lever pressing is assessed in a PIT test. During Pavlovian 
training, a 2-min auditory CS+ was paired with food reward delivery. An alternate 2-min auditory 
stimulus was presented unpaired with reward and served as the control CSØ. Rats were then 
instrumentally conditioned, in the absence of the stimuli, to lever press to earn food rewards. In 
the critical PIT test, the lever was freely available throughout the session and the CSØ and CS+ 
were presented in pseudorandom order throughout the session. No rewards were delivered 
during this session. Lever pressing and entries into the food port were measured throughout the 
PIT test, allowing for assessment of baseline responding and the influence of the neutral and 
reward-paired cue on responding. This PIT task is designed to assess the motivating influence 
of the CS+ over lever-pressing and food-port entries. Expression of PIT is measured during CS+ 
periods and seen as an augmentation in the lever-press rate during the CS+ presentation 
compared to pressing during the non-cued, baseline periods. Pavlovian conditioned goal-
approach responses are expressed as a change in rate of entry into the food-delivery port 
during the CS+ periods.  
For Experiment 1, rats were given 4 PIT tests, wherein they received laser stimulation during 
the presentation of the CS+, CSØ, or equivalent time frames prior to the CS+ or CSØ, which acted 
as ‘baseline’ stimulation tests, counterbalanced for order. Stimulation of cholinergic interneurons 
during non-cued periods, either before the CS+ or CSØ, did not differentially affect responding 
(main effect CS period: F3,24=9.603, p=0.0002; Stimulation period: F1,8=0.054, p=0.82; CS x 
Stimulation: F3,24=0.34, p=0.79). Therefore, I collapsed and averaged the data for a collective 
baseline stimulation session. As can be seen in Figure 1B, stimulation of CINs differentially 
modulated lever pressing depending on the time of stimulation (main effect CS period: 
F2,16=8.068, p=0.004; Stimulation period: F2,16=0.7147, p=0.5; CS x Stimulation: F4,32=3.793, 
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p=0.0124). Stimulation of CINs during baseline periods, or concurrently with the presentation of 
the CSØ, did not influence responding during the stimulation period (p>0.05) or the PIT effect 
(p<0.001). However, stimulation of NAc CINs concurrent with CS+ presentation prevented PIT 
(p>0.05). CS+ stimulation only influenced CS+-invigorated lever-pressing, as the baseline and 
CSØ lever press rates were not significantly different compared to corresponding periods in 
baseline or CSØ stimulation sessions (p>0.05). Additionally, there were no sex effects (main 
effect of sex: F1,7=0.707, p=0.43; Stimulation period: F3,21=0.43, p=0.73; CS period: F3,21=11.76, 
p<0.001; Sex x Stimulation: F3,21=0.32, p=0.81; Sex x CS: F3,21=0.62, p=0.8; CS x Stimulation: 
F9,63=1.67, p=0.12; Sex x Stimulation X CS: F9,63=1.00, p=0.45). 
In addition to the effect over instrumental behavior, Pavlovian conditioned goal approach, 
measured here as entries into the food-port, was also affected by stimulation of NAc CINs (main 
effect CS period: F2,16=27.9, p<0.0001; Stimulation period: F2,16=2.039, p=0.1626; CS x 
Stimulation: F4,32=2.97, p=0.0341; Figure 1C). Stimulation prior to the CS+ or CSØ period did not 
significantly differ in impact on food-port entries (main effect CS period: F3,24=15.15, p<0.0001; 
Stimulation period: F1,8=3.356, p=0.1043; CS x Stimulation: F3,24=1.492, p=0.242), and was 
therefore collapsed and averaged for a single baseline stimulation session. For baseline and 
CSØ stimulation sessions, the CS+ induced a robust elevation in food-port entries relative to both 
the CSØ and baseline periods (p<0.001). During the CS+ stimulation session, the CS+ 
augmented food-port entries compared to baseline and CSØ periods (p<0.01), but this was 
suppressed compared to baseline and CSØ stimulation sessions (p<0.01). Additionally, there 
was not an interaction of sex with this effect (main effect of sex: F1,7=4.16, p=0.08; Stimulation 
period: F3,21=0.63, p=0.15; CS period: F3,21=0.61, p<0.001; Sex x Stimulation: F3,21=0.63, 
p=0.74; Sex x CS: F3,21=0.61, p=0.58; CS x Stimulation: F9,63=0.26, p=0.13; Sex x Stimulation x 
CS: F9,63=0.26, p=0.39). 
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Importantly, laser delivery during any period did not influence behavior in the EYFP control 
group (main effect CS period: F2,14=8.646, p<0.0036; Stimulation period: F2,14=0.2665, 
p=0.7699; CS x Stimulation: F4,28=1.038, p=0.4051; Figure 2A). All tests conditioned 
demonstrated robust PIT (p<0.001). Additionally, conditioned goal approach, measured as 
entries into the food-port, were not affected by sham-stimulation (main effect CS period: 
F2,14=10.67, p<0.0015; Stimulation period: F2,14=0.4881, p=0.6238; CS x Stimulation: 
F4,28=0.842, p=0.5104; Figure 2B) and all groups demonstrated robust conditioned goal 
approach (p<0.001).  
Stimulation parameters were verified for producing reliable and robust release of 
acetylcholine using choline biosensors. As can be seen in the averaged choline concentration v. 
time trace (Figure 3C) or quantification of the average change in choline of this response 
(Figure 3D), laser delivery produced a significant increase in choline release compared to a 10s 
pre-stimulation baseline (p<0.05) and returned to levels not significantly different from baseline 
(p>0.05) 30s following the cessation of laser delivery (F2,4=15.15, p=0.0131; Figure 3D).  
These results suggest that increases in acetylcholine during the presentation of a reward-
paired cue abolishes the ability of that cue to invigorate reward-seeking. However, this is 
temporally sensitive, as stimulation of NAc CINs outside of this timeframe did not affect 
responding.  
I next investigated a potential mechanism mediating this effect.  Previous work has 
suggested that activation of β2 nicotinic receptors, located on dopamine terminals, can 
suppress high frequency stimulated dopamine release (Rice and Cragg, 2004a; Exley et al., 
2008).  Therefore, I hypothesized that this suppression of PIT is due to stimulated acetylcholine 
acting via the β2 nicotinic receptors to terminally suppress dopamine release. This suppression 
of dopamine release mediates the suppression of PIT, as dopamine signaling is necessary for 
this behavior (Lex and Hauber, 2008). In experiment 3, I tested this hypothesis by combining 
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pharmacological blockade the β2 nicotinic receptors with optogenetic stimulation of NAc CINs to 
determine if this is a locus of action by which stimulated acetylcholine exerts its effects on PIT.  
Rats received either bilateral intra-NAc infusion of DhβE or vehicle immediately prior to the 
PIT test wherein they received either CS+ stimulation or no stimulation, for a total of 4 PIT tests, 
counterbalanced in order. As can be seen in Figure 3B, blockade of β2 nicotinic receptors 
ameliorated the impairment to PIT induced by NAc CIN stimulation. (main effect CS period: 
F2,20=27.69, p<0.0001; Stimulation period: F3,30 =0.2609, p=0.853; CS x Stimulation: F6,60=3.173, 
p=0.009; Figure 3B). Stimulation of CINs concurrently with the presentation of the CS+ 
abolished PIT in the vehicle condition (p>0.05) and responding during CS+ period was 
suppressed compared to the no-stimulation sessions under either the vehicle or DhβE 
conditions (p<0.01), replicating the initial finding in experiment 1. Interestingly, intra-NAc 
infusion of Dhβe ameliorated this effect of CS+ stimulation, as CS+ responding was significantly 
augmented compared to baseline and neutral cue responding within the session (p<0.01) and to 
the CS+ stimulation session in the vehicle condition (p<0.05). Intra-NAc blockade of β2 nicotinic 
receptors without accompanying stimulation did not affect PIT (p<0.05) and responding was not 
significantly different than the no-stimulation sessions under vehicle conditions (p>0.05), 
suggesting that, at this dose, Dhβe did not affect responding on its own but it is sufficient to 
block the effect of stimulating the NAc CIN on PIT.  
These experiments suggest that increases in acetylcholine during a reward-paired cue acts, 
at least in part, via the β2 nicotinic acetylcholine receptors, to suppress the ability of that cue to 
motivate reward-seeking actions. I next wanted to determine if a suppression of cholinergic 
activity is sufficient to augment cue-motivated reward seeking by chemogenetically inhibiting 
CINs during a test for PIT. Prior to the PIT test, rats expressing inhibitory DREADDS (hm4Di(gi)) 
on NAc CINs, were systemically injected with CNO, or vehicle, to inhibit CINs during a test for 
PIT. Inhibition of NAc CINs augmented the PIT effect (main effect CS period: F2,36=8.92, 
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p=0.0007; Drug: F1,18 =1.684, p=0.38; CS x Drug: F2,36=3.384, p=0.045; Figure 4B). Both vehicle 
and CNO conditions demonstrated an increase in lever-pressing compared to baseline periods 
(p<0.05). Additionally, lever pressing was augmented during CS+ periods under CNO conditions 
compared to vehicle (p<0.01), suggesting that inhibition of CINs is sufficient to augment PIT.  
Additionally, there was not an interaction of sex with this effect (main effect of sex: F1,17=9.39, 
p=0.007; Drug: F1,17=1.32, p=0.26; CS period: F3,51=5.63, p=0.002; Sex x Drug: F1,17=0.001, 
p=0.98; Sex x CS: F3,51=1.8, p=0.15; Drug x CS: F3,51=1.14, p=0.34; Sex x Drug x CS: 
F3,51=0.56, p=0.65). 
Importantly, this pattern of results was not observed in the mCherry control group (main 
effect CS period: F2,30=4.467, p=0.02; Drug: F1,15 =0.3117, p=0.38; CS x Drug: F2,30=0.4488, 
p=0.6426; Figure 5A). In the mCherry group, there was an increase in lever-pressing during the 
CS+ presentation compared to baseline periods observed in both vehicle and CNO conditions 
condition (p>0.05) that was not differentially influenced by CNO (p>0.05).  
Interestingly, with this chemogenetic approach, we did not see an influence of CIN inhibition 
on food-port entries (main effect CS period: F2,36=19.93, p<0.0001; Drug: F1,18 =0.1579, 
p=0.1579; CS x Drug: F2,36=0.8443, p=0.4382; Figure 4C). Under both vehicle and CNO drug 
conditions, the CS+ elevated food-port entries compared to baseline and neutral cue periods 
(p<0.0001) and responding during the CS+ was not significantly different between CNO and 
vehicle conditions (p>0.05). The mCherry empty vector control group also demonstrated robust 
conditioned-goal approach (main effect CS period: F2,30=42.97, p<0.0001; Drug: F1,15 =0.7881, 
p=0.3887; CS x Drug: F2,30=2.505, p=0.0986; Figure 5B), which was not differentially affected by 
drug (p>0.05).  
 
DISCUSSION 
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Cholinergic modulation of cue-motivated behavior 
This set of experiments investigated the contribution of the NAc cholinergic system to cue-
motivated behavior. Results demonstrate that synchronized increase in NAc cholinergic 
interneuron activity to a reward-paired cue abolished the ability of that cue to motivate reward-
seeking actions, while an inhibition of the NAc cholinergic system augmented this motivational 
aspect of the cue. Interestingly, stimulating cholinergic interneurons during baseline periods, as 
well as concurrently with a neutral cue, did not affect responding, suggesting that these 
manipulations did not affect reward seeking generally or the disinhibiting effect presenting a 
neutral auditory cue may have over reward seeking. This furthermore suggests the results were 
not due to gross motor effects induced by stimulation. Therefore, it can be concluded that 
manipulation of the cholinergic interneurons, within this task, predominantly influences the 
motivational impact of a reward-paired cue to invigorate reward-seeking actions. However, 
baseline lever pressing is designed to be low within this task, in order to reveal the PIT effect. 
Cholinergic manipulations may have an influence in a task that engenders more vigorous 
reward seeking, but further work is necessary to elucidate the specificity of cholinergic 
modulation on behavior. 
Interestingly, manipulation of NAc cholinergic interneuron activity affected Pavlovian goal 
approach as well. Optogenetic stimulation concurrent with reward-paired cue presentation 
suppressed food-port entries compared to baseline or neutral cue stimulation sessions. 
However, within the CS+ stimulation session, food-port entries during the reward-paired cue 
period were elevated compared to baseline or neutral cue periods. These data may suggest that 
the predictive information of the cue was still able to guide behavior towards the food-port, but 
the motivational impact of the cue over food-port entries was suppressed.  However, this cannot 
be parsed out within this task, as the manifestation of these processes converges on the same 
behavioral response. Alternatively, a suppression of lever pressing during the CS+ period may 
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consequentially decrease food-port entries, as lever pressing may trigger checking the food-port 
for reward delivery, given the previously learned lever press → food delivery association. 
Therefore, the primary influence of NAc cholinergic manipulations may be over cue-induced 
lever pressing, and any influence on food-port entries is a secondary consequence of the 
influence over lever pressing, not a direct effect. However, further work is necessary to 
determine this. Interestingly though, there was not an effect of chemogenetic inhibition of 
cholinergic interneurons on food-port entries. Additionally, previous work described in Chapter 3 
(Collins et al., 2016a) that investigated the contribution of NAc acetylcholine receptors in 
mediating cue-motivated behavior, found no effect of Pavlovian goal approach with blockade of 
either NAc muscarinic or nicotinic receptors. This manifestation may be due to the strength of 
the manipulation to influence neural processing and/or the temporal dynamics therein, as either 
pharmacological blockade of acetylcholine receptors or chemogenetic inhibition occurs 
throughout the entire session, whereas optogenetic excitation occurs specifically during discrete 
periods. Alternatively, one may predict that if there is an increase in cue-motivated lever 
pressing, there would be a corresponding decrease in competing food-port entries and vice 
versa, given the response competition between the two. However, the influence over these two 
responses is suppressed with optogenetic stimulation of CINs, suggesting there is an influence 
of a shared motivational component guiding both, rather than specifically on lever pressing 
actions. Though, this remains speculative and further research is necessary to parse out these 
hypotheses.    
 
Cholinergic modulation of cue-motivated behavior via terminal modulation of dopamine 
Previous work has established a role for NAc dopamine signaling in mediating cue-motivated 
behavior (Lex and Hauber, 2008; Wassum et al., 2011). In addition to much research focused 
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on acetylcholine dopaminergic interactions (Cragg, 2006; Exley and Cragg, 2008; Wonnacott, 
2008; Threlfell and Cragg, 2011; Cachope et al., 2012; Threlfell et al., 2012), we recently 
demonstrated that NAc nicotinic receptor blockade, with intra-NAc infusion of mecamylamine, 
augmented cue-evoked dopamine release within the PIT task. Within the NAc, the β2 nicotinic 
receptors are well situated to orchestrate such effects, as they are located on dopamine 
terminals and have been heavily implicated in terminal modulation of dopamine release (Exley 
and Cragg, 2008). Previous work suggests these receptors act as a low-pass filter for dopamine 
release, augmenting low-frequency stimulated (‘tonic’) dopamine release and suppressing high-
frequency stimulated (‘phasic’) dopamine release. Given that it has been previously 
demonstrated that reward-paired cues elicit burst firing patterns in midbrain dopaminergic 
neurons (Schultz et al., 1997), I hypothesized that optogenetically-stimulated acetylcholine is 
acting at the β2 nicotinic receptors, suppressing cue-motivated behavior via terminal 
suppression of cue-evoked dopamine release. To assess this, I combined optogenetic 
stimulation of NAc CINs during the reward-paired cue presentation with pharmacological 
blockade of the β2 nicotinic receptors, with intra-NAc infusion of Dhβe. Blockade of the β2 
nicotinic receptors ameliorated the impairment to cue-motivated reward seeking that occurred 
with CS+ stimulation under vehicle conditions. Importantly, I chose a subthreshold dose of Dhβe, 
which in the absence of stimulation did not produce effects on behavior. These data suggest 
that the NAc cholinergic system exerts its suppressatory effect on motivated behavior, at least in 
part, via terminal modulation of dopamine release. Further research is necessary to specifically 
identify the temporal dynamics by which acetylcholine and dopamine interact.  
 
Satiation need state encoding 
The function of this cholinergic mechanism remains unclear. Interestingly, cue-motivated 
behavior and associated dopamine release are modulated by hunger state, exhibiting a 
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suppression when sated on food (Corbit et al., 2007; Aitken et al., 2016). Furthermore, 
acetylcholine levels rise in the striatum as an animal gets sated on food (Mark et al., 1992). I 
theorize that one function of this system is to modulate motivated behavior appropriately based 
on need state, increasing cholinergic tone to suppress behavior when sated on food and 
pausing to promote cue-motivated reward seeking when hungry. Interestingly, these neurons 
are well poised to integrate need state information, as activity at leptin and insulin receptors 
located on CINs has been demonstrated to influence CIN activity and subsequent dopamine 
release (Stouffer et al., 2015). Furthermore, this may extend outside of the strict context of 
hunger state, as cholinergic activity is also implicated in signaling other disadvantageous 
situations, such as low probability of reward and/or low magnitude when compared with a more 
advantageous, high probability-high magnitude option (Nougaret and Ravel, 2015). Therefore, 
the function of this suppressatory gate mechanism may be to modulate behavior adaptively 
based on the utility of one’s actions. However, how this utility is integrated remains unclear and 
further work is necessary to understand how this information is conveyed and integrated to 
guide behavior.  
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Figure 1: Effect of optogenetic stimulation of NAc cholinergic interneurons on Pavlovian-
to-instrumental transfer. A. Spread of expression of ChR2 and optical fiber placement (left) 
with representative co-label of ChR2+ and CHAT+ neurons (top), representative image of NAc 
ChR2 spread (bottom left), and example ChR2+ CIN (bottom right) B. The PIT effect in ChR2 
expressing rats. Number of lever presses during each 2-min period (y-axis), averaged across 
trials compared between the CS-free (baseline), neutral stimulus (CSØ), and reward-predictive 
cue (CS+) periods during baseline, CSØ, and CS+ stimulation sessions (x-axis). Conditioned 
food-port approach responding for ChR2+ rats. Number of entries into the food-delivery port 
during each 2-min period (x-axis) averaged across trials compared between the baseline, CSØ, 
and CS+ periods during baseline, CSØ, and CS+ stimulation sessions (x-axis). Blue shading 
indicates laser stimulation during that period.  n=9. Error bars represent +1 SEM. *=p<0.05, 
**=p<0.01, ***=p<0.001. 
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Figure 2: Effect of sham laser stimulation in the EYFP control group on Pavlovian-to-
Instrumental Transfer. A. The PIT effect in YFP expressing rats. Number of lever presses 
during each 2-min period (y-axis), averaged across trials compared between the CS-free 
(baseline), neutral stimulus (CSØ), and reward-predictive cue (CS+) periods during baseline, 
CSØ, and CS+ stimulation sessions (x-axis). B. Conditioned food-port approach responding for 
YFP+ rats. Number of entries into the food-delivery port during each 2-min period (x-axis) 
averaged across trials compared between the baseline, CSØ, and CS+ periods during baseline, 
CSØ, and CS+ stimulation sessions (x-axis). Blue shading indicates laser stimulation during that 
period. n=8. Error bars represent +1 SEM. *=p<0.05, **=p<0.01, ***=p<0.001 
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Figure 3: Effect of optogenetic stimulation on acetylcholine release. A. Spread of 
expression of ChR2 and biosensor placement (left) with representative image of ChR2 spread 
and biosensor/optical fiber probe placement B. Schematic of biosensor depicting detection of 
choline on polymer and enzyme-coated electrode (left). Image of biosensor/optical fiber probe 
(right). D. Average choline concentration v. time trace change 10 s prior to, during the laser 
delivery (2-min, 10Hz, 10Ms, 5 ms pulse width stimulation), and 30s post laser stimulation. 
Shading reflects +1 between-subjects SEM and blue shading indicates laser stimulation period. 
E. Quantification of average choline concentration change during the 10s period prior to, during, 
and post laser stimulation period.  n= 5. Error bars represent +1 SEM. *=p<0.05. 
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Figure 4: Effect of NAC optogenetic stimulation of NAc cholinergic interneurons and β2 
nicotinic receptor blockade on Pavlovian-to-instrumental transfer. A. Spread of expression 
of ChR2 and optical fiber/injector placement (left) with representative co-label of ChR2+ and 
CHAT+ neurons (top), representative image of NAc ChR2 spread (bottom left), and example 
cholinergic interneuron (bottom right) B. The PIT effect. Number of lever presses during each 2-
min period (y-axis), averaged across trials compared between the CS-free (baseline), neutral 
stimulus (CSØ), and reward-predictive cue (CS+) periods during either CS+ or no stimulation 
sessions (x-axis) under vehicle or DhβE conditions. Conditioned food-port approach responding. 
Number of entries into the food-delivery port during each 2-min period (x-axis) averaged across 
trials compared between the baseline, CSØ, and CS+ periods with CS+ or no stimulation under 
vehicle or DhβE conditions (x-axis). Blue shading indicates laser stimulation during that period.  
n=11. Error bars represent +1 SEM. *=p<0.05, **=p<0.01, ***=p<0.001. 
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Figure 5: Effect of chemogenetic inhibition of NAc cholinergic interneurons on 
Pavlovian-to-instrumental transfer. A. Spread of expression of hM4Di (left) with 
representative co-label of hM4Di and CHAT+ neurons (top), representative image of NAc hM4Di 
spread (bottom left), and example ChR2+ and CHAT+ neuron (bottom right) B.  The PIT effect 
for hM4Di expression rats. Number of lever presses during each 2-min period (y-axis), averaged 
across trials compared between the CS-free (baseline), neutral stimulus (CSØ), and reward-
predictive cue (CS+) periods under vehicle and CNO conditions. Conditioned food-port approach 
responding for hM4Di expression rats. Number of entries into the food-delivery port during each 
2-min period (x-axis) averaged across trials compared between the baseline, CSØ, and CS+ 
periods CS+ under vehicle and CNO conditions  n=19. Error bars represent +1 SEM. *=p<0.05, 
***=p<0.001. 
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Figure 6: Effect of CNO in the mCherry control group on Pavlovian-to-instrumental 
transfer A. The PIT effect for mCherry expressing rats. Number of lever presses during each 2-
min period (y-axis), averaged across trials compared between the CS-free (baseline), neutral 
stimulus (CSØ), and reward-predictive cue (CS+) periods under vehicle and CNO conditions. 
Conditioned food-port approach responding for mCherry expressing rats. Number of entries into 
the food-delivery port during each 2-min period (x-axis) averaged across trials compared 
between the baseline, CSØ, and CS+ periods CS+ under vehicle ad CNO conditions n=18. Error 
bars represent +1 SEM. *=p<0.05, **=p<0.01, ***=p<0.001. 
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CHAPTER 5: DISCUSSION 
 
This work has investigated the NAc dopaminergic and cholinergic systems in motivated 
behaviors. In learning a sequence of actions to procure reward, I demonstrated that a prolonged 
profile of dopamine release was detected that ramped up as rats executed each action 
sequence and declined after earned reward collection. With learning, dopamine concentration 
began to rise increasingly earlier in the execution of the sequence and ultimately 
backpropagated away from stereotyped sequence actions, becoming only transiently elevated 
by the most distal and unexpected reward predictor. Action sequence-related dopamine 
signaling was reactivated in well-trained rats if they became disengaged in the task and in 
response to an unexpected change in the value, but not identity, of the earned reward. 
Throughout training and test, dopamine signaling correlated with sequence performance. These 
results suggest that action sequences can engender a prolonged mode of dopamine signaling in 
the nucleus accumbens core, and that such signaling relates to elements of the motivation 
underlying sequence execution and is dynamic with learning, overtraining, and violations in 
reward expectation. However, it remains unclear how the midbrain dopaminergic system 
engenders such a ramping profile. Is there a gradual increase in the recruitment of dopamine 
cells firing, or an increase in the firing rate of recruited neurons? Other interesting theories have 
opened up the possibility for terminal modulatory mechanisms; of these, the cholinergic system 
has emerged as a likely candidate (Cragg, 2006; Surmeier and Graybiel, 2012; Berke, 2018). 
 There has been evidence of acetylcholine-dopamine interactions underlying motivated 
behavior; specifically, dopamine neurons increase their activity to reward-paired cues while 
CINs pause (Kimura et al., 1984; Apicella et al., 1991; Aosaki et al., 1994b; Aosaki et al., 1995; 
Shimo and Hikosaka, 2001; Ravel et al., 2003; Morris et al., 2004; Apicella, 2007; Joshua et al., 
2008; Nougaret and Ravel, 2015). Furthermore, in vitro work suggests that acetylcholine 
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receptors can terminally modulate the release of dopamine in an activity-dependent manner. 
But it was unclear 1) what, if any, causal role the NAc cholinergic system and subsequent 
acetylcholine receptor activity were playing in motivated behavior, and 2) how the NAC 
cholinergic system terminally modulated behaviorally evoked dopamine.  
 To address these questions, I investigated the role of the NAc cholinergic system in 
mediating the motivational impact of a reward-predictive cue on reward-seeking behaviors, 
utilizing optogenetic and chemogenetic manipulations of NAc CINs during a Pavlovian-to-
instrumental transfer (PIT) test. CIN stimulation during the presentation of a reward-paired cue 
blunted the ability of a reward-predictive cue to invigorate reward seeking, whereas CIN 
suppression augmented such cue-motivated behavior. The effect of CIN stimulation was found 
to depend on the β2 nicotinic acetylcholine receptors, which are located on dopamine terminals, 
suggesting a potential mechanism of CIN regulation of cue-motivated behavior is via terminal 
regulation of dopamine release. In support of this, we found that local blockade of NAc nicotinic 
receptors augmented cue-evoked dopamine release, measured with fast-scan cyclic 
voltammetry, during PIT. These data indicate that NAc CINs act as a gate over cue-motivated 
behavior by terminally regulating the degree to which reward-predictive cues can evoke 
dopamine release. 
Selectively to cue-motivated behavior 
NAc dopamine signaling has been implicated in a variety of motivated behaviors, as has the 
cholinergic system. These data reveal a role of the cholinergic system in mediating cue-
motivated behavior, but it is likely not the case that this role is exclusive. It is likely that the 
cholinergic system plays a similar role in mediating other motivated behaviors. Though within 
these experiments I found no effect on baseline reward seeking, this task is designed to have 
low levels of baseline responding in order to reveal a PIT effect. Indeed, the ramping profile of 
 119 
 
dopamine, engendered within tasks that require sustained motivation, has been speculated to 
be due to the cholinergic system terminally modulated dopamine release, as these signals are 
not encoded at the level of the cell-body activity (Hamid et al., 2015; Berke, 2018). It is likely the 
case that the cholinergic system plays as dynamic a role in motivated behavior as the 
dopaminergic system does, but further work is necessary to determine if and how the NAc 
cholinergic system can play such a diverse role.  
Given the proposed mechanism of cholinergic-dopamine interaction, it may be the case 
that this mechanism occurs generally, acetylcholine acting as a suppressatory gate on 
dopamine signaling, but the function of these may depend on the timing and input to these local 
circuit dynamics. For example, cortical input may suppress dopamine activity via the cholinergic 
system to regulate a particular component of behavior; but without this input, alternative 
sources, perhaps need state information coming in from thalamic input, may mitigate other 
behaviors. Thereby, the cholinergic system and its functions on dopamine release are a 
mechanism by which orchestrated inputs, at last in part, exert their effects. Of course, this is 
purely speculative, and research utilizing a variety of behavioral tasks is required to determine 
the selectivity of the role of the cholinergic system in mediating behavior.   
Furthermore, these data suggest a role for the cholinergic system in mediating the 
motivational impact of a cue over reward-seeking actions. But both the dopamine and 
cholinergic systems have been highly implicated in learning, in addition to motivation. The 
questions still remain as to how and when both dopamine and acetylcholine mediate learning 
and motivation. A recent theory proposes that the cholinergic system modulates this dual role at 
dopamine terminals (Berke, 2018) but evidence supporting this theory has yet to be published. 
Interestingly, I found no evidence that the effects here are due to learning, i.e., a suppression of 
PIT with optogenetic stimulation appears not to be due to enhanced extinction learning. The 
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slope and asymptote of responding during the CS+ period were not significantly different than 
those of baseline stimulation sessions (data not shown). But of course, within another task 
better suited to assess reward-learning, it is likely that the cholinergic system plays a role. In 
addition to modulating dopamine, a pause in cholinergic activity has been demonstrated to 
induce plasticity mechanisms via relief of activity at M4 acetylcholine receptors (Nair et al., 
2015). Additionally, striatal CIN activity becomes synchronized during reward-related learning, 
and activity patterns correlate with aspects of associative learning (Kimura et al., 1984; Aosaki 
et al., 1994b; Apicella, 2007; Goldberg and Reynolds, 2011). A suppression in CIN activity also 
enhances associative learning (Brown et al., 2012). Therefore, it appears to be the case that like 
dopamine, acetylcholine is playing a dual role in mediating motivation and learning. However, 
further work determining these dual roles and how they are differentially integrated is necessary. 
 
Causes of the pauses 
If the cholinergic system can act as a suppressatory gate over motivated behaviors via terminal 
suppression of dopamine release, it is key to understand what regulates the ‘opening’ of this 
gate, i.e., the pause in CINs. Cholinergic interneurons, aptly also termed ‘tonically active 
neurons’, maintain firing at low frequencies from 3-10 Hz that is maintained by intrinsic 
pacemaker functions and is independent of synaptic input (Bennett and Wilson, 1999; Wilson 
and Goldberg, 2006).  However, CIN activity is altered in response to a variety of inputs. For 
example, stimulation of glutamatergic thalamic input induces a brief increase of activity, followed 
by a pause, typically termed the ‘burst-pause’ profile (Shultz and Reynolds). Interestingly, recent 
work has demonstrated that CIN pauses can also be driven by a recession of excitatory drive 
(Zhang et al., 2018). Additionally, chronic lesioning of dopaminergic projections prevents CIN 
pause (Aosaki et al., 1994a), while an increase in dopaminergic activity can induce a pause in 
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CINs via D2 receptor activation (DeBoer and Abercrombie, 1996; Maurice et al., 2004). 
However, when measured together in vivo, CIN pause is not differentially regulated by 
dopamine neuron firing rate, suggesting this mechanism is limited in its ability to induce dynamic 
pauses (Morris et al., 2004; Joshua et al., 2008). Furthermore, long-range GABAergic 
projections from the VTA also are capable of inducing a pause in the CINs (Brown et al., 2012). 
Additionally, an increase in acetylcholine can produce a suppression of CIN activity via M4 
autoreceptors on CINs (Yan and Surmeier, 1996; Calabresi et al., 1998; Zhang et al., 2002).  
Given that a variety of sources induce a pause, this highlights the importance of CIN 
inhibition and raises the possibility that either each of these inputs alone is sufficient to induce a 
pause, possibly through redundant circuity, or all of these inputs are collectively necessary. If 
these mechanisms are redundant in inducing a pause, there is also the interesting possibility 
that the functional consequence of this pause over behavior may be heterogeneous, depending 
on the input recruited. However, this remains unclear, as experiments investigating these 
dynamics were generally designed to identify the impact of only one of these inputs, thus further 
work is needed to examine how these inputs work in concert in awake behaving animals.  
 
Reciprocal dopamine-acetylcholine interactions- who’s regulating whom?  
An increase in CIN activity can produce dopamine release independent of dopamine cell body 
firing (Cachope et al., 2012), but additional work suggests that an increase in CIN activity along 
with burst firing of dopamine cell bodies suppresses dopamine release via nicotinic receptor 
activation (Rice and Cragg, 2004a; Exley et al., 2008).  As discussed above, an increase in 
dopamine cell firing induces a pause in CIN activity, via D2 receptors on CINs (DeBoer and 
Abercrombie, 1996; Maurice et al., 2004). So the question remains as to who is regulating 
whom. These data suggest that which system can suppress the other depends on which system 
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is activated first. Acetylcholine via β2 activation can suppress dopamine release, but if burst 
dopamine activity occurs prior to that, there is a rapid shut down of the CINs via D2 receptor 
activity. These highly intricate details highlight the importance of taking not only timing into 
account, but also activity patterns of other neuronal populations, when making predictions about 
changes in cellular dynamics.  
I hypothesize from the data reported here that stimulated acetylcholine release is acting 
via the β2 nicotinic receptors on dopamine terminals to suppress cue-evoked dopamine release 
and cue-motivated behaviors, whereas inhibition relieves this suppressatory mechanism. 
Therefore, under ‘normal’ conditions where cues invigorate reward seeking, cholinergic 
interneurons pause, via dynamics of various inputs, to remove this suppressatory gate on 
dopamine terminals, and then the released dopamine motivates reward-seeking behaviors. 
Because these dynamics occur in a very rapid timeframe, the behavioral consequence of these 
microcircuit interactions must be investigated with appropriate techniques that are capable of 
capturing these dynamics rapidly during behavior in order to further elucidate our understanding 
and create a working model.  
 
Cholinergic regulation of adaptive value 
The data discussed within this work demonstrate the role of the NAc cholinergic system to 
regulate motivated behaviors and associated dopamine release. Interestingly, previous work 
has demonstrated that cue-motivated behavior and subsequent dopamine release is mitigated 
based on need state (Corbit et al., 2007; Aitken et al., 2016). Additionally, acetylcholine levels 
rise in the striatum as an animal is sated on food (Mark et al., 1992). This suggests the 
intriguing possibility that the role of the cholinergic system in terminally regulating dopamine 
release and cue-motivated behaviors is to incorporate need state information, so reward-
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seeking is adaptive based on one’s needs. The system appears well situated to do so, as insulin 
and leptin receptors located on cholinergic interneurons alter the activity of these neurons and 
dopamine release (Stouffer et al., 2015). Insulin may provide a rapid signaling cascade for the 
cholinergic system to suppress dopamine and reward-related behaviors, while leptin may act as 
a slower mechanism to regulate food-seeking behaviors generally based on adiposity levels. 
However, further work is necessary to elucidate these exciting, but speculative, theories.  
Collectively, these data detailed here investigate the role of the NAc cholinergic system 
in regulating cue-motivated behavior via terminal modulation of dopamine release. This work 
suggests that the NAc cholinergic system provides a regulatory mechanism over cue-motivated 
reward seeking and that this occurs via terminal modulation of dopamine release through 
nicotinic receptor activation. The function of this regulatory mechanism may be to convey need 
state information or the general adaptive utility of one’s actions. However, further work is 
needed to elucidate this theory.   
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