A scheme that fully exploits molecular point group symmetry in direct second-order many-body perturbation theory chemical shift calculations based on gauge-including atomic orbitals is presented and implemented. Representative calculations for the molecules B 4 ( t Bu) 4 (T d symmetry͒ and ͓AlCp͔ 4 (D 2d symmetry͒ involving more than 600 basis functions demonstrate the applicability of the developed program to large symmetric molecules ͑which could be otherwise not treated͒ and indicate the importance of electron correlation effects for the reliable prediction of NMR chemical shifts in larger molecules.
I. INTRODUCTION
It has been firmly established that electron correlation effects are important for the accurate prediction of NMR chemical shifts. 1 For the treatment of larger molecules, however, the GIAO-MBPT͑2͒ approach appears to be the only routinely applicable scheme among the recently developed methods ͑for a review, see Ref. 1͒ . Its essential features are: treatment of electron correlation by means of second-order many-body perturbation theory ͑MBPT͑2͒͒; and gaugeorigin independence guaranteed by the use of gaugeincluding atomic orbitals ͑GIAOs͒. In most cases, the GIAO-MBPT͑2͒ method offers a significant improvement over Hartree-Fock self-consistent-field ͑HF-SCF͒ results, while it has at the same time the most favorable dependence of computational cost on the size of the system ͑i.e., N 5 with N as the number of basis functions͒ among all electron-correlated schemes. However, even at the GIAO-MBPT͑2͒ level actual calculations are seriously hampered by their exhaustive computational requirements with the amount of disk space needed for storage of unperturbed and perturbed twoelectron integrals as the most severe limitation.
The disk space bottleneck in GIAO-MBPT͑2͒ calculations has been removed recently by means of a direct implementation 2 which abviates the need to hold the full set of perturbed and/or unperturbed two-electron integrals on disk. The actual storage requirement is thus reduced from N 4 for the original conventional implementation ͑see Ref. 3͒ to N 3 . At the same time, it has also been possible to restrict the memory requirement for a GIAO-MBPT͑2͒ calculation to N 2 . These advantages of the direct implementation are essential for large-scale calculations with several hundred basis functions. However, the ͑unchanged͒ CPU requirement now represents the main bottleneck in GIAO-MBPT͑2͒ calculations. 4 To allow large-scale GIAO-MBPT͑2͒ calculations on a routine basis, it is therefore necessary to address the CPU issue. In this letter, exploitation of molecular point group symmetry as a possible means to reduce computational cost will be discussed. We extend earlier work by Häser et al. on the use of symmetry in MBPT͑2͒ energy and gradient computations to chemical shift calculations. An additional difficulty arises here from the fact that in chemical shift calculations the symmetry of the perturbations ͑i.e., the components of the magnetic field͒ needs to be explicitly considered. Hence, it is necessary to deal with five instead of four irreducible representations simultaneously during evaluation and processing of the corresponding two-electron integrals.
In the following, a brief discussion of our symmetry treatment will be given with a special emphasis on nonAbelian point groups. Our implemention will be described and its applicability demonstrated by large-scale calculations involving more than 600 basis functions. In addition, we report on a simple coarse-grain parallelization which further enhances the applicability of our GIAO-MBPT͑2͒ code for the prediction of NMR chemical shifts in larger molecules.
II. THEORY
The chemical shielding tensor ␤␣ I for nucleus I can be evaluated as second derivative of the electronic energy with respect to the components of the external magnetic field B ␣ and the nuclear magnetic moment I ␤ of interest,
A computationally convenient expression for the shielding tensor at the MBPT͑2͒ level of theory is given by ͑cf. Gauge-origin independence is ensured in GIAO-MBPT͑2͒ calculations by use of the explicitly fielddependent basis functions
which are usually referred to as gauge-including atomic orbitals ͑GIAOs͒. 5 In Eq. ͑3͒, R denotes the position of the atom at which the basis function is centered and R 0 is the ͑global͒ gauge origin generally located at the origin of the coordinate system. Results from calculations employing GIAOs can be shown to be independent of the global gauge origin R 0 and generally exhibit more rapid convergence to the basis set limit than those based on standard fieldindependent basis functions.
The most time-consuming steps in a direct GIAO-MBPT͑2͒ calculation are: 6 ͑1͒ Transformation of the perturbed two-electron integrals from AO to MO basis. The latter can be split into six partial transformations
͑4͒
In Eq. ͑4͒, c i denotes the MO coefficients, while (pq͉rs) and (͉) denote MO and AO two-electron integrals in Mulliken notation, respectively. To obtain a compact notation for the corresponding AO integral derivative contributions in Eq. ͑4͒, we also introduce
͑5͒
and similarly After the integrals ‫(ץ‬ea͉ f m)/‫ץ‬B ␣ for all (ea) are available in the main memory, the contraction is performed for all (ie).
III. EXPLOITATION OF MOLECULAR POINT GROUP SYMMETRY
Two aspects are important when molecular point group symmetry is exploited in quantum chemical calculations. The first is the saving in the CPU time, and the second is the reduction of storage requirements.
Dacre and Elder were among the first to show how molecular point group symmetry could be exploited to reduce computational costs. 7, 8 Their original scheme was later modified for shell-orientated integral evaluation by Dupuis and King. 9 The basic idea of all of these approaches is that a so-called ''skeleton'' quantity is first computed from a set of symmetry nonredundant integrals and that the actual target quantity, e.g., the Fock matrix in SCF calculations or the corresponding MO two-electron integrals in the integral transformation of a correlated calculation, is then obtained by a procedure usually referred to as symmetrization. The saving in CPU time is achieved by ignoring symmetry redundant integrals in the formation of the skeleton quantity, while data size reduction is obtained by storing only nonredundant information. Häser showed in Refs. 10 and 11 how the symmetrization can be most efficiently performed by using the projector onto the totally symmetric subspace of the corresponding product representation. He applied his approach, among others, to the transformation of unperturbed twoelectron integrals from the AO to the MO basis which involves consideration of the fourfold direct product of irreducible representations. In that particular case, the MO twoelectron integrals obtained from nonredundant AO integrals are symmetrized by application of the projector in the MO basis.
Extension of the symmetry treatment to perturbed two-electron integrals-as required for chemical shift calculations-necessitates additional considerations, since the irreducible representation of the perturbation plays now a role as well. In case of chemical shifts the perturbation parameters are the components of the magnetic field B and transform like rϫr. In the following we will summarize some important equations from Ref. 10 , applied to the fivefold product of irreducible representations arising for perturbed two-electron integrals.
Let G be the molecular point group with group operations R and order ͉G͉. Let, furthermore, ͉p ⌫␥ ͘ denote an MO that transforms as the column ␥ of the irreducible representation ⌫
␥ B ␣ be a component of the magnetic field that transforms as the corresponding column ␥ B ␣ of the irre-
⌫ B ␣ and symmetrization can be performed with the projector
The multiple index ϭ(␥ 1 ,␥ 2 ,␥ 3 ,␥ 4 ,␥ B ␣ ) in Eq. ͑10͒ denotes the rows and columns of the matrix D ⌸ of the product representation of G. More explicitly, the projector can be written as
with the symmetrization of the perturbed two-electron integrals then given as
.
͑12͒
In Eq. ͑12͒ the integrals in the square brackets denote the so-called skeleton integrals that are obtained from the symmetry nonredundant set of AO integrals. The matrix representation of the projector
is generally sparse. Its rank is equal n ⌸ , i.e., equal to the dimension of the totally symmetric subspace of the product representation ⌸. Furthermore, the eigenvalues of P ⌸ are 1 (n ⌸ times͒ and 0 ͓(dim(⌸)Ϫn ⌸ ) times͔. The latter fact can be exploited for the following spectral decomposition of P
where U ⌸ is the unitary matrix that diagonalizes P. The matrix P ⌸ in Eq. ͑13͒ contains the eigenvalues 1 in the first n ⌸ diagonal positions, while all other elements vanish. Consequently, the summation in Eq. ͑13͒ can be restricted to n ⌸ . Using Eq. ͑13͒, the symmetrization of the perturbed twoelectron integrals ͑cf. Eq. ͑12͒͒ can be split into two steps, i.e.,
In Eqs. ͑14͒ and ͑15͒, the intermediate quantities
ͪ appear which will be referred to as ''packed'' integrals. Due to the restricted range of index , their number generally is much smaller than the number of ''unpacked'' integrals
It is therefore advantageous to store the packed rather than the unpacked integrals on disk and thereby realize a significant reduction in the amount of data which must be stored. The unpacked integrals which are needed for all further computational steps are always easily recovered from the packed integrals by applying Eq. ͑15͒.
Note that the most general case in the symmetrization for which the components B ␣ form a two-or threedimensional irreducible representation, necessitates a simultaneous treatment of all magnetic field components. This requires a slight modification of our original algorithm ͑cf. Fig.  1 of Ref. 2͒, as now the perturbed two-electron integrals need to be generated simultaneously for all B ␣ rather than successively as in Ref. 2 . As the number of required passes in the transformation step can always be adjusted to the available resources, this modification does not lead to increased memory and disk space requirements.
IV. IMPLEMENTATION
The scheme presented here for exploiting molecular point group symmetry has been incorporated in our direct GIAO-MBPT͑2͒ implementation ͑module MPSHIFT, Ref. 2͒ within the quantum chemical program package TURBOMOLE. 12 The module MPSHIFT carries out all steps that are required for a GIAO-MBPT͑2͒ chemical shift calculation. It is based on the former modules SHEILA ͑GIAO-SCF part and calculation of perturbed one-and two-electron integrals, Ref. 13͒ and MPGRAD ͓originally designed for MBPT͑2͒ gradient calculation including integral transformation and calculation of effective MBPT͑2͒ density, Ref. 14͔. The latter had to be generalized for our purpose such that perturbed integrals and densities instead of the unperturbed quantities are computed.
Test calculations indicate that exploitation of molecular symmetry as described in the previous section leads to a reduction in the CPU time which is roughly given by the order of the group, 15 as expected from elementary grouptheoretical considerations.
Code optimization has led to a further speed up compared to the first, preliminary version ͑without symmetry exploitation, cf. Ref. 2͒ and a final ratio of about 6 ͑compared to 8 in Ref. 2͒ has been found for timings between MBPT͑2͒ gradient and GIAO-MBPT͑2͒ chemical shift calculation. The cpu/wall-clock ratio was higher than 90% in all investigated cases.
Furthermore, a simple coarse-grain parallelization has been implemented based on a partitioning of the transformation into an adjustable number of passes ͑cf. Fig. 1 of Ref.
2͒. Within each pass, perturbed integrals as well as the corresponding contributions to perturbed density matrix are calculated only for a limited set of occupied orbitals. The size of this set can be adjusted to available resources. Parallelization is possible by distributing the various passes of the transformation step to different nodes of a parallel computer or workstation cluster. A final run on one node or workstation adds the results and performs the remaining steps outside the loop over the transformation. Another slight modification to the original algorithm of Ref. 2 was necessary for the parallel implementation. The computation of the AO contribution to the intermediate X ai as well as the solution of the unperturbed Z-vector equations were moved to the outside of the loop structure, as the required input quantities are only available after completion of all passes.
The advantages of the parallel implemention are ͑1͒ it is completely general and independent of any platform ͑the nodes might be those of a multi-processor machine or those of a ͓heterogenous͔ workstation cluster͒; ͑2͒ only N 2 quantities need to be communicated between different nodes or workstations.
The speed up in the transformation step is linear with the number of nodes, but the total speed up of a GIAO-MBPT͑2͒ calculation is somewhat smaller due to the remaining steps outside the transformation loop which are performed on a single node. As those usually involve less than 5% of the total CPU time, this is not a serious problem and for a calculation on 16 nodes a reduction of the CPU time per node of roughly 14-15 can be expected.
The parallel implementation appears especially useful for chemical shift calculations on larger molecules: GIAO-MBPT͑2͒ calculations that would have required several weeks of CPU time in the past are now feasible and can be carried out in a few days.
V. EXAMPLES
A few representative calculations on highly symmetric molecules are presented in this section to illustrate the features of our direct GIAO-MBPT͑2͒ program.
As a first example, we report GIAO-MBPT͑2͒ calculations for the molecule tetrakis(t-butyl͒tetraborane͑4͒ ͑cf. Fig.  1͒ . The structure of this molecule has been determined by an x-ray analysis. 16 Its stability is probably due to the outer t-butyl ligands that sterically screen the inner boron cage as analogs with smaller ligands ͑e.g., H, CH 3 ) are evidently unstable.
The NMR spectrum of B 4 ( t Bu) 4 shows a strong deshielded 11 B signal at 135 ppm ͑vs BF 3 •OEt 2 as reference͒. 17 First attempts to verify the measured shift value by calculations at the SCF level failed and it was speculated that electron correlation effects were the reason for the rather large observed discrepancy of more than 30 ppm between experiment and theory. Electron-correlated calculations employing the GIAO-MBPT͑2͒ method have so far been lim- To clarify this discrepancy and in particular to ensure that the GIAO-MBPT͑2͒ results for B 4 ͑Me͒ 4 are not fortuitous, it is desirable to perform GIAO-MBPT͑2͒ calculations for the actual target molecule B 4 ( t Bu) 4 . Such calculations are now possible with the direct implementation of the GIAO-MBPT͑2͒ method together with the efficient treatment of molecular point group symmetry described in this work.
To be consistent with previous calculations ͑Ref. 18͒, the present study of B 4 ( t Bu) 4 has been carried out at the MBPT͑2͒/6-31G* optimized geometry. 20 For the basis sets in the chemical shift calculations, the following choices have been made: DZP/DZ, TZP/DZ, and TZP with exponents and contraction coefficients from Ref. 21 . The notations DZP/DZ and TZP/DZ imply that a DZ basis instead of DZP or TZP has been used for the hydrogens of the methyl groups. The exponents for the polarization functions are 0.8 for C, 0.5 for B, and 0.8 for H. 23 The results of our chemical shift calculations are summarized in Table I , where shifts relative to BF 3 •OEt 2 are reported. Note that all calculations have been performed with B 2 H 6 as reference 22 and converted to the usual scale by adding the experimental shift ͑␦ϭ16.6 ppm 17 ͒ of B 2 H 6 . As for B 4 H 4 and B 4 ͑Me͒ 4 , significant correlation effects of more than 30 ppm are found for B 4 ( t Bu) 4 . The deviation from the experimental value is reduced by inclusion of electron correlation from 32.3 ppm at the GIAO-SCF level down to 4.7 ppm at the GIAO-MBPT͑2͒ level. Thus the large deviation at the SCF level is indeed due to correlation effects, as suggested by previous calculations for the model systems B 4 H 4 and B 4 ͑Me͒ 4 . In addition, the current calculations confirm that B 4 ͑Me͒ 4 is a suitable model compound for B 4 ( t Bu) 4 , as the calculated shifts for B 4 ͑Me͒ 4 and B 4 ( t Bu) 4 differ by less than 4 ppm compared to a difference of more than 20 ppm between B 4 H 4 and B 4 ( t Bu) 4 .
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The molecule B 4 ( t Bu) 4 consists of 56 atoms and 152 electrons. The GIAO-MBPT͑2͒ calculations involved 372 ͑DZP/DZ basis͒, 472 ͑TZP/DZ basis͒ and 616 basis functions ͑TZP basis͒, respectively. The number of passes in the transformation step as well as other technical details of the calculations for B 4 ( t Bu) 4 are summarized in Table II . It should be emphasized that all calculations have been carried out on modestly equipped workstation computers ͑IBM RS/ 6000-390 and IBM RS/6000-3CT with 128 to 192 MByte memory and up to 3.5 GByte disk space͒. The largest calculation, i.e., that employing the TZP basis with 616 basis functions, required about 18 days on an IBM RS/6000-3CT workstation.
If exploitation of molecular symmetry would have been restricted to Abelian point groups, the calculation would have taken about 4 months. Without exploitation of any symmetry, the CPU time requirement can be estimated to about 16 months which should be compared to the 2.5 weeks of the actual calculation which exploited the full T d symmetry.
A second example is the aluminum compound ͓AlCp͔ 4 ͑cf. Fig. 2͒ . It contains an inner cage of four Al atoms similar to B 4 ( t Bu) 4 . However, the cyclopentadienyl ͑Cp͒ ligands attached to each Al atom are not compatible with T d symmetry, so that ͓AlCp͔ 4 can possess at most D 2d symmetry.
The existence of ͓AlCp͔ 4 has been inferred from a comparison of experimental 27 Al NMR data with results from chemical shift calculations ͑GIAO-SCF: Ϫ105 ppm vs Exp.: Ϫ111 ppm, the calculated shift difference between monomer and tetramer is 58 ppm͒. 25 While those calculations were based on the SCF approximation ͑justified by test calculations for the monomer AlCp͒, later MBPT͑2͒ calculations revealed rather large correlation effects on the structure. 26 Inclusion of electron correlation decreases, for example, the Al-Al distances in ͓AlCp͔ 4 by more than 10 pm ͑cf. The results of our calculations are summarized in Table  IV 
VI. CONCLUSIONS
We have described and implemented a scheme for exploiting molecular point group symmetry ͑including nonAbelian point groups͒ in direct GIAO-MBPT͑2͒ calculations. CPU requirements are reduced roughly by the order of the group, thus lowering CPU demands of large-scale direct GIAO-MBPT͑2͒ calculations for symmetric molecules. A further improvement of the performance is achieved by implementation of a simple coarse-grain parallelization algorithm.
Examples demonstrate the applicability of our direct GIAO-MBPT͑2͒ implementation to highly symmetric molecules containing more than 50 atoms and described by up to 700 basis functions. Results indicate that correlation effects are important for the accurate prediction of NMR chemical shifts in large molecules and that the GIAO-MBPT͑2͒ approach treats them adequately.
However, it should be emphasized that despite the improvements presented in this work the CPU requirements of direct GIAO-MBPT͑2͒ calculations are still demanding. In the future, further means for reduction of the CPU time ͑e.g., use of localized orbitals or approximative treatment of twoelectron integrals͒ need to be explored.
