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Summary: We consider models underlying regression analysis of count data in which the observed frequency of zero
counts is unusually large, typically with respect to the Poisson distribution. We focus on two alternative modelling
approaches: Over-Dispersion (OD) models, and Zero-Inflation (ZI) models, both of which can be seen as generalisations
of the Poisson distribution; we refer to these as Implicit and Explicit ZI models, respectively. Although sometimes seen
as competing approaches, they can be complementary; OD is a consequence of ZI modelling, and ZI is a by-product
of OD modelling. The central objective in such analyses is often concerned with inference on the effect of covariates
on the mean, in light of the excess of zeros in the counts. The contribution of our paper is to focus on models for
different types of ZI, some of which can only be generated by explicit ZI modelling; and on their characterisation
by considering the induced probability of a zero as a function of the zero probability of a base distribution (usually
Poisson). We develop the underlying theory for univariate counts. The perspective highlights some of the difficulties
encountered in distinguishing the alternative modelling options.
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1. Introduction
Regression analysis of count data arises in many fields, including agriculture (Blasco-Moreno
et al., 2019), ecology (Mcmahon et al., 2017), climatology (Salter-Townshend and Haslett,
2012), finance (Benson and Friel, 2017), and pharma (Min and Agresti, 2005). The simplest
modelling framework for such analysis is generalised linear modelling using the Poisson and
Negative Binomial (NB) families. In regression, the mean parameter is related, via a link
function, to a linear combination of covariates; and sometimes also, in the NB context, the
dispersion parameter.
However, it is common in such data to encounter an apparent excess of zeros, often with
respect to the Poisson and even with respect to the NB. A generic challenge is thus regression
of count data in the presence of excess zeros. The mechanism by which these zeros arise may
not always be a key focus of the analysis. Yet the choice of model for this mechanism may have
repercussions on other parameters that are of concern. Our focus is on the alternative models.
In common with much of the literature we use the term Zero-Inflated (ZI) rather broadly to
refer to several alternatives, although some models necessarily include Zero-Deflation.
The seminal papers are those of Mullahy (1986), who introduced the ‘hurdle’ models, and
of Lambert (1992), who proposed a mixture model for the zeros. Both can be seen as one-
parameter extensions of a simpler base distribution, in which the Poisson (or NB) probability
of zero is ‘altered’. Over the following three decades a very large literature has developed1.
The issue of dealing with an excess of zeros has become deeply embedded in the methodology
of count data regression. A complicated nomenclature has developed. Very many authors
regard the term ZI to be coterminous with the specific model proposed by Lambert; but
other terms used are Zero-Modified, (Dietz and Bo¨hning, 2000), Zero Altered (Yee, 2015;
Rigby et al., 2005), two-part (Pohlmeier and Ulrich, 1995), and conditional (Welsh et al.,
1At the date of writing, about 1900 papers include the terms ‘zero-inflated’ or ‘hurdle’ in the title; more than 36,000 include
the term somewhere in the paper.
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1996). Generically we refer to these as explicit ZI models. Surprisingly, however, there have
been relatively few review papers on the topic in the statistical literature (though see Ridout
et al., 1998; Warton, 2005; Deng and Paul, 2005; Hilbe and Greene, 2007; Perumean-Chaney
et al., 2013).
A second approach is via distributions that are Over-Dispersed (OD) with respect to the
Poisson, the best known example of which is the Negative Binomial. This also is a one-
parameter extension of the Poisson. This approach we describe as implicit ZI, for the ZI is a
by-product of a wider focus on the mean/variance relationship; in the Poisson distribution
the mean and variance are equal. They also can be said to ‘alter’ the probability of a zero
from its Poisson ‘base’. For brevity, below we sometimes refer to the implicit and explicit
approaches as OD and ZI respectively.
These two approaches may be combined; zero-inflating the Negative Binomial is then a
two-parameter extension of the Poisson. We do not pursue in any detail the many other
over-dispersed distributions that have been proposed in recent years, nor their zero-inflated
equivalents, but we remark that it this a rapidly growing literature. But others, (eg Warton,
2005) see them as competitors. In particular, Warton (2005) provided comparisons between
different implicit and explicit ZI models fitted to a total of 1672 abundance variables across
20 multivariate datasets. He argued there is little or no evidence for the need to explicitly
model excess zeros; the wide class of over-dispersed models is sufficient. However, while his
views have not been explicitly rebutted, there are some examples in the literature where
explicit ZI is preferred to over-dispersion (see eg Welsh et al., 1996; Hall, 2000) and others
where ZI and overdispersion are used together, typically in a zero-inflated negative binomial
(ZINB) model (Jansakul and Hinde, 2008).
This paper examines both approaches with a view to gaining new insights on their different
properties. These insights are primarily theoretical. In particular they suggest reasons why
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it will often in practice be very difficult to distinguish, from data, which of the alternative
models will be ‘best’ in any useful sense.
Some argue that the essential difference between these approaches is that there are situa-
tions where at least some of the zeros (and only the zeros) arise from a process that differs
essentially from that which generates the counts, including counts of zero. This prescribes an
explicit ZI approach, in which some of the observed zeros are deemed to reflect an unreported
structural variable; they may even be deemed ‘false’. But, although not strictly necessary,
this concept of true and false zeros may impose a burden on some users, for an over-dispersed
distribution can often achieve the same descriptive effect; see Blasco-Moreno et al. (2019)
and Martin et al. (2005). By contrast, OD distributions can lead to excess low counts such
as zero. Zeros are no longer special: low counts may be inflated with respect to the Poisson,
but the upper tail of OD distributions is also inflated.
Our fundamental concern is with concepts, rather than with, say, algorithms, power and
tests. The paper is structured as follows. Section 2 develops the notation used and presents
the main contributions. The central feature is the table and the figure, which contrast the
various models from a new perspective. Section 3 develops this further for explicit ZI; it also
introduces one new ZI model (logistic ZI) which is, in one theoretical sense, the simplest.
Section 4 examines, from the same perspective, the implicit ZI induced by the Negative
Binomial. Our concluding thoughts are in Section 5.
2. Contrasting Models for Excess Zeros
As we formalise in the next section, explicit modelling of ZI revolves around the ‘alteration’
of a base pmf piy(µ, φ), and specifically of pi0, to a new value, which we write as p˜i0. This in
turn defines a new pmf p˜iy. Table 1 gives examples of four such alterations; we elaborate in
Section 3. These each define a function p˜i0(pi0, γ); different functions define different types of
ZI; the parameter γ defines the degree of ZI. When piy denotes the Poisson pmf pi
P
y , the new
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pmf p˜iy(pi
P
y , γ) is a one-parameter ZI extension of the Poisson. It is this that is illustrated in
the left panels of Figure 1. More generally, it is a one-parameter extension of piy.
These functions invite a binary regression interpretation. Here it is conceptually useful,
although unrealistic in practice, to think of inference on the explicit ZI aspect of modelling by
considering the case of multiple known values pi0i of pi0, corresponding to known parameters
(µi, φi). Now ZI may be characterised by fitting observed binary I{yi = 0}, via a suitable
link function, to similar functions of the pi0i. The difference between the ZI types lies only in
the choice of link functions; equivalently, explicit ZI can be thought of as curve-fitting. The
sole parameter γ (and thus the degree of ZI) may, in such circumstances, be estimated by
binary regression with an offset term. This in turn focusses discussion on issues of design,
an apparently under-studied aspect of ZI modelling, since it is clear from Figure 1 that
discrimination between these different models is likely to be difficult.
[Table 1 about here.]
The Table also illustrates implicit ZI via one-parameter OD extensions of the Poisson, here
via the NB distribution. When piy(µ, φ) is an over-dispersed extension of the Poisson, then
the function pi0
(− log(piP0 ), φ) = pi0(µ, φ) plays an equivalent role; we abuse notation and use
the less cumbersome pi0(pi
P
0 , φ). Two variations of the NB distribution are considered. The
key point is that these functions are not unlike those of ZI types B, C and D in the probability
scale, except for low values of piP0 . Indeed one version of the NB is in fact coincident with ZI
type B, from this perspective. These differences are more clear in the log-scale.
In Figure 1 we show, in 4 panels, a contrast between the ZI and OD approaches under our
classification scheme. The left hand plots show the ZI behaviour of our different types and
the right hand plots show the OD index (see Equation 4 and Table 1 for the construction of
these). The top row of plots have been created to show changes in the OD index when the ZI
behaviour matches between the types, whilst the bottom row has been constructed to show
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how the ZI changes, when the OD behaviour matches. In allowing these comparisons of the
overall behaviour, we have chosen to fix the functions to pass through a common point (here
(0.2, 0.4)).
Panel (a) of Figure 1 clearly displays the ability of the OD approaches to match the ZI
behaviour in inflating pi0 to reach p˜i0. However the price they pay for such matching is the
inflation of the overall OD index, as displayed in panel (b). Were we to force the distributions
to match in OD index, as shown in panel (d), we would lessen the ZI behaviour as shown in
panel (c). Below we offer some new theory on such functions; these include some new details
of inference for ZI models for the simple iid case.
Such extensions form the basis for regression via one-parameter extensions of the Poisson.
There, all parameters may be functions of covariates, such as µ = µ(Xβ); but parsimony will
favour constant γ and/or φ, and it is on this that we concentrate. In the following sections we
take the parameters (µ, φ, γ) to be known; but we are particularly concerned with variable
µ. When we do discuss inference in the following Sections, we will limit ourselves to data
that are conditionally iid, given µ.
[Figure 1 about here.]
3. Explicit Models for Excess Zeros
The key step in explicit ZI modelling, for a given base distribution piy = piy(µ, φ), is the spec-
ification of an ‘altered’ p˜i0; renormalisation then implies a new distribution p˜iy, y = 0, 1, . . . ,
such that
p˜iy =

p˜i0(pi0, γ) if y = 0
ρpiy if y > 0
(1)
where ρ = 1−p˜i0
1−pi0 . The function p˜i0(pi0, γ) of pi0 characterises the type and degree of ZI; this
may be equivalently expressed in terms of natural link functions of p˜i0 and pi0 as in Table 1.
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ZI Type A
The simplest model has p˜i0 = qA , a constant with logit(qA) = γ (using the standard binary
regression logistic link function, although here with a constant probability the choice of link
is irrelevant). In comparison with the other types below, it could be characterised as the
‘constant’ model. The defining property of this model, relative to the others, is that p˜i0 is
under-inflated when pi0 is large. But note that no value of γ gives p˜i0 = pi0 for all pi0; the
base model - that is, no ZI at any pi0 - is not a special case; in this sense model A is almost
degenerate. It was introduced by Mullahy (1986) as the basis for the hurdle model. The
conventional motivation, from econometrics, is that all zeros are generated by one process
and all non-zeros by another, independent, process. Unless some underlying latent process
‘crosses the hurdle’ (an event with probability 1 − q
A
) the observed count Y will be zero;
if it does cross the hurdle, Y is a realisation of a distribution defined on positive counts,
typically taken to be the truncated version pi+y of piy. Central to the interpretative value of
this motivation is that the processes are distinct. In this most basic version of the ‘hurdle’
model, the parameter q
A
does not depend on µ.
ZI type B
Type B can be re-expressed as p˜i0 = (pi0)
q
B , where the constant q
B
= eγ. For γ < 0, q
B
< 1
and thus p˜i0 > pi0, ie over-inflation; conversely γ > 0 implies under-inflation; γ = 0 defines
p˜i0 = pi0, the neutral case. The key distinction between types A and B is that here p˜i0 → 0 as
pi0 → 0, itself corresponding to large µ for the Poisson and NB (and for all common versions
of models that are over-dispersed versions of the Poisson).
For the Poisson base, we can write p˜i0 = e
−q
B
µ, permitting an interpretation that the zeros
are associated with a Poisson distribution, with mean q
B
µ, with zeros being more probable
when γ < 0 and q
B
< 1. If zeros are uncommon in the base model, they are less uncommon
in the new model. This model is known as the Poisson-hurdle, for here p˜i0, the probability of
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not passing the hurdle, depends formally on µ. As we shall see in the next section, explicit
ZI Type B is, in this sense, functionally equivalent to the implicit ZI induced by NB-lin, one
of the two NB versions there considered. The functions coincide in Figure 1.
ZI Type C
This model can be re-expressed as p˜i0 = (1 − qC ) + qCpi0, with constant qC = eγ = ρ and
γ 6 0. This could be characterised as the ‘linear model’. When γ = 0, p˜i0 = pi0 for all pi0;
here, the neutral p˜i0 = pi0 is a special case. It was popularised by Lambert (1992) in the
context of the Poisson as base, but subsequently many other base distributions have been
used. It is very widely used; indeed for very many authors, this model is coterminous with
ZI. In contrast to Type B, p˜i0 6→ 0 as pi0 → 0.
Lambert’s mixture interpretation is usually invoked. Here an underlying indicator variable
J , with P (J = 0) = 1−q
C
is defined; this requires γ < 0. If J = 0 then necessarily Y = 0; but
if J = 1, Y is taken to be a draw from piy. Thus, in contrast to the above hurdle type models A
and B, some of the zeros are generated by the latent process, but others are generated by the
base distribution piy. Once again, it is central to the value of this interpretation that the two
processes are distinct. Under the mixture interpretation it is necessarily over-inflationary;
it is described as ‘adding’ zeros. Note that with q
C
> 1 (and γ > 0) the model is still well
defined, subject to p˜i0 > 0. In these circumstances it is under-inflationary, but the mixture
interpretation may not be invoked.
ZI type D
We note first that (1), in what seems to be a novel formulation, can be re-expressed as
log(p˜iy) = I{y = 0}ω + log(ρ) + log(piy). (2)
The simplest case is constant ω = γ; γ > 0 models over-inflation, and γ < 0 under-inflation.
It seems to be a new ZI model; we refer to it as the ‘logistic model’ of ZI. With constant
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q
D
= eγ it may be expressed as p˜i0 =
q
D
pi0
1+(q
D
−1)pi0 . It too has p˜i0 → 0 as pi0 → 0. Note that with
small pi0, we have p˜i0 ≈ qDpi0.
Asymptotically, for small pi0, Type D inflates less than Type B. Alternatively stated, and
in contrast to Type B, in the Poisson case zeros may be here thought of as associated with
a mean µ − γ. A further distinction, apparent in Figure 1, rests on the fact that the logit
function is symmetric, unlike the log function. Thus, if (pi0, p˜i0) is a point on the curve, then
(1− p˜i0, 1−pi0) is another; in practice, such symmetry may be a limitation. In one theoretical
sense, this type of explicit ZI is arguably the simplest of the four. For (2) shows that, with
constant ω and piy(µ, φ) within the Exponential family, then so also is piy(µ, φ, γ), now with
one more parameter.
A further alternative variant of ZI Type C is that introduced by Lambert (1992), in her
original paper. She proposed that the parameter q
C
= eγ could in fact be modelled as a
function of µ; equivalently she proposed a further functional form for p˜i0(pi0, γ). Specifically,
in the context of the Poisson as base, she wrote logit(1− q
C
) = τ log(µ) = τ log(− log(piP0 )),
where as before τ is independent of µ, and could be re-labelled as γ to fit within Table 1.
But the function is awkward, and the model has not been widely used.
Comparisons
The features that distinguish Types B, C and D from each other are thus only apparent
when µ is large and pi0 is small (see left panels of Figure 1). They all differ from Type A at
small µ (large pi0). The practical implications of this are clear. Unless the design of the data
collection includes both very high and very low values of µ, it will be difficult, from data, to
choose the ‘best fitting’ of these in any very meaningful sense. We reiterate that, in practice,
such means are only known indirectly via regression.
They differ in another sense, for they all induce Over-Dispersion, but in different ways,
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especially for large µ. It is straightforward from (1) to show that:
Ep˜i[Y ] = ρEpi[Y ] and that V arp˜i[Y ] = ρV arpi[Y ] + ρ(1− ρ) (Epi[Y ])2 . (3)
It follows that
Dp˜i =
V arp˜i[Y ]
Ep˜i[Y ]
=
V arpi[Y ]
Epi[Y ]
+ (1− ρ)Epi[Y ] = Dpi + (1− ρ)Epi[Y ]
= Dpi +
(1− ρ)
ρ
Ep˜i[Y ] = Dpi +
p˜i0 − pi0
1− p˜i0 Ep˜i[Y ] (4)
Thus, for p˜i0 > pi0 (ie over-inflation of zeros) p˜iy is over-dispersed wrt piy(µ, φ). But it exhibits
a very specific type of OD; the distribution p˜iy can in fact be bi-modal. Relative to the Poisson
base, the Over-Dispersion Index ODp˜i = Dp˜i − 1 = (1− ρ)µ, but note that in general ρ is a
nonlinear function of µ and things are further complicated as our interest is in the behaviour
of ODp˜i as a function of Ep˜i[Y ] = µ˜ = ρµ. However, in the special case of ZI Type C ρ is not
a function of µ; for this type, V arp˜i[Y ] is a quadratic function of µ˜ and ODp˜i is thus linear.
For Type A, ODp˜i is approximately linear for large µ˜ (small pi0) as in these circumstances
ρ ≈ eγ
1+eγ
; but for small µ˜ (large pi0), the ZI is deflationary and ODp˜i < 0. But for Types B
and D, for large µ˜, ρ ≈ 1 and ODp˜i ≈ 0; thus there is little over-dispersion wrt piy(µ, φ). In
Table 1 we give the ODp˜i for these explicit ZI models, expressed in closed form as functions
of µ, and in Figure 1 (right panels) we illustrate their behaviour by plotting them against
µ˜ = ρµ.
Inference for ZI models: iid case
For Poisson base and fixed µ the four models are of course just two-parameter transformations
of each other. The simplest of them for inference is Type D, as it is now in the two parameter
Exponential Family. Equation 2 makes it clear that sufficient statistics are now - for the iid
case -
∑
yi and
∑
I{yi = 0}, or equivalently the sample mean y¯ and the observed proportion
p0 of zero counts. It follows that these are sufficient for all ZI types.
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More generally, for any base distribution piy(µ, φ), it is clear from the formulation
p˜iy =
(
p˜i0
1− p˜i0
)I{y=0} (
pi+y (µ, φ)
)1−I{y=0}
that in the iid case, the MLE for p˜i0 is always p0 =
n0
n
, the observed proportion of zeros.
That this seems to have escaped the attention of some authors however (e.g. Gonzales-Barron
et al., 2010) reflects poorly on the pedagogy offered to users. As is well known, in Type A,
p˜i0 = e
γ is independent of (µ, φ), then γˆ = log(p0), and the (µ, φ) parameters (here of the
truncated distribution, pi+y ) are estimated from the non-zero counts. But for the other models,
some information on these parameters is contained in p0, and in general an iterative solution
is required for all three parameters. In a wider regression context, of course, no such trivial
result is available.
4. Zero-Inflation via Over-dispersion
Zero-inflation can also be the indirect consequence of modelling over-dispersion as we now
discuss. Figure 1 illustrates this for two different parameterisations of the Negative Binomial
distribution. Here we have expressed pi0(µ, φ) as a function of pi
P
0 via µ = − log
(
piP0
)
. A key
observation is that for both NB variations, this type of ZI is also of the same type seen in
the ZI types B and D; indeed one of these coincides with type B. More surprisingly, they are
not unlike the widely used ZI type C, except at high values of µ (low values of piP0 (µ)).
As we shall see, not only do these permit V ar(Y ) > E(Y ), but as a consequence pi0(µ, φ) >
piP0 . Simply stated, over-dispersion puts more weight in the tails of a distribution. But a
count random variable Y is constrained below by zero, so this extra weight in the lower tail
accumulates on low values of Y and, in particular, on Y = 0. As such they can provide an
alternative approach to the apparent problem of excess zeros in data. We call this implicit
ZI. Puig and Valero (2006) provide a theoretical treatment of the circumstances under which
OD induces ZI, characterising the conditions under which this is necessary. They use it to
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also contrast several count distributions; one of these is the NB. Interestingly, as we develop
below, these details depend not only on the OD distribution, but also on its parameterisation.
In the figure we contrast two variations of NB, here described as NB-lin and NB-quad. We
elaborate below.
Negative Binomial
We focus on two re-parameterisations of the Negative Binomial with pmf
piy(µ, k) =
Γ(k + y)
y!Γ(k)
(
k
k + µ
)k (
µ
k + µ
)y
which has E[Y ] = µ and V ar[Y ] = µ + µ2/k and pi0 =
(
k
k+µ
)k
. The most frequently used,
to which we refer as NB-quad, has k = φ−1, V ar[Y ] = µ + φµ2 and pi0 = (1 + φµ)
−φ−1 .
An alternative, NB-lin, has k = µφ−1, with V ar[Y ] = µ(1 + φ) and pi0 =
(
(1 + φ)φ
−1
)−µ
.
The Poisson is a special case of both, corresponding to φ → 0. There are in fact other
versions of the Negative Binomial, generically NB-P (Gurmu and Trivedi, 1996), having
V ar(Y ) = µ(1 + φµp−1) with a power relationship for the overdispersion index. Effectively
this introduces a third parameter; but we do not pursue this option.
These are included in Figure 1. For both, the induced ZI, characterised by pi0(pi
P
0 , φ) is such
that pi0 → 0 as piP0 → 0 or equivalently as µ→∞, or equivalently as piP0 → 0, as with the ZI
of types B and D. More specifically, for NB-lin, from log(pi0(pi
P
0 , φ)) = φ
−1 log(1+φ) log(piP0 ),
we can identify q
B
= eγ in Type B with φ−1 log(1 + φ); that is, the ZI induced by NB-lin
is exactly as Type B for all piP0 and thus for all µ. Also, except for large µ (small pi
P
0 ), this
induced ZI bears some resemblance to Type C, the classic mixture model of ZI. Further, we
see that, apart from the behaviour for very small piP0 (ie for pi
P
0 above the ‘elbow’) the ZI
function pi0(pi
P
0 , φ) for NB-quad is even more similar to that for Type C. This is essentially
because here this function has unit slope both at the elbow, and - unlike NB-lin - as piP0 → 1
(equiv µ→ 0).
But recall that, despite ZI Type B and NB-lin having parameters φ and γ such that
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they have the same probabilities of zero for all µ, they are quite different distributions
and have different overdispersion indices. Similarly, although the linear ODNB−quad = φµ
is apparently echoed by ODC =
(
1−ρ
ρ
)
µ˜, for matching zero-probabilities these coefficients
can have numerically very different values. Also, taking equivalent degrees of overdispersion,
by setting φ =
(
1−ρ
ρ
)
, the p˜i0 for the NB-quad model is smaller than that for Type C.
Furthermore, p˜iCy can be bi-modal. These aspects simply reflect that the overdispersion in
the Type C model is centered solely on the zero probability, whereas in the NB-quad the
extra dispersion is smoothly spread across the whole range of y-values. The central challenge
is that with only two parameters available, correspondence cannot be obtained on three
important aspects: mean, variance and the probability of zero.
Simple Inference for the Negative Binomial
Inference is well established for NB. But there is a subtlety, even in the iid case. Moments
based estimators of (µ, φ) will necessarily match the sample mean and variance; and thus not
match p0, the observed frequency of zeros, especially if this is large. But other, more widely
used, estimators will - especially for large p0 - result in a φˆ that (approximately) matches
the fitted pi0(µˆ, φˆ) by overestimating the variance. The theory is more straightforward for
NB-quad.
NB-quad is a member of the Exponential Dispersion family. Here, in the iid case, the
sample mean is the MLE for µ; while the MLE for the dispersion parameter φ requires an
iterative solution of the score equation. However, the joint ML estimators do have the nice
property of being asymptotically independent (see Lawless, 1987). Other estimators used for
φ include a moment estimator (this can be obtained for more general models by equating
the generalized Pearson chi-square statistic to the degrees of freedom). Historically, a zero-
frequency based estimator has also been used and, as for the explicit ZI models, it results
in the zero-frequency being fitted perfectly; however, for data generated by an explicit ZI
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Poisson process, it does this by overestimating the variance with a larger fitted φ value.
Interestingly, in this ZI setting, the MLE lies between the moment and the zero-frequency
estimators giving both: a fitted variance V arpi0(µˆ,φˆ) that is larger than the observed sample
variance; and a fitted pi0(µˆ, φˆ) that is closer to the observed p0 than might be expected,
at the price of an extended fitted upper tail. However, in applications to data with excess
zeros, there is typically also some overdispersion in the non-zero counts and so this inflated
estimated value of φ may simultaneously capture both excess zeros and additional dispersion
and lead to an adequate and parsimonious fit.
This behaviour perhaps explains the findings in Warton (2005), who provides comparisons
between different implicit and explicit ZI models fitted to multivariate abundance data from
20 datasets. His results show that the NB-quad model is superior to ZIP and ZINB in terms
of AIC, when looking at an average over 1672 count variables. He comments that these
abundances do not have extra zeros when compared to the NB-quad distribution, and are
likely to have arisen from NB-quad distributions with small means.
The NB-lin is not in the exponential family, even for a known value of φ and is inferentially
less convenient. Of course in the iid case the NB-lin is simply a reparameterisation of the NB-
quad, but for fixed values of the dispersion parameters they behave differently as µ varies, see
Table 1, and these differences potentially become apparent in the regression model setting.
5. Conclusion
In this paper, we have only examined the basic underpinnings of regression in the presence of
excess zeros in univariate count data. Our first contribution to this is a novel perspective on
the modelling of excess zeros in count data regression. This is primarily in the presentation
of an approach which we have referred as explicit ZI. The modelling issue, as presented here,
is simply the choice of link function, and the consequent estimation of the sole parameter.
Four such simple options are presented; others and extensions to two parameter variations are
14 Biometrics, XXXX XXXX
possible. The two approaches discussed - explicit ZI and implicit ZI via the use of distributions
such as the NB - may of course be combined, and all parameters may be modelled via
covariates.
It could be argued that the real difficulty is the embarrassment of choice. The estimation
of the parameters is no longer a challenge (for univariate counts), given modern computing
algorithms; nor is the identification of the best, given a metric such as the AIC, a metric
which may not be natural for some users. The real challenge is in fact the identification of
the most useful model given the vagaries of that term, and the ubiquity of dubious elements
within all data sets.
Our approach to the current paradigm of explicit ZI models contrasts with that of data
generating mechanisms that involve latent variables. Of course, as pointed out by Colin and
Pravin (2013), p. 147: “The latent class interpretation is not essential ... As such the ap-
proach is an alternative to non-parametric estimation.” However, from the almost invariable
discussion in papers in the applied literature, it does seem that the user community feels
obliged to explain the mixture interpretation. This can be useful, of course; but sometimes it
can involve shoehorning. Nevertheless mixtures defined by latent variables can be a fruitful
theoretical avenue for defining models for use with multivariate counts. Indeed this was the
purpose of Salter-Townshend and Haslett (2012).
The practical benefit of the new perspective in univariate regression may not in fact be
new models. The non-parametric perspective may yield new diagnostics. It may even help to
establish a-priori evidence of excess zeros. Current practice usually involves marginalisation
over all covariates. The latter would involve, as a first step, an empirical comparison between
observed I{yi = 0} and the fitted probabilities of zero under a default ‘base’ model, gener-
ically pˆi0i = pi0
(
µˆi, φˆi
)
. This comparison could simply regress the binary I{yi = 0} - non-
parametrically, using splines, for example - on functions including log (pˆi0i) and log (1− pˆi0i),
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yielding values ˆ˜pi0i. Any departure from the unit line p˜i0i = pi0i would constitute a priori
evidence of excess zeros wrt the fitted base model.
As to the former, such a plot might serve, post-hoc, as a diagnostic for a fitted ZI model,
by regressing I{yi = 0} on functions of fitted p˜i0i. We remark that the current literature on
count data regression in general - and on excess zeros in particular - seems sadly lacking in
criticism that most users would deem to be constructive. Portmanteau statistics based on
Information Criteria do not always have such a constructive interpretation. Model details
can be dominated by extreme values; and this is particularly so for models that admit very
large values for the variance. But IC statistics do not readily identify such data points.
In circumstances where it is deemed to be important to choose amongst alternative models
for the excess zeros, such regressions highlight the importance of the design. For without data
corresponding to very large µi (and thus small pi0i) it will be impossible to distinguish ZI
models of Type B, C, D; and difficult to distinguish from the OD approach. In practice,
of course, this will be further complicated if - as is common - the parameters γ and/or φ
are themselves modelled via covariates. But the fact that this is common may reflect poor
diagnostics (or indeed over-enthusiasm).
Our second contribution is to make more explicit the parallels between the OD and ZI
approaches to modelling excess zeros. But we have not resolved the choice between the
explicit (ZI) and implicit (OD) approaches, when the base is the Poisson. On the contrary,
we see that, from the point of view of the excess zeros, one ZI model - Type B - behaves
exactly like the NB-lin; and NB-quad is not unlike the (dominant) ZI model C. The difference
between the latter two is only apparent for very large µ, and only carefully designed data
will differentiate them. They do differ as regard the mean-variance relationship, but only in
detail for both exhibit a quadratic relationship; and this too will only be apparent at very
large µ. In addition - for iid data - technical details of the usual inference procedures for NB-
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quad do little to help differentiate the very different models. Further, for the more typical
case of regression, these details can only become more challenging. What is clear is that
any attempt to discriminate between explicit and implicit ZI models will require a rich and
varied dataset and diagnostics focussing jointly on both fitted zero-probability and upper tail
behaviour. This discussion suggests that the burgeoning literature on other over-dispersed
generalisations of the Poisson - and on zero-inflating them - may itself be premature. As
a final contribution, Table 1 offers an alternative to the confusing nomenclature that has
developed.
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Figure 1. Theoretical ZI relationships and OD indices. Panels (a) and (c) plot piP0 as
Poisson against p˜i0 for the ZI and OD types defined in column 2 of Table 1. Panels (b)
and (d) display the OD index of each type against the altered mean as defined in column
3 of Table 1. The top row shows the situation where the ZI matches between the implicit
and explicit approaches, whilst the bottom row shows when the OD index matches between
implicit and explicit types. (This Figure appears in colour in the electronic version of the
article.)
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