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Abstract
Modelling renewable energy systems is a computationally-demanding task due to the high fluctuation of supply and
demand time series. To reduce the scale of these, this paper discusses different methods for their aggregation into typical
periods. Each aggregation method is applied to a different type of energy system model, making the methods fairly
incomparable.
To overcome this, the different aggregation methods are first extended so that they can be applied to all types
of multidimensional time series and then compared by applying them to different energy system configurations and
analyzing their impact on the cost optimal design.
It was found that regardless of the method, time series aggregation allows for significantly reduced computational
resources. Nevertheless, averaged values lead to underestimation of the real system cost in comparison to the use of
representative periods from the original time series. The aggregation method itself e.g., k-means clustering plays a
minor role. More significant is the system considered: Energy systems utilizing centralized resources require fewer typical
periods for a feasible system design in comparison to systems with a higher share of renewable feed-in. Furthermore, for
energy systems based on seasonal storage, currently existing models integration of typical periods is not suitable.
Keywords: Energy systems, Renewable energies, Mixed integer linear programming, Typical periods, Cluster analysis,
Extreme periods, Time-series aggregation
1. Introduction
Developing an energy system design that minimizes
costs and environmental impact is a complex task due to
the spatial and temporal gap between energy production
and demand. In consequence, optimization algorithms are
required for solving these design problems [1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11].
However, the algorithms used hitherto are computa-
tionally demanding: The size of the input data directly
influences that of the related optimization problem, and
with it the requirement for processing resources. For this
reason, it is often necessary to simplify the design problem
in advance.
Therefore, different options for complexity reduction
exist and include: Spatial aggregation which reduces the
number of nodes in an energy system network [12]; simpli-
fying the technology models by reducing nonlinearities or
discontinuities so as to avoid non-convexity of the program
[13, 14]; and temporal aggregation, which creates typical
periods representing the original input time series.
The creation of recurring periods is popular because
of the existing patterns in the hourly, daily and seasonal
variation for the majority of design relevant time series.
∗Corresponding author. Email: l.kotzur@fz-juelich.de
Therefore, it is reasonable to reduce redundant data until
the minimal representative data set required for the prob-
lem is reached. Figure 1 visualizes this redundancy by
showing the result of a Fast Fourier Transformation (FFT)
of different time series that are typically required for an
energy system design. The frequencies with the highest
amplitudes are highlighted and are, as anticipated, the
daily and annual variations.
For this reason, many different methods for the selec-
tion of typical periods have been presented. Aside from
custom exact optimization methods [17, 18], and graph-
ical methods [19], the majority use heuristic methods or
greedy clustering algorithms for the aggregation of typical
periods. Creating representative days by averaging time
series, for example over a type of day defined by month
or weekday, has been popular [20, 21, 22, 23]. [24] refers
to it as time-chronological averaging. Recent attempts use
the k-means clustering [25, 26, 27, 28], hierarchical clus-
tering [29, 30], or k-medoids clustering - either based on a
greedy algorithm [31, 32] or an exact solution of a MILP
[33, 34] - for the selection of typical periods. Neverthe-
less, each method is applied to a different system and it
is difficult to identify which is the most suitable. While
Schuetz et al. [35] compare methods for building energy
systems, they note that future research should focus on
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Nomenclature
Variables
δ Binary variable determining the existance of a
technology
µ Representative values of a typical period
D Scaling of a device
E Energy flow between two components
SOC State of charge
y Binary variable determining if the candidate is
a cluster center
z Binary variable determining candidate cluster
assignment
Parameters
∆t Duration of a single time step
η Efficiency
τ Lifetime
C Set of periods inside a cluster
L Set of component connections
N Size of an index set
x Normalized candidate value
Subscripts and sets
 Energy type
f Index of the Transformer class
n Index of the Collector class
q Index of the Source/Sink class
s Index of the Storage class
a Attribute represented by a time series
d Considered device or technology
g Time step index inside a period
i Candidate period index
k Typical period index
t Time step index of the full series
Abbreviations
CRF Capital Recovery Factor
LB Lower bound
UB Upper bound
CAPEX Specific capital expenditure
CHP Combined Heat and Power plant
GHI Global Horizontal Irradiance
OPEX Specific fix operational expenditure
RMSE Root Mean Squared Error
WACC Weighted Average Cost of Capital
the appropriateness of clustering algorithms for different
design applications. Moreover, the period length should
be varied so as to assess the impact of storage effects.
A further difficulty is that the system considered deter-
mines the minimal required dataset. For renewable energy
systems, a higher resolution of the input times-series is re-
quired than with their fossil counterparts [36]. For conven-
tional system design, it could be sufficient to reduce the
dataset to a few time steps [27], while for a storage based
system design different typical weeks are required [37, 30].
In summary, the following open research questions present
themselves:
• Which time-series aggregation method is best suited
for which energy system design application?
• What is the minimum number of aggregated time
steps to model such a system?
• What is an appropriate period length - typical days
or typical weeks?
To answer these, this paper is structured as follows:
First different deterministic methods including k-mean clus-
tering, k-medoids clustering and hierarchical clustering as
aggregation method are presented in section 2, where the
possibilities of adding extreme periods are also discussed.
In section 3, the aggregation methods are used to select
four typical days of different time series that could be rel-
evant for an energy system design. The aggregated profiles
are then graphically analyzed and through accuracy indi-
cators. In the following, the different methods are applied
in section 4 to three design optimization problems of a
heat and electricity supply system:
1. A cogeneration unit with a heat storage as bench-
mark system
2. A residential system based, amongst other elements,
on photovoltaics and a heatpump
3. An island system with a high share of renewables
with the support of different storage technologies
To validate the methods, the results for different numbers
of typical periods are compared to the optimal solution of
the original optimization problems with the full time series
and analysed in terms of their accuracy and computational
load. Sections 5, 6 and 7 summarize, draw the principal
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Figure 1: Fast Fourier Transformation of the Global Horizontal Irra-
diance (GHI) , the temperature and the wind speed of a test reference
year (Location: Bad Marienberg, Germany) [15] and a representative
electrical load profile of a residential building (Profile 1) [16]
conclusions and give an outlook for further research ques-
tions.
All methods introduced are published in the Python
package tsam - Time Series Aggregation Module and can
be easily applied and extended.
2. Time series aggregation methods
The aim of time series aggregation is to merge a set
of periods into groups such that the group members - the
original periods - are as similar as possible. The group is
then represented by a single period. The grouping of time-
series is based in the most of the methods on a distance
measure of the attributes between each group member.
For an accurate grouping, the raw input data must first
be pre-processed into the right format (Section 2.1). On
the basis of this, an aggregation method is then applied
to create the groups (Section 2.2). In terms of achieving
a feasible system design, different variants of integrating
extreme periods can be included afterwards (Section 2.3).
Finally, the aggregated time series must be scaled back
such that their average values fit the average values of the
original time series (Section 2.4).
The general procedure for time series aggregation ap-
plied in this paper is shown in Figure 2.
Figure 2: Different steps in the procedure of time series aggregation.
2.1. Pre-processing the time-series
First, the input data is normalized in terms to evalu-
ate all time series on the same scale. Each time series x
′
a
represents an attribute a ∈ {1, ..., Na} e.g., an electrical
demand profile or the measured solar horizontal irradiance
at a certain location. The time series itself consists of raw
data points x
′
a,t where t ∈ {1, ..., Nt} constitutes a sin-
gle time step. Different possibilities for normalization and
standartization are presented by Rager and Mare´chal [31].
In this work, the normalized time series xa are calculated
as follow
xa =
x
′
a −minx
′
a
maxx′a −minx′a
∀ a ∈ {1, ..., Na}, (1)
which results in time series on the same scale xa,t ∈ [0, 1].
Figure 3: Illustration of the nomenclature for a time series a = 1
with two candidate periods i = 1, 2 for a whole period.
For the aggregation of typical periods, the scaled time-
series are arranged into the candidate periods considered
i ∈ {1, ..., Ni} , each consisting of the same number of time
steps g ∈ {1, ..., Ng} with Na attributes. The nomencla-
ture is illustrated in Figure 3 where the normalized time-
series of attribute a = 1 is shown for two periods i = 1, 2,
which were originally successive.
This reordering results in a matrix L in which the num-
ber of columns is defined by the multiple of the number of
period time steps Ng and number of attributes Na. The
number of rows corresponds to the number of periods Ni:
L =
 x1,1,1 · · · x1,Ng,1 x2,1,1 · · · xNa,Ng,1... . . . ... ... . . . ...
x1,1,Ni · · · x1,Ng,Ni x2,1,Ni · · · xNa,Ng,Ni
 (2)
A single row, described by vector xi represents a can-
didate period, also referred to as an observation point.
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For example: Pre-processing two hourly time series
over a year (Nt = 8760), like the mentioned electrical de-
mand profile and the measured solar horizontal irradiance
(Na = 2), for the application of a typical day approach
(Ng = 24) would yield 365 days (Ni = 365) and a 365-by-
48 matrix.
In the case that the raw time series length Nt is no
integer multiple of the period length Ng and the number
of periods Ni, the full time-series xt,a must be cut off or
extended, such that its length becomes an integer multiple
of the number of steps inside a candidate period Ng and
the number of periods Ni.
2.2. Time-series aggregation methods
Based on the matrix introduced in equation 2, differ-
ent aggregation methods can be applied to group the Ni
independent candidate periods into clusters defined as Ck.
On the basis of these groups, Nk typical or representative
periods are derived.
Figure 4: Comparison of cluster methods: k-means with Nk = 2,
k-medoids with Nk = 2, and hierarchical cluster up to Nk = 2.
The representative data point itself of a typical pe-
riod k in period step g of attribute a is defined as µa,k,g.
The representative candidate is stated as vector µk. In all
reviewed methods, the number of representative periods
Nk must be defined a priori and is validated following the
aggregation procedure. The applied cluster methods are
visually depicted in Figure 4.
2.2.1. Averaging periods
Perhaps the most obvious option is to take the averaged
values of different periods. Mavrotas et al. [20] do this for
each month in a year for the heating, cooling and electricity
load, resulting in 12 typical days.
A more generic formulation that divides the original
time series into Nk parts based on their order is introduced
as follow:
1. Calculate the integer divisor of the number of candi-
date periods to the number of representative periods
bNiNk c, which represents the size of each.
2. Relate bNiNk c candidate periods in their original order
to the cluster period Ck, except the last cluster CNk
which receives the remaining candidate periods.
3. Calculate the average period profile of each group as:
µa,g,k =
1
|Ck|
∑
i∈Ck
xa,g,i ∀ a, k, g (3)
The advantage of this method is, that it is easy applica-
ble and the resulting typical periods have a clear order.
Nevertheless, the aggregation is only based on the original
sequence of the periods and not on the similarity of the
group members or candidate periods.
2.2.2. k-means clustering
The k-means clustering algorithm calculates also the
average - the mean - profile of a group. The significant
difference to the averaging method is that the k-means
algorithm creates the clusters in order to minimize the
squared error between the empirical mean of a cluster and
all candidates in the cluster [38], and not by their origi-
nal positional appearance in the year. Different error or
distance functions are possible. In this paper, we consider
the squared error, also known as the Euclidean distance,
which is defined as follows:
min
Nk∑
k=1
Ni∑
i=1
 Ng∑
g=1
Na∑
a=1
(xa,g,i − µa,g,k)2
× zi,k (4)
or in the vector form as
min
Nk∑
k=1
Ni∑
i=1
||xi −µk||2 × zi,k (5)
where zi,k is a binary variable that is equal to 1 if the
candidate i is assigned to cluster k. In order to make sure
that each candidate is assigned to a cluster, the following
constraint is added:
Nk∑
k=1
zi,k = 1 ∀ i (6)
.
This defines a mixed-integer nonlinear program (MINLP)
which is non-convex and difficult to solve. In consequence,
the k-means method is implemented as a greedy algorithm
that converges to a local minimum. Nevertheless, it is
fairly fast, which is why in practice it is run with many
different starting points in order to determine the global
minimum. The main steps of the algorithm itself are as
follows:
1. Randomly or heuristically select an initial partition
with Nk clusters and calculate the cluster centers.
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2. Assign each candidate to its closest cluster center.
3. Compute new cluster centers based on all candidates
belonging to the cluster.
4. If no convergence criterion is met, return to step 2.
A more detailed discussion of k-means clustering for
the selection of typical periods can be found in Fazlollahi
et al. [39].
2.2.3. Exact k-medoids clustering
The k-medoids clustering is an adaption of the k-means
algorithm. Instead of calculating the mean as a cluster
center, a representative candidate - the medoid - is chosen
for µk. Figure 4 portrays this difference.
Different algorithms for the determination of the clus-
ters also exist. While Rager and Mare´chal [31], Stadler
et al. [32] use a greedy optimization algorithm called Par-
titioning Around Medoids (PAM) [40], the problem can
also be stated as a Mixed-Integer Linear Program (MILP)
[33, 35], for which good global solving algorithms exist.
First, the distance between each candidate is calculated
as
d(i, j) =
Ng∑
g=1
Na∑
a=1
(xa,g,i − xa,g,j)2 ∀ i, j ∈ 1, ..., Ni (7)
Then, following MILP can be stated
min
Ni∑
i=1
Ni∑
j=1
d(i, j)× zi,j (8)
subject to
Ni∑
j=1
zi,j = 1 ∀ j ∈ 1, ..., Ni (9)
zi,j ≤ yi ∀ i, j ∈ 1, ..., Ni (10)
Ni∑
i=1
yi = Nk (11)
where both zi,j and yi are binary variables.
This optimization problem can be solved to a global
optimum, but has the disadvantage of requiring a high
computational load. The computational effort is directly
correlated to the number of candidate periods. On the
other hand, the impact of the number of attributes and
number of time steps in each period is negligibly small,
because the distance between the candidates is calculated
a priori.
2.2.4. Hierarchical clustering
The hierarchical clustering algorithm also minimizes
the distance between each candidate period xi and the
representative periods µk, as shown in equation 5. The al-
gorithm starts with each single candidate as its own clus-
ter. Then, pairs of clusters are iteratively merged until
Nk clusters are left, which is also shown in Figure 4. The
procedure pf hierarchical clustering is as follows:
1. Set each candidate as an own cluster.
2. Determine the centroid or mean vector of each clus-
ter.
3. Calculate the Euclidian distances to the other cluster
centers
4. Merge the two clusters with the lowest distance. If
the number of cluster is still greater than Nk, return
to step 2.
Based on the resulting clusters, representative periods for
each of these must be derived. In this work, we there-
fore chose the medoid, respectively the candidate period
in the cluster with the smallest distance to all other clus-
ter candidates. In consequence, the method considered is
essentially a greedy algorithm of the k-medoids algorithm
presented in the previous subchapter.
In comparison to the before presented k-means algo-
rithm, the advantage of this algorithm is that it is inde-
pendent from initial starting points. For this reason, the
clusters are easily reproducible.
A more detailed introduction of hierarchical clustering
for time series aggregation can be found in Nahmmacher
et al. [30].
2.3. Integration of extreme periods
The methods introduced for time series aggregation
have the disadvantage of potentially cut off so called peak
periods, because such periods are not representative for a
whole group or cluster of periods. Rather, they are peri-
ods in which the considered time series have design rele-
vant extrema, e.g. peak heat demand. These are impor-
tant because an accurate energy system design should be
able to meet these demands. Therefore, Stadler et al. [3],
Domı´nguez-Mun˜oz et al. [33], Fazlollahi et al. [39], Bahl
et al. [27] all manually add so called peak periods to the
aggregated periods.
For a comparison of a good integration of these peri-
ods, different variants of integration extreme periods are
presented in Figure 5. The variants are as follows:
1. None - no integration of extreme periods at all.
2. Append - add the extreme periods as additional rep-
resentative periods to the other representative peri-
ods.
3. Additional cluster center - the extreme periods are
set as an additional new cluster center. Each can-
didate period is assigned if it is closer to the new
cluster center than to its original cluster center.
4. Replace representative period - the extreme period is
becoming the new representative period of the clus-
ter it was originally assigned to.
The choice of method will determine the robustness of
the system design.
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Figure 5: Principle illustration of different methods for integrating
the extreme periods, as referred to as peak periods, into the existing
aggregated periods.
2.4. Scaling of aggregated time-series
In order for the average values of the aggregated time
series to fit the average values of the original time series,
the time series are scaled a posteriori, similar to the ap-
proach of Domı´nguez-Mun˜oz et al. [33], Nahmmacher et al.
[30]. It is performed for each time series a separately as
follows
µ
′
a,k,g = µa,k,g
∑Ni
i=1
∑Ng
g=1 xa,i,g∑Nk
k=1 |Ck| ×
∑Ng
g=1 µa,k,g
∀ a, k, g (12)
In order to not exceed the extreme values of the original
time series while scaling in accordance to Nahmmacher
et al. [30], all values greater than 1 are set to 1 and the
other values re-scaled again in order to reach the correct
average value.
As a last step, the profiles are scaled back to their
original scale:
µ
′′
a,k,g = µ
′
a,k,g
(
maxx
′
a −minx
′
a
)
+ minx
′
a ∀ a, k, g
(13)
3. Exemplary time series aggregation
In validating and comparing the introduced methods,
five time series are independently aggregated to four typ-
ical days. The time series are hourly values for an entire
year. The Global Horizontal solar Irradiation (GHI), the
temperature and the wind speed of the test reference year
for Bad Marienberg, Germany [15] outline the weather
phenomena relevant to energy system design. Further-
more, two electrical load profiles are aggregated, namely
the load profile of a single household [16], and an electrical
load representing an entire region [41, 42].
The profiles are reduced to four typical days and an-
alyzed by comparing the original shape and aggregated
shape of the profiles (section 3.1). In a further step, indi-
cators are used to contrast the suitability of the different
aggregation methods for the different types of profiles (sec-
tion 3.2).
3.1. Qualitative comparison of the aggregation methods
The number of typical periods is set to Nk = 4 and
the four aggregation methods described in section 2.2 are
applied.
The original profiles are compared to their aggregated
counterparts in Figure 6 for the GHI, Figure 7 for the tem-
perature, Figure 8 for the wind, Figure 9 for the electrical
load of a single household and Figure 10 for the load of a
whole region.
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Figure 6: Original annual GHI time series compared to the typical
time series with four typical days for different aggregation methods
(x-axis: day of the year; y-axis: hour of the day)
First, all figures highlight the difference between the
aggregation by the clustering algorithms and the aggrega-
tion by averaging profiles. The averaging method is bound
to group a sequence of candidate periods, while the cluster-
ing algorithms are able produce aggregated periods which
can represent a nonconsecutive order of candidate periods.
This degree of freedom allows a more accurate represen-
tation of the original time series. The differences between
the single groups of the averaging method are high, with
the consequence that by taking the average of the the can-
didates, much of the fluctuation in the original periods is
smoothed out.
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Figure 7: Original annual temperature time series compared to the
typical time series with four typical days for different aggregation
methods (x-axis: day of the year; y-axis: hour of the day)
A comparison of the different time series and their ag-
gregation indicates that a high quality discrepancy exists
between the different types of profile.
Solar radiation has a strong daily pattern as seen in
Figure 6 and is fairly well-represented by all clustering-
based aggregations. The aggregation of daily profiles ben-
efits from the high daily pattern of the irradiance time
series itself, and is able to collect the main daily and an-
nual patterns.
Furthermore, the temperature time series in Figure 7
indicates that the major patterns are represented by the
aggregated profiles. Nevertheless, a comparison with the
original profile indicates that the days with the minimal
temperature are not well integrated, although they are
highly relevant for energy system design. It highlights why
it is important to somehow integrate the extreme periods
into the aggregated time series.
Wind speed profiles are difficult to aggregate, as seen
in Figure 8 due to their negligibly small intra-day pattern.
The variation between the days is fairly well represented,
but the daily profiles themselves seem flattened, as they
do not contain the variance of the original profile. Nev-
ertheless, the medoid based methods seem to embody a
higher degree of variation than the k-mean clustering.
Figure 9 illustrates the high fluctuation and the lag of
a strong pattern of the electrical load profile for a single
household. In consequence, the aggregation methods are
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Figure 8: Original annual wind time series compared to the typical
time series with four typical days for different aggregation methods
(x-axis: Day in year; y-axis: Hour at day)
unable to represent it well and cut out many of the peak
loads. Still, a quality difference is once again recognizable
between the mean based aggregation and the medoid based
aggregation, because the chosen centroid of the k-mean
is smoothing out more of the fluctuations. Nevertheless,
for this profile the results also indicate that for all chosen
methods, it is necessary to add the related peak periods
afterwards.
In contrast, Figure 10 shows the electrical load of an en-
tire region and its strong daily pattern. Further differences
between winter and summer, as well as between weekdays
and weekends, are apparent. Due to these strong patterns,
all three cluster methods can aggregate the design-relevant
daily profiles, while no qualitative difference is recogniz-
able between the different aggregations.
For all cases, it is noticeable that the assignment of
candidate periods to typical periods - the grouping - does
not variate much between the three different clustering
algorithms.
3.2. Indicator based quality evaluation
In the literature many different indicators have been
introduced to evaluate which aggregation is the most suit-
able [18, 39]. The use of indicators has the advantage that
they allow an evaluation of the accuracy of the time series
aggregation before any optimization procedure has even
started. Two indicators have been used in this work:
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Figure 9: Original annual electrical load time series compared to the
typical time series with four typical days for different aggregation
methods (x-axis: day of the year; y-axis: hour of the day)
• The Root-Mean-Squared-Error (RMSE) which is equiv-
alent to the average intra-cluster distance introduced
in equation 4. Essentially, it is the objective func-
tional value of all aggregation methods.
• The RMSE between the duration curve - the sorted
data set - of the original time series and the aggre-
gated time series. The comparison of the duration
curves between the aggregated and original profile
is important because it allows the evaluation of all
potential data points, which are represented inde-
pendently.
The first indicator (RMSE) for the normalized profiles
for the different profiles and for the different aggregation
methods is shown in Table 1 which displays the same data
as was presented in the previous section.
Table 1: Root-Mean-Squared-Error (RMSE) in percent between the
original profile and aggregated profile of four typical days for different
aggregation methods and different types of time-series
GHI Temp. Wind E-Load House E-Load Region
averaging 10.45 11.57 14.44 9.39 12.90
k-means 6.45 6.32 9.99 7.75 6.02
k-medoids 6.83 6.55 10.78 8.37 6.32
hierarchical 7.15 6.59 11.00 9.25 6.55
The comparison of the RMSE between the profile types
supports the interpretation of the qualitative comparison
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Figure 10: Original regional electricity demand time series compared
to the typical time series with four typical days for different aggre-
gation methods (x-axis: day of the year; y-axis: hour of the day)
concerning the quality of the aggregation: The electricity
load of a whole region has the smallest RMSE, at 6.02 %
average for the k-mean clustering, followed by temperature
and GHI. With a big gap, the electrical load of a household
follows with an error of 7.75 %, while the wind profile has
the highest value, with an error of 9.99 %.
The comparison in terms of the aggregation methods
shows the following: The averaging method performs the
worst for all profiles, the k-mean clustering performs best
at the RMSE in comparison to the k-medoids and hier-
archical clustering. This is because a centroid generally
features less distance to its candidates in comparison to a
medoid. The hierarchical aggregation performs the worst
in all cases.
Nevertheless, a look at the RMSE of the duration curves
in Table 2 shows a less uniformly distribution between the
profile types and the aggregation methods. The hierarchi-
cal aggregation performs the best for the aggregation of
GHI with 1.71 % mean error, and with the electrical load
of a single house featuring a 3.06 % error. k-medoids get
the best results for the wind speed with 4.09 % error and
the electrical load of a region with 1.76 % error. The tem-
perature is best represented in terms of the duration curve
by the k-means aggregation, with an error of 2.65 %.
The hierarchical and k-medoid aggregation perform bet-
ter in case of the RMSE of the duration curves because the
medoids represent more fluctations and also more peaks in
comparison to the centroids, which partially average them
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Table 2: Root-Mean-Squared-Error (RMSE) between the duration
curve of the original profile and that of the aggregated profile of four
typical days for different aggregation methods and different profile
types
GHI Temp. Wind E-Load House E-Load Region
averaging 5.10 5.55 10.43 7.63 6.11
k-means 1.93 2.65 4.63 3.95 1.94
k-medoids 1.75 3.21 4.09 4.05 1.76
hierarchical 1.71 2.74 4.28 3.06 2.57
out. These peaks are also represented in the original dura-
tion curve, which is why these aggregations have a higher
overlap.
Still, it would be difficult to favor a certain method
based on the indicators introduced. Their information
value is limited and it is hard to predict how they would
affect optimal system design. To overcome this, we will
apply the typical periods in the following sections to the
design optimization of different energy systems .
4. Application of optimal energy system design
For analyzing the advantages and drawbacks of time se-
ries aggregation for energy system optimization, the meth-
ods introduced are applied to three different energy supply
systems:
1. A combined heat and power plant (CHP) in com-
bination with a gas boiler and heat storage for the
supply of the residential electricity and heat demand,
introduced in section 4.1.
2. A residential supply system that is largely based on
a heatpump and photovoltaics, introduced in section
4.2.
3. An island system that supplies the electricity de-
mand of an entire region, as introduced in section
4.3. This is based on photovoltaics and wind as
power sources and also needs storage technologies
because it has a limited access to fossil resources.
The aggregation methods and number of typical peri-
ods are varied and compared for all three systems. Fur-
thermore, in the case of the residential system, we compare
in detail the impact of different methods on integrating ex-
treme periods. The island system is introduced to compare
the impact of the varied length of the typical periods - e.g.
typical days or typical weeks - on the system’s design.
The operation and design of the systems are optimized
to achieve minimal costs of the energy supply. The gen-
eral modeling approach of the systems is introduced in Ap-
pendix A. The models are fairly simple in order to achieve
a rapid solving performance in producing results for many
different aggregation variants. The modeling language is
Pyomo 4.3 [43] and as solver Gurobi 7.0.1 [44] was cho-
sen. The hardware was an Intel i7-4790 CPU with 32 GB
RAM, where 7 of 8 threads were used for solving.
4.1. CHP-based supply system
Optimizing the configuration and operation of a CHP
system is a common application for typical period ag-
gregation, especially if integer variables are included for
choosing real components or modeling discrete states in
the operation of the system. The CHP system is shown
in Figure 11 and adds to the CHP itself a peak boiler and
heat storage, which are all getting scaled and operated.
The heat demand is simulated by a 5R1C model [34, 45],
with the introduced weather data as an input for a multi-
family house. The electrical load is aggregated by six sin-
gle household profiles that Tjaden et al. [16] represent the
housing units in the multi-family house.
Figure 11: Component network of the considered CHP based energy
supply system
4.1.1. Comparing the aggregation methods
For the validation, we optimized the system for the full
original time series, and subsequently for different numbers
of typical days, aggregated by the methods shown in sec-
tion 2.2. The integration of peak periods was achieved by
setting the days with the highest heat and highest elec-
tricity demand as additional cluster centers, which was
discussed in section 2.3.
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Figure 12: Relative error of the objective value, the annual energy
cost, of the optimal CHP-system design based on aggregated peri-
ods for different types of aggregation methods in comparison to the
annual cost of the cost optimal CHP-system design based on the full
time series as reference.
The results can be seen in Figure 12. It shows the rel-
ative error between the objective value, the annual cost,
of the cost-optimal CHP system design based on aggre-
gated periods, in comparison to the annual cost of the
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cost-optimal CHP system design based on the full time
series for different types of aggregation methods. The bar
plot is the composition of the annual cost of the optimal
system design based on the full time series.
It is noticeable, that all aggregation methods under-
estimate the cost for a small number of typical periods,
although the extreme periods are included. The reason
for this is in the approach itself: The most representative
periods are in general the days which have a smaller vari-
ance and smoother profiles than the original time series.
The consequence is that the typical heat demand and the
typical electricity demand fit better to each other, and the
demand values do not exceed that often the capacity of the
CHP plant. This results in an increased supply rates by
the CHP system, with the consequence that for example
the coverage with the CHP-plant is overestimated and the
resulting system cost underestimated.
Therefore, it is also reasonable that the medoid based
methods (k-medoids and hierarchical) perform better than
the centroid based method k-mean. The choice of real days
includes higher variations in comparison to an averaged
profile as in the k-mean method. The averaging method
performs, as expected, the worst because it is smoothing
out to many fluctuations. No dominance of the hierarchical
clustering or either the k-medoid clustering exists. For
both methods it is possible to reach errors in the annual
cost smaller than 2% with 8 typical days.
4.1.2. Gain in computational solving duration
The gain in the solving performance as a trade-off to
the related accepted error is illustrated in Figure 13. As
expected, the reduction in time steps results in a reduction
of the solving time. The shape relates to the type of system
model, while for our simple CHP-MILP we can consider a
roughly logarithmic reduction of the error related to the
solving performance. The precise shape depends on the
scaling of the optimization problem and is not generaliz-
able. Nevertheless, this pareto-front can be drawn for each
system and it is up to the user to decide which degree of
accuracy should be chosen. For the case of eight typical
days, the solving time could get approximately reduced by
a factor of 50 in solving based on the annual profile.
4.2. Residential supply system
The second system analyzed is a supply system for a
residential building based on a central grid supply and
photovoltaics. The heat is supplied by a heat pump, an
immersion heater with heat storage, as is seen in Figure
14. Heat and electricity loads are given for a single family
house, while the photovoltaic feed-in profile is simulated
in advance with the PV-Lib [46].
4.2.1. Comparing the aggregation methods
Like the CHP-system, different aggregation methods
have been used for creating the typical periods, while vary-
ing also the number of typical days. The results are shown
in Figure 15.
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Figure 13: Trade-off between the error in the objective function and
solving duration for different numbers of typical days, and aggrega-
tion methods
Figure 14: Component network of the residential energy supply sys-
tem considered
It is noticeable that the shape of the error functions of
the residential systems are similar to the shape of the CHP
system’s error function. Furthermore, for the residential
system, k-mean clustering and averaging perform poorly
in terms of underestimating the system cost, while the
medoid based aggregation methods converge quickly on
costs which are similar to the cost of the reference system,
but overestimate the cost for higher numbers of typical
days.
The high overestimates of the system cost of the hier-
archical aggregation of three and four typical days show
the sensitivity to the actual choice of representative days,
e.g. a medoid day has a small overlay of the photovoltaic
feed-in and electrical load profiles, self-supply rates are
underestimated, with the effect that the energy cost are
overestimated. These effects appear less with the k-mean
aggregation because its profiles are averaged. Therefore,
they converge more smoothly on smaller errors with an
increased number of days.
The scale of the errors is in average twice as high as the
error of the CHP systems for the same number of typical
days. Therefore two factors must be taken into account:
1. The electricity demand of a single household shows a
higher fluctuation than that by an aggregated num-
ber of households, which is more difficult to capture
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Figure 15: Relative error of the objective value, the annual energy
cost, of the optimal residential system design based on aggregated
periods in comparison to the annual cost of the cost optimal residen-
tial system design based on the full time series for different types of
aggregation methods.
in typical periods.
2. An additional profile - the photovoltaic feed-in - im-
pacts the optimal system design, which increases the
number of patterns to collect with the aggregation
methods.
Nevertheless, only 12 typical days are enough for reaching
an error, corresponding to less than 2% of the objective
value.
4.2.2. Comparing the integration of peak periods
In order to find the best method for the integration
of peak periods, we applied all the methods introduced in
section 2.3 to the residential system designed by six typical
days aggregated by the k-medoid clustering. We manually
defined for which time series, what type of peak period
should be integrated:
• the day with peak heat load
• the day with peak electricity load
• the day with the smallest total photovoltaic feed-in
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Figure 16: Composition of the system cost for an optimal residential
system design for the full time series and the optimal system design
based on six typical days with differing integrations of extreme days
The results can be seen in Figure 16. If no extreme pe-
riods are integrated, the system costs are underestimated
by roughly 2%. No improvement is recognizable apart
from appending the peak periods. Setting the peak pe-
riods manually as a potential cluster center, the under-
estimation drops to 1%. The resulting design difference
between these two integration methods is so small due to
the fact that the peak periods are mostly at the edge of
a cluster. In consequence, no or not many other observa-
tional periods are related to them. The last method, of
replacing a whole cluster by a peak period, results in an
overestimation of 3% and forces a more conservative sys-
tem design because extreme periods are represented above
average. A consequence of this is that the system design
relies more on electricity supplied by the grid and less on
photovoltaics as seen in Figure 17.
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Figure 17: Scaling of the system components for an optimal residen-
tial system design for the full time series and system design based
on six typical days with different integrations of extreme days
Also noteworthy is that for all the system designs de-
rived from typical periods, the optimal photovoltaic capac-
ity is overestimated, while the optimal storage capacities
get underestimated. This is because of the already men-
tioned smoothing effect in the typical periods. The pho-
tovoltaic feed-in and electricity demand are predicted to
be more steady, whereby a higher overlap exists. Further-
more, the heat demand is flattened, with less heat storage
capacity required to balance it.
4.3. Island system
In terms of validating time series aggregation to a highly
renewably based system design, we introduce an island
system that is largely reliant on wind turbines and photo-
voltaics. The regional electricity demand profile and wind
feed-in are drawn from Robinius et al. [42]. The potential
photovoltaic feed-in is also simulated with PV-Lib [46]. A
power plant gets scaled as backup capacity while its total
feed-in is restricted to 10% of the total electricity demand,
so as to achieve a high share of renewable energy supply.
Furthermore, hydrogen storage based on electrolysers [47],
fuel cells and pressure vessels, along with a battery storage
can balance the fluctuating feed-in of the renewable time
series. The entire system is shown in Figure 18.
4.3.1. Comparing the aggregation methods
As with both prior systems, the different aggregation
methods and the number of typical days are first varied.
The resulting optimal system design and errors are de-
picted in Figure 19.
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Figure 18: Component network of the island electricity supply sys-
tem considered
The results in terms of the aggregation methods are
the same as for both systems introduced previously. The
major difference is the scale of the error: While the CHP
system and the residential system both converged within
less than 12 typical days to an error of less than 2% for
the medoid-based aggregation methods, even for 72 typical
days no robust convergence is identifiable for the island
system.
As in the afore-mentioned systems, the smoothing-effect
of the aggregation also partially contributes to the error,
but therefore an underestimation of the resulting system
cost would be expected. However, k-medoid and hierarchi-
cal clustering overestimate the system’s costs especially for
high numbers of typical days.
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Figure 19: Relative error of the objective value, the annual energy
cost, of the optimal island system design based on aggregated periods
in comparison to the annual cost of the cost optimal island system
design based on the full time series for different types of aggregation
methods.
Therefore, we expect the cause of the error to lie else-
where: The cost optimal system design relies heavily on
storage systems that contribute to almost 30% of the sys-
tem costs, as is seen in Figure 19, including fuel cell, elec-
trolyzer, hydrogen storage and battery. With the applied
approach, each typical period is considered independently
and no energy exchange between the typical periods is pos-
sible. For our case, this means that only storage operation
within a single day is possible.
4.3.2. Variation of the period length
For this reason, we vary the duration of the typical
periods. Along with the typical days (Nk = 24), typ-
ical groups of three days (Nk = 72) and typical weeks
(Nk = 168) are also aggregated. We afix the aggregation
methods to k-medoids and integrate the extreme periods
as an additional cluster center.
Figure 20 shows the resulting error in the objective
function and solving duration for the three different period
lengths and different numbers of typical periods.
As was seen before, for typical days almost no conver-
gence is recognizable.
The aggregation by groups of three days performs slightly
better: With higher numbers of typical periods, the er-
ror gets reduced, but this convergence also appears non-
monotonuously.
More predictable results can be achieved with typi-
cal weeks, which converge continuously on smaller errors.
Nevertheless, the error also remains over 2% for 24 typi-
cal weeks. Furthermore, their solving performance is also
worse due to the higher number of time steps per period.
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Figure 20: Trade-off between the error in the objective function and
solving duration for different numbers of typical periods, and for
different period lengths
For comparing aggregations with comparable solving
performance, Figure 21 shows the cost composition for
the aggregation of 21 typical days (each 24 time steps),
seven typical periods based on three days (each 72 time
steps) and three typical weeks (each 168 steps), which in
sum have all the same number of time steps. They are
compared to the original system design for validation.
The design based on the aggregation of typical days
highly overestimates the capacities of renewable energies
and battery storage required. In contrast to the origi-
nal system design, the hydrogen storage is not integrated
at all, as is seen in Figure 22. The same applies for the
aggregation to typical groups of three days, which under-
estimates the overall system cost by 7%. Only in the case
of the aggregation of typical weeks does a small hydrogen
storage infrastructure gets built. All in all, this system de-
sign bears the highest degree of similarity to the original
system, but also underestimates the costs by 9 %.
In summary, a poor performance of the typical period
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system design for the full time series and the optimal system de-
sign based on 21 typical days, seven groups of three days, and three
typical weeks
aggregation for the highly renewable based energy system
design, including storages, can be identified. The cause of
this is that the sequence of typical periods is not considered
in the system model, with the consequence that long term
storage cannot be properly taken into account.
5. Summary and discussion
Comparing the aggregation methods, the results show
that averaging time series based on their appearance in
the year, for example the average daily profile of a month,
leads to an inaccurate system design.
As alternative aggregation methods, k-mean clustering,
k-medoid clustering and hierarchical clustering have been
compared for the creation of typical periods. In general,
no aggregation method outperforms all the others for every
case, but a trend is recognizable: The medoid, the most
representative candidate period, performs better than the
centroid, respectively an averaged time-series. The choice
of the aggregation method itself, in this case k-medoid or
hierarchical, has a fairly small influence.
The comparison of the aggregations of different time se-
ries indicates that solar irradiation, temperature and the
electricity load of a whole region can be easily represented
with a small error by means of the introduced aggregation
methods. An electricity load of a single building is difficult
to aggregate due to high fluctuation and the small daily
pattern. Furthermore, wind data is challenging: The rep-
resentative periods smooth out much of the original intra-
period fluctuations. All aggregations were evaluated by
so-called performance indicators, which have limited ana-
lytical value.
The methods have been further applied to three dif-
ferent system design optimizations: A CHP-based system,
a residential system based on a heat pump and photo-
voltaics, and an island system with a high share of re-
newable energy. The outcome shows that the impact of
the time series aggregation is significantly reliant on the
structure of the energy system itself.
The best results could be achieved for the CHP and the
residential system, which are highly dependent on central
supply infrastructures either gas imports, which would
also hold for other fuel imports, or a connection to the
electricity grid. Therefore, a total of eight to twelve typical
days was sufficient to reach cost prediction errors less than
2% while reducing the solving duration of the optimization
problem by a factor of 50 in comparison to using the time
series of a full year.
For the case of the island system, the current modeling
approach leads to high estimation errors. The optimiza-
tion based on the aggregated periods caused a modeling
error because the typical periods are independent and can-
not exchange energy. Therefore, storage technologies were
not properly taken into account. An extension from typical
days to typical weeks brought about a small improvement
but was, as expected, still unable to account for seasonal
storage.
6. Conclusion
This paper investigated the effect of time series ag-
gregation on optimal energy system design models. We
showed that a time series aggregation based on clustering
algorithms can significantly reduce model complexity and
the required computational time.
Comparing different aggregation methods, the results
indicate that the choice of the aggregation algorithm itself
has only a minor impact on the optimal system design.
Nevertheless, the authors would recommend a hierarchi-
cal aggregation due to its small computational load and
reproducibility. The choice of the representative periods
from the aggregated clusters is of more relevance; cluster
medoids, i.e., using real periods, produced more accurate
results than k-mean centroids, which use averaged periods.
A qualitative analysis using aggregated time series sam-
ples showed that the series representing entire regions can
be more easily aggregated than those for single locations,
i.e., less typical periods, can be sufficiently representative.
Hence, aggregation methods are expected to be more valu-
able for spatially-aggregated systems than for models with
finer resolution.
Furthermore, we illustrate that the trade-off between
the depth of time series reduction and the resulting mod-
eling error depends highly on the system configuration.
13
While energy systems based on centralized supply resources
can be well represented with a few typical days, energy
systems heavily relying on storage technologies cannot be
properly represented by independent typical days at all,
nor by independent typical weeks.
This leads to the conclusion that the impact of ap-
plying time series aggregation methods must be evaluated
separately for each energy system model, or at least for a
simplified model version. Merely assessing the aggregated
time series by performance indicators can lead to signifi-
cant deviation from an optimal design.
7. Outlook
Based on the conclusion, new modeling methods are
required that take the sequence of the aggregated typical
periods into account, with the objective of modeling the
operation of long term storage contingencies.
Furthermore, future research should identify more cluster-
relevant parameters like gradients and variance, etc., be-
cause the current clustering leads to smoothed typical peri-
ods that underestimate the variability of the original time
series.
All methods introduced are published in the Python
package tsam - Time Series Aggregation Module and can
be easily applied and extended.
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Appendix A. System modeling
For validation purposes, a comprehensible simple Mixed-
Integer Linear Program has been chosen as the system
model. This is defined by a network of specific technolo-
gies that are connected by energy flow variables E˙i,j,t at
time step t. Each connection is therefore defined by an
output component i and input component j and belongs
to a connection set (i, j) ∈ L. These connections are re-
stricted by the introduced component models.
For a typical period, the time steps t are replaced by
the time steps g within a single period k.
Appendix A.1. Objective function
The objective function describes the annualized cost of
the supply system considered. Therefore, for each device d,
the annualized cost are calculated with a capital recovery
factor CRFd, which considers the Weighted Average Cost
of Capital WACCd and lifetime τd of the device in years:
CRFd =
(1−WACCd)τdWACCd
(1−WACCd)τd − 1 (A.1)
The capital expenditure of each component is divided into
the existing related costs [eur], which only appear if the
component is installed, and scale related costs [eur/kW],
specific costs, which are scale dependent [48]. For this rea-
son, each component is modeled by a binary variable δd
that defines whether the component exists, and a contin-
uous variable Dd, which defines the installed capacity of
the component. The resulting device specific annualized
fixed cost can be calculated with the existing related capi-
tal expenditure (CAPEXexist), the scaling-related capital
expenditure (CAPEXspec) and fixed operational expendi-
ture (OPEXfix,d) as follows
cexist,d = CAPEXexist,d (CRFd +OPEXfix,d)
cspec,d = CAPEXspec,d (CRFd +OPEXfix,d)
(A.2)
The costs that variate with the operation of the system
cvar,i,j,t are related to the energy flows E˙i,j,t. Along with
the scaling of the devices Dd, the following objective func-
tion can be stated:
min
∑
d
cexist,dδd + cspec,dDd +
∑
(i,j)∈L
∑
t∈T
cvar,i,j,tE˙i,j,t4t
(A.3)
Appendix A.2. Constraints
The device models establish the constraints of the sys-
tem. They are divided into five classes: Source/Sinks,
Collectors, Transformers and Storages.
The Source/Sink class q represents input and output
flows to the system, like photovoltaic feed-in or electricity
demand. It is essentially defined by a single equation:
ηlb,q,tDq ≤
∑
(q,j)∈L
E˙q,j,t ≤ ηub,q,tDq ∀ t, q (A.4)
where ηlb,q,tDq could be a certain demand that must at
least be satisfied at timestep t, or ηub,q,tDq could be the
maximal photovoltaic feed-in per installed capacity.
The Collectors class n can be seen as a hub where all
input energy flows must be equivalent to all output energy
flows: ∑
(i,n)∈L
E˙i,n,t −
∑
(n,j)∈L
E˙n,j,t = 0 ∀ t, n (A.5)
The Transformer class f represents devices that trans-
form the energy from one form to another. Examples are
a fuel cells or heat pumps. For their definition, the energy
type (electricity, gas, etc.)  must be introduced. Each
energy flow E˙i,j,t has a certain energy type . With the en-
ergy type specific transformation efficiency ηf,in,out , the
following equation can be stated for each energy transfor-
mation in the device:
ηf,in,out
∑
(i,f)∈L,in
E˙i,f,t −
∑
(f,j)∈L,out
E˙f,j,t = 0 ∀ t, f
(A.6)
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The Storage class s is defined by an additional variable
the State of Charge SOCs,t at time step t. We can utilize
the Euler method to state for the state of charge in the
next time step SOCs,t+1:
SOCs,t+1 = SOCs,t(1− ηselfs ∆t)
+ηchars
∑
(i,s)∈L
E˙i,s,t∆t
− 1
ηdiss
∑
(s,j)∈L
E˙s,j,t∆t
∀ t, s (A.7)
where E˙chars,t describes the charging flow with an efficiency
of ηchars and E˙
dis
s,t the discharging flow with related effi-
ciency ηdiss . η
self
s defines the self-discharge of the storage
and ∆t the step length of a single time step. The state
of charge at the beginning of the considered time frame
SOCs,1 is related to that in the end of the time frame
SOCs,Nt+1.
The design variable of the storage s which is described
by its capacity Ds limits the state of charge to the follow-
ing:
SOCs,t ≤ Ds ∀ t, s (A.8)
The existing related variable δd restricts the scaling-
dependent device variableDd by the so called BigM-Method
[49] as follows:
Mδd ≥ Dd (A.9)
The method is inspired by Stadler et al. [3] and Lindberg
et al. [48].
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