The finite battery capacity, limited spectrum resource and the transmission security are three challenges in designing mobile edge computing (MEC) systems. In this paper, a framework for wireless powered secure multiple-input single-output (MISO) cognitive-based MEC-enabled networks is proposed, which integrates several technologies: physical-layer security, cooperative relaying, cognitive radio (CR), wireless power transfer (WPT) and MEC. Two optimization problems are formulated to maximize the number of computation bits (NCB) of the mobile device (MD) and minimize the total transmission power (TTP) of the primary transmitter (PT) and the SBS, respectively. The formulated problems are non-convex and hard to solve. Two two-phase methods with block coordinate decent (BCD) and Lagrangian dual decomposition methods are proposed to jointly design the beamforming vector of the PT, beamforming matrix of the secondary base station (SBS), the central processing unit (CPU) frequency, the transmit power, the number of the offloaded bits and the offloading time of the MD. Simulation results are presented to show the effectiveness of the proposed methods.
I. INTRODUCTION
Leveraging telco, IT, and cloud computing, the mobile edge computing (MEC) can provide cloud-like computing capability to the mobile devices (MDs) [1] . In MEC systems, huge number of the MDs need to complete the tasks through local computing and offloading, which need energy and available spectrum. Moreover, the wireless transmission during offloading of the MEC is exposed to potential eavesdroppers. Hence, the finite battery capacity, limited spectrum resource and the transmission security are three challenges in designing MEC systems. These challenges can be alleviated by three technologies: 1) wireless power transfer (WPT) for powering the MDs through microwaves [2]- [7] ; 2) physical-layer security guaranteeing the transmission security [8] - [15] ; 3) cognitive radio (CR) providing spectrum access opportunities for the MDs [16] - [22] .
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A. RELATIVE WORK
In WPT, dedicated energy transmitters broadcast energybearing radio-frequency (RF) signal to charge the MDs, which can provide sustainable energy supply. A cooperation scheme to overcome the doubly near-far effect was proposed in [3] , where the access point (AP) used WPT to transmit energy to two cooperative MDs. In [4] , authors designed the system parameters and the offloading decision to maximize the sum computation rate of a multi-user MEC network powered by the WPT. In [5] , a multi-antenna AP employed WPT to transmit energy to multiple MDs and minimized the energy consumption of the AP. Moreover, a WPT-MEC system was proposed in the field of unmanned aerial vehicle (UAV) [6] , in which the UAV played the role of the AP and the computation rate maximization problem was studied.
Physical layer security exploits the spatio-temporal variations of the wireless channel ensure perfectly secured wireless communications against eavesdroppers' attacks. The secure wiretap coding, resource allocation and multi-node cooperation were studied in [10] to improve the security of the multi-access MEC system. In [11] , the physical layer security and non-orthogonal multiple access (NOMA) were adopted and the secure computation efficiency maximization problem was investigated. In [12] , the MEC server proactively transmitted jamming signals to prevent information leakage, and the full-duplex communication technique was adopted to suppress the self-interference. In [13] , physical layer security and NOMA were adopted to minimize the weighted sum-energy consumption and the secrecy outage probability of the MDs, respectively. In [14] , the imperfect channel state information (CSI) was considered in MEC system and the weighted sum-energy consumption of the MDs minimization problem was studied.
CR allows the unlicensed secondary users (SUs) to operate in the licensed spectrum without causing severe interference to the licensed primary users (PUs), which can improve the capacity and spectrum efficiency of the wireless network [16] , [17] . A CR-MEC system was studied in [18] , which took the interference temperature of the primary user (PU) into consideration and maximized the system utility. Authors in [19] proposed a three-layer architecture of the CR-MEC framework, where CR was adopted to find spectrum for the MDs to offload data. However, no detailed studies have been undertaken. A CR-WPT MEC system was considered in [20] , [21] , both cooperation [20] and the noncooperation [21] scenarios between the PU and the MD were studied, the computation efficiency [20] and the number of computation bits (NCB) [21] of the MD were maximized, respectively.
B. CONTRIBUTIONS
In this paper, we integrate WPT, cooperative relaying, physical-layer security, CR and MEC to design a cognitive-based secure multi-antenna MEC system with WPT. To the best of our knowledge, this is the first work to consider physical-layer security and multi-antenna in CR based WPT-MEC systems. The main contributions of this paper are summarised as follows:
• A secure MISO cognitive-based WPT-MEC framework is proposed. Consider a CR network consists of a multi-antenna primary transmitter (PT), a multi-antenna secondary base station (SBS), a single-antenna primary receiver (PR) and a single-antenna MD. The SBS acts as a secure cooperative relay to improve the transmit rate of the PT and charge the MD using WPT, which could lead to earlier completion of the PT's transmission and obtain spectrum access opportunities for the MD to execute MEC.
• A NCB of the MD maximization problem and a total transmission power (TTP) of the PT and the SBS minimization problem are studied, respectively. The beamforming vectors of the PT, the beamforming matrix of the SBS, the central processing unit (CPU) frequency, transmit power, the number of the offloaded bits, and the offloading time of the MD are jointly optimized under the transmission rate and secrecy rate constraints of the PT and the energy causality constraint of the MD. The formulated problems are non-convex. Two two-phase methods combined with block coordinate decent (BCD) and Lagrange dual decomposition methods are proposed to solve these two non-convex problems.
• Simulation results are provided to verify the theoretical analysis of our proposed methods. Moreover, the effectiveness of the proposed algorithm is demonstrated.
The rest of this paper is organized as follows. In Section II, we introduce the system model of secure MISO cognitive-based WPT-MEC. In Section III, the NCB of the MD maximization problem and the TTP of the PT and the SBS minimization problem are formulated, respectively. In Section IV, we propose two two-phase methods to solve the formulated problems. Simulation results are provided in Section V to evaluate the proposed method. Finally, we conclude the paper in Section VI.
Notations: We use lower case, boldface lower case and boldface upper case letters to denote scalars, vectors and matrices, respectively. For a square matrix X, rank (X), Tr (X), (X) T , (X) H , conj (X) denote its rank, trace, transpose, conjugate transpose and conjugate, respectively. |·| and · denote the complex scalar absolute value and vector Euclidean norm, respectively. C m×n denotes the space of m × n complex matrices. ⊗ denotes Kronecker product of two matrices. vec (·) and vec −1 (·) denote the vectorization operator and inverse of the vectorization operator, respectively. Finally, x, y denotes the inner product of x and y and [x] + = max (x, 0).
II. SYSTEM MODEL
In this section, the system model adopted in this work is described. We first describe the network model, then we introduce the cooperative relay model and the computation model in details. As shown in Fig. 1 , we consider a secure MISO cognitive-based WPT-MEC network which consists of one PT, one PR, one SBS and one MD. The number of antennas at the PT and the SBS is denoted as N p ≥ 2 and N s ≥ 2, respectively. The PR and the MD are equipped with a single antenna. Let h pp ∈ C N p ×1 denote the PT to the PR link, H ∈ C N s ×N p denote the PT to SBS link and h sp ∈ C N s ×1 denote the SBS to PR link. The channel between the SBS and the MD is assumed to be reciprocal in the downlink and uplink. The downlink and uplink have same power gains in one time slot. Let h ss ∈ C N s ×1 denote the SBS to the MD link. The system is operated in a time-slotted manner with time slot length T . We assume that full channel state information (CSI) of each channel can be obtained and there is no direct path between the PT and the MD and all channel gains are static within each time slot but may vary across different time slots.
A. COOPERATIVE RELAY MODEL
The SBS and the MD operate in a relaying/WPT-computing fashion as shown in Fig. 2 . The SBS acts as a cooperative relay to enhance the throughput of the PT, which leads to an early completion of the PT's transmission. We assume that all nodes operate in a half-duplex mode. Without loss of generality, we assume that the time ratio from the PT to SBS is identical to that from SBS to PR/MD. The amplifyand-forward (AF) strategy is employed by the SBS in [0, τ 1 ]. In the first phase 0, τ 1 2 , the PT transmits data to both SBS and the PR. The received signals at the PR and the SBS are respectively given as
where s 1 is the transmit signal of the PT with E |s 1 | 2 = 1 and w 1 is the beamforming vector of the PT. n p and n r denote the additive white Gaussian noise (AWGN) and AWGN vectors following CN 0, σ 2 p and CN 0, σ 2 r I at the PR and the SBS, respectively. In the second phase τ 1 2 , τ 1 , the SBS transmits data to the PR and MD. The received signals at the PR and the MD are given as
where G is the beamforming matrix of the SBS, n s is the AWGN following CN 0, σ 2 s at the MD.
The MD harvests energy from the received signal, then, the harvested energy of the MD is given as
where η is the energy harvesting efficiency.
B. COMPUTATION MODEL
After the completion of the relaying and the WPT, the MD executes the computation at (τ 1 , T − τ 3 ]. We consider partial offloading mode, the computation task can be divided into two parts, which can be computed separately at the MD and the SBS. In local computing, the number of CPU cycles needed to calculate 1-bit of the task is denoted as C. The CPU frequency of the MD is denoted as f , hence, the local computing rate is f C (bits/s). Then, the offloading rate of the MD is given as
where B and p u are the channel bandwidth and transmit power of the MD, respectively. The power consumption of the MD is modeled as υf 3 (J/s), where υ is a constant factor determined by the switched capacitance of the MD [12] . Finally, after the computation at the SBS, the MD downloads the computation result at the last time interval with length τ 3 . Similar to [4] , [5] , [23] , we assume that the data size of the result is small and ignore the length τ 3 , i.e., τ 3 = 0.
III. PROBLEM FORMULATION
In this section, problems of the NCB of the MD maximization and the TTP of the PT and the SBS minimization are formulated, respectively.
A. NCB OF THE MD MAXIMIZATION PROBLEM
We assume that both the MD and the PR employ maximal ratio combining (MRC) receiver. Hence, the received signal to noise ratios (SNRs) of the PT's signal measured at the PR (γ p ) and the MD (γ s ) are respectively given as
We consider that the location of the SBS is fixed and the SBS interacts with the PT frequently, hence, the SBS is friendly and can be trusted. On the other hand, the identity and the location of the MD change frequently. Therefore, the MD is untrusted and it may attempt to decode PT's information. The secrecy rate for the PT is given as
where factor 1 2 results from the half-duplex transmission mode. In our proposed framework, the SBS enhances the transmission rate of the PT in exchange for the spectrum access opportunity. For simplicity, we assume that the PT has Q bits to send at each slot.
Mathematically, the NCB of the MD maximization problem is formulated as follows.
Tr
where p p max , r s , p b max , f max and p u max are the maximum transmit power and the minimum secrecy rate of the PT, the maximum transmit power of the SBS, the maximum CPU frequency and maximum transmit power of the MD, respectively. The objective function is to maximize the NCB of the MD. The two terms of the objective function correspond to the NCB of the local computing and the offloading. (10b) and (10c) denote the maximum transmit power constraints of the PT and the SBS, respectively. (10d) states that the energy consumption of the MD cannot exceed the amount of the harvested energy. (10e) guarantees that the transmission task of PT must be completed. (10f) is the secrecy rate constraint, which ensures the secure transmission of the PT. (10g) denotes the CPU frequency and the transmit power of the MD. It is worth noting that in order to explore the upper bound of the NCB of the MD, we set the offloading time τ 2 equal to T − τ 1 in P 1 . Notice that, τ 1 can also be optimized through one-dimension search, however, this will highly increase the complexity of the proposed algorithm, hence, we fix τ 1 for simplicity.
B. TTP OF THE PT AND THE SBS MINIMIZATION PROBLEM
In the last subsection, we investigate the upper bound of the NCB of the MD. In this subsection, we consider a common scenario that the MD has bits computation input data with maximum tolerable latency T . With a slight abuse of notation, we still use w 1 , G, p u , f to denote the variables in TTP of the PT and the SBS minimization problem. Let φ ≥ 0 denote the number of bits offloaded to the SBS. According to (6) , the transmit power of the MD can be calculated as
x B − 1 is a monotonically increasing and convex function with respect to x. The CPU frequency of the MD can be calculated as f = C −φ T −τ 1 . Then, the TTP of the PT and the SBS minimization problem is formulated as follows.
where the objective function is the TTP of the PT and the SBS. (11b) denotes the energy causality constraint. (11c)-(11d) are the constraints of τ 2 and φ, respectively.
IV. PROBLEM SOLVING VIA TWO-PHASE METHODS
In this section, we propose two-phase methods to solving problem P 1 and P 2 , respectively.
A. OPTIMIZATION FOR THE NCB OF THE MD MAXIMIZATION PROBLEM
Due to the coupled variables w 1 and G in (10d)-(10f), problem P 1 is nonconvex. The goal of P 1 is to maximize the NCB of the MD. Before local computing and offloading, the MD needs to harvest energy from the SBS. The more energy the MD harvested, the more number of bits that can be calculated. Motivated by this fact, we propose a two-phase method to solve P 1 . In the first phase, we maximize the amount of the energy harvested by the MD. Then, in the second phase, the NCB of the MD is maximized.
In order to use the two-phase method, we first deal with the constraint (10f). With simple manipulation based on (7)-(9), the constraint (10f) can be transformed as 
Based on (13) and ignoring the noise power σ 2 s (which is always small), we have worst-case of the secrecy rate constraint as 
In order to transform P 1 into convex form, we use (14) to replace the constraint (10f) in the subsequent section, i.e., we consider a worst-case secrecy rate constraint scenario.
1) THE OPTIMIZATION PROBLEM IN THE FIRST PHASE
In the first phase, we maximize the amount of the energy harvested by the MD. The optimization problem of the first phase is formulated as follows.
We adopt BCD optimization method to solve problem P 1.1 .
Variables w 1 and G are successively optimized in turn, while holding another variable fixed. We first fix variable G and introduce W 1 = w 1 w H 1 , problem P 1.1 can be reformulated as
Notice that, problem P 
Obviously, the problem P 1.1.3 is nonconvex. In order to transform the problem into convex form, we derive following equations.
where G H (:, j) denotes the jth column of G H , E j is a mapping matrix such that E j vec G H = G H (:, j). G = vec G H vec G H H .
According to x T Yz = vec xz T T vec (Y), we have 
The problem P 1.1.4 can be transformed into a convex problem by applying SDR, which is given as
Problem P 1.1.5 is convex and can be solved by standard convex optimization techniques and some off-the-shelf convex optimization tools. If the solution of the problem P 1.1.5 is not rank-one, Gaussian randomization procedure and principal component approximation can be used to obtain a suboptimal rank-one solution. vec G * H can be obtained by decomposing G * , then we obtain G * by G * = vec −1 vec G * H H .
2) THE OPTIMIZATION PROBLEM OF THE SECOND PHASE
The optimal solutions of P 1.1 are obtained in the first phase.
In the second phase, we maximize the NCB of the MD based on the solutions w * 1 and G * . The optimization problem in the second phase is given as
To gain more engineering insights, we leverage the Lagrangian dual method to solve this problem [25] . The partial Lagrangian of P 1.1.6 is given as
where λ is the dual variable. The corresponding dual function is
The dual problem is given as
The problem (27) can be decomposed into two subproblems, one for optimizing f and the other for optimizing p u , which are given as
Based on the Karush-KuhnTucker (KKT) conditions, the optimal solution f * and p * u can be obtained from the following lemma.
Lemma 1: For any given λ, the optimal solution f * and p * u are given as
After obtaining f * , p * u , we solve the problem (28) through subgradient method [26] . One subgradient of (28) is given as
λ can be updated iteratively as
where α > 0 is the step size. We summarize the proposed two-phase method for solving P 1.1 in Table 1   TABLE 1 . Proposed method to solve P 1.1 .
B. OPTIMIZATION FOR TTP OF THE PT AND THE SBS MINIMIZATION PROBLEM
The goal of the problem P 2 is to minimize the TTP of the PT and the SBS under the task completion deadline constraint.
In this section, we present a two-phase method to solve this problem. In the first phase, we calculate the minimum energy consumption of the MD required to accomplish the task. Then, the TTP of the PT and the SBS is minimized in the second phase.
1) THE OPTIMIZATION PROBLEM OF THE FIRST PHASE
The optimization problem in the first phase is formulated as
Using the property of perspective function [26] and the convexity of β (x), it is easy to verify that the objective function of P 2.1 is convex. Hence, P 2.1 is convex. The optimal solution of φ * , τ * 2 can be obtained in the following lemma.
Lemma 2:
The optimal solution of φ * , τ * 2 are given as
where λ 1 , λ 2 , λ 3 ≥ 0 are dual variables associated with constraints (11c) and (11d).
where W 0 (x) is principal branch of the Lambert W function which is the solution of W 0 (x) e W 0 (x) = x [27] . Proof: Please refer to Appendix. After obtaining φ * , τ * 2 , the dual variables λ 1 , λ 2 , λ 3 can be updated with subgradient method. One subgradient is given as
The dual variables are updated as
where α 1 , α 2 , α 3 > 0 are step sizes.
2) THE OPTIMIZATION PROBLEM OF THE SECOND PHASE
After obtaining φ * , τ * 2 , the optimization problem of the second phase is formulated as
(16b), (16c), (16d), (16e), (16f ), (16g).
We still use BCD optimization method to solve P 2.2 . We first optimize W 1 for given G, the optimization problem is given as Notice that we ignore the rank-one constraint (16g) by applying SDR and P 2.3 is convex. If the optimal solution of the problem W 1 is not rank-one, the Gaussian randomization procedure and principal component approximation can be employed. For given W 1 , the optimization problem for G is formulated as
Based on (19)-(22), P 2.4 can be reformulated as
Notice that, we also relax the rank-one constraint (23f) by applying SDR and P 2.5 is convex. The TTP of the PT and the SBS minimization problem can be solved by the algorithm summarized in Table 1 with slightly modification.
C. COMPLEXITY ANALYSIS
In this section, we analyze the computation complexity of the proposed methods. We apply the same basic element of complexity analysis in [28] . The problem P s . Let ξ denote the tolerance error for the subgradient method and N max denote the number of iterations in Gaussian randomization procedure. Gaussian randomization procedure has high complexity than that of principal component approximation method, hence, we analyse the complexity of Gaussian randomization procedure to give the upper bound of the complexity of our proposed method. The subgradient method converges within O 1 ξ 2 iterations [26] and the complexity of the Gaussian randomization procedure is O (N max ). Hence, the computation complexity of optimization for the NCB of the MD maximization problem is 1 
V. SIMULATION RESULTS
In this section, numerical results are provided to evaluate the performance of our proposed secure MISO cognitive-based WPT-MEC system. Similar to [29] , the channels between the PT to SBS H and the PT to the PR h pp are Rayleigh distribution with each element being a complex Gaussian random variable with zero mean and variance H and p , respectively. The SBS to the PR link h sp and the SBS to MD link h ss are Rician fading, which are modeled as
where sp , ss are the average fading power gains, K sp , K ss are Rician factor, h sp and h ss are line-of-sight components, which have all elements equal to one.ĥ sp andĥ ss are N s × 1 CN (0, 1) vectors represent small-scale fading. The parameters are summarized in Table 2 , which are set without loss of generality. Fig. 3 shows the convergence of the BCD method under a specific channel gain. As shown in Fig. 3 that the BCD method works well in the NCB of the MD maximization problem and the TTP of the PT and the SBS minimization problem.
In Fig. 4-Fig. 6 , we studied the NCB of the MD maximization problem. The TTP of the PT and the SBS minimization problem is studied in Fig. 7-Fig. 8 . Notice that, it is not necessary to simulate all the same parameters for the two problems. For a particular parameter, the performance for one of the two problems can be inferred from the simulation results of another problem. Hence, different parameters are simulated for different problems. Fig. 4 shows the curves of the NCB of the MD versus cooperation time τ 1 and the number of antennas of the SBS N s , respectively. Several observations can be observed. It can be observed that the NCB of the MD decreases with τ 1 . Although larger τ 1 may lead to larger amount of the energy harvested by MD, it decreases the time for task computation, which results in the decreasing of the NCB. Another phenomenon in Fig. 4 is that the NCB of the MD increases with the number of antenna of the SBS. This can be explained by the fact that a larger antenna number N s increases degrees of freedom of the beamforming matrix designing for the SBS. Fig. 5 illustrates the NCB of the MD versus the maximum transit powers of the SBS and the MD p b max and p u max , respectively. It can be seen that the NCB of the MD increases with p b max and p u max , which can be straightforwardly explained that larger maximum transmit power leads to a larger feasible region of the optimization problem. It is worth noting that the NCB of the MD will not increase with p u max unboundedly. This is because of that the optimal value of an optimization problem is affected by several factors. Increasing only one of these factors will not lead to an infinite increasing of the optimal value. Fig. 6 shows the secrecy rate of the PT versus minimum secrecy rate r s in the NCB of the MD maximization problem. As shown in Fig. 6 that the practical achievable secrecy rate (9) and the worst-case secrecy rate (14) increase with r s . The practical achievable secrecy rate is higher than the worst-case secrecy rate. Hence, the NCB of our proposed method is a lower-bound of practical NCB. Fig. 7 shows the TTP of the PT and the SBS versus the number of antenna of the PT N p and the number of minimum transmission bits of the PT Q, respectively. As shown in Fig. 7 , the TTP of the PT and the SBS decreases with N p . The reason for this phenomenon is similar with that in Fig. 4 that the larger antenna number increases the degrees of freedom of the beamforming vector designing of the PT. It can be seen from Fig. 7 that the TTP of the PT and the SBS is not sensitive to Q when Q is relatively small and increases with Q when Q get large. This is because of that the transmission power of the PT and the SBS must large enough to satisfy the cooperative relay constraint, the energy harvesting constraint and the secrecy rate constraint. When Q is relatively small, the energy harvesting constraint and the the secrecy rate constraint are the main determinants of the TTP of the PT and the SBS. When Q get large, the cooperative relay constraint becomes the main determinant of the TTP of the PT and the SBS. Fig. 8 shows the TTP of the PT and the SBS versus the data size of the task and the number of CPU frequency for computing 1-bit data C. It can be seen that the TTP of the PT and the SBS increases with . The more data needed to be calculated by the MD, the more energy it need. Hence, the MD must harvest more energy from the SBS, which results in the increasing of the TTP of the PT and the SBS. The smaller the C is the higher computation capacity that the MD has. When the computation capacity of the MD is weak, the MD must cost more energy to offload the task to the SBS, which results in the increasing of the TTP of the PT and the SBS.
VI. CONCLUSION
In this paper, WPT, cooperative relaying, physical-layer security, CR and MEC were combined to construct a secure MISO cognitive-based WPT-MEC system. The NCB of the MD maximization problem and the TTP of the PT and the SBS minimization problem were solved through two-phase methods combined with BCD and Lagrangian dual decomposition methods. Some semi-closed solutions solutions were derived. Simulation results showed the performance of our proposed secure MISO cognitive-based WPT-MEC system versus different system parameters.
APPENDIX PROOF OF LEMMA 2
The partial Lagrangian of P 2.1 is given as
The dual function and dual problem of P 2.1 are given as
Differentiating (51) with respect to τ 2 and φ, we have (58) VOLUME 8, 2020
