Explicit Euler and Navier-Stokes flow solvers based on multigrid schemes combined with modified multistage methods have become very popular due to their efficiency and ease of implementation. An appropriate choice of multistage coefficients allows for high damping and propagative efficiencies in order to accelerate convergence to the steadystate solution. However, most of these coefficients have been optimized either by trial and error or by geometric methods. In this work, we propose to optimize the damping and propagative efficiencies of modified multistage methods by expressing the problem within the framework of constrained non-linear optimization. We study the optimization of different objective functions with a variety of constraints and their effects on the convergence rate of a two-dimensional Euler flow solver. We start with a simple scalar one-dimensional model wave equation to demonstrate that the constrained optimization results yield multistage coefficients that are comparable to those that have been used in the past. We then extend the method to the case of the two-dimensional Euler equations and we distinguish each optimization case not only by choosing a different objective function, but also by specifying the conditions in a generic computational cell in terms of three parameters: the local Mach number, the aspect ratio, and the flow angle. Using this approach, it is possible to find the optimized coefficients for different combinations of these three parameters and use suitable interpolations for each of the cells in the mesh. Finally, we present observations regarding the relative importance of the propagative and damping efficiency of explicit schemes and conclude that, although a certain level of damping is required for stability purposes, the major contribution to convergence appears to be the propagative efficiency of the scheme. in the solution of the Reynolds Averaged Navier-Stokes equations (due to both the presence of viscous effects and the existence of highly stretched meshes), 12 the cost of solution using these explicit multigrid methods rivals those of implicit solvers. Moreover, explicit methods achieve much more scalable parallel implementations and therefore have been a popular choice for the solution of large-scale, complex configuration problems.
Nomenclature
URING the last decade, explicit multigrid methods have carved their niche in the solution of complex inviscid and viscous flows. In nearly isotropic meshes, such as those used for the solution of the Euler equations, explicit methods achieve rates of convergence that approach the theoretical limit. Despite the fact that these convergence rates degrade significantly in the solution of the Reynolds Averaged Navier-Stokes equations (due to both the presence of viscous effects and the existence of highly stretched meshes), 12 the cost of solution using these explicit multigrid methods rivals those of implicit solvers. Moreover, explicit methods achieve much more scalable parallel implementations and therefore have been a popular choice for the solution of large-scale, complex configuration problems.
Multistage schemes for the numerical solution of ordinary differential equations are usually designed to yield a high order of accuracy. Since the present objective is simply to obtain a steady state as rapidly as possible, the order of accuracy is not important. This allows the use of schemes selected purely for their properties of stability and damping. For this purpose it pays to distinguish the hyperbolic and parabolic parts stemming respectively from the convective and dissipative terms, and to treat them differently.
A majority of the most efficient existing explicit multigrid solvers are based on the use of a modified Runge-Kutta relaxation scheme which often treats the convective and dissipative portions of the residual separately so that optimum convergence rates at minimum computational cost can be achieved.
5, 7 A number of 3-, 4-, and 5-stage Runge-Kutta schemes have been developed in the past and have shown good convergence properties. The choice of the coefficients for these multistage schemes was based on the onedimensional scalar model equation and the current state of the art coefficients have been found via trial and error. In some cases, simplified geometric methods 13 were used or optimizations were performed for classical Runge-Kutta multistage schemes only, but not for the computationally advantageous modified Runge-Kutta schemes. 8 In this work, we propose to formalize the choice of coefficients for these multistage schemes, by casting the problem into a constrained optimization framework. The optimum coefficients are those that maximize both the damping and the convergence rates of the scheme subject to appropriate constraints. Using the values of the multistage coefficients as design variables, a non-linear constrained optimizer can be used in such a way that the convergence rates are optimized. It must be noted that the choice of cost function and constraints that maximize the convergence rate of a scheme is never straightforward. In fact, it has been noted in the past that for explicit multigrid schemes, it is important to select coefficients that efficiently damp the high-frequency modes in each grid level. However, little attention has been paid to the more important issue of propagative efficiency.
We first start by defining the governing equations of the problem to which we will apply our optimization procedure and the associated modified RungeKutta multistage scheme. We then present the onedimensional scalar model convection-diffusion equation and the results of the application of the constrained optimization procedure to the choice of multistage coefficients for different objective functions. Finally, we discuss similar results for the Euler equations and outline the procedure that could be used to carry out a coefficient optimization similar to the one presented here.
Governing Equations
Let us start by considering the case of the Euler equations for the two-dimensional flow of an inviscid ideal gas. The finite volume form can be written as
Using conservative variables
the Euler fluxes in the x and y directions are
where
If we discretize the spatial derivatives in eq. 1 and add artificial dissipation terms, we can write the semidiscrete form as
The remainder of this paper will be concerned with the stability, damping, and propagative efficiency of numerical schemes used to drive this equation to a steady-state.
Explicit Multistage Method
Modified Runge-Kutta Equations Let W n be the value of W after n time steps. Dropping the subscripts j, k the general m-stage modified scheme 7 can be written as
. . .
Note how this method distinguishes between the convective and dissipative terms by using two sets of coefficients α l and β l . Such non-standard multistage schemes have much larger stability regions than conventional Runge-Kutta schemes. Moreover, by forcing some of the β l to be zero, we can avoid the computation of dissipative terms on the corresponding stages and thus reduce computational costs. 5 Note that if we set all β l to 1 we simply find the classical Runge-Kutta equations.
5-stage Martinelli-Jameson coefficients
One very popular modified Runge-Kutta scheme known for its high propagative and damping efficiencies and large stability domain is a 5-stage scheme proposed by Martinelli and Jameson with the following coefficients
We will refer to the above coefficients as the 5-stage MJ coefficients. For these coefficients, we can note that every other β l is equal to zero, this means that we save on computational costs by computing the dissipative fluxes every other stage only. We can also note that consistency requirements impose that α 5 = beta 1 = 1.
We will use the MJ coefficients as our principal reference in order to assess the efficiency of an optimized set of coefficients. Thus for the purpose of this paper we will concentrate only on 5-stage schemes that have β 2 = β 4 = 0.
Scalar one-dimensional model wave equation
General formulation
Let us consider the one-dimensional model problem
In the absence of 3 rd order dissipation and for a = 1, eq. 11 describes the propagation of a disturbance at unit speed without distortion. The viscous term represents the artificial dissipation added in order to stabilize central differencing numerical methods. Using central differencing our residual has the form
with the CFL number defined as
Now, if we consider a Fourier modeŵ = e ipx with x j = j∆x and set ξ = p∆x, we have
A single step of the multistage scheme yieldŝ
where g(z) is called the amplification factor. For an m-stage scheme, g is computed iteratively. For classical Runge-Kutta schemes g is a complex polynomial function of z but for modified Runge-Kutta schemes g is the sum of a polynomial function of (z) and a polynomial function of (z)
Stability Domain for the MJ coefficients
We can use the stability domain of a given set of multistage coefficients as a visual tool in order to understand some of the mechanisms of damping and propagation. Fig. 1 shows the stability domain of the MJ coefficients, the locus of the residual operator z(ξ) as defined in eq. 15, and the amplification factor |g| for three different sets of λ and µ. On the left, the stability domain is represented by contours lines of the amplification factor with contour levels going from the outside to the inside from 1 to 0 with increments of 0. On fig. 1-a we have the locus of z(ξ) for λ = 2.8 and µ = 1 32 . This value of µ = µ 0 is typically used in CFD computations and we will use it as a reference value. It is important to keep µ small in order to avoid introducing too much dissipation, otherwise we would produce a numerical solution that would not represent accurately the physical solution. Fig. 1-b shows the amplification factor |g| corresponding to the locus of z shown on fig. 1 -a. We can clearly see that high-frequency errors are damped more efficiently than low-frequency errors. This is a key feature of such multistage schemes. We are indeed interested in damping high-frequency errors efficiently because multigrid techniques transfer low-frequency errors from fine meshes to coarser meshes on which they become highfrequency errors themselves.
6, 12
Therefore we will concentrate on improving the damping properties of multistage schemes on the interval
Although it is well-known that convergence depends on both propagation and damping, there is no simple analytical way to compare their respective contributions to convergence. We will consider the amplification factor |g| as a measure of damping efficiency and the CFL number λ as a measure of propagative efficiency. To analyze propagative efficiency in a more complete way, one can include the effects of residual smoothing as it can dramatically increase λ. One can also use a more precise measure of propagative efficiency by analyzing the group velocity c g (ξ) of a wave packet rather than λ only. For the sake of simplicity, we have chosen to leave the impact of residual smoothing and group velocity to further studies.
On figs. 1-c and 1-d we can see that if λ is increased, the locus of z extends in the directions of both axes. These figures clearly show that for λ = 3.93, the locus of z is extended to its stability limit. On the other hand, figs. 1-c and 1-d show that if µ is increased to 2µ 0 , the locus of z extends in the direction of the real axis only. In order to avoid too much loss in accuracy, the value µ = 2µ 0 = 1 16 is usually the maximum used in CFD computations.
Optimization Framework
The optimization framework is based on a traditional non-linear programming setup with an objective function to minimize (or maximize) and a set of linear and/or non-linear constraints. We want to maximize convergence speed and all we know is that it is a function of propagation and damping. But since there exists no clear analytical expression linking convergence speed to propagation and damping, we will define several sets of objective functions and constraints. We will use as variables the CFL number λ, the dissipation coefficient µ, and the multistage coefficients α l and β l .
The constraints below will be common to all of our objective functions:
Note that the inequality in eq. 20 will be strict except for ξ = 0. Our 8 variables are α 1 , α 2 , α 3 , α 4 , β 3 , β 5 , λ, and µ. Our optimization results for the scalar one-dimensional wave equation were obtained using MATLAB's gradient-based optimization function fmincon for constrained minimization. One of the limitations of gradient-based methods is that they are only guaranteed to find local optima and it is never clear whether we have a global optimum or not. The advantage of such methods on the other hand is that they are very fast compared to methods that have the potential to find global optima such as genetic algorithms. The comparison of our results obtained using both fmincon and a genetic algorithm will be part of future work.
Test cases
We will study 7 cases using different objective functions, the constraints in eqs. 17-22, and in some cases additional constraints that will be described later. In each case we will have 2 sub-cases, one where µ will be considered as a variable and another one where we will impose the constraint µ = µ 0 . Therefore, in reality we will have 14 cases. Tab. 1 summarizes the results of these optimizations. We will assign a number to each case followed by the letter V or F designating whether µ was variable or fixed. The values for α 1 , α 2 , α 3 , α 4 , β 3 , β 5 , λ, and µ in the table correspond to the results produced by fmincon.
We used Jameson and Martinelli's two-dimensional multigrid viscous flow solver FLO103 4, 9, 10 to test the optimized coefficients for two Mach numbers: M = 0.5 and M = 0.8. The test case was a NACA0012 at an angle of attack of 2.25
• using 5 levels of multigrid on a 160x32 C-mesh. One of the features of FLO103 is that it computes high-order dissipation fluxes on fine meshes and low-order dissipation fluxes on coarse meshes. Since our optimizations are based on the onedimensional scalar model equation using high-order dissipation terms, we modified FLO103 so that it computes high-order dissipation fluxes on all meshes. This enables us to have a more correct validation of our optimization approach. If we were to use FLO103 in its original form, then, in order to be rigorous we would need two sets of optimized coefficients: one set obtained with a one-dimensional scalar model using 3 rd order dissipation, and another set with a one-dimensional scalar model using 1 st order dissipation. This is currently being studied.
When running FLO103 on Euler test cases, sometimes we had to use a lower λ than that given by fmincon in order to achieve convergence. The λ used for the actual computation and the corresponding residuals after 150 multigrid cycles are denoted by λ 0.5 , Res 0.5 , λ 0.8 and Res 0.8 for the two Mach numbers mentioned above. The first line in tab. 1 represents our reference case using the MJ coefficients. A remarkable result is that the fastest convergence using the MJ coefficients is obtained with λ = 3.93. It turns out that this value corresponds to the theoretical maximum predicted by the one-dimensional model problem. This is in itself a very strong justification of the fact that such a simplified model is well adapted to the study of actual flow solvers.
Case 1: Minimization of amplification factor for all frequencies
In this approach we minimize I = π 0 |g (ξ)| dξ with no additional constraints. Fig. 2 shows the case with variable µ and fig. 3 shows the case with fixed µ. Compared to the MJ case on figs. 1-c and -d we can see that although the amplification factor is greatly reduced, it is done at the expense of the propagation efficiency: λ is much smaller now. Both cases 1V and 1F achieve convergence but both are slower than the MJ case.
Comparing 1V to 1F, we can see that 1V achieves better damping than 1F but at the same time it has a smaller λ too. Part of the better damping of 1V is certainly due to its larger µ. It turns out that 1F has faster convergence than 1V and this is a first indication that propagation has a more important role in contributing to convergence than damping.
Case 2: Minimization of amplification factor for high frequencies only
Since we use multigrid in our solution procedure, let us concentrate on the high-frequency domain only and minimize I = π π 2 |g (ξ)| dξ with no additional constraints. Fig. 4 shows the case with variable µ and fig. 5 shows the case with fixed µ. Compared to case 1 we can see that we have further reduced damping, especially in case 2V where |g| in the high-frequency domain is in the order of 0.01. Nevertheless, the residuals of 2V and 2F are larger than the residuals of 1V and 1F respectively. This loss in convergence rate is due to the fact that the λ of 2V and 2F are smaller than those of 1V and 1F respectively. This means that the loss in λ is not compensated by the improvements in damping and that reaffirms our first indication about the role of propagation.
Case 3: Maximization of the CFL number λ
Now that propagation seems to have a more important role than damping, let us maximize λ with no additional constraints. Figs. 6 and 7 show that we can barely push λ beyond 3.93, which was the maximum value for the MJ case. In case 3V, it is interesting to note that because of the fact that the extra increase in λ might push the locus of z out of the stability domain, the optimizer decreases µ to keep the locus inside the domain and achieve a slightly higher λ than in case 3F. For both cases 3V and 3F, the very slight gain in CFL is achieved at a catastrophic cost for the stability domain. The stability domain extends very little in the direction of the negative real axis and its limits come in contact with the locus of z in the region of high frequencies now. FLO103 could not achieve convergence for these theoretical values of maximum λ anymore. In order to achieve a stable convergence for such restricted domains of stability, we had to reduce λ to about 1.5. At such a loss of λ, the maximization of λ simply defeats its purpose. This can also be doublechecked by taking a look at the values of the residuals at the end of each calculation.
Cases 4 and 5: Maximization of the CFL number λ with additional constraints
It has now become obvious that the optimization of damping alone or the optimization of propagation alone does not lead to better convergence. It becomes more and more apparent that propagation plays a more important role in convergence than damping. Thus we continue maximizing propagation while adding some safeguards to achieve proper damping for high frequencies. For cases 4 and 5, we maximize λ but we impose an additional constraint on |g| in the domain of high frequencies. In fact, what we try to do is a blend of cases 2 and 3.
For case 4 we impose |g| ≤ 0.25 for 0.5 ≤ ξ π ≤ 1. As we can see on figs. 8 and 9, the stability domains in these cases start to approach the general shape of the MJ scheme with good extensions in both directions. The optimized solutions result in rather high λ. For case 4V the practical λ had to be reduced to produce the best results in FLO103, and for the first time, we have convergence rates that approach the MJ case. For case 4F, we did not have to use a reduced λ and we obtained good convergence performance. So far it seems that fixing λ has been a better strategy than using it as a variable.
For case 5 we impose |g| ≤ 0.8 for 0.5 ≤ ξ π ≤ 1. Now that we are being less stringent on the damping constraint, we produce a very high λ, but as we can see in the results of tab. 1 and figs. 10 and 11, we are again faced with problems similar to those in case 3 as we need to use reduced λ in FLO103 calculations. Furthermore, case 5V did not produce good convergence even with reduced λ, probably because of a very small µ. Again this case confirms that using µ as a variable might not be worth the degree of freedom it offers.
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Case 6: Minimization of a hybrid function of the amplification factor |g| and the CFL number λ
From the results above it appears that convergence is a strong function of propagation and a weak function of damping. Therefore case 6 optimizes the hybrid
where K is simply a constant chosen large enough in order to avoid numerical difficulties for large values of n. K will be typically chosen of the order of 4 n . We tested many values of n and it appears that for any value above 5, there are only slight differences in the optimization results. In fact, we found that by using very large values of n we could push the maximum λ a little further than the limit value of 3.93 of the MJ scheme without catastrophic negative effects on the stability domain. The following results were obtained with the very large value of n = 25. This produces an objective function where a slight increase in λ impacts the minimization procedure much more heavily than a decrease in amplification factor. Fig. 12 and 13 show that the stability domains of case 6 are very similar to the MJ case, except that they are less extended in the direction of the negative real axis. Once again, fixed µ performs better than variable µ. As in case 3V, the optimizer seems to use the degree of freedom offered by a reduction in µ in order to ease the extension of the locus of z in the direction of the imaginary axis and achieve a high λ. Finally, it is interesting to note that case 6F has a slightly higher convergence rate than the MJ case.
Case 7: Minimization of the amplification factor |g| with additional constraint on the CFL number λ
Now that it is apparent that we should try to achieve the highest λ without totally sacrificing on damping, we simply set as large a lower limit on λ as possible while trying to minimize π π 2 |g (ξ)| dξ. We tested several values for that lower limit and the largest value that the optimizer could find a solution for was for constraint λ ≥ 3.99.
As in the previous case, fixed µ performed better than variable µ. In case 7V, the optimizer again used a reduction in the value of µ in order to achieve a large value of λ. The performance of case 7V is very good, but it is even more interesting to note that case 7F performs better than all the cases studied so far and of course even slightly better than the MJ case as can be seen in tab.1. Fig. 14 is very similar to the figures of case 6, while fig. 15 is very similar to the MJ case with very slightly larger extensions in both directions.
First conclusions
At this point we can affirm that although the MJ coefficients were developed by trial and error, they were nearly perfect and grasped the important mechanisms involved in both damping and propagation. This study showed that the contribution of propagation to convergence is far superior than that of damping, provided that we do not perform at the limits of stability in the high-frequency domain.
We also showed that despite its simplicity, the onedimensional equation model provides an efficient tool for the analysis of multistage schemes even when used for the Euler equations. Finally we showed that it is not necessarily a wise choice to consider the dissipation coefficient µ as a variable in multistage optimizations.
The next section extends the analysis of the onedimensional scalar model wave equation to the system of the two-dimensional Euler equations in a similar fashion.
Two-dimensional Euler equations
General formulation
The finite difference form of eq. 1 can be written as
where A and B are the flux Jacobians of F x and F y with respect to W . For the discretized equations, using central differencing, we have
and for the scheme with 3 rd order matrix dissipation we have
and and similarly
B ∂Ŵ ∂y
(28) Instead of having a scalar z, we have a Z matrix such that
and
Here the eigenvalues of Z play the role of the scalar z of the one-dimensional case. Since they are functions of both ξ and η, each of them will have a locus that will cover a surface on the stability domain instead of producing just a single curve.
Evaluation of the eigenvalues of Z
In order to properly and efficiently compute the eigenvalues of Z, the best strategy is to use the Jacobians A e and B e for entropy variables rather than the commonly used conservative variables. We can express the entropy variables in differential form as
The flux Jacobians A e and B e in entropy variables are simply
With such simple expressions for the Jacobians, it is easy to verify that the eigenvalues of A e and B e (thus of A and B) are (u, u, u + c, u − c) and (v, v, v + c, v − c) respectively. As for the spectral radii, if we assume that u and v are positive, we have
One very important factor in the evaluation of the eigenvalues of Z is the proper definition of the twodimensional CFL number λ. Many flow solvers use a conservative definition of the time step limit from which λ is derived as follows.
Using the above definition to eliminate ∆t from eq. 30 would allow to produce loci of the eigenvalues of Z that remain in the stability domain even for λ that are unusually large compared to the one-dimensional case and that do not correspond to what can be actually used in a flow solver. A proper definition of λ for stability analysis should rather be based on the largest eigenvalue of the matrix
The proper definition of λ then becomes
It now becomes apparent that the eigenvalues of Z will be uniquely defined as functions of ξ and η for a given computational cell where we know the Mach number
, the flow angle ϕ = arctan v u , and the aspect ratio A R = ∆x ∆y . This means that it is possible to produce a different set of optimized multistage coefficients for each computational cell.
Conclusions
In this paper we have presented a new and systematic optimization framework for the calculation of multistage coefficients for modified Runge-Kutta schemes. In addition, we have developed a number of model equations that can be used in conjunction with a nonlinear constrained optimizer to produce the desired results. We showed that the influence of propagation largely dominates that of damping. Many researchers such as Tai 13 and Lynn 8 had sought to optimize multistage coefficients for classical Runge-Kutta schemes only by focusing on the damping efficiency. Tai's one-dimensional geometric method forces the locus of z to pass through the zeros of the stability domain while Lynn's two-dimensional method minimizes the maximum amplification factor on a portion of the high frequency domain. The coefficients they have produced are therefore not appropriate for the advantageous case of modified Runge-Kutta schemes in addition to producing tight CFL restrictions. Moreover, in most previous multistage optimization work, dissipative terms were often chosen to be very large, thus producing results that are not necessarily wellsuited for practical use in flow solvers. This study proved in a systematic way that the MJ coefficients were extremely close to the the optimal solutions found in case 7F and opened the way for future work in the cases of preconditioned Euler and Navier-Stokes equations.
Future work Adaptive Multistaging
An interesting idea for the future is to produce an array of optimized coefficients for a large number of different combinations of M , ϕ, and A R . It would then be possible to feed that array into a flow solver that would use it to interpolate a different set of optimized coefficients for every cell rather than using the same coefficients throughout the whole computational domain.
In order to illustrate the differences between the one-dimensional model and the two-dimensional Euler case, figs. 16 to 21 show the stability domain and loci of the eigenvalues of Z for a scheme using scalar dissipation. These figures compare the stability domain of the MJ coefficients on the left with that of the optimized coefficients on the right. The optimized coefficients were obtained using the non-linear gradient-based optimizer package SNOPT. 3, 11 As in the last case of the one-dimensional model, we added a constraint on the lower bound of λ. In this case we chose to mini-
|g (ξ, η)| dξdη subject to the constraint that λ ≥ 3.9. Six combinations of M , ϕ, and A R are presented where we can see how these parameters influence the clustering of the eigenvalues of Z in different regions of the stability domain. In all cases, the envelope of the loci of the eigenvalues of Z is the same as the locus of z from the one-dimensional model.
For an aspect ratio of 1, figs. 16 to 18 show that the eigenvalues of Z populate the entire surface inside that envelope for M = 0.5, but when we reduce M to 0.1, some regions of the stability domain are depopulated. Changing the flow angle has only a small influence on this feature. The optimized solutions seem to produce stability domains that adapt themselves to the way the eigenvalues are clustered in different regions of the stability domain.
Figs. 19 to 21 show that by increasing A R , we significantly reduce the surface covered by the eigenvalues to one main oval-shaped branch constituting the envelope and several additional smaller branches that extend differently as a function of M and ϕ. Once again, it seems that the optimizer takes the locations of these branches into account as each stability domain has a different shape.
Preconditioning
The adaptive multistaging approach described above can be extended to the case of the preconditioned Euler or Navier-Stokes equations. Although the MJ coefficients happened to be practically optimal for Euler computations, it is not clear what coefficients would be optimal in the case of the preconditioned Euler equations. In this case we simply have
where P is the preconditioning matrix. Therefore we simply need to replace Z by P Z and we will have
We can clearly see that in this case our amplification factors are a function of the eigenvalues of P Z instead of Z. The optimized coefficients will be different for each type of preconditioner. In the future we will consider different types of preconditioners such as the Block-Jacobi preconditioner, 1 the low-Mach Turkel preconditioner, 14 and combinations of low-Mach and Block-Jacobi. 
