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Introducing many-body physics using atomic spectroscopy
Dietrich Krebs, Stefan Pabst, and Robin Santra∗
Center for Free-Electron Laser Science, DESY, Notkestrasse 85, 22607 Hamburg, Germany and
Department of Physics,University of Hamburg, Jungiusstrasse 9, 20355 Hamburg, Germany
(Dated: November 19, 2013)
Atoms constitute relatively simple many-body systems, making them suitable objects for devel-
oping an understanding of basic aspects of many-body physics. Photoabsorption spectroscopy is a
prominent method to study the electronic structure of atoms and the inherent many-body inter-
actions. In this article the impact of many-body effects on well-known spectroscopic features such
as Rydberg series, Fano resonances, Cooper minima, and giant resonances is studied, and related
many-body phenomena in other fields are outlined. To calculate photoabsorption cross sections
the time-dependent configuration interaction singles (TDCIS) model is employed. The conceptual
clearness of TDCIS in combination with the compactness of atomic systems allows for a pedagogical
introduction to many-body phenomena.
I. INTRODUCTION
Atomic systems have been studied for more than
a century, inspiring developments from early quantum
mechanics1 to modern attosecond physics.2 They con-
tinue to be at the focus of current research,3 espe-
cially as they constitute comparatively simple many-body
systems.4,5 Developing an understanding of these systems
helps to further comprehend many-body effects in more
complex environments such as ultracold gases6 or con-
densed matter phases.7
The purpose of this article is to highlight atomic
physics as a teaching tool for the introduction of many-
body physics. In our experience, many-body physics is
discussed rather late in physics curricula. To facilitate an
earlier introduction, we advocate using atomic physics to
present to students some of the most basic many-body
phenomena in an elementary way. Such an introduction
can already be taught in undergraduate courses, serv-
ing later on as a valuable foundation for more advanced
courses.
In order to present elementary many-body physics
in a way suitable for both experimental and theoreti-
cal courses, we have chosen prominent phenomena from
atomic spectroscopy (i.e., Rydberg series, Fano profiles,
Cooper minima, and giant resonances) as examples for
illustrating the influence of many-body effects (see Sec-
tion III). We employ the photoabsorption cross section
as a characteristic quantity, because it is experimentally
accessible through the widely used technique of photoab-
sorption spectroscopy8,9 and has been thoroughly studied
especially for noble gases.10
To give a theoretical background and enable a system-
atic analysis, we provide an intuitive theoretical model to
teach the light-matter interaction and many-body effects
in noble gas atoms. This model is essentially a time-
dependent formulation of the widely used configuration-
interaction-singles (CIS) approach.11,12 We describe the
state of the atomic system in terms of its Hartree-Fock
ground state and particle-hole excitations thereof, main-
taining at the same time the full, nonrelativistic Hamil-
tonian in order to capture electronic correlation dynam-
ics (see Section II). With this approach we aim to pre-
serve the explanatory simplicity of the successful inde-
pendent electron picture (see, e.g., Ref. 13) and offer in-
sight into electronic many-body effects at the same time.
The implementation of the time-dependent configuration
interaction singles (TDCIS) method is given in detail in
Refs. 14 and 15. The method has been used to inves-
tigate optical strong-field processes,16 having found suc-
cessful application to high-harmonic generation,17 strong-
field ionization,18 and intense ultrafast x-ray physics.19
In this article we demonstrate that it also captures es-
sential parts of experimentally observed photoabsorption
spectra.10 Although we are not presenting novel physics
with these results, we believe they are very suitable for
the classroom, because they combine interesting many-
body effects with an intuitive explanatory model.
While its performance and its comparably simple
ansatz recommend TDCIS as a teaching model, note
that the inherent picture of particle-hole excitations finds
more general applications in a variety of many-body sys-
tems beyond atoms. For example, in nuclear physics,20
as well as in solid-state physics,21 the Tamm-Dancoff ap-
proximation (which is comparable to CIS) can be used to
describe collective excitation phenomena.
As outlined, the theoretical framework of TDCIS helps
to provide an understanding of many-body phenomena
in atomic systems. However, depending on the course
level and topic, one could skip parts of the theoretical
section and concentrate more on the spectroscopic fea-
tures. In any case we recommend alluding to the concept
of particle-hole excitations, which appears in almost all
areas of many-body physics. Suggestions for illustrative
additional topics—both theoretical and experimental—
are indicated and connected to the aforementioned phe-
nomena.
II. THEORETICAL BACKGROUND
In order to investigate the many-body phenomena that
are imprinted in the atomic photoabsorption cross sec-
tion, it is essential to have an understanding of both the
atomic system and its interaction with an electromagnetic
field. We therefore proceed by presenting the Hamilto-
nian Hˆ of the system in Section IIA, before we discuss
the atomic state in terms of its wave function |Ψ(t)〉 in
Section II B. The actual photoabsorption process is then
described in Section II C by solving the time-dependent
Schro¨dinger equation (TDSE).
A. Hamiltonian
To describe an atomic system and its photoabsorption
behavior, we employ the exact nonrelativistic Hamilto-
nian, incorporating the interaction of the atom with a
classical electromagnetic field according to the principle
of minimal coupling.22,23 With both the Coulomb gauge
and the dipole approximation24 imposed upon the elec-
tromagnetic field, the Hamiltonian reads
Hˆ =
∑
n
[
~p 2n
2
−
Z
|~rn|
]
+
1
2
∑
n6=m
1
|~rn − ~rm|
+
∑
n
A(t)(pˆz)n,
(1)
where ~pn and ~rn are the momentum and position opera-
tors, respectively, for the nth electron, with the ˆ denot-
ing an operator omitted from vectors to avoid notational
clutter. Here we assume the vector potential ~A(t) to be
linearly polarized along the z axis in order to simplify
further calculations. Note that we employ atomic units
throughout this article to keep expressions conveniently
concise (i.e., me = |e| = ~ = 1/(4πε0) = 1, where me
is the electron mass, e its charge, ~ the reduced Planck
constant, and ε0 the permittivity of free space).
In Eq. (1) the summation indices n and m run over
the number of electrons in the system, ranging from 1
to N . The first sum comprises the total electron kinetic
energy and the attractive central potential of the nucleus
(charge Z) in which the N electrons move. Note that we
assume this nucleus to be infinitely heavy. The second
summation incorporates the repulsive Coulomb interac-
tion among the electrons, which differs decidedly from
the aforementionned single-body contributions. It is this
two-body Coulomb term that gives rise to many-body
phenomena and poses the decisive challenge in many-
body-calculations. Due to its inherent complexity, the
Coulomb interaction is often just approximated by an ef-
fective single-body potential.11 The third term in Eq. (1)
is again composed of single-body operators and describes
the coupling of each electron to the electromagnetic field.
In a first approach it proves advantageous to approxi-
mate Eq. (1) as follows. In the absence of an electromag-
netic field ( ~A(t) = 0), the atomic system can be described
by an approximate mean-field Hamiltonian Hˆ0:
Hˆ0 =
N∑
n=1
[
~p 2n
2
−
Z
|~rn|
+ VˆMFn
]
. (2)
This implies that the interaction among the electrons is
reduced to a state in which each electron “senses” only a
mean potential VˆMFn produced by the other N − 1 elec-
trons. The key point is that Eq. (2) contains only single-
body operators. In order to recover the full many-body
Hamiltonian (Eq. (1)) from Eq. (2) we have to add to Hˆ0
both the interaction with the electromagnetic field and a
correction potential Vˆ ee that contains the difference be-
tween the full Coulomb interaction and the mean-field
potential. In doing so, we obtain
Hˆ = Hˆ0 + Vˆ
ee +A(t)Pˆ − EMF0 . (3)
Here we have used the symbol Pˆ =
∑N
n=1 (pˆz)n and
applied a global energy shift by the mean-field ground-
state energy EMF0 , which serves purely cosmetic pur-
poses. Partitioning the Hamiltonian in the outlined fash-
ion simplifies the later solution of the TDSE and allows
for a particularly straightforward control of many-body
correlations by manipulation of Vˆ ee.
B. TDCIS wave function
In constructing a wave-function ansatz for the descrip-
tion of the atomic state, we proceed in two steps. In the
first step we construct the ground state of the system
based on a mean-field theory and in the second step we
add excited configurations.
The field-free ground state of a closed-shell system,
such as a noble gas atom, can be well approximated by a
Hartree-Fock (HF) calculation.11 This assumes that each
electron occupies a single particle spin orbital |ϕp〉, sens-
ing only the mean field of the other N − 1 electrons. If
Hˆ0 (see Eq. (2)) is chosen to be the Fock operator,
11
these orbitals |ϕp〉 are generated in a self-consistent fash-
ion alongside the HF potential VˆMFn by solving the eigen-
value equation
Hˆ0 |ϕp〉 = εp |ϕp〉 . (4)
Associated with each orbital |ϕp〉 is the orbital energy
εp. For further details on the HF procedure, see Refs. 11
and 25. Taking the antisymmetrized product (Slater de-
terminant) of the N energetically lowest spin orbitals
yields the HF ground state |Φ0〉:
|Φ0〉 = det (|ϕ1〉 , ..., |ϕN 〉). (5)
This state will serve as a reference state to build a many-
body theory that reaches beyond the mean-field picture.
Various other many-body approaches, referred to as post-
HF methods,11,26 share this starting point. To account
for electronic excitations we add to our wave function
singly excited configurations |Φai 〉, in which an electron
from the ith orbital |ϕi〉 (occupied in |Φ0〉) is promoted
into the ath orbital |ϕa〉 (unoccupied in |Φ0〉):
|Φai 〉 = det (|ϕ1〉 , ..., |ϕi−1〉 , |ϕa〉 , |ϕi+1〉 , ..., |ϕN 〉). (6)
The excited atomic system may be pictured to exhibit a
positively charged “hole” (the vacant orbital |ϕi〉) which
characterizes the state of the N − 1 electrons which re-
main unexcited. The excited (possibly ionized) atomic
state arising from a photoabsorption process is often char-
acterized in terms of the hole’s quantum numbers, which
define the excitation (or ionization) channel (see, e.g.,
Ref. 27).
Describing a system’s wave function using the ground
state and single excitations is known as configuration
interaction singles (CIS). One can include further ex-
citation classes beyond singles, e.g., double excitations∣∣Φa1,a2i1,i2 〉. Considering all excitation classes up to N—
yielding
∣∣Φa1,a2,...,aNi1,i2,...,iN 〉—is referred to as full CI (FCI).11
We will, however, limit our wave function to the CIS
ansatz, which preserves the intuitive picture that the hole
index i refers to the ionic eigenstate. (This is not valid for
higher-order CI methods.28) Using time-dependent ex-
pansion coefficients α0(t) and α
a
i (t), our wave-function
2
ansatz reads:
|Ψ(t)〉 = α0(t) |Φ0〉+
∑
a,i
αai (t) |Φ
a
i 〉 . (7)
Though only single excitations are accessible, their coher-
ent superpositions can capture a decisive share of the elec-
tronic many-body correlations and collective excitations.
This quality is reflected by the good agreement between
theoretical and experimental results (see Section III). The
influence of many-body effects beyond our wave-function
ansatz can also be probed within the presented theoreti-
cal framework, as we outline in Appendix A.
C. The photoabsorption process
In order to investigate the process of photoabsorption
we study the temporal evolution of the wave function
|Ψ(t)〉. To do so, we have to solve the time-dependent
Schro¨dinger equation (TDSE):
i
∂
∂t
|Ψ(t)〉 = Hˆ |Ψ(t)〉 . (8)
We obtain the explicit expression of the TDSE by in-
serting both our wave function ansatz (Eq. (7)) and the
Hamiltonian presented in Eq. (3):
iα˙0(t) |Φ0〉+i
∑
a,i
α˙ai (t) |Φ
a
i 〉=
[
Hˆ0+Vˆ
ee−A(t)Pˆ−EMF0
]
×
(
α0(t) |Φ0〉+
∑
a,i
αai (t) |Φ
a
i 〉
)
.
(9)
In a further step we project Eq. (9) on the basis states
〈Φ0| and 〈Φ
a
i | (for details see Ref. 14) and obtain a set of
equations of motion for the expansion coefficients α0(t)
and αai (t):
i α˙0(t) = A(t)
∑
i,a
〈Φ0| Pˆ |Φ
a
i 〉α
a
i (t) (10a)
i α˙ai (t) = (εa − εi)α
a
i (t) +
∑
b,j
〈Φai | Vˆ
ee
∣∣Φbj〉αbj(t)
+A(t)
[
〈Φai | Pˆ |Φ0〉α0(t) +
∑
b,j
〈Φai | Pˆ
∣∣Φbj〉αbj(t)
]
.
(10b)
Here the dipole matrix elements 〈Φ0| Pˆ |Φ
a
i 〉 describe the
initial photoexcitation of an electron from an occupied
into an unoccupied spin orbital (from |ϕi〉 into |ϕa〉). The
dipole transitions 〈Φai | Pˆ
∣∣Φbj〉 correspond to the subse-
quent absorption of photons. These are, however, irrel-
evant for the one-photon processes that are of primary
interest in this paper.
While Pˆ is only a single-body operator, the residual
electron-electron interaction, Vˆ ee, couples two particles—
the excited electron and the hole. This so called inter-
channel coupling can appear in two distinct ways. The
first is referred to as direct interaction, which is the re-
location of the excited electron from an orbital |ϕa〉 into
an orbital |ϕb〉 while simultaneously the hole moves from
|ϕi〉 into |ϕj〉. The second possibility arises from the an-
tisymmetric nature of the wave function and is known as
exchange interaction,11 where an excited electron (|ϕa〉)
recombines with the hole |ϕi〉 and in exchange another
electron is excited from |ϕj〉 into |ϕb〉, thereby creating
a new electron-hole pair. These two processes are analo-
gous to the two channels that contribute to Bhabha scat-
tering of a positron (hole) and an electron in particle
physics.29
To investigate the impact of these electronic in-
teractions, we will compare the results of full TD-
CIS calculations, which allow for all electronic cou-
plings 〈Φai | Vˆ
ee
∣∣Φbj〉, with the more restricted intra-
channel calculations, for which we artificially enforce
〈Φai | Vˆ
ee
∣∣Φbj〉 = 0 if i 6= j. In the latter case an elec-
tron, once it is excited, cannot change the ionic state. It
senses the effective potential of the residual ion, but does
not partake in many-body correlations.
Using states that are based on HF orbitals leads to
the interesting and useful side effect that Vˆ ee does not
couple the ground state |Φ0〉 to singly excited configu-
rations |Φai 〉. This is known as Brillouin’s theorem.
11 It
allows for a straightforward study of photoabsorption, as
the atomic ground state, which is initially occupied (i.e.,
α0(t) = 1 for t → −∞), can only be depopulated by
dipole transitions in an electromagnetic field. In the ab-
sence of the field, the ground-state amplitude α0(t) re-
mains unchanged, as Eq. (10a) reduces to iα˙0(t) = 0.
This implies that the change of |α0|
2
during a light pulse
can directly be related to photoabsorption. For a light
pulse of perturbatively weak intensity, the one-photon
photoabsorption cross section30 (σ) can be calculated di-
rectly as
σ =
1− |α0|
2
Nγ
, (11)
where Nγ is the number of photons per unit area in the
incident light pulse.31 Note that Eq. (11) yields the cross
section σ corresponding to only a single pulse. In order to
record a full photoabsorption spectrum σ(ω) we have to
perform multiple simulations, employing pulses at differ-
ent mean photon energies. The resolution of this method
is then set by the energy spacing between the pulses and
their spectral width. We present an alternative to this
numerically expensive approach in Appendix B.
III. SPECTROSCOPIC FEATURES IN TDCIS
A powerful tool to investigate the electronic structure
of atomic systems is the photoabsorption cross section. It
encodes a wide range of phenomena which find their re-
spective analogues in various other areas, like solid-state
or ultracold physics. The theoretical cross sections pre-
sented in this article were calculated with the xcid pro-
gram package,32 which implements the TDCIS model.33
A typical cross section over a large energy range is shown
in Fig. 1 for atomic krypton. On first sight one recognizes
distinctive structures preceding the ionization threshold
of each subshell. (The threshold locations are34 14.1 eV,
27.5 eV, and 93.8 eV, for 4p, 4s, and 3d, respectively.)
These line spectra are referred to as Rydberg series (see
3
Section IIIA). For photon energies above a threshold, the
cross section typically declines in a monotonic fashion,
until the next subshell becomes energetically accessible.
Embedded in the 4p continuum lies the 4s Rydberg series
of krypton which will—on closer examination—show a
modified line profile, reflecting electronic correlation (see
Section III B). Following the 3d edge the cross section
rises to form an extended resonance in the continuum.
This prominent effect of electron-electron interaction will
further be studied in Section IIID in connection with the
4d giant resonance of xenon. In Section III C we will
examine the cross section of argon and discuss what is
known as a Cooper minimum.
A. Rydberg series
We now turn our attention more closely to the line
spectra preceding ionization edges. They owe their name
“Rydberg series” to J. Rydberg, who in 1889 presented35
the well-known parametrization of the line spectrum of
hydrogen:
En =
1
2
−
1
2n2
, (12)
where En is the energy required to excite the electron
in the Coulomb potential of the proton (V (r) = −1/r)
from its ground state (n = 1) into an excited, yet bound,
state with principal quantum number n. Every bound-
to-bound transition gives rise to a distinct peak in the
photoabsorption spectrum, jointly forming a series of
lines, with their positions converging up to the ioniza-
tion threshold Ip = 1/2.
For larger atomic species such line spectra will likewise
emerge if an electron is excited in the nuclear potential
(−Z/rn), but the positions of the lines will be strongly
influenced by the Coulomb interaction of the excited elec-
tron with the remaining N − 1 electrons. In the TDCIS
model we picture the properties of such an excited atom
in terms of the excited electron and its corresponding
hole. Therefore we can interpret Rydberg states essen-
tially as the bound states of an electron-hole pair, an
approach that is analogous to the treatment of excitons
in solid state physics.36
Illustrating this concept further, we present two pho-
toabsorption spectra of helium calculated in the vicinity
of the ionization threshold (see Fig. 2). In the first cal-
culation (dot-dashed line) we suppress the interaction of
excited electron and hole. To this end we neglect all
〈Φai | Vˆ
ee
∣∣Φbj〉 matrix elements so that an excited electron
“experiences” only the mean-field potential VˆMFn , which
is included in Hˆ0. Since Vˆ
MF
n represents the neutral atom
it cannot account for the attractive Coulomb interaction
between an excited electron and the hole. Without this
attractive interaction no bound electron-hole pair can be
formed. This circumstance is reflected in the photoab-
sorption cross section, which features no bound-to-bound
transition lines, but rises only as unbound electron-hole
configurations become energetically accessible. (This is
the case for the ionization continuum, marked by the
shaded area in Fig. 2.)
In the second case (see Fig. 2, solid line) we include
the interaction of electron and hole, which then gives rise
to the 1s2 → 1s np (1P1) Rydberg series in the photoab-
sorption spectrum. Note that although Rydberg series
consist—in principle—of infinitely many resonances, the
number of lines in Fig. 2 is actually finite due to the finite
size of the numerical box.37
Using the positions of the lines ωn as a benchmark, we
can investigate the performance of TDCIS. In Table I we
list the first five transition energies and compare them
to experimental data from Ref. 38. The agreement be-
tween theory and experiment is found to be moderate for
the first two lines, whereas it improves for transitions into
higher excited states. This result instructively reflects the
abilities and limitations of the TDCIS model. Describ-
ing an excited state of helium, the model accounts for
an excited electron and the corresponding hole, which is
generated in the 1s orbital. The hole—or respectively the
remaining electron—is “frozen” in its state, because any
relocation would correspond to a second excitation, which
is not allowed in the CIS ansatz. This rigid configuration
within our model is insufficiently relaxed and unable to
respond to the polarizing influence of the excited electron.
This leads to a discrepancy between calculated and mea-
sured transition energies, which decreases towards higher
excitations, as the electron becomes more distant and,
therefore, its polarizing influence grows weaker.
From this example we can learn that higher-order exci-
tations, going beyond the CIS approach, may be required
to describe electron correlations, although the CIS wave-
function ansatz (Eq. (7)) captures the fundamental effects
remarkably well. In Appendix A we outline a systematic
approach to investigate the limitations of our model and
thus gain an estimate of the significance of higher-order
correlations.
Applications in other fields of physics
Rydberg spectra, which are likewise affected by strong
many-body correlations, can be found in molecular
systems39,40 and in solid-state physics, pertaining to ex-
citonic phenomena.36 In the latter case, the picture of
bound particle-hole excitations typically forms the basis
of theoretical descriptions (see, for example, Ref. 41).
For molecular systems, Rydberg spectroscopy has be-
come a crucial tool to identify molecules and particularly
to distinguish isomers.39,42 Isomers are compounds that
have the same molecular formula but different structure.
Chemically, isomers can have quite different behaviors
and, therefore, it is important to differentiate them.
In contrast to atoms, molecular Rydberg states have
not only an electronic character but also vibrational and
rotational characters, where the latter two are highly sen-
sitive to positions of the atoms within the molecules.
Each isomer has, therefore, unique Rydberg lines (po-
sition and strength) that make it possible to tell isomers
apart.
B. Fano resonances
As pointed out earlier, the ionization threshold of each
atomic subshell is preceded by a series of resonances per-
taining to discrete excited states of the atomic system.
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The very first of these Rydberg series occurs below the
first ionization threshold of the atom, while all subse-
quent series will be found above this ionization energy.
The latter are thus embedded in the ionization contin-
uum of more weakly bound subshells (cf. the 4s series
of krypton between 20 eV and 30 eV in Fig. 1). Nev-
ertheless, the electronic excitations associated with these
latter series are bound states of the atomic system; as
they do not exceed the specific ionization energy that
is required for their respective subshell, their channel is
said to be closed. These excitations can, however, still
lead to an ionization of the atom, if the energy can be
transferred from the closed channel into an open one by
electron-electron interactions. This effect is known as au-
toionization.
An example of autoionizing resonances can be seen in
panel (a) of Fig. 3, displaying the Rydberg series of the
2s subshell in neon. The depicted resonance profiles ap-
pear noticeably different from the Lorentzian shape of
common resonance phenomena, an observation that was
first reported by Beutler43 and subsequently explained by
Fano.44,45 These features can be well reproduced (com-
pare, for example, the results of Ref. 46) and understood
within the framework of TDCIS in terms of the interfer-
ence of different ionization pathways.
In the vicinity of an autoionizing resonance, the en-
ergy of a photon (γ) suffices to ionize the atomic system
(here neon) directly, by exciting an electron out of its out-
ermost subshell into the continuum of unbound states,
leaving a 2p hole: 1s22s22p6 + γ → 1s22s22p5 + e−(ε),
where e−(ε) indicates a free electron of energy ε. For pho-
ton energies close to an autoionizing resonance, the hole
can likewise be created in the energetically deeper-lying
2s subshell, producing an excited—but bound—electron-
hole pair, which appears as a Rydberg state of princi-
pal quantum number n: 1s22s22p6 + γ → 1s22s12p6 np.
Mediated by the Coulomb interaction between the elec-
tron and the hole, the latter can be promoted from the
2s into the 2p shell, transferring the excess energy to
the excited electron. In this way the interchannel cou-
pling 〈Φai | Vˆ
ee
∣∣Φbj〉 (cf. Section II B) mixes the closed
and the open channel, leading to an autoionizing de-
cay of the bound excitation 1s22s12p6 np into the ion-
ized state 1s22s22p5 + e−(ε). These different ionization
paths, which are indistinguishable by their final result
(1s22s22p5 + e−(ε)), interfere as their transition ampli-
tudes add up. By tuning the photon energy, this inter-
ference is constructive on one side of the resonance and
destructive on the other side, giving rise to the asymmet-
ric profile of Fano resonances.
The significance of electron-electron interactions to this
process can readily be demonstrated using TDCIS, as it
allows one to systematically enable (full model) or disable
(intrachannel model) electronic coupling of channels. As
can be seen from panel (b) in Fig. 3, the asymmetric pro-
files give way to symmetric resonances if the coupling of
electronic channels is disabled. The bound excitations
stemming from the 2s orbitals are prevented from au-
toionizing in this case and thus exhibit a “normal” Ryd-
berg series.
Applications in other fields of physics
Fano resonances are not restricted in their occurrence
to atomic spectroscopy. They appear in a wide range
of fields, whenever an intrinsically closed channel cou-
ples to a continuum. The scattering properties of ultra-
cold atoms can for example be influenced using externally
tuned Fano resonances,47 allowing for the investigation
of novel constellations of matter, like Efimov states.48 In
the context of scattering physics these Fano resonances
are often referred to as Feshbach resonances.49
In solid state physics, Fano resonances show up
in a variety of processes.50 Besides photoelectron
spectroscopy,51 which is closely related to photoioniza-
tion spectroscopy, Fano resonances can also be seen in
the conductivity of metallic systems52 and more generally
in solid state systems that exhibit the Kondo effect.53,54
The Kondo effect occurs in solids with lattice defects (im-
purities). Electrons traveling through the solid can scat-
ter from these impurity sites. The interference between
scattered and unscattered electrons affect the overall con-
ductivity. Depending on the applied voltage, the currents
of these different pathways interfere constructively or de-
structively, leading to an enhancement or reduction in
the conductivity, respectively. The resulting behavior of
the conductivity as a function of the applied voltage cor-
responds exactly to the Fano line shape.
Further examples for the occurrence of Fano resonances
in complex systems can be found in Ref. 55, studying the
creation of Feshbach resonances in the dissociation of a
molecule, or Ref. 56, which reviews Fano resonances in
nanoscale structures.
C. Cooper minimum
Up to now, we have studied the influence of many-
electron effects on spectroscopic features involving tran-
sitions to excited bound states (Section III A) or autoion-
izing bound states (Section III B). Also in the continuum,
when the photon energy is large enough to directly ionize
an atom, spectroscopic features appear that can be re-
lated to the electronic structure of the respective system.
In this section, we focus on an effect called the Cooper
minimum.57 In Fig. 4 we show the pronounced Cooper
minimum in the photoabsorption cross section of argon as
an example. Even though the existence of a Cooper min-
imum can be explained by an independent particle pic-
ture (i.e., a mean-field theory), the position as well as the
shape of the Cooper minimum is sensitive to many-body
effects (as one can see in Fig. 4). Specifically, the TD-
CIS results with and without interchannel coupling are
shown, together with experimental data. By including
the interchannel coupling effects, the position (≈ 48 eV)
and depth (≈ 0.7 Mb) of the minimum is reproduced
much better than in the case where only intrachannel
coupling is allowed, which produces a too-shallow min-
imum. To improve the theoretical curve even further,
higher order excitations (like double excitations) would
have to be included, going beyond CIS.24
The origin of the Cooper minimum, which is not in it-
self a many-body effect, can be easily understood. The
absorption of a photon changes the angular momentum
5
by one unit. In the case of argon, for the photon ener-
gies shown in Fig. 4, predominantly an electron from the
3p shell will be ionized. The angular momentum, l, of
the electron after absorbing a photon is, therefore, either
l = 0 or l = 2, where the latter one is the dominant
transition.58 The Cooper minimum arises when the dom-
inant transition matrix element undergoes a change of
sign—i.e., it passes through zero—in the course of rising
excitation energies.
In most cases the total photoabsorption cross section
will nevertheless be different from zero at the minimum
position, due to contributions from the non-dominant ex-
citation channels. According to Fano and Cooper,58 min-
ima can be excluded for orbitals that are radially node-
less (1s, 2p, 3d, 4f , . . .). Photoionization from any other
orbital may well exhibit a Cooper minimum. However,
Fano and Cooper58 also remark that the second rise of
the cross section, and thus the distinctive shape of the
minimum, can be largely obscured by other spectroscopic
features.
Applications in other fields of physics
Cooper minima have received recent attention, as ev-
idence for their occurrence in high-harmonic-generation
(HHG) spectra was found.59 HHG is the most fundamen-
tal process in the emerging field of attosecond physics.
It is because of the HHG process that nowadays pulses
shorter than 1 fs can be generated. The HHG process can
be explained in terms of three steps:60,61 (1) an electron
is ionized by a strong-field pulse; (2) the direction of the
electric field of the pulse inverts and drives the electron
back to the ionized system; and (3) the electron recom-
bines with the ionized system and emits a high energy
photon in the form of an attosecond pulse.
Particularly in the last step, the recombination, the
electronic structure of the system plays an important
role and strongly influences the HHG spectrum. Since
the mechanism of recombination is directly related to
the mechanism of photoionization, the Cooper mini-
mum appears also in the generation of attosecond pulses.
More generally, all electronic structure features (includ-
ing many-body effects) influencing the photoionization
cross section in the continuum do also influence the HHG
process and in broader terms the world of attosecond
physics.
Besides atomic systems, Cooper minima were likewise
reported in the photoabsorption cross section of molecules
by, for example, Carlson and coworkers,62 though the in-
creased complexity of molecular systems inhibits the for-
mulation of simple orbital rules.
D. Giant resonance in xenon
Another noteworthy spectroscopic feature is the gi-
ant resonance associated with the photoionization of the
4d subshell in xenon. In 1964 Ederer63 and indepen-
dently Lukirskii and coworkers64 discovered that the pho-
toabsorption cross section of xenon exhibits an unusual
shape above the 4d ionization threshold at 67.5 eV.34 In-
stead of the generic, monotonic decrease of the continuum
cross section, an increase was observed, peaking around
ω = 100 eV. An extended resonance-like profile is formed
between ω = 70 eV and ω = 140 eV, as shown in Fig. 5
(with the experimental data10 plotted as a dashed line).
This resonance differs decidedly from the previously dis-
cussed Rydberg and Fano resonances, because it does not
pertain to the excitation of a bound excited state, but lies
within the ionization continuum.
Like the Cooper minima discussed in the previous sec-
tion, this giant resonance can be understood by using a
single-electron picture, whereas the explanation of its pre-
cise shape, strength, and position requires many-electron
correlations.65 The latter may instructively be investi-
gated using TDCIS.
Regarding a single electron from the 4d subshell of
xenon, its photoexcitation will dominantly take place into
l = 3 excited states. The accessibility of these states is,
however, reduced for low excitation energies due to a ra-
dial potential barrier.24 With increasing photon energy
the accessibility is improved, which leads to a growing
ionization probability. The highest ionization probabil-
ity is reached when the energy of the excited electron is
comparable to the height of the barrier.24
We can retrace this picture of a single, independent
electron using the TDCIS intrachannel model. This
yields a result (see dot-dashed line in Fig. 5) that dis-
agrees with the experiment in shape, strength, and po-
sition, though it does predict a resonance-like appear-
ance, resembling the single-electron curve presented by
Cooper.65 The overall profile of the resonance, however, is
determined by strong collective effects within the valence
shells of xenon, which evolve due to electron-electron in-
teractions, as long as the excited electron is “trapped”
behind the radial potential barrier. Amusia and Conner-
ade suggest that these interactions form a plasmon-like
coherent oscillation of at least all 10 electrons in the 4d
subshell.66 Using the full model, wherein the interchannel
couplings allow for a coherent superposition of all single
excitations of the wave-function ansatz (Eq. (7)), we can
capture parts of these collective dynamics, leading to de-
cidedly better agreement with the experimental data (see
the solid line in Fig. 5). This underlines the importance
of electronic correlations and the mixing of channels in
photoionization processes.
Applications in other fields of physics
Collective phenomena like the giant resonance are of
importance in various physical disciplines. They were
first observed in 1946 by Baldwin and Klaiber67 for
atomic nuclei, where they are likewise of relevance to as-
trophysical research.68 In atomic physics these resonances
appear for a variety of elements24 and also in molecular
spectroscopy comparable structures were found, where
they launched a long-lasting discussion on their potential
to predict bond lengths.69
In solids and plasmas the collective motions of elec-
trons, atoms, and both together are known as plasmons,
phonons, and polarons, respectively.70 The existence of
plasmons can be seen in our daily life when we look at
metals. Their shininess is a direct consequence of the
collective motion of the electrons in the metal when irra-
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diated by light.71 When the frequency of light is smaller
than the characteristic frequency of the plasmons (known
as the plasma frequency), the electrons oscillate collec-
tively in phase with the light and prevent the light from
entering the medium and reflect it from the surface.
When the frequency is higher than the plasma frequency,
the collective electron motion is too slow and cannot re-
spond to the fast field oscillations. As a result, the metal
becomes transparent for these frequencies. For metals the
plasma frequency is typically in the ultraviolet regime, so
optical light is reflected, leading to the shiny appearance.
Furthermore, plasmons and the plasma frequency are
highly sensitive to the electronic structure of the metal.
This can be used to study effects like adsorption of ma-
terial on metal surfaces. This is known as the surface
plasmon resonance technique and is a research field of its
own with many applications in biochemistry.72,73
IV. CONCLUSION
Our aim in this article was to present atomic physics as
a suitable starting point for introducing students to some
of the basic penomena of many-body physics. To this
end we studied the impact of many-body effects upon
the photoabsorption cross sections of noble gas atoms.
We demonstrated that such influences can be found in
prominent spectroscopic features such as Rydberg series,
Fano resonances, Cooper minima, and giant resonances.
In order to facilitate the understanding of the occurring
many-body interactions we introduced the TDCIS model,
which is conceptually simple, but allows for a systematic
investigation of electronic correlations that go beyond a
mean-field picture. Regarding the good agreement of TD-
CIS results with experimental data, we can conclude that
our intuitive model of particle-hole excitations captures
a wide range of many-body effects in the studied closed-
shell systems. The influence of higher-order excitations,
which are not accounted for within our wave-function
ansatz, is further elucidated in Appendix A.
We want to emphasize that the conceptual clearness
of TDCIS in combination with the relative simplicity of
atomic systems enables a comprehensible introduction
to basic many-body phenomena at early stages of the
physics curriculum. This elementary introduction can
be linked to several more advanced topics of many-body
physics, as was outlined in the course of the article.
Atomic physics holds further intriguing many-body
phenomena, especially if attention is turned towards
open-shell atoms. For closed-shell systems we studied
correlations only in the excited states. However, for open-
shell atoms already the ground state belongs to a strongly
correlated multiplet,74 which must be represented by a
superposition of multiple Slater determinants. These
systems allow for a pedagogical introduction of order-
ing phenomena (cf. Hund’s rules75), eventually linking
to the study of magnetism76,77 or the popular Hubbard
model.78,79
Appendix A: Comparison of dipole forms
TDCIS has proved an adequate model to describe a
wide range of phenomena, although its wave-function
ansatz is limited to single electronic excitations. In the
following, we outline how the necessarily insufficient de-
scription of higher order excitations can be quantified and
used as an instructive indicator for the significance of
higher order many-body effects. We cannot gain such
a measure from a direct comparison with experimen-
tal data, as this procedure would not single out devi-
ations due to the neglected relativistic effects. There-
fore we shall rather employ two different representations
of the photoabsorption cross section within the theoreti-
cal framework—the velocity and length forms—and judge
their mutual disaccord.
As early as 1945, Chandrasekhar80 pointed out that
the photoabsorption cross section could be written in the
velocity form, as we have done so far (cf. Eq. (B1)),
σv(ω) =
4π2
ωc
∑
F
∣∣∣〈ΨF | Pˆ |Φ0〉
∣∣∣2 δ(EF − E0 − ω), (A1)
or the length form,
σl(ω) =
4π2ω
c
∑
F
∣∣∣〈ΨF | Zˆ |Φ0〉
∣∣∣2 δ(EF − E0 − ω), (A2)
with Zˆ representing the z-components of the posi-
tion operators in the abbreviated manner used before
with the momentum operators (see Section IIA). Equa-
tions (A1) and (A2) are connected by the operator
identity81
Pˆ = −i[Zˆ, Hˆ ]. (A3)
Generally, Eq. (A3) loses its necessary validity if
the Hamiltonian employed is approximate or the ba-
sis set truncated (as in our case). Then the equal-
ity of the velocity- and the length-form cross sections
(Eqs. (A1) and (A2)) is also broken—a circumstance
that has caused a prolonged controversy over the “right”
choice of form.82–85 Beyond the controversy, however, re-
mains the fact that both forms will give the same result if
the description of the system is exact. Therefore we can
estimate the accuracy of our approximation and hence the
significance of higher order many-body contributions by
using the normed discrepancy between these two forms:
D =
∫
dω |σv(ω)− σl(ω)|∫
dω (σv(ω) + σl(ω))
. (A4)
In Fig. 6 we show D evaluated86 for atomic systems with
helium-like, neon-like, argon-like, and xenon-like elec-
tronic configurations. In addition to the results for the
neutral atoms, we also show D for atomic nuclei with ad-
ditional charge (Zextra); a similar approach can be found
in Ref. 87.
We observe that with an increasing number of elec-
trons incorporated in an atomic system, the discrepancy
of the cross section forms grows. This is readily under-
standable, as in larger atomic species, the outer electrons
are weakly bound, yet strongly interacting, which gives
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rise to higher-order collective phenomena. For systems
with an increasing additional nuclear charge, this dis-
crepancy between velocity and length forms decreases
again, indicating a decline of the many-body contribu-
tions. This second observation is plausible, as with higher
nuclear charge the single-electron central potential (cf.
Eq. (1)) increases in importance relative to the electronic
many-body interactions. Thus the described system be-
comes more hydrogen-like with growing Zextra, incorpo-
rating strongly bound and comparatively weakly inter-
acting electrons. Hence, the TDCIS description in terms
of single excitations becomes progressively accurate for
high Zextra, which is reflected in the observable conver-
gence trend of velocity- and length-form cross sections.
Appendix B: Alternative calculation of the
photoabsorption cross section
The approach to study photoabsorption based on the
depopulation of the ground state (see Section II C) is in-
structive and universal, but largely inappropriate for the
calculation of a weak-field photoabsorption cross section
σ(ω). To obtain satisfactory energetic resolution with
this method, a spectrum has to be sampled by a multi-
tude of pulses, each requiring an individual solution to
Eqs. (10). A notably more efficient scheme to find σ(ω)
can be arrived at if the familiar (see, e.g., Ref. 22) ex-
pression for the photoabsorption cross section derived
from first-order time-dependent perturbation theory is
employed:
σ(ω) =
4π2
ωc
∑
F
∣∣∣〈ΨF | Pˆ |Φ0〉
∣∣∣2 δ(EF − E0 − ω). (B1)
In Eq. (B1), |ΨF 〉 are eigenstates of the full, yet field-
free Hamiltonian, with EF their corresponding energy
eigenvalues; E0 denotes the ground-state energy and c the
speed of light in vacuo. Following Tong and coworkers,88
we restate Eq. (B1) as essentially the inverse Fourier
transform of a correlation function C(t), yielding
σ(ω) =
4π
ωc
Re
[∫ ∞
0
dt C(t) eiωt
]
. (B2)
Here, the correlation function has to be taken as the over-
lap between an initially dipole-disturbed ground state
|Ψ′(0)〉 = Pˆ |Φ0〉 and its field-free propagated self |Ψ
′(t)〉,
hence C(t) = 〈Ψ′(0)|Ψ′(t)〉. A detailed derivation of
Eq. (B2) can be found in Ref. 89. With this the nu-
merical effort reduces to solving only once the field-free
(A(t) ≡ 0) set of Eqs. (10):
iα˙0(t) = 0, (B3a)
iα˙ai (t) = (εa−εi)α
a
i (t) +
∑
b,j
〈Φai | Vˆ
ee
∣∣Φbj〉αbj(t),(B3b)
with the appropriate initial conditions (i.e., α0(0) = 0
and αai (0) = 〈Φ
a
i | Pˆ |Φ0〉). This procedure reconstructs
the entire cross section σ(ω) from one single propagation.
The correlation function can to this end be expressed
through αai (t):
C(t) =
∑
a,i
αai (t) 〈Φ0| Pˆ |Φ
a
i 〉 . (B4)
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TABLE I: Energies ωn of the first five transition lines (n = 2, . . . , 6) in helium as calculated with TDCIS are given and compared
to experimental data from Ref. 38.
Theory Experiment
n Line pos. ωn[eV] Line pos. ωn[eV]
2 21.2967 21.2180
3 23.1057 23.0870
4 23.7480 23.7421
5 24.0471 24.0458
6 24.2111 24.2110
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FIG. 1: (Color online.) The calculated photoabsorption cross section σ(ω) of krypton (solid line) is plotted as a function of
the incident photon energy ω. It is compared to the experimental results (dashed line) from Ref. 10. Ionization edges of outer
subshells are marked by arrows.
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FIG. 2: (Color online.) The calculated photoabsorption cross section σ(ω) of helium is plotted as a function of the incident
photon energy ω. Disabling the interaction of the excited electron and the corresponding hole (dot-dashed line), photoabsorption
takes place only in the ionization continuum (shaded area). In the full model (solid line), Rydberg lines pertaining to the
1s2 → 1s np (1P1) series emerge, the positions of the first five of which are marked by vertical lines.
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FIG. 3: (Color online.) The calculated photoabsorption cross section σ(ω) of neon is plotted as a function of the incident photon
energy ω. Using the full model, the autoionizing Rydberg series 2s22p6 → 2s2p6 np (1P1) exhibits Fano resonances (panel (a)),
whereas using the intrachannel model, the lines appear with a Lorentzian profile (panel (b)).
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FIG. 4: (Color online.) The photoabsorption cross section σ(ω) of argon, calculated with the full model (solid line) and the
intrachannel model (dot-dashed line), is compared to the experimental results (dashed line) from Ref. 10. A pronounced Cooper
minimum is visible around 50 eV.
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FIG. 5: (Color online.) The photoabsorption cross section σ(ω) of xenon, calculated with the full model (solid line) and the
intrachannel model (dot-dashed line), is compared to the experimental results (dashed line) from Ref. 10. The intrachannel
model is insufficient to reproduce the giant resonance around 100 eV.
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FIG. 6: (Color online.) The discrepancy D of velocity and length forms (Eq. (A4)) is plotted as a function of additional nuclear
charge Zextra for atomic systems with helium-like, neon-like, argon-like, and xenon-like electronic configurations. The neutral
atoms have Zextra = 0.
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