In many practical situations, we are not satisfied with the accuracy of the existing measurements. There are two possible ways to improve the measurement accuracy:
General formulation of the problem
We often need more accurate measurement procedures. Measurements are never 100% accurate, there is always a measurement inaccuracy.
Manufacturers of a measuring instrument usually provide the information about the accuracy of the corresponding measurements. In some practical situations, however, we want to know the value of the measured quantity with the accuracy which is higher than the guaranteed accuracy of a single measurement.
Comment. Measurements are provided either by a measuring instrument or, in situations like measuring level of pollutants in a given water sample, by a measuring lab. Most problems related to measurement accuracy are the same, whether we have an automatic device (measuring instrument) or operatorsupervised procedure (measuring lab). In view of this similarity, in the following text, we will consider the term "measuring instrument" in the general sense, so that the measuring lab is viewed as a particular case of such (general) measuring instrument.
Two ways to improve the measurement accuracy: increasing sample size and improving accuracy. There are two possible ways to improve the measurement accuracy:
• first, instead of a single measurement, we can make repeated measurements; the additional information coming from these additional measurements can improve the accuracy of the result of this series of measurements; • second, we can replace the current measuring instrument with a more accurate one; correspondingly, we can use a more accurate (and more expensive) measurement procedure provided by a measuring lab -e.g., the procedure that includes the use of a higher quality reagent.
In general, we can combine these two ways, and make repeated measurements with a more accurate measuring instrument.
Problem: finding the best trade-off between sample size and accuracy. What guidance shall we give to an engineer in this situation? Shall she make repeated measurements with the original instrument? shall she instead purchase a more accurate measuring instrument and make repeated measurements with this new instrument? How more accurate? how many measurement should we perform? In other words, what is the appropriate trade-off between sample size and accuracy?
This is the general problem that we address in this paper.
In different practical situations, this general problem can take different forms
There are two different situations which, crudely speaking, correspond to engineering and to science.
In most practical situations -in engineering, ecology, etc.
-we know what accuracy we want to achieve. In engineering, this accuracy comes, e.g., from the tolerance with which we need to guarantee some parameters of the manufactured object. To make sure that these parameters fit into the tolerance intervals, we must measure them with the accuracy that is as good as the tolerance. For example, if we want to guarantee, e.g., the resistance of a certain wire does not deviate from its nominal value by more than 3%, then we must measure this resistance with an accuracy of at least 3% (or better).
In ecological measurements, we want to make sure that the measured quantity does not exceed the required limit. For example, if we want to guarantee that the concentration of a pollutant does not exceed 0.1 units, then we must be able to measure this concentration with an accuracy somewhat higher than 0.1. In such situations, our objective is to minimize the cost of achieving this accuracy.
In science, we often face a different objective:
• we have a certain amount of funding allocated for measuring the value of a certain quantity;
• within the given funding limits, we would like to determine the value of the measured quantity as accurately as possible.
In other words:
• In engineering situations, we have a fixed accuracy, and we want to minimize the measurement cost.
• In scientific situations, we have a fixed cost, and we want to maximally improve the measurement accuracy.
A realistic formulation of the trade-off problem
Traditional engineering approach. The traditional engineering approach to solving the above problem is based on the following assumptions -often made when processing uncertainty in engineering:
• that all the measurement uncertainties ("measurement errors") are normally (Gaussian) distributed, with known standard deviations σ; • that the measurement uncertainties corresponding to different measurements are independent random variables; and • that the mean value ∆ s of the measurement uncertainty is 0.
Under these assumptions, if we repeat a measurement n times and compute the arithmetic average of n results, then this average approximates the actual value with a standard deviation σ √ n . So, under the above assumptions, by selecting appropriate large number of iterations n, we can make measurement uncertainties as small as we want.
This approach -and more general statistical approach -has been actively used in many applications to science in engineering problems; see, e.g., [5, 6, 15, 19] .
Limitations of the traditional approach. In practice, the distributions are often Gaussian and independent; however, the mean ∆ s (sometimes called "systematic error" in engineering practice) is not necessarily 0. Let us show this if we do not take this bias ∆ s = 0 into account, we will underestimate the resulting measurement inaccuracy.
Indeed, suppose that we have a measuring instrument about which we know that its measurement uncertainty cannot exceed 0.1: |∆x| ≤ 0.1. This means, e.g., that if, as a result of the measurement, we got the value x = 1.0, then the actual (unknown) value x (= x − ∆x) of the measured quantity can take any value from the interval [
If the bias component of the measurement uncertainty is 0, then we can repeat the measurement many times and, as a result, get more and more accurate estimates of x. However, if -as is often the case -we do not have any information about the bias, it is quite possible that the bias is actually equal to 0.07 (and the un-biased component ∆x − ∆ s of the measurement uncertainty is negligible in comparison with this bias). In this case, the measured value 1.0 means that the actual value of the measured quantity was x = 1.0 − 0.07 = 0.93. In this situation, we can repeat the measurement many times, and every time, the measurement result will be equal to ≈ x + ∆ s = 0.93 + 0.07 = 1.0. The average of these values will still be approximately equal to 1.0 -so, no matter how many times we repeat the measurement, we will get the exact same measurement uncertainty 0.07.
In other words, when we are looking for a trade-off between sample size and accuracy, the traditional engineering assumptions can result in misleading conclusions.
A more realistic description of measurement uncertainty. We do not know the actual value of the bias ∆ s -if we knew this value, we could simply re-calibrate the measuring instrument and thus eliminate this bias.
What we do know are the bounds on the bias. Specifically, in measurement standards (see, e.g., [17] ), we are usually provided with the upper bound ∆ on the bias -i.e., with a value ∆ for which |∆ s | ≤ ∆. In other words, the only information that we have about the measurement bias ∆ s is that it belongs to the interval [−∆, ∆].
Resulting formulas for the measurement accuracy. Under these assumptions, what is the guaranteed accuracy of a single measurement made by the measuring instrument?
Formally, a normally distributed random variable can take any value from −∞ to +∞. In reality, when the value is too far away from the average, its probability is practically negligible. In practice, it is usually assumed that the values which differ from the average a by more than k 0 · σ are impossiblewhere the value k 0 is determined by how confident we want to be:
• 95% confidence corresponds to k 0 = 2, • 99.9% corresponds to k 0 = 3, and
% corresponds to k 0 = 6.
Thus, with selected confidence, we know that the measurement uncertainty is between ∆ s − k 0 · σ and ∆ s + k 0 · σ. Since the bias ∆ s can take any value from −∆ to +∆, the smallest possible value of the overall measurement uncertainty is −∆ − k 0 · σ, and the largest possible value of the overall measurement uncertainty is ∆ + k 0 · σ.
Thus, for a measuring instrument with
• a standard deviation σ of the un-biased component of measurement uncertainty and • an upper bound ∆ on the bias, the overall measurement uncertainty is bounded by the value ∆ + k 0 · σ, where the value k 0 is determined by the desired confidence level.
Resulting formulas for the accuracy of a repeated measurement. When we repeat the same measurement n times and take the average of n measurement results, the bias remains the same, while the standard deviation of the un-biased component of the measurement uncertainty decreases √ n times. Thus, after n measurements, the overall measurement uncertainty is bounded by the value
So, we arrive at the following formulation of the trade-off problem.
Trade-off problem for engineering. In the situation when we know the overall accuracy ∆ 0 , and we want to minimize the cost of the resulting measurement, the trade-off problem takes the following form:
where F (∆, σ) is the cost of a single measurement performed by a measuring instrument whose bias is bounded by ∆ and for which the un-biased uncertainty component has a standard deviation σ.
Trade-off problem for science. In the situation when we are given the limit F 0 on the cost, and the problem is to achieve the highest possible accuracy within this cost, we arrive at the following problem
4 Solving the trade-off problem in the general case
Mathematical comment. The number of measurement n is a discrete variable. In general, optimization with respect to discrete variables requires much more computations than continuous optimization (see, e.g., [9] ). Since our formulation is approximate anyway, we will treat n as a real-valued variable -with the idea that in a practical implementation, we should take, as the actual sample size, the closest integer to the corresponding real number solution n opt .
Towards resulting formulas. For both constraint optimization problems, the Lagrange multiplier method leads to the following unconstraint optimization problem:
where λ can be determined by one of the formulas
Equating the derivatives of the objective function (with respect to the unknowns ∆, σ, and n) to 0, we conclude that
Substituting the expression for λ from the first equation into the second one, we conclude that
Substituting these expression into the other equations from (5) and into the equations (4), we get the following non-linear equations with two unknowns ∆ and σ:
So, we arrive at the following algorithm:
General formulas: results. For each of the optimization problems (1) and (2) , to find the optimal accuracy values ∆ and σ and the optimal sample size n, we do the following:
• First, we determine the optimal accuracy, i.e., the optimal values of ∆ and σ, by solving a system of two non-linear equations with two unknowns ∆ and σ: the equation (7) and one of the equations (8) (depending on what problem we are solving).
• After that, we determine the optimal sample size n by using the formula (6).
For practical engineering problems, we need more explicit and easyto-use recommendations. The above formulas provide a general theoretical solution to the trade-off problem, but to use them in practice, we need more easy-to-use recommendations. In practice, however, we do not have the explicit formula F (∆, σ) that determines how the cost of the measurement depends on its accuracy. Therefore, to make our recommendations more practically useful, we must also provide some guidance on how to determine this dependence -and then use the recommended dependence to simplify the above recommendations. It is difficult to describe how the cost of a measurement depends on σ. The standard deviation σ is determined by the noise level, so decreasing σ requires a serious re-design of the measuring instrument. For example, to get a standard measuring instrument, one thing designers usually do is place the instrument in liquid helium so as to eliminate the thermal noise as much as possible; another idea is to place the measuring instrument into a metal cage, to eliminate the effect of the outside electromagnetic fields on the measuring instrument's electronics.
Once we have eliminated the obvious sources of noise, eliminating a new source of noise is a creative problem, requiring a lot of ingenuity, and it is difficult to estimate how the cost of such decrease depends on σ.
The inability to easily describe the dependence of cost on σ may not be that crucial. The inability to easily handle the characteristic σ of the un-biased component of measurement uncertainty may not be so bad because, as we have mentioned, the un-biased component is the one that can be drastically decreased by increasing the sample size -in full accordance with the traditionally used simplifying engineering assumptions about uncertainty.
As we have mentioned, in terms of decreasing the overall accuracy, it is much more important to decrease the bias, i.e., to decrease the value ∆. Let us therefore analyze how the cost of a measurement depends on ∆.
How we can reduce ∆: reminder. As we have mentioned, we can decrease the characteristic ∆ of the bias by calibrating our measuring instrument against the standard one.
After N repeated measurements, we get a bias ∆ s whose standard deviation is ≈ σ/ √ N (and whose distribution, due to the Central Limit Theorem, is close to Gaussian). Thus, with the same confidence level as we use to bound the overall measurement uncertainty, we can conclude that
Calibration is not a one-time procedure. To properly take calibration into account, it is important to recall that calibration is not a one-time procedure. Indeed, most devices deteriorate with time. In particular, measuring instruments, if not periodically maintained, become less and less accurate. Because of this, in measurement practices, calibration is not a one-time procedure, it needs to be done periodically.
How frequently do we need to calibrate a device? The change of ∆ s with time t is slow and smooth. A smooth dependence can be represented by a Taylor
. . In the first approximation, we can restrict ourselves to the main -linear -term (linear trend) in this expansion, and thus, in effect, assume that the change of ∆ s with time t is linear.
Thus, if by calibrating the instrument, we guaranteed that |∆ s | ≤ ∆, then after time t, we can only guarantee that |∆ s | ≤ ∆ + k · t. Once the upper bound on ∆ s reaches the level that we do not want to exceed, this means that a new calibration is in order. Usually (see, e.g., [17] ), to guarantee the bound ∆ throughout the entire calibration cycle, we, e.g., initially calibrate it to be below ∆/2, and then re-calibrate at a time t 0 when ∆/2 + k · t 0 = ∆. In such a situation, the time t 0 between calibrations is equal to t 0 = ∆/(2 · k).
How the calibration-based reduction procedure translates into the cost of a measurement: the main case. As we have just mentioned, the way to decrease ∆ is to calibrate the measuring instrument. Thus, the resulting additional cost of a measurement comes from the cost of this calibration (spread over all the measurements performed between calibrations).
Comment. Of course, the overall cost of the measurement also includes other costs: the cost of buying (or designing) the measuring instrument, the cost of actually performing the individual measurement themselves, etc. However, these costs are usually order of magnitude smaller than the costs of calibration -since the calibration requires the use of a drastically more expensive standard measuring instrument. Thus, in our first-approximation analysis, we will ignore the costs of actual measurements and assume that the overall costs are approximately equal to the calibration costs.
These is an additional reason why the costs of actual measurement can be safely ignored when we compare measurement corresponding to different values ∆: costs are (approximately) the same for all values ∆; what increases when we want a smaller ∆ is only the cost of the corresponding calibration.
Each calibration procedure consists of two stages:
• first, we transport the measuring instrument to the location of a standard -e.g., to the National Institute of Standard and Technology (NIST) or one of the regional standardization centers -and set up the comparison measurements by the tested and the standard instruments; • second, we perform the measurements themselves.
Correspondingly, the cost of calibration can be estimated as the sum of the costs of these two stages.
Operating the standard measuring instrument is usually a very expensive procedure. So, setting it up for comparison with different measuring instruments requires a lot of time and a lot of adjustment. Once the set-up is done, the second stage is fast and automatic -and therefore not that expensive.
As a result, usually, the cost of the first stage is the dominating factor. So, we can reasonably assume that the cost of the calibration is just the cost of the set-up -i.e., the cost of the first stage of the calibration procedure.
By definition, the set-up does not depend on how many times N we perform the comparison measurements. Thus, in the first approximation, we can simply assume that each calibration requires a flat rate f 0 .
The interval between time calibrations is t 0 = ∆/(2 · k), then during a fixed period of time T 0 (e.g., 10 years), we need
calibrations. Multiplying this number by the cost f 0 of each calibration, we get the overall cost of all the calibrations performed during the fixed time
Finally, dividing this cost by the estimated number N 0 of measurements performed during the period of time T 0 , we estimate the cost F (∆) of an individual measurement as
where we denoted
Comment. The above formula was first described, in a somewhat simplified form, in [7] .
This formula is in good accordance with chemistry-related measurements. It is worth mentioning that the dependence c ∼ 1/∆ also occurs in measurements related to chemical analysis. Indeed, in these measurements, the accuracy of the measurement result is largely determined by the quality of the reagents, i.e., mainly, by the concentration level δ of the unwanted chemicals (pollutants) in a reagent mix. Specifically, the maximum possible measurement uncertainty ∆ is proportional to this concentration δ, i.e., ∆ ≈ c 0 · δ.
According to [20] , the cost of reducing pollutants to a level δ is proportional to 1/δ. Since the accuracy ∆ is proportional to δ, the dependence of the cost of the accuracy is also inverse proportional to ∆, i.e., F (∆) = c/∆ for some constant c.
This formula is in good accordance with actual prices of different measurements. This dependence is in good agreement by the experimental data on the cost of measurements of chemical-related measurements. For example, in a typical pollution measurement, a measurement with the 25% accuracy costs ≈ $200, while if we want to get 7% accuracy, then we have to use a better reagent grade in our measurements which costs between $500 and $1,000. Here, the 3-4 times increase in accuracy (i.e., 3-4 times decrease in measurement uncertainty) leads to approximately the same (4-5) times increase in cost -which is indeed in good accordance with the dependence
How the calibration-based reduction procedure translates into the cost of a measurement: cases of more accurate measurements. In deriving the formula F (∆) ≈ c/∆, we assumed that the cost of actually performing the measurements with the standard instrument is much smaller than the cost of setting up the calibration experiment. This is a reasonable assumption if the overall number of calibration-related measurement N is not too large.
How many measurement do we need? After N measurements, we get the accuracy ∆ = k 0 · σ/ √ N . Thus, for a measuring instrument with standard deviation σ, if we want to achieve the bias level ∆, we must use
measurements.
When the desired accuracy ∆ is very small, the number of calibration-related measurements N is therefore very large. For large N , the duration of the calibration-related measurements exceeds the duration of the set-up. Since the most expensive part of the calibration procedure is the use of the standard measuring instrument, the cost of this procedure is proportional to the overall time during which we use this instrument. When N is large, this time is roughly proportional to N .
In this case, instead of a flat fee f 0 , the cost of each calibration becomes proportional to N , i.e., equal to f 1 · N , where f 1 is the cost per time of using the standard measuring instrument multiplied by the time of each calibration measurement. Due to the formula (11), the resulting cost of each calibration is
To get the cost of a single measurement, we must multiply this cost by the number of calibrations 2 · k · T 0 ∆ required during the time period T 0 , and then divide by the typical number of measurements performed during this period of time. As a result, the cost of a single measurement
The cost of measurements beyond calibration: general discussion. In many scientific cutting-edge experiments, we want to achieve higher accuracy than was possible before. In such situations, we cannot simply use the existing standard measuring instrument to calibrate the new one, because we want to achieve the accuracy that no standard measuring instrument has achieved earlier.
In this case, how can we increase the accuracy depends on the specific quantity that we want to measure.
The cost of measurements beyond calibration: example. For example, in radioastrometry -the art of determining the locations of celestial objects from radioastronomical observation -the accuracy of a measurement by a single radio telescope is ∆ ≈ λ/D, where λ is the wavelength of the radiowaves on which we are observing the source, and D is the diameter of the telescope; see, e.g., [21] . For a telescope of a linear size D, just the amount of material is proportional to its volume, i.e., to D
3
; the cost F of designing a telescope is even higher -it is proportional to D In [13] , we explain why in the general case, power laws are indeed reasonable approximation: crudely speaking, in the absence of a preferred value of the measured quantity, it is reasonable to assume that the dependence does not change if we change the measuring unit (i.e., that it is scale invariant), and power laws are the only scale-invariant dependencies.
Comment. The same arguments about scale invariance apply when we try to find out how the cost of a measurement depends on the standard deviation. So, it is reasonable to assume that this dependence is also described by a power law F (σ) ≈ const/σ β for some constant β.
6 Trade-off between accuracy and sample size in different cost models
Let us plug in different cost models into the above general solution for the tradeoff problem and find out what is the optimal trade-off between accuracy and sample size in the above cost models.
Since the above cost models only describe the dependence of the cost of ∆ and n, we will assume that the characteristic σ (of the un-biased component of measurement uncertainty) is fixed, so we can only select the accuracy characteristic ∆ and the sample size n.
Basic cost model: engineering situation. Let us start with the basic cost model, according to which F (∆) = c/∆. Within this model, we can explicitly solve the above system of equations. As a result, for the engineering situation, we conclude that
Observation. In this case, the overall ∆ 0 on the measurement uncertainty is the sum of the bounds coming from two uncertainty components:
• the bound ∆ 0 that comes from the bias component, and • the bound k 0 · σ √ n that comes from un-biased component of the measurement uncertainty.
In the optimal trade-off, the first component is equal to 1/3 of the bound on overall measurement uncertainty, and therefore, the second component is equal to 2/3 of the bound on overall measurement uncertainty. As a result, we conclude that when the measurement uncertainty comes from several components, in the optimal trade-off, these uncertainty components are of approximately the same size.
Heuristic consequence of this observation. As a result of this qualitative idea, it is reasonable to use the following heuristic rule when looking for a good (not necessarily optimal) trade-off: split the overall measurement uncertainty into equal parts.
In the above example, this would mean taking ∆ = (1/2) · ∆ 0 (and, corre-
How non-optimal is this heuristic solution?
For the optimal solution ∆ = (1/3) · ∆ 0 , the resulting value of the objective function (1) (representing the overall measurement cost) is 27
, while
If we take into account that all our models are approximate, this means that the heuristic trade-off solution is practically as good as the optimal one.
Basic cost model: science situation. In the science situation (2), we get
Cases of more accurate and cutting-edge measurements. When F (∆) = c/∆ α , for the engineering case, we get
For the science case,
In both cases, the uncertainty bound coming from the bias is approximately equal to the bound coming from the un-biased component of measurement uncertainty.
Case of dynamic measurements
Up to now, we have considered the case of static measurements, when the measured quantity is static (does not change over time). Let us now analyze the general case of dynamic measurements, when the measured quantity changes over time.
For such dynamic quantities, we may have two different objectives:
• We may be interested in knowing the average value of the measured quantity, e.g., the average concentration of a pollutant in a lake or the average day temperature. In addition to to knowing the average, we may also want to know the standard deviation and/or other statistical characteristics.
• We may also want to know not only the average, but also the actual dependence of the measured quantity on space location and/or time.
For example:
• If we are interested in general weather patterns, e.g., as a part of the climatological analysis, then it is probably sufficient to measure the average temperature (or the average wind velocity) in a given area.
• On the other hand, if our intent is to provide the meteorological data to the planes flying in this area, then we would rather know how exactly the wind velocity depends on the location, so that the plane will be able to avoid locations where the winds are too strong.
In this paper, we analyze the trade-off between accuracy and sample size for both objectives.
First objective: measuring the average value of a varying quantity
Case of ideal measuring instruments: analysis. Let us start to analyze this situation with the case of an ideal measuring instrument, i.e., a measuring instrument for which the measurement uncertainty is negligible.
By using this ideal instrument, we can measure the value of the quantity of interest at different points and at different moments of time. After we perform n measurements and get n measurement results x 1 , . . . , x n , a natural way to estimate the desired mean value x 0 = E[x] of x is to use the arithmetic aver-
It is reasonable to assume that the differences x i − x 0 are independent random variables, with a known standard deviation σ 0 .
In this case, due to the Central Limit Theorem, for large n, the difference ∆x 0 def = E − x 0 between the estimate E and the desired value x 0 is approximately normally distributed with 0 average and standard deviation σ 0 / √ n.
So, even for measurements with the ideal measuring instrument, the result E of measuring x 0 is not exact; we can only guarantee (with the corresponding level of confidence) that the measurement uncertainty ∆x 0 is bounded by the
Comment. If we do not know this standard deviation, we can estimate it based on the measurement results x 1 , . . . , x n , by using the standard statistical formulas, such as
Case of ideal measuring instruments: recommendations. In the case of ideal measuring instruments, if we want to achieve the desired overall accuracy ∆ 0 with a given confidence, then the sample size n must be determined by the condition that k 0 · σ 0 / √ n ≤ ∆ 0 , where k 0 corresponds to this confidence:
The above condition is equivalent to
. To minimize the measurement costs, we must select the smallest sample size for which this inequality holds, i.e., select n ≈ k
Case of realistic measuring instruments: description. In practice, measuring instruments are not perfect, they have measurement uncertainty. Usually, we assume that we know the standard deviation σ of the corresponding measurement uncertainty, and we know the upper bound ∆ on the possible values of the bias ∆ s : |∆ s | ≤ ∆; see, e.g., [17] .
Case of realistic measuring instruments: analysis. For realistic measuring instruments, for each measurement, the difference ∆x i = x i − x i between the measured and actual values of the quantity of interest is no longer negligible.
In this case, based on n measurement results x 1 , . . . , x n , we do not get the arithmetic average E of the actual values, we only get the average
of the measured values. We are using this average E as an estimate for the desired average x 0 . There are two reasons why E is different from x 0 :
• first, due to measurement uncertainty, x i = x i , hence E = E;
• second, due to the finite sample size, E = x 0 .
As a result, the uncertainty ∆x 0 with which this procedure measures x 0 , i.e., the difference ∆x 0 def = E −x 0 , can be represented as the sum of two uncertainty components:
If we use a measuring instrument for which the mean (bias) of the measurement uncertainty is ∆ s and standard deviation is σ, then for the difference of arithmetic averages, the mean is the same value ∆ s (bias) and the standard deviation is √ n times smaller: it is equal to σ/ √ n. We have just described the difference E − x 0 : it is a random variable with 0 mean and standard deviation σ 0 / √ n.
Since the mean value of E − x 0 is 0 (by definition of x 0 as the mean of x i ), the mean value of the sum (14) is equal to the mean value of the first uncertainty component, i.e., to ∆ s .
It is reasonable to assume that the measurement uncertainty x i −x i (caused by the imperfections of the measurement procedure) and the deviations x i − x 0 (caused by variability of the quantity of interest) are independent random variables. In this case, the variance of the sum (14) is equal to the sum of the corresponding variances, i.e., to
where we denoted σ t def = σ 2 + σ 2 0 . Hence, the standard deviation of the total measurement uncertainty is equal to σ t / √ n.
So, the measurement uncertainty E−x 0 is approximately normally distributed, with the mean ∆ s (about which we know that |∆ s | ≤ ∆) and the standard deviation σ t / √ n. Thus, we can conclude that with a selected degree of confidence, the overall measurement uncertainty cannot exceed
Case of realistic measuring instruments: recommendations. From the purely mathematical viewpoint, when the standard deviation σ of a measuring instrument is fixed, then, to determine ∆ and n, we get exactly the same formulas as in the case of static measurements, with the only difference that:
• instead of the standard deviation σ of the measuring instrument,
• we now have the combined standard deviation σ t = σ 2 + σ So, all the recommendations that we have developed for static measurements are also applicable here.
Example. If we want to achieve a given accuracy ∆ 0 with the smallest possible cost, then, according to the above text, we should use the measuring instrument with accuracy ∆ ≈ (1/3)·∆ 0 . The sample size n is then determined by the formula
For measuring average, the optimal accuracy ∆ if the same as for static measurements, but the optimal sample size is now determined by a new formula
, with σ t instead of σ. Since σ t > σ, we will need a larger sample size n.
9 Second objective: measuring the actual dependence of the measured quantity on space location and/or on time Formulation of the problem. In many real-life situations, we are interested not only in the average value of the measured quantity x, we are also interested in the actual dependence of this quantity on space and/or time.
Within this general scheme, there are several possible situations:
• We may have a quantity that does not depend on a spatial location but does depend on time -e.g., we may be interested in the temperature at a given location. In this case, we are interested to learn how this quantity x depends on the time t, i.e., we are interested to know the dependence x(t).
• We may be interested in a quantity that does not change with time but does change from one spatial location to the other. For example: · in a geographic analysis, we may be interested in how the elevation x depends on the 2-D spatial location t = (t 1 , t 2 ); · in a geophysical analysis, we may be interested how in the density depends on a 3-D location t = (t 1 , t 2 , t 3 ) inside the Earth.
• Finally, we may be interested in a quantity that changes both with time and from one spatial location to the other. For example: · we may be interested in learning how the surface temperature depends on time t 1 and on the 2-D spatial location (t 2 , t 3 ); · we may be also interested in learning how the general temperature in the atmosphere depends on time t 1 and on the 3-D spatial location (t 2 , t 3 , t 4 ).
In all these cases, we are interested to know the dependence x(t) of a measured quantity on the point t = (t 1 , . . . , t d ) in d-dimensional space, where the dimension d ranges from 1 (for the case when we have a quantity depending on time) to 4 (for the case when we are interested in the dependence both on time and on the 3-D spatial location).
Measurement inaccuracy caused by the finiteness of the sample. In practice, we can only measure the values of x at finitely many different locations, and we must use extrapolation to find the values at other locations. So, even if we use a perfect measuring instrument, for which the measurement uncertainty can be ignored, we still have an uncertainty caused by extrapolation.
For example, suppose that we have measured the values x(t
) of the quantity x at moments of time t (1) < t (2) < . . . , < t (n)
, and we want to describe the value x(t) of this quantity at a different moment of time t = t
, a moment of time at which no measurement has been made.
In practice, for most systems, we know the limit g on how fast the value of the quantity x can change with time (or from one spatial location to the other). So, when, e.g., t (1) < t < t (2) , we can conclude that |x(t)−x(t (1) )| ≤ g ·|t−t
|, x(t (1) ) + g · |t − t (1) |]. Thus, even when we have an ideal measuring instrument, the fact that we only have a finite sample t (1) , . . . , t (n) leads to uncertainty in our knowledge of the values x(t)
Estimate of the measurement uncertainty for a given measurement accuracy and given sample size. Let us consider a general situation when we perform measurements with a guaranteed accuracy ∆, and when we measure the quantity x at n different points t (1) , . . . , t (n) in the d-dimensional space. As a result of this measurement, we get n values x i that are ∆-close to the actual values of the quantity x at the corresponding point t (i) :
If we are interested in the value x(t) of the quantity x at a point t = t (i) , then we have to use one of the measured values x i .
We assume that we know the rate g with which x(t) changes with t. Thus, if we use the the result x i of measuring x(t (i) ) to estimate x(t), we can guarantee that |x(t
), where ρ(a, b) denotes the distance between the two points in the d-dimensional space. Since
), i.e.,
).
Thus, the smaller the distance between t and t (i) , the smaller the resulting measurement uncertainty. So, to get the most accurate estimate for x(t), we must select, for this estimate, the point t (i) which is the closest to t.
In general, once we fix the accuracy ∆, the sample size n, and the points t (1) , . . . , t (n) at which the measurement are performed, we can guarantee that for every t, the value x(t) can be reconstructed with the accuracy ∆ + g · ρ 0 , where ρ 0 is the largest possible distance between a point t and the sample set {t (1) , . . . , t (n)
}.
Thus, once we fixed ∆ and n, we should select the points t (i) in such a way that this "largest distance" ρ 0 attains the smallest possible value.
In the 1-D case, the corresponding allocation is easy to describe. Indeed, suppose that we want to allocate such points t (i) on the interval [0, T ]. We want to minimize the distance ρ 0 corresponding to a given sample size n -or, equivalently, to minimize the sample size given a distance ρ 0 . Every point t is ρ 0 -close to one of the sample points t (i) , so it belongs to the corresponding interval [t
Thus, the interval [0, T ] of width T is covered by the union of n intervals [t 
• for the values t ∈ [0, T /n], we take, as the estimate for x(t), the result x 1 of measuring x(t (1) ) = x(T /(2n)); • for the values t ∈ [T /n, 2T /n], we take, as the estimate for x(t), the result x 2 of measuring x(t
, we take, as the estimate for x(t), the result x i of measuring x(t
So, the optimal location of points is when they are on a grid t (1) = 0.5 · T /n, t
= 2.5 · T /n, . . . , and each point t as its center), serves in the sense that for each point t from this interval, as the measured value of x(t), we take the value x (i) . These intervals corresponding to individual points t (i) cover the entire interval [0, T ] without intersection, In this optimal location, when we perform n measurements, we get ρ 0 = T /(2n).
Similarly, in the general d-dimensional case, we can place n points on a ddimensional grid. In this case, each point t (i) "serves" the corresponding cube; these cubes cover the whole domain without intersection. If we denote, by V , the d-dimensional volume of the spatial (or spatio-temporal) domain that we want to cover, then we can conclude that each point x is located at the center of the corresponding cube. Thus, for each point t within this cube and for each coordinate j, the absolute value |t j − t (i) j | between the j-th coordinate of this point t and the j-th coordinate of the cube's center t (i) does not exceed one half of the cube's linear size:
we get
We have already mentioned that for every point t, the accuracy with which we can reconstruct x(t) is bounded by the value ∆ + g · ρ 0 . Thus, this accuracy
We are now ready to formally describe the corresponding trade-off problems.
Trade-off problems for engineering and science: formulation. In engineering applications, we know the overall accuracy ∆ 0 , and we want to minimize the cost of the resulting measurement. In this case, the trade-off problem takes the following form:
where F (∆) is a cost of a single measurement made by a measuring instrument with accuracy ∆, and we denoted
In scientific applications, when we are given the cost F 0 , and the problem is to achieve the highest possible accuracy within this cost. In this case, we arrive at the following problem
Engineering situation: solution. For the basic cost model F (∆) = c/∆, the engineering problem (16) has the following solution:
Similarly to the static case, the optimal trade-off between accuracy and the sample size is attained when both uncertainty components are of approximately the same size.
Science situation: solution. For the basic cost model F (∆) = c/∆, the science problem (16) has the following solution:
In this case too, in the optimal trade-off, the uncertainty bound coming from the accuracy of individual measurements is approximately equal to the uncertainty bound coming from the finiteness of the sample.
Case of non-smooth processes: how to describe them. In the above text, we considered the case the dependence of the quantity x on time and/or space t is smooth. In this case, for small changes ∆t, this dependence can be approximately described by a linear function
So, if we know the upper bound g on the length (g 1 , . . . , g d ) of the gradient of x(t), we can bound the difference x(t + ∆t) − x(t) between the values of the quantity x at close points t + ∆t and t by the product g · ∆t = g · ρ(t, t + ∆t).
In practice, we often encounter non-smooth processes. For example, meteorological data exhibit random change (similar to the Brownian motion); as the result of this, the dependence of the corresponding quantities x on time and spatial coordinates is not smooth.
For the particular case of a Brownian motion, the difference between the values of the quantity x at nearly points grows as the square root of the distance between these points:
for some real number C. In many physical processes, this dependence can be described by a more general power law, i.e., |x(t + ∆t) − x(t)| ≤ C · ∆t β for some real numbers C and β ∈ (0, 1). Such processes are a particular case of fractals; see, e.g., [12] (This notion is closely related with the notion of a fractal dimension: namely, the graph of the corresponding dependence x(t) has a fractal dimension d+(1−β).)
In [13] , it is explained why scale invariance naturally leads to the power law -and thus, to the fractal dependence.
Measurement uncertainty in the case of non-smooth processes. Let us use these formulas to estimate measurement uncertainty for the case of non-smooth processes. We have already mentioned that if we perform (appropriately located) n measurements in a d-dimensional space, then the distance from each point t of the domain of interest to one of the points t (i) in which the measurement was made does not exceed
In the fractal case, we can conclude that the uncertainty of approximating the desired value x(t) with the measured value x(t
) does not exceed C · ρ β . Thus, if we perform n measurements with a measuring device of accuracy ∆, the resulting accuracy in reconstructing all the values of x(t) is bounded by the value
Trade-off problems for engineering and science: formulation and solution. In the situation when we know the overall accuracy ∆ 0 , and we want to minimize the cost of the resulting measurement, the trade-off problem takes the following form:
In the situation when we are given the limit F 0 on the cost, and the problem is to achieve the highest possible accuracy within this cost, we arrive at the following problem
From the mathematical viewpoint, these formulas are similar to the formulas corresponding to the smooth case, with the only difference that instead of raising n to the power 1/d, we now raise n to the power 1/d , where
Thus, for the basic cost model F (∆) = c/∆, the engineering problem has the following solution:
For the basic cost model F (∆) = c/∆, the science problem has the following solution:
in this case too, in the optimal trade-off, both uncertainty components are of approximately the same value.
Case of more accurate measuring instruments. In the above text, we have shown that for more accurate measuring instrument, the cost F (∆) of a measurement depends on its accuracy as
Once we go beyond the basic cost model α = 1, we get α = 3, and then, as we increase accuracy, we switch to a different value α.
For such a power law, in the engineering case, the optimal accuracy is ∆ opt = α α + 2 · ∆ 0 . In particular, for α = 3, we have ∆ opt = 3 5 · ∆ 0 .
Case study: in brief
A real-life example in which we used similar arguments to made a selection between the accuracy and the sample size is the design of radioastronomical telescope system [1] [2] [3] [4] 8, 10, 11] . As we have mentioned, for the radiotelescope of diameter D, the measurement accuracy is proportional to λ/D, and the cost is proportional to D
4
.
The design of a large system of radiotelescopes has several objectives:
• first, we would like to solve radioastrometry problems, i.e., determine the location of the radiosources with as much accuracy as possible;
• second, we would like to solve the radioimaging problems, i.e., for each of the radiosources, we would like to know not only its location, but also its image -i.e., how the intensity (and polarization) of the source changes from one point of this source to the other.
In the first problem, we are interested in measuring a well-defined unchanging quantity. In the second problem, we are interested in finding the actual dependence of the measured quantity on the spatial location.
In the second problem, similar to what we discussed in the general case, the more samples we take (i.e., the more telescopes we build), the more points we will get on the image. On the other hand, within a given overall cost, if we build more telescopes, then the amount of money allocated to each telescope will be smaller, so each telescope will be small (D D), and the resulting accuracy ∆ ∼ 1/D of each of the many measurements will be not so good.
In our analysis, we have found an optimal trade-off between accuracy and sample size. This analysis was used in the design of the successful Russian network of radiotelescopes.
Conclusions
In many practical situations, we are not satisfied with the accuracy of the existing measurements. There are two possible ways to improve the measurement accuracy. First, instead of a single measurement, we can make repeated measurements; the additional information coming from these additional measurements can improve the accuracy of the result of this series of measurements. Second, we can replace the current measuring instrument with a more accurate one; correspondingly, we can use a more accurate (and more expensive) measurement procedure provided by a measuring lab -e.g., a procedure that includes the use of a higher quality reagent. In general, we can combine these two ways, and make repeated measurements with a more accurate measuring instrument.
What is the appropriate trade-off between sample size and accuracy? Traditional engineering approach to this problem assumes that we know the exact probability distribution of all the measurement uncertainties. In many practical situations, however, we do not know the exact distributions. For example, we often only know the upper bound on the corresponding measurement (or estimation) uncertainty; in this case, after the measurements, we only know the interval of possible values of the quantity of interest. We first show that in such situations, traditional engineering approach can sometimes be misleading, so for interval uncertainty, new techniques are needed. Then, we describe proper techniques for achieving optimal trade-off between sample size and accuracy under interval uncertainty.
In general, if the measurement uncertainty consists of several components, then the optimal trade-off between the accuracy ∆ and the same size n occurs when these components are approximately of the same size.
In particular, if we want to achieve the overall accuracy ∆ 0 , as a first approximation, it is reasonable to take ∆ = ∆ 0 /2 -and select the sample size for which the resulting overall measurement uncertainty is ∆ 0 .
A more accurate description of optimal selections in different situations is as follows:
• for the case when we measure a single well-defined quantity (or the average value of varying quantity), we should take ∆ = 1 3 · ∆ 0 ;
• for the case when we are interested in reconstructing all the values x(t) of a smooth quantity x depending on d parameters t = (t 1 , . . . , t d ), we should
• for the case when are interested in reconstructing all the values x(t) of a non-smooth quantity 
