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ABSTRACT
While the Slim approach [22] obtained high ranking-accuracy in
many experiments in the literature, it is also known for its high
computational cost of learning its parameters from data. For this
reason, we focus in this paper on variants of high-dimensional re-
gression problems that have closed-form solutions. Moreover, we
motivate a re-scaling rather than a re-weighting approach for deal-
ing with biases regarding item-popularities in the data. We also
discuss properties of the sparse solution, and outline a computa-
tionally efficient approximation. In experiments on three publicly
available data sets, we observed not only extremely reduced train-
ing times, but also significantly improved ranking accuracy com-
pared to Slim. Surprisingly, various state-of-the-art models, includ-
ing deep non-linear autoencoders, were also outperformed on two
of the three data sets in our experiments, in particular for recom-
mendations with highly personalized relevance.
1 INTRODUCTION
Slim [22] is a linear-regression model with several constraints, and
achieved competitive recommendation-accuracy in the literature,
despite its simplicity. ese constraints, however, render the train-
ing computationally expensive. In this paper, we simplify this ap-
proach and discuss several extensions. is article summarizes sev-
eral extensions of our short paper [31]. e main contributions are
as follows:
• Compared to Slim, we dropped the L1-norm regularization-
term and the non-negativity constraint on the learnedweights
for computational efficiency. Surprisingly, we observed
considerable improvements in ranking-accuracy, even out-
performing other competing models, like deep non-linear
autoencoders on two of the three data sets in our experi-
ments.
• In Slim [22] and its variants [14, 27], the learning prob-
lem was decomposed into independent tasks, one for each
item, which is computationally very costly, even though
it is embarrassingly parallel. We show that it is possible to
solve a modified problem with a single closed-form solu-
tion (Section 3). Closed-form solutions are the main focus
of this paper.
• Whereas the constraint of a zero-diagonal in the learned
weight-matrix was dropped in variants [14, 27] of Slim
for computational reasons, we found this constraint to be
crucial for improved ranking-accuracy in our experiments
(Sec. 3).
• We show that biases in the data, in particular adjustments
in item-popularities, can be tackled effectively by re-scaling
the target-values, rather than re-weighting the errors, in
the presented approach (Section 4).
• In Section 5, we discuss that the main advantage of sparse
modeling in collaborative filteringmay be in the reduction
of the computational cost rather than in improvements in
ranking-accuracy. Sparse modeling may improve recom-
mendation accuracy, however, by reducing the occurrence
of trust-busters in the sense of generally popular items
that are unrelated to the user’s past user-item interactions.
While training sparse models can be computationally ex-
pensive, we outline an efficient approximate approach.
• e learned weight-matrix of the regression-model may
also be interpreted as the item-item similarity-matrix in a
neighborhood-based approach (e.g., see [27]). e closed-
form solution in this paper reveals that the conceptually
correct similarity matrix is determined by the inverse of
the given item-item (or user-user) data-matrix (Section 3),
which is in stark contrast to existing approaches (e.g., see
[34, 35] and references therein).
e computational cost is discussed in Section 6, where we also
highlight the greatly reduced training-time observed in our exper-
iments. We finish this paper with a summary of the experimental
set-up (Section 7). Related work is discussed in each of the sections
regarding the different variants outlined in this paper.
2 APPROACH: PRELIMINARIES
Let the training data be given in the form of two user-item interac-
tionmatricesY ,X ∈ R |U |× |I | , whereU andI are the sets of users
and items in the training data, respectively, and | · | denotes the car-
dinality of a set. ese matrices are typically sparse (unobserved
interactions are represented by zero). Observed interactions may
be represented by ones (e.g., user has listened to a song) or by con-
tinuous values (e.g., the time a user listened to a song).
We use two matrices Y ,X for training, as to allow for the fact
that they possibly hold different data: for instance, in practical ap-
plications, X may represent the past user-item interactions, while
Y may reflect the future ones, relative to a chosen reference-time.
Also, X and Y may hold different kinds of user-item interactions,
like product-views and product-purchases on a shopping site. We
also allow for X = Y (as is common in the literature), except for
the approach in Section 3.2.
e linear model considered in this paper is defined by its item-
item weight-matrix B ∈ R |I |× |I | . e model-predictions are
Yˆ = XBˆ, (1)
where Bˆ denotes the weight-matrix estimated from the given data,
and Yˆ are the predicted scores.1 e training objective is
Bˆ(rr) = argmin
B
| |Y − X · B | |2F + λ · | |B | |2F , (2)
where | | · | |F denotes the Frobenius norm. L2-norm regularization
with hyper-parameter λ > 0 is used to prevent overfiing (ridge
regression). We chose this simple training objective, as it allows
for closed-form solutions, as will be discussed in the remainder of
this paper. e well-known solution of Eq. 2 is given by
Bˆ(rr) = Pˆ · X⊤Y , (3)
where Pˆ =
(
X⊤X + λ · I )−1 , (4)
where I denotes the identity matrix. Obviously, if Y = X and λ = 0,
then Bˆ(rr) = I is the trivial solution, and is hence not useful. is
motivates the constraint of a zero diagonal, of which two different
variants are discussed in the following section.
3 ZERO DIAGONALS
We first outline the constraint of a zero diagonal in the weight ma-
trix B (as fist introduced in Slim [22]), and derive the closed-form
solution. As a simple alternative (see Section 3.2), yet with slightly
less accurate predictions, one may split the training data into dis-
joint matrices X ,Y .
3.1 Zero Diagonal in the Weight Matrix
As to exclude the trivial solution B = I , we now add the constraint
that the diagonal of theweight matrix has to vanish (this constraint
was first introduced in Slim [22], but was dropped in later variants
[14, 27] for computational efficiency):
Bˆ(0d) = argmin
B
| |Y − X · B | |2F + λ · | |B | |2F
s.t. diag(B) = 0 (5)
Slim [22] and its variants [14, 27] took advantage of the fact that
this least-squares problem decomposes into separate least-squares
problems, one for each column/item i ∈ I,
| |Y − X · B | |2F =
∑
i ∈I
| |Y·,i − X · B ·,i | |2F , (6)
which can be solved independently of each other. Despite embar-
rassingly parallel computations, this is costly or even prohibitive
in domains with a large number of items, e.g., see row (a) in Table
4, where the original implementation by the authors [22] was used.
is motivated us to derive the closed-form solution of Eq. 5, us-
ing the method of Lagrangian multipliers, which applies to equal-
ity constraints. We define the vector of Lagrangian multipliers
γ = (γ1, ...,γ |I |)⊤ and form the Lagrangian:
L = | |Y − XB | |2F + λ · | |B | |2F + 2 · γ⊤ · diag(B),
1While Bˆ captures pairwise (item-item) parameters, also unary item-intercept-
parameters may be included in the model by appending a column of ones to X
and a row (of item-intercepts) to the boom of Bˆ . As we did not find significant
improvements in our experiments, only results without the item-intercepts are re-
ported. An alternative to learning the item-intercepts as part of B, is to simply center
each column i ∈ I in the training-matrix Y by subtracting its mean µi , then learn
Bˆ (without item-intercepts), and add the means back as to obtain the final scores
Yˆ + ®1 · µ⊤ = X Bˆ + ®1 · µ⊤, with a column-vector of ones and the vector of means
µ = (µ1, ..., µ |I |)⊤ . e items are finally ranked by these scores.
e constrained optimization problem in Eq. 5 is solved by mini-
mizing this Lagrangian. We hence set its derivative to zero, which
yields the estimate Bˆ(0d) aer re-arranging terms:
Bˆ(0d) = Pˆ · (X⊤Y − diagMat(γ )) (7)
= Bˆ(rr) − Pˆ · diagMat(γ ), (8)
where Bˆ(rr) and Pˆ are given by Eqs. 3 and 4; diagMat(γ ) denotes the
diagonal matrix with the Lagrangian multipliersγ = (γ1, ...,γ |I |)⊤.
eir values are determined by the constraint diag(Bˆ(0d)) = 0, which
yields
0 = diag(Bˆ(0d)) = diag(Bˆ(rr)) − diag(Pˆ ) ⊙ γ ,
where ⊙ denotes the elementwise product. It follows that
γ = diag(Bˆ(rr)) ⊘ diag(Pˆ ),
where ⊘ denotes the elementwise division of the two vectors on
the diagonals of the matrices Bˆ(rr) and Pˆ (which is well-defined
given that Pˆ is invertible). Substituting this back into Eq. 8, yields
Bˆ(0d) = Bˆ(rr) − Pˆ · diagMat
(
diag(Bˆ(rr)) ⊘ diag(Pˆ)
)
, (9)
which is the closed-form solution of Eq. 5.
If X = Y , we have X⊤Y = X⊤X = Pˆ−1 − λ · I (see Eq. 4).
is identity, together with Eq. 3. is substituted into Eq. 9, which
further simplifies for X = Y :
Bˆ
(0d)
(X=Y ) = I − Pˆ · diagMat
(
®1 ⊘ diag(Pˆ)
)
, (10)
i.e., the inverted matrix Pˆ (see Eq. 4) fully determines Bˆ
(0d)
(X=Y ); in
fact, the off-diagonal elements of Bˆ
(0d)
(X=Y ) are obtained by dividing
each column i of Pˆ by its diagonal element Pˆii . Hence, even if
X = Y , we have that Bˆ
(0d)
(X=Y ) is an asymmetric matrix in general,
even though Pˆ is symmetric.
Given that Bˆ(0d) may also be interpreted as the similarity-matrix
in a neighborhood-based approach, Eqs. 10 and 4 show that the
conceptually correct similarity-matrix is asymmetric and is based
on the inverse of the data Gram-matrixX⊤X . ese are two key dif-
ferences to the similarity-matrices commonly used in neighborhood-
based approaches (e.g., see [34, 35] and references therein), which
typically employ re-scaled versions ofX⊤X (e.g., cosine similarity).
Experiments: Surprisingly, in our experiments we found that
Bˆ(0d), despite its simplicity, was not only competitive with the vari-
ous baselines in rows (a)-(e) in Table 1, but also outperformed them
in Tables 3 and 4–in the laer, remarkably by about 20%.
3.2 Zero Diagonal in the Data Gram-Matrix
In this section, we show that the unconstrained regression-problem,
see Eqs. 2-4, can be a useful approach if the data matrices are
(forced to be) disjoint in the sense that each observed user-item-
interaction is reflected by eitherY orX (but not both), i.e., Y⊙X = 0
where ⊙ denotes the elementwise product (unobserved interac-
tions are represented by 0). If Y ⊙ X = 0, then it is easy to see that
diag(X⊤Y ) = 0, i.e., we now have a zero diagonal in the data Gram-
matrixX⊤Y . While different from the constraint diag(B) = 0 in Eq.
5, we show in the following that both are almost the same.
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Given that only a single training matrix Z was available in our
experiments on publicly available data sets, we created disjoint ma-
trices Y ,X by random splits of Z , see Appendix for details: as a re-
sult, we usedX⊤X := Z⊤Z andX⊤Y := Z⊤Z−diagMat(diag(Z⊤Z ))
in our experiments. Substituted into Eqs. 3 and 4, we obtain for
Bˆ(rr):
Bˆ
(rr)
(Z ) = I − Pˆ · diagMat
(
diag(Z⊤Z ) + λ) . (11)
Note its similarity to Eq. 10, where one can re-write diagMat(®1 ⊘
diag(Pˆ)) = diagMat
(
®1 ⊘ diag((Z⊤Z + λI )−1)
)
for Z = X .
Experiments:While less accurate than Bˆ(0d) in our experiments,
even this simple approach (row 2) was competitive with several of
the baselines in rows (a)-(e) in Tables 1, 3, and 4.
4 BIASED TRAINING-DATA
A key challenge in real-world applications of recommender sys-
tems is the removal of the various biases that are present in the
data. Several different approaches have been developed for esti-
mating and removing biases (e.g., [15, 16, 25]), oen based on in-
verse propensity scoring. A very prominent bias is due to the fact
that the data are missing not at random [19]. A simple, yet effec-
tive, approach is to sample negative user-item interactions when
learning the model from training-data that are mainly comprised
of positive user-item interactions, as is done in weighted matrix
factorization [12, 23, 29]. Another useful application is the removal
of the popularity-bias in the data, so that the model can learn item-
similarities that are not tainted by item-popularities [21, 30] –in the
domain of natural language processing this was done by word2vec
[21].
In this section, we first outline the weighted version of matrix-
based regression. As it cannot be solved in closed form in general,
we then motivate a re-scaled version, which can be solved easily.
4.1 Weighted Errors
Allowing for a possibly different weightWu,i regarding the squared
error of each useru and item i is themost general weighting scheme:
Bˆ(weighted) = argmin
B
| |
√
W ⊙ (Y − X · B)| |2F + λ · | |B | |2F
s.t. diag(B) = 0, (12)
where ⊙ denotes the elementwise product of the elementwise square-
root of the weighting-matrixW ∈ R |U |× |I | concerning the error-
matrix Y − XB. is problem may be solved by decomposing it
into separate columns (like in Eq. 6), and solving a weighted lin-
ear regression for each column i ∈ I, analogous to Slim [22]. A
closed-form solution to the linear problem where B is a matrix
rather than a vector, unfortunately does not exist for a general
weighting-matrix W . Two important special cases with a closed-
form solution are as follows.
4.1.1 Weighting of Users. IfW = w(U) · ®1⊤ is the outer product
of the vector of user-weights w(U) ∈ R |U | and a vector of ones,
then | |√W ⊙ (Y −X ·B)| |2
F
= | |diagMat(
√
w(U)) · (Y −X ·B)| |2
F
, and
it is easy to see that the solution for Bˆ(weighted) is given by Eq. 9
(see also Eqs. 3 and 4) aer replacing X⊤X by X⊤diagMat(w(U))X ,
and X⊤Y by X⊤diagMat(w(U))Y . Note that this re-weighting may
be done in the data-preprocessing step when these two item-item
matrices are generated, prior to the training.
4.1.2 Weighting of Items. IfW = ®1 ·w(I)⊤ is the outer product
of a vector of ones and the vector of item-weights w(I) ∈ R |I | ,
then | |√W ⊙ (Y − X · B)| |2
F
= | |(Y − X · B) · diagMat(
√
w(I))| |2
F
=
∑
i ∈I w
(I)
i · | |Y·,i−X ·B ·,i | |22 . e last identity shows that the squared
error decomposes into a weighted sum of independent squared er-
rors, one regarding each column i ∈ I. Hence, the optimal solu-
tion Bˆ
(weighted)
·,i for column i is unaffected by item-weight w
(I)
i (as-
suming that the L2-norm regularization is re-scaled accordingly).
Consequently, this simple weighting scheme has no effect on the
learned model-weights Bˆ(weighted).
For the item-weighting to have an effect, for each item i , differ-
ent weights have to be used across users. For instance, this is done
in weighted matrix factorization [12, 23, 29], where the weight of a
user-item interaction depends on the fact whether it was observed
or was missing in the data-matrix. Unfortunately, such a weight-
ing scheme withWu,i does not have a closed-form solution for ma-
trix Bˆ(weighted) in general. is motivated us to consider a different
approach, which allows for a closed-form solution using only item-
weights w(I), as outlined in the following section.
4.2 Re-scaled Target-Values
In this section we show the effectiveness of re-scaling the target
values Y with item-weights w(I) ∈ R |I | . Note that this avoids the
use of weightsWu,i that depend on both users and items, which
would prevent a closed-form solution. Re-scaling the target values,
Bˆ(scaled) = argmin
B
| |Y · diagMat(w(I)) − X · B | |2F + λ · | |B | |2F
s.t. diag(B) = 0, (13)
may be motivated as follows: let us consider the special case that
Y is a binary matrix, reflecting the observed (value 1) and miss-
ing (value 0) user-item interactions. For each item i ∈ I , if we
re-weight the squared errors (like in Eq. 12) depending on the
fact whether the user-item-interaction is observed (weight w1) or
missing (weight w0) in Y , then the leading-order effect is that the
trained model will predict a different mean (or intercept) for the
item (see also [13] for logistic regression). For instance, the in-
tercept will increase as we increase w1 relative to w0 . Now, the
same leading-order effect can also be achieved by re-scaling (see
Eq. 13) while using only the vector of item-weights w(I) (i.e., us-
ing only one weight per item): the reason is that, for each item
i ∈ I, w(I)i re-scales only the observed user-item interactions due
to their value of 1 in Y , while the missing ones are unaffected by
w
(I)
i due to their value of 0; hence the mean (or intercept) for each
item i can be controlled by re-scaling with weight w
(I)
i . e dif-
ference between re-weighting and re-scaling is that the errors are
quantified in different ways. is may be of concern if the ultimate
objective is to (exactly) optimize theweighted squared error. In our
case, however, neither one of the training objectives (re-weighted
in Eq. 12 or re-scaled in Eq. 13) matches exactly our final goal of
optimizing a ranking-metric (on the test data). We hence use the
re-scaled objective in Eq. 13 as a surrogate objective, as it has a
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closed-form solution. It can be derived easily: first, we substitute
Y˜ := Y ·diagMat(w(I)). en the solution is given by Eq. 9 (see also
Eqs. 3 and 4), with Y replaced by Y˜ in Eq. 5. Finally, undoing the
substitution, and realizing that the diagonal matrix diagMat(w(I))
can be pulled out of both terms in Eq. 9, we obtain
Bˆ(scaled) = Bˆ(0d) · diagMat(w(I)), (14)
where Bˆ(0d) is given by Eq. 9. is solution has the interesting
property that it decomposes such that the re-scaling withw(I) can
be applied aer Bˆ(0d) has been learned. is is especially useful
in practical situations where the weights w(I) may change rapidly:
the model does not need to be re-trained with new weights w(I)–
instead one may simply multiply the learned model Bˆ(0d) with the
current weights w(I) at the time of making recommendations.
Moreover, note that the item-weights w(I) are unary quantities,
while the model-weights B are pairwise quantities–hence, com-
pared to B, the item-weights w(I) can be estimated reliably from a
much smaller data set, which is beneficial in case of rapid changes
in item-popularities.
4.3 Example: Popularity Adjustments
When training without re-weighting or re-scaling, collaborative-
filtering approaches learn not only the similarities among the items
but also their different popularities from the training data. is
learned trade-off between item-similarities and item-popularities
determines the recommendations made for a given user. Adjusting
this trade-off can be crucial for the quality of recommendations
[6, 30]. We illustrate the effectiveness of the re-scaled approach
(see Eqs. 13 and 14) in two applications.
4.3.1 Removal of Popularity-Bias. egoal of removing the pop-
ularity bias that is present in the training data, is to learn a model
that focuses on item similarities. We start by defining the popu-
larity of item i as popi =
∑
u Yu,i , and the popularity-vector re-
garding all items as pop = (pop1, ..., pop |I |)⊤. For instance, if Y is
binary, it is the number of users who interacted with item i . As to
allow for different degrees of item-popularities to be removed dur-
ing training, we introduce the exponent α ∈ [0, 1], see also [21, 30].
e value of α has to be chosen depending on the data (e.g., 0.75 is
used in word2vec for natural language [21]). We found α = 0.5 to
work well on the publicly available data used in our experiments
in Section 7. Analogous to inverse propensity weighting, we chose
the weights for re-scaling as
w(I) ∝ ®1 ⊘ popα ,
where ⊘ denotes the elementwise division, and the exponent α is
applied elementwise as well. Note that the normalization of the
weight-vector w(I) does not maer in Eq. 14 when ranking the
items according to the predicted scores.
Experiments: Table 2 illustrates the effect: as an example, we
picked the movie ’e Matrix (1999)’ in the Netflix data:3 for a
dummy-user who has watched only this movie, the top recom-
mendations based on Bˆ(scaled) are comprised of three additional
sequels, as expected for a model that focuses on similarity. is
is in contrast to the unweighted model Bˆ(0d), whose recommenda-
tions reflect the trade-off between item-similarities and the item-
popularities as learned from the training data, which results in only
one sequel in the top recommendations.
4.3.2 Adjusting to Current Item-Popularities. In this section, we
show that the re-scaling approach in Eqs. 13 and 14 is a simple yet
effective method for adapting the recommendations to the vary-
ing item-popularities over time.2 When making recommendations
at time t , it is typically suboptimal to use the average popularity
popi of an item in the training data, as these data may have been
collected over an extended time-period, during which each item’s
popularity may have changed. Instead, using the items’ populari-
ties at time t can lead to improved recommendations. ese pop-
ularities may be estimated based on a small time-window near t ,
and we denote them by popi (t). e weights for re-scaling can
now be defined as
w(I)(t) ∝ pop(t)α ⊘ popα ,
i.e., in Eq. 14 this removes the average item-popularity pop that
was learned by Bˆ(0d) and replaces it by the popularity pop(t) at
time t . As a result, Bˆ(scaled) reflects the item-popularities at time t ,
besides the item-item similarities learned by Bˆ(0d), see Eq. 14.
Experiments: For a dummy-user who interacted only with the
movie ’e Matrix (1999)’, Table 2 (boom) shows the top recom-
mendations at three different points in time during the 6-year time-
span covered by the Netflix data.3 As expected, the sequels make
their appearances in the top recommendations according to the
rise and fall of their popularities over time. is illustrates the
importance of accounting for the item-popularities at the time of
making recommendations.
is is quantified in rows 5-10 in Table 3, which illustrates the
improvements in ranking accuracy when taking into account the
time of recommendation: first, we estimated the item-popularities
pop(t), and hence weightsw(I)(t), by spliing the data of the training-
users (which are disjoint from the test-users) into N successive
time-intervals with equal amounts of data (the time-intervals may
hence have different lengths). en, for each interaction of a test-
user with a test-item, we determined as to which of theN intervals
it fell into, and applied the corresponding weights w(I)(t) accord-
ing to Eq. 14. is resulted in the ranked list of recommendations,
and we determined the rank of the test-item. We finally used these
ranks of the test-items as to compute the ranking metrics in the
same way as we did for the other, time-agnostic, approaches in
Table 3. Note that we chose this scheme as it follows exactly the
same evaluation-protocol, and uses exactly the same training and
test data as was used for the other, time-agnostic, approaches in
Table 3. It hence directly shows the large improvements due to
taking into account the time of prediction. is evaluation-scheme,
of course, is unrealistic, given that information in the training-data
from the future is possibly used when making recommendations
for the test-users in the past–which is a general shortcoming of
2If additionally the user-preferences change over time, or if the sequential aspect of
the user-item interactions is crucial, more powerful models are required, e.g., [10, 18,
32].
3We used the Netflix data here, as it provided the date of the user-item interaction,
which was unavailable in the MSD data.
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randomly spliing the data into test and training sets, as is com-
monly done in the literature. Predicting the future based on the
past, relative to a chosen reference-point in time, of course, would
be more realistic.
Rows 5-10 in Table 3 also show that spliing the training data
into about 200 time-intervals yielded the best ranking accuracy.
is implies that a smaller number of time-intervals did not pro-
vide sufficient resolution in time, while a larger number reduced
the amount of data in each interval to a level where the weights
w(I) could not be estimated accurately.
5 SPARSE MODELING
In this section, we focus on learning a sparseweight-matrix Bˆ(sparse),
instead of a dense one. For simplicity of argument, we assume that
X = Y throughout this section: in this case, the weight-matrix
Bˆ
(0d)
(X=Y ) is completely determined by Pˆ , see Eq. 10. If we further as-
sume that the data-matrix 1|U | ·X⊤X is the covariance matrix (i.e.,
the means have been subtracted from each column in X , see also
footnote 1), then the problem of determining Pˆ (see Eq. 4) becomes
the estimation problem of a sparse inverse covariance matrix, or
sparse precision matrix. is is a well-studied problem in the areas
of structure-learning in graphical models and of statistical signal
processing, e.g., [3, 7, 8, 11, 20, 24, 33, 36]. Most of the common
approaches add a sparsity-inducing penalty term to the training
objective. L0-norm penalties (like AIC or BIC [1, 2, 26]) lead to non-
convex (and NP hard) optimization problems, which are typically
tackled by various (heuristic) subset selection methods, while the
L1-norm penalty results in a convex optimization problem, which
has aracted much recent work, e.g., see [3, 7, 11, 20, 24, 33, 36]
and references therein.
In Section 5.1, we point out that sparse modeling may improve
the quality of recommendations by reducing the number of trust-
busters in the sense of eliminating generally popular items that are
unrelated to the user’s interests. As there are typically only few
trust-busters, we will discuss in Section 5.2 as to why sparse mod-
eling in collaborative-filtering may not lead to notable improve-
ments in (aggregate) ranking metrics. Finally, in Section 5.3 we
outline a simple approximate approach to learning a sparse weight-
matrix in a computationally efficient way.
5.1 Relevance of Non-Zero Weights
In this section, we discuss that
(1) the learned sparsity paern in Pˆ (i.e., which entries are
non-zero) is determined by the item-item similarities irre-
spective of the item-popularities, hence focusing on rele-
vance (i.e., statistical dependence).
(2) In contrast, the non-zero values in Pˆ capture both item-
item similarities and item-popularitieswhenX reflects sparse
binary user-item interactions4 (where the means are pos-
sibly subtracted from the columns).
Item (2) is immediately evident from the fact that Pˆ is the (regular-
ized) inverse of X⊤X , see Eq. 4. Note that the item-popularities
4In this case, each column may be viewed approximately as a sample from a Poisson
distribution with mean µi = popi / |U | and standard deviation
√
µi , where popi is
the number of users who interacted with item i .
not only affect the mean, but also the standard deviation in each
column of X .4 e laer is preserved even if 1|U | · X⊤X is the co-
variance matrix.
Item (1) follows from thewell-known fact that a zero entry Pˆi, j =
0 in the precisionmatrix (or inverse covariancematrix) corresponds
to the conditional independence of the variables i, j given all the
other variablesI\{i, j} (e.g., [20]). It is important to realize that the
degree of (conditional) dependence of two Gaussian random vari-
ables is unaffected by their means and standard deviations–for this
reason, the various hypothesis-tests regarding the (conditional) in-
dependence of Gaussian random variables are based on their (par-
tial) correlation coefficients, rather than on their covariances. Note
that the mean and the standard deviation (which contain informa-
tion on the item-popularities) do not affect the correlation coeffi-
cients.
Given that the learned weight matrix Bˆ
(0d)
(X=Y ) is completely de-
termined by Pˆ if we assume X = Y (see Eq. 10), items (1) and (2)
hence carry over to Bˆ(sparse). In practice, this may reduce the risk
of recommending items that are generally popular but unrelated to
a user’s past user-item-interactions, as the corresponding entries
in Bˆ(sparse) are likely learned to be zero for unrelated but popular
items due to small correlations (while the covariances might possi-
bly be large).
Experiments: Our experiments on sparsity are based on MSD,
as it is the largest of the three data sets, and hence the largest speed-
up in training-time can be expected (see Section 6), which is the
main goal of using sparse modeling in this paper. Rows 5-10 in
Table 4 illustrate, for two sparsity levels (0.003 and 0.0007), that
the sparsity paern is indeed determined in good approximation
by the correlation matrix: for simplicity, we created (suboptimal)
sparse weight-matrices Bˆ(sparse) by elementwise multiplication of
the dense solution Bˆ
(0d)
(X=Y ) with various sparse binary indicator-
matrices A, which were determined by thresholding the absolute
values in three different matrices: (1) thresholding Bˆ
(0d)
(X=Y ) serves
as a baseline, and may also be viewed as subset selection based
on an L0-norm penalty. (2) thresholding the correlation matrix
cor(X ,X ) is only slightly worse in Table 4–even though only (mar-
ginal) correlations are considered here. From a computational per-
spective, this thresholding has the advantage that it can be car-
ried out before learning the weight matrix, which will be used
in the algorithm outlined in Section 5.3. (3) In contrast, thresh-
olding X⊤X yields considerably worse results in Table 4, as ex-
pected. Apart from that, it is remarkable that, relative to the dense
solution (cf. Bˆ
(0d)
(X=Y ) in row 3), the sparse solutions resulted in
ranking-accuracies that were only slightly degraded at the spar-
sity levels 0.003 and 0.0007–dense models with the same number
of parameters would be restricted to only 123 and 27 latent di-
mensions and one hidden layer, respectively. e models based
on low-dimensional embeddings in rows (b)-(e) in Table 4, how-
ever, have a much larger number of parameters–yet their ranking
accuracies are considerably worse. is illustrates the effective-
ness of high-dimensional sparse models compared to deep low-
dimensional dense models in this domain.
5
5.2 Predictive Accuracy
Given that sparsity in the model-parameters entails regularization
of the learned model as well as feature selection, improved pre-
dictive accuracy of sparse models has been observed in various
fields, especially when the training data were small, like in bio-
informatics.
In our experiments, however, we did not observe a large differ-
ence between dense and sparse solutions: cf. row (4) with row (a)
in Tables 1 and 3: ’Bˆ(0d) ≥ 0’ is the (suboptimal) non-negative so-
lution, obtained by seing all the negative values in Bˆ(0d) to zero
(about 60% of the entries); ’Bˆ(0d) ≥ 0’ hence is a dense matrix re-
garding the remaining 40% of positive entries. e only difference
between row (4) and row (a) is hence that Slim [22] is additionally
a sparse model.5
While this empirical result of about equal predictive accuracy
of sparse and dense models in our experiments may by surprising
at first glance, it may also be explained as follows: predictive accu-
racy is typically evaluated in terms of cross validation (or held-out
test-data). Now, let us recall two properties of AIC [1, 2]: (1) AIC is
obtained as the leading-order approximation to cross-validation in
the asymptotic limit [1, 2]; (2) when AIC is added as a penalty-term
to the training objective, while it may entail sparse solutions when
the training set is small, AIC tends to entail (close to) dense solu-
tions for large data sets, as the (unknown) true model underlying
the data is typically outside the (limited) model-class considered.
In our experiments, the amount of data is apparently sufficiently
close to the asymptotic limit (in aggregate across all users, which
determines the sufficient statistics for training, i.e., the data matri-
ces X⊤X and X⊤Y ), so that sparse models may not achieve consid-
erably improved prediction/ranking accuracy compared to dense
models.
5.3 Efficient Approximate Sparse Training
While the computational cost (memory footprint and computation
time) can be greatly reduced in sparsemodels whenmaking predic-
tions/recommendations, learning a sparse model oen has a larger
computational cost than learning a dense model (see also introduc-
tion to Section 5). For this reason, we now outline a simple heuris-
tic for obtaining a sparse solution in a computationally efficient
way, comprised of three steps.
First, we determine the sparsity-paern A ∈ {0, 1} |I |× |I | of
Bˆ(sparse) by applying a threshold θ to the absolute value of the
(marginal) correlation coefficients (see also Section 5.1): Ai, j = 0 if
|cor(X ,X )| < θ , andAi, j = 1 otherwise. e value of θ may be cho-
sen according to the desired p-value in the hypothesis test for in-
dependence of Gaussian variables, according to the corresponding
L0-norm penalty-term added to the training objective, or simply
such that the desired level of sparsity is obtained.
Note that, under the Markov assumption in Markov networks
(but not in Bayesian networks), it holds that conditional indepen-
dence of i and j given a set S ⊆ I \ {i, j} implies that they are
also independent conditional on any super-set T of S. Under this
assumption, the marginal independence of i and j (as determined
by threshold θ) implies that Pˆi j = 0.
5
Slim was trained with the original code published by the authors of [22], and hence
is a close-to-optimal solution.
is first step may be viewed as a backward subset-selection
step or as the initial step of the constraint-based approach to learn-
ing graphical models [28]–for computational efficiency we do not
consider (higher-order) partial correlations here. e goal of the
first step merely is to efficiently determine a sparsity paern such
that the second step can be computed efficiently (where additional
(close to) zero entries in Pˆ may be determined). To this end, we
additionally cap the number of non-zero entries in each column of
A by N (max) (we chose 1,000 in our experiments), which limits the
maximal size of the sub-problems to be solved in the second step.
In the second step, we estimate the non-zero values in Bˆ(sparse)
given the sparsity paern in A from the first step. e non-zero
values may be computed exactly by solving a separate regression
problem for each column of Bˆ(sparse), as was done in fsSLIM [22].
Following the theme of this paper, we instead aim to solve the re-
gression problem for an entire sub-matrix (i.e., several columns) at
once for computational efficiency. To this end, we start by main-
taining a list L of the column-indices of A, sorted in descending
order by the number of non-zero entries in each column of A (as
a tie-break, we use the maximal correlation coefficient |cor(X ,X )|
(i.e., absolute value) in each column as a secondary sorting crite-
ria).
We then iterate through the list L until it is empty as follows:
at step k of the iteration, if i is the first column-index in list L, we
determine the set Ik of item-indices j where Aj,i = 1. We then re-
move all the indices j ∈ Ik from list L. Note that L shrinks in size
by several indices per iteration, which makes this approach com-
putationally efficient. Now, we estimate the sub-matrix Bˆ
(sparse)
Ik×Ik
from the (dense) sub-matrix (X⊤X )Ik×Ik according to Eqs. 10 and
4.
Estimating these sub-matrices independently of each other in
each step, may admiedly be a crude approximation in general.
If A is a block-diagonal matrix, however, the exact solution is ob-
tained. Given that each sub-matrix(X⊤X )Ik×Ik is concerned with
a set Ik of highly-correlated items by construction (see first step),
matrix A may actually be close to block-diagonal in some sense,
with some overlap of the blocks.
In the third and final step, all the sub-matrices Bˆ
(sparse)
Ik×Ik are ag-
gregated as to obtain Bˆ(sparse), by simply averaging their values
where these sub-matrices overlap.
Experiments: RegardingMSD, the largest data set in our exper-
iments, the experimental results are shown in rows 11-12 in Table
4: the ranking accuracies drop only slightly compared to the dense
solution (row 2), while still considerably outperforming the low-
dimensional-embedding models in rows (b)-(e) in Table 4. At the
same time the training-time is greatly reduced, as discussed in the
next section.
6 COMPUTATIONAL COST
ecomputational cost of the presented approach is determined by
the size of the matrices X⊤X and X⊤Y , which can serve as suffi-
cient statistics in place of the possibly much larger matrices X and
Y . ey can be computed in a pre-processing step prior to learn-
ing the model. e step that is computationally expensive is the
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Table 1: Accuracy onML-20M data (standard errors≈0.002).
row approach Recall@20 Recall@50 NDCG@100
(1) popularity 0.162 0.235 0.191
(2) Bˆ(rr) 0.375 0.507 0.406
(3) Bˆ(0d) 0.391 0.521 0.420
(4) Bˆ(0d) ≥ 0 0.373 0.499 0.402
results reproduced from [17]:
(a) Slim 0.370 0.495 0.401
(b) wmf 0.360 0.498 0.386
(c) cdae 0.391 0.523 0.418
(d) Mult-vae pr 0.395 0.537 0.426
(e) Mult-dae 0.387 0.524 0.419
matrix inversion to obtain Pˆ , see Eq. 4. e computational com-
plexity of a matrix inversion is about O(|I|2.376) when using the
Coppersmith-Winograd algorithm.
e closed-form solutionwas key to the vastly reduced training-
times in our experiments: learning Bˆ(0d) took less than 2, 2 and 20
minutes on the data setsML20M, Netflix andMSD, respectively, on
an AWS instance with 64 GB RAM and 16 vCPUs. In stark contrast,
[17] reports that parallelized grid search for Slim took about two
weeks on the Netflix data, and the MSD data was ’too large for
it to finish in a reasonable amount of time’ [17]. Apart from that,
the variational autoencoders, the most accurate models among the
baselines, took several hours to train, using the publicly available
code.6
When learning the sparse approximation Bˆ(sparse) on the MSD
data (see Table 4), we observed that the (wall-clock) training-time
dropped from less than 20 minutes for (dense) Bˆ(0d) (row 3) to less
than 2 minutes (row 11) and 30 seconds (row 12) for the sparse
approximation. Moreover, this sparse approximation also reduces
the memory footprint during training (steps 2 and 3), as only small
sub-matrices have to be kept in memory. Step 1 is memory-intense,
but requires only simple thresholding-operations that can be im-
plemented on any common big-data platform for pre-processing
the data.
7 EXPERIMENTS
In this section, we summarize the experimental set-up. We follow
the seing in [17], as the authors provided publicly available code6
for reproducibility of the results. Our experimental results are
discussed in the corresponding previous sections regarding zero-
diagonals, biased data and sparse modeling.
Given that a single user-item training-matrix Z was available in
the publicly available data sets (instead of two different matrices
X and Y ), we use X = Y = Z for all the models, except for Bˆ(rr)
where we use the modification outlined in Section 3.2.
While the reader is referred to [17] for details of the experimen-
tal seing, we provide a summary in the following. In [17], results
for the following models were reported, which we now use as base-
lines in our paper:
• Sparse Linear Method (Slim) [22]. Besides the original
model, also a computationally faster approximation (which
Table 2: Netflix data: Top recommendations for a dummy-
user who watched only the ’e Matrix (1999)’, using differ-
ent weighting schemes, see Section 4.3.
Bˆ(0d) : unweighted
e Matrix: Reloaded (2003)
Gladiator (2000)
Men in Black (1997)
Fight Club (1999)
Lord of the Rings: e Fellowship of the Ring (2001)
Minority Report (2002)
Bˆ(scaled) : movie-popularities removed:
e Matrix: Reloaded (2003)
Gladiator (2000)
e Matrix: Revolutions (2003)
e Fih Element (1997)
Men in Black (1997)
e Matrix: Revisited (2001)
Bˆ(scaled) : movie-popularities adjusted over time:
time-interval (1999-11-11 … 2000-09-02):
e Fih Element (1997)
e Terminator (1984)
e Sixth Sense (1999)
Saving Private Ryan (1998)
e Silence of the Lambs (1991)
12 Monkeys (1995)
time-interval (2004-05-29 … 2004-06-04):
e Matrix: Reloaded (2003)
Gladiator (2000)
e Matrix: Revolutions (2003)
Lord of the Rings: e Fellowship of the Ring (2001)
Fight Club (1999)
Minority Report (2002)
time-interval (2005-12-25 … 2005-12-31):
e Matrix: Reloaded (2003)
Gladiator (2000)
Men in Black (1997)
Fight Club (1999)
e Fih Element (1997)
X-Men (2000)
drops the constraints on the weights) [14] was considered,
but its results were not found to be on par with the other
models in the experiments in [17].
• WeightedMatrix Factorization (wmf) [12, 23], a linearmodel
with a latent representation of users and items.
• Collaborative Denoising Autoencoder (cdae) [37], a non-
linear model with one hidden layer.
• denoising autoencoder (Mult-dae) and variational autoen-
coder (Mult-vae pr) [17], both trained using the multino-
mial likelihood, whichwas found to outperform theGauss-
ian and logistic likelihoods. Best results were obtained in
[17] for theMult-vae pr andMult-daemodels that were
rather shallow ’deepmodels’, namely with a 200-dimensional
latent representation, as well as a 600-dimensional hidden
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layer in both the encoder and decoder. Both models are
non-linear, and Mult-vae pr is also probabilistic.
ree data sets were used in the experiments in [17], and were pre-
processed and filtered for items and users with a certain activity
level, resulting in the following data-set sizes, see [17] for details:6
• MovieLens 20 Million (ML-20M) data [9]: 136,677 users
and 20,108 movies with about 10 million interactions,
• Netflix Prize (Netflix) data [4]: 463,435 users and 17,769
movies with about 57 million interactions,
• Million Song Data (MSD) [5]: 571,355 users and 41,140
songs with about 34 million interactions.
We also follow the evaluation protocol used in [17], which is
based on strong generalization, i.e., the training, validation and test
sets are disjoint in terms of users. is is in contrast to weak gen-
eralization, where the training and test sets are disjoint in terms of
user-item interaction-pairs, but not in terms of users. Concerning
evaluation in terms of ranking metrics, Recall@k for k ∈ {20, 50}
as well as Normalized Discounted Cumulative Gain, NDCG@100
were used in [17].
When learning Bˆ(0d), we found the optimal L2-norm regulariza-
tion parameter λ to be about 500 onML-20M, 1,000 on Netflix, and
200 on MSD data. Note that these values are much larger than the
typical values used for Slim, which oen are of the order of 1, see
[22]. Bˆ(0d) is dense and hence has many more parameters than
than Slim, which is sparse. In the sparse approximation outlined
in Section 5.3, we found the optimal λ to decrease from 200 to 50
and 5 for sparsity levels 0.003 and 0.0007, respectively, on theMSD
data (see rows 11 and 12 in Table 4).
As mentioned earlier, the experimental results regarding the dif-
ferent variants of linear regression are discussed in the correspond-
ing Sections 3, 4, and 5 above.
Difference between Data Sets:When comparing the ranking
accuracies across the three data sets (see Tables 1, 3, and 4), it is in-
teresting that, relative to the best competingmodel, Bˆ(0d) is slightly
worse on ML-20M, slightly beer on Netflix, and considerably bet-
ter onMSD (remarkably by about 20%). Having considered various
properties of these data sets (see also table 1 in [17]), we suspect
that this may be explained by the trade-off between recommend-
ing generally popular items vs. personally relevant items to each
user: to this end, we evaluated the popularity-based model (see
row 1 in Tables 1, 3, and 4) as an additional baseline, i.e., the items
are ranked by their popularities. ese unpersonalized recommen-
dations obviously ignore the personalized relevance to a user. Row
1 in Tables 1, 3, and 4 shows that this popularity-based model ob-
tains beer accuracy on the ML-20M data than it does on the Net-
flix data, while its accuracy is considerably reduced on the MSD
data. is suggests that good recommendations on the MSD data
have to focus much more on personally relevant items rather than
on generally popular items, compared to the ML-20M and Netflix
data. e notable improvement of Bˆ(0d) over the competing mod-
els on the MSD data suggests that it is able to beer recommend
personally relevant items on this data set. On the other hand, the
results on the ML-20M and Netflix data suggest that Bˆ(0d) is also
6e code regarding ML-20M in [17] is publicly available at
https://github.com/dawenl/vae cf. Upon request, the authors kindly pro-
vided the code for the other two data sets.
Table 3: Accuracy on Netflix data (standard errors≈0.001).
row approach Recall@20 Recall@50 NDCG@100
(1) popularity 0.116 0.175 0.159
(2) Bˆ(rr) 0.349 0.434 0.380
(3) Bˆ(0d) 0.362 0.445 0.393
(4) Bˆ(0d) ≥ 0 0.345 0.424 0.373
Bˆ(scaled): time intervals (Section 4.3.2):
(5) 5 0.392 0.471 0.422
(6) 10 0.407 0.482 0.436
(7) 50 0.426 0.494 0.455
(8) 100 0.430 0.497 0.459
(9) 200 0.432 0.498 0.461
(10) 500 0.425 0.490 0.453
results reproduced from [17]:
(a) Slim 0.347 0.428 0.379
(b) wmf 0.316 0.404 0.351
(c) cdae 0.343 0.428 0.376
(d) Mult-vae pr 0.351 0.444 0.386
(e) Mult-dae 0.344 0.438 0.380
Table 4: Accuracy onMSD data (standard errors≈0.001).
Recall Recall NDCG
row approach @20 @50 @100
(1) popularity 0.043 0.068 0.058
(2) Bˆ(rr) 0.324 0.422 0.379
(3) Bˆ(0d) 0.333 0.428 0.389
(4) Bˆ(0d) ≥ 0 0.324 0.418 0.379
sparse approximation (Sec. 5.1): A ⊙ Bˆ(0d) for various A:
sparsity level 0.003:
(5) |Bˆ(0d) | ≥ 0.0075 0.331 0.425 0.387
(6) |cor(X⊤X )| ≥ 0.03 0.331 0.424 0.387
(7) X⊤X ≥ 50 0.327 0.418 0.381
sparsity level 0.0007:
(8) |Bˆ(0d) | ≥ 0.013 0.329 0.420 0.384
(9) |cor(X⊤X )| ≥ 0.1 0.324 0.412 0.377
(10) X⊤X ≥ 140 0.292 0.367 0.342
Bˆ(sparse): sparse block-wise approximation (Section 5.3):
(11) sparsity level 0.003 0.326 0.419 0.380
(12) sparsity level 0.0007 0.319 0.405 0.371
results reproduced from [17]:
(a) Slim — did not finish in [17] —
(b) wmf 0.211 0.312 0.257
(c) cdae 0.188 0.283 0.237
(d) Mult-vae pr 0.266 0.364 0.316
(e) Mult-dae 0.266 0.363 0.313
able to make recommendations with an increased focus on gener-
ally popular items if necessary.
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8 CONCLUSIONS AND FUTURE WORK
As the contributions of this paper are itemized in the Introduc-
tion, we conclude with a research question raised by the empir-
ical results in our experiments: with similar memory footprints,
will deep models that use high-dimensional sparse representations
be considerably more accurate than deep models based on low-
dimensional dense embeddings, especially in domains with a large
number of diverse items? is question is motivated by the ob-
servation that the (shallow) linear regression models considerably
outperformed all the competing deep low-dimensional models on
the task of making highly personalized recommendations (see Mil-
lion Song Data in Table 4). e linear model is based on the full-
rank item-item matrix, and hence is high-dimensional. In large
domains, a high-dimensional dense model may not fit into mem-
ory, which calls for sparse versions of high-dimensional models–
both variants obtained similar accuracies in our experiments, even
when very sparse. It will be interesting to see if ’going deep’ with
high-dimensional sparse models will lead to similar gains in accu-
racy as were observed when ’going deep’ with models based on
low-dimensional dense embeddings.
9 APPENDIX
If a single binary user-item interaction-matrix Z ∈ {0, 1} |U |× |I |
is available for training, we generate the disjoint training-matrices
Y ,X needed for Bˆ(rr) in Eq. 3 as follows: we split the observed user-
item interactions in Z into two disjoint sets, one assigned to Y and
one to X. Let us assume that the split is done randomly, and a frac-
tion p of a user’s interactions is assigned to Y , and the remaining
fraction 1 − p to X . Instead of using a particular split, we use the
expectation over the various splits: it is easy to see for binary Z
that
E
[
X⊤Y
]
=
∑
u ∈U
E
[
X⊤u, ·Yu, ·
]
=
∑
u ∈U
p(1 − p) (Z⊤u, ·Zu, · − diagMat(diag(Z⊤u, ·Zu, ·))
)
= p(1 − p) (Z⊤Z − diagMat(diag(Z⊤Z )))
∝ Z⊤Z − diagMat(diag(Z⊤Z )),
where the diagonal is zero, as expected for disjointX ,Y , cf. Section
3.2, and the off-diagonal values are proportional to the ones inZ⊤Z .
Moreover,
E
[
X⊤X
]
=
∑
u ∈U
E
[
X⊤u, ·Xu, ·
]
=
∑
u ∈U
(1 − p)2 (Z⊤u, ·Zu, ·
)
+
(
(1 − p) − (1 − p)2
)
· diagMat(diag(Z⊤u, ·Zu, ·))
= (1 − p)2Z⊤Z + p(1 − p) · diagMat(diag(Z⊤Z ))
≈ (1 − p)2Z⊤Z for small p
∝ Z⊤Z .
Note that the diagonal values are increased relative to the off-diagonal
ones. In Eq. 4, this implicitly causes an additional L2-norm regular-
ization of Pˆ , similar to λ. As to explicitly control for the L2-norm
regularization via the parameter λ in our experiments, we use the
approximation that is valid for a very small value p. Finally, we
drop the irrelevant proportionality constants.
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