This document contains details about the target analytes, the measurement sequence and the calculation of quenching efficiencies, the sensor array responses for the three sample sets P1, P2 and P3 and the confusion matrices for the classification comparison of P1, P2 and P3.
Target analytes
The molecular structures of the nitroaromatic target analytes nitrobenzene (NB), 1,3-dinitrobenzene (DNB) and 2,4-dinitrotoluene (DNT) are depicted in figure S1. 
Measurement sequence
A single target analyte was delivered to the sample sets in each measurement sequence. Flowindependency was tested by the application of three different flow settings. Three vapor concentrations were then delivered consecutively. Sensor recovery was tested by the application of the three different flow settings at the end of the sequence. Table S1 provides an overview of the measurement settings. Fluorescence quenching efficiencies were calculated for each of the last 100 data points in regimes IV, V and VI relative to the average fluorescence of the last 100 data points collected in regime III. The average response of each polymer within a sample set, measured against three concentrations of each target analyte, were background corrected and normalized to the average fluorescence intensity in air for better visualization in figures S2, S3 and S4. Some signals did not saturate completely at the end of the quenching regimes (IV, V and VI). This is due to fairly thick sensor layers around 100 nm that allow for a deep diffusion of the target analytes. The same argument applies to the sensor recovery requiring a long and strong purge. The quenching efficiencies for each concentration were therefore evaluated after constant time intervals. Saturated signals, however, would enhance the separation of the target classes in later classification due to higher quenching efficiencies.
Confusion matrices for classification comparison between P1, P2 and P3
The data from each sample set was classified against each other using linear discriminant analysis (LDA) based on Mahalanobis distance based classifiers. In the simplest case, the class with the smallest Mahalanobis distance to the investigated observation gets selected as the returned prediction. The resulting confusion matrices including error rates per class and the average accuracy rates are given in tables S2-S7. 
