manufacturing. By using IWCNs, an easier and more costless installation and maintenance can be achieved, and cable aging and contact failure of slip ring caused by repeating motion can be avoided [8] [9] [10] [11] [12] [13] [14] . It is thus widely considered that IWCNs is one of the key technologies enabling intelligent manufacturing [15] [16] [17] [18] [19] [20] [21] .
To satisfy the stringent industrial communication requirements such as hard real time, high reliability, and low jitter, numerous efforts around the world have been devoted to the development of IWCNs standards. Up to now, International Electrotechnical Commission (IEC) has released four IWCN standards, i.e., WirelessHART specified as IEC 62591 [22] in 2010, WIA-PA specified as IEC 62601 [23] in 2011, ISA100.11a specified as IEC 62743 [24] in 2014, and Wireless networks for Industrial Automation-Factory Automation (WIA-FA) specified as IEC 62948 [25] in 2017. According to application categories, existing standards are mainly twofold. WirelessHART, ISA100.11a, and WIA-PA are developed for process automation, while WIA-FA is developed for factory automation. Although WISA [26] that will be standardized as WSAN [27] is an earlier standard of IWCN for factory automation than WIA-FA, it has not been officially approved by the IEC yet. To the best of our knowledge, WIA-FA is the first and only approved international standard of IWCNs for factory automation.
Previous works have reviewed WirelessHART, WIA-PA, and ISA100.11a in detail [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] . Considering the significance of WIA-FA in intelligent manufacturing and the fact that there are no existing works on WIA-FA, this paper for the first time introduces the WIA-FA standard and highlights its applications to digital factory. To be specific, the WIA-FA technology and some examples of WIA-FA applications are presented as follows.
First, the main features of WIA-FA are introduced, including network device, network topology, system management, protocol stack, and key technologies.
Second, two WIA-FA testbeds are developed, based on which a large number of experiments are performed in different scenarios to evaluate the transmission performance of WIA-FA networks.
Third, three representative WIA-FA applications in factory automation systems are presented.
1) Intelligent manufacturing systems characterized by ubiquitous sensing and networking, generally referred to as digital workshop, represent one meaningful application scenario of WIA-FA. The access to the network by a large number of nodes (sensors, proximity switches, optoelectronic switches, etc.) in digital workshop poses a great challenge for the existing wireless technologies. With the advantages of high concurrence access, hard real-time communication, and high reliability transmission, WIA-FA renders a very promising opportunity to satisfactorily implement the communication system of the digital workshop.
2) The automated guided vehicles (AGVs) have become one killer application of WIA-FA, especially in warehouse and logistics. E-commerce has been developing rapidly in recent years. Typically, thousands of AGVs are used to the logistics system in e-commercial warehouses. The AGVs form such an ultra-dense network in the warehouse that the wireless communication might become a bottleneck problem. WIA-FA has demonstrated its ability to cope with the requirements of such a kind of challenging applications. 3) Cooperation of multiple industrial robots is playing an increasingly important role in intelligent manufacturing. For example, a novel application scenario in which multiple AGVs cooperate to carry large and complex components has emerged. Such cooperation among multiple AGVs imposes extremely rigorous requirements in terms of delay and reliability to the supporting wireless communication system. The WIA-FA network has been proven to be competent for this novel application. Finally, open issues and future directions for WIA-FA networks are presented.
II. U S E C A S E S A N D R E Q U I R E M E N T S
Factory automation refers to what happens along a factory production line, including assembling, packaging, and palletizing [20] , [21] . Next, a few novel use cases with high-performance requirements by factory automation will be given.
A. Mobile Transportation Equipment
In factory automation applications, two categories of mobile transportation equipment are widely employed to move material and personnel [41] , [42] . One is track-mounted equipment and the other is AGV.
Track-mounted equipment includes overhead cranes, hoists, gantries, and rail cars. This type of equipment can utilize two forms of electrical power and communicationfestoon cable and commutating rails. Repeated motion of festoon cable can cause the cable to wear and break. Repeated motion of the carriage on the fixed rail can lead to electrical contact failure of the commutated rail. To this end, wireless solutions are proposed as follows.
1) Moving automation controller(s) mounted on the moving carriage communicates to a separate automation controller mounted on the stationary base. 2) Input-output (IO) subsystem mounted on the moving carriage communicates to an automation controller mounted on the stationary base. 3) In both cases, multiple stationary access points may be required for equipment with long travel distances.
Different from track-mounted equipment, AGVs are trackless and generally navigated by Quick Response code on the ground in the digital workshop. Specifically, Table 1 Performance Requirements of Factory Automation [20] , [21] , [41] , [42] the routes and data transmission of AGVs are centrally optimized by a scheduling center. Due to the absence of track, the navigation of the large-scale AGV system is realized completely via wireless technologies. The wireless connections exist between AGVs and the scheduling center as follows.
1)
Moving AGVs report their locations to the scheduling center in the uplink.
2) The scheduling center distributes scheduling information to moving AGVs in the downlink. 3) In both cases, multiple stationary access points are required to support the seamless roaming of moving AGVs.
B. Robot End-effector
A robot end-effector is the working end of the robot that interacts with tooling to perform specific functions. Repeated motion of the robot arm creates a tendency for wires and cabling that is mounted on or threaded through the robot apparatus to wear and break. There can be 50 or more cables in motion on a robot. Unplanned breakages of any of the cables can readily happen in less than one year. There can be many robots in a single manufacturing facility (numbering in the hundreds or thousands), and therefore, the cost implications have a significant multiplicative effect. In order to reduce the unplanned breakages of cables, wireless solutions are needed in the following cases [41] , [42] .
1) Sensors and actuators individually or collectively
mounted on end-effector communicate to a stationary receiver on the robot base. 2) Sensors and actuators individually or collectively mounted on tooling communicate to the end-effector and/or a stationary receiver on the robot base.
C. General Wire Replacement
Simple replacement of wires for stationary equipment describes a general case for wireless. Various automation and information topologies that are commonly wired for communication can benefit from the replacement of the wires by wireless communication. Typical general wire replacements usually adopt the two-layer wireless architecture [41] , [42] , i.e., sensor and actuator network for (primarily) discrete signal collection and dissemination, and IO subsystem to automation controller for primary control functionality.
D. Requirements Summary
A set of quantitative performance metrics reflecting requirements of factory automation (e.g., delay, reliability, and network scale) are listed in Table 1 . The definitions of the metrics can be found in [21] and thus omitted here.
From Table 1 , we conclude that the existing IWCNs [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] whose reported performances are in the order of seconds delay and less than 99% transmission reliability cannot meet the requirements of factory automation. In this paper, we will prove that WIA-FA is a viable solution to the wireless communication in factory automation.
III. S Y S T E M A R C H I T E C T U R E

A. Network Device
WIA-FA defines a group of physical devices, each being capable of fulfilling one or more functions. The physical devices of WIA-FA include host computer, gateway device, access device, field device, and handheld device (see Fig. 1 ).
1) Host Computer:
A device used to configure, monitor, and control the WIA-FA network for operation, maintenance, and management personnel. 2) Gateway Device: A device connecting the WIA-FA network with other plant networks by data mapping and protocol conversion. In a WIA-FA network, only one gateway device works as the primary gateway 
B. Network Topology
A redundant star topology is defined for WIA-FA. As shown in Fig. 1 , the redundant star topology is formed by the gateway device with multiple access devices, where each access device further forms a star topology with multiple field devices. The access devices of WIA-FA do not directly communicate with each other but communicate with the gateway by wired connection. Therefore, all access devices are synchronized with the gateway. The access devices are with the same address and transparent for field devices. A field device may connect with multiple access devices wirelessly.
C. System Management
As shown in Fig. 2 , WIA-FA networks adopt centralized management framework. The system management is implemented by the network manager and security manager in the gateway device. The network manager and security manager are responsible for the management of access devices and field devices. Network management modules and security management modules are implemented in field devices and access devices, both of which perform management functions together with the gateway device.
IV. P R O T O C O L S TA C K
A. Protocol Architecture
The WIA-FA network protocol is designed based on the ISO/IEC 7498-1 open system interconnection (OSI) reference model. The WIA-FA network protocol defines physical layer (PHY), data-link layer (DLL), and application layer (AL). Fig. 3 shows the mapping between WIA-FA protocol architecture and OSI basic reference model.
As shown in Fig. 4 , the protocol architecture of WIA-FA includes the following components. 
1) Protocol Layers:
Including PHY, DLL, and AL.
2) Entities of Protocol Layers: Including data entities
[data link layer data entity (DLDE) and application sublayer data entity (ASLDE)] and management entities [data link layer management entity (DLME) and application sublayer management entity (ASLME)].
3) Protocol Layer Interfaces:
Including data entity service access points (SAPs) (DLDE-SAP and ASLDE-SAP) and management entity SAPs (DLME-SAP and ASLME-SAP).
B. Physical Layer
The WIA-FA PHY is based on the IEEE STD 802.11-2012 PHY. WIA-FA supports different modulation modes (FHSS, DSSS, OFDM, etc.) in IEEE STD 802.11-2012. WIA-FA devices operate in the license-free 2.4-GHz band. Table 2 .
C. Data Link Layer
The WIA-FA DLL is designed to guarantee real-time, reliable, and secure communication between WIA-FA field devices and access devices. WIA-FA DLL includes the following. the basic time unit for transmitting one frame and its length is configurable for the network manager. WIA-FA gateway generates and maintains a default superframe which is a collection of timeslots cyclically repeating at a constant rate. The length of a superframe is determined by the number of timeslots and is also configurable for the network manager. As shown in Fig. 5 , the default superframe consists of beacon timeslots, uplink shared timeslots, and downlink timeslots. The uplink/downlink timeslot sequence is dynamically configured by the network manager. The field devices are informed on the allocated uplink timeslots by the beacons received from the network manager.
The functions of different kinds of timeslots in one WIA-FA default superframe are shown as follows.
1) Beacon timeslots are used by access devices to broadcast beacon frames for field device joining the network. 2) Uplink shared timeslots are used by field devices to send frames to access devices via contention-based mechanism, including join request frames, leave response frames, and time synchronization request frames. 3) Downlink timeslots are used by access devices to send frames to field devices, including join response frames, leave request frames, and time synchronization response frames.
D. Application Layer
The WIA-FA AL is composed of the application sublayer (ASL) and the user application process (UAP), where the ASL provides communication services for UAPs. One UAP is a unit used to implement distributed industrial applications. Each UAP is composed of one or more user application objects (UAOs) which are defined according to different functions. In practice, UAO collects and processes the application data (e.g., speed, torque, and acceleration) from industrial processes. UAOs may be located in the same device or different devices, where different UAOs can interact with each other through the ASL. The WIA-FA AL is object oriented, and can encapsulate the complicated information of other systems to provide binding and tunneling services. WIA-FA can also perform protocol conversion for different industrial protocols. In this way, WIA-FA can support several legacy protocols (e.g., Profibus, FF, HART, Foundation Fieldbus, and Modbus), which enhances the interoperability with existing industrial systems.
In addition, WIA-FA defines three communication modes, namely, client/server (C/S), publisher/subscriber (P/S), and report source/sink (R/S) to satisfy different industrial applications. These communication models are used to transmit the application data. 
1) C/S Communication
V. K E Y T E C H N O L O G I E S A. Communication Based on Multiple Access Devices
WIA-FA networks allow having multiple access devices which are connected with the gateway device by wires. Beacon frames in the WIA-FA network are broadcast by access devices. The network manager may divide the access devices into multiple sets. Each set is allocated multiple available channels. Access devices in different sets work in parallel in different channels. When a field device chooses a channel to send a join request via listening to beacon frames, it joins the set to which this channel belongs. All access devices within range in the same set are transparent to the field device. In other words, when a field device sends a frame, all access devices within range in the same set will receive the frame.
1) Beacon Communication Based on Multiple Access
Devices: WIA-FA supports a grouping-based strategy for broadcasting beacons. In order to achieve diversity in space and time, geographically distributed access devices are divided into teams, with each team broadcasting beacons on different times. However, the algorithm of dividing teams is not defined in the WIA-FA standard. The grouping strategy for broadcasting beacons includes the following steps.
1) The default superframe is divided into several segments. The number of segments equals to the number of teams (ADTeamNum). 2) Beacon timeslots are allocated at the beginning of each segment for each team. Each access device in a team is allocated one beacon timeslot in one segment.
3) The beacon timeslot position for each access device in a team is calculated as
where SuperframeLength is the length of the default superframe; TeamID is the team identifier; InTeamID is the access device order within a team. Assuming Each field device synchronizes with the access device once receiving a beacon frame from any access device during SuperframeLength. The synchronization precision is improved by multiple synchronizations within multiple segments.
An example of a TDMA superframe for an access device is shown in Fig. 6 (a). In Fig. 6 (a), the superframe consists of 30 timeslots and the timeslot 0 is used for broadcasting beacon; Fig. 6 (b) gives an example of a TDMA superframe for multiple access devices. Specifically, two sets of access devices are operating on different channels. The first set comprises AD 11 to AD 16 and the second set comprises AD 21 to AD 26 . Each set of access devices are divided into two teams. Taking the set of AD 11 -AD 16 as an example, AD 11 , AD 12 , and AD 13 are in one team, and AD 14 , AD 15 , and AD 16 are in the other team. The superframe in Fig. 6 (b) is divided into two segments and the first three timeslots in each segment are used for broadcasting beacon frames.
2) Other Frame Communication Based on Multiple Access
Devices: Each field device is allocated one or more TDMA timeslots to receive from and send frames to the gateway device. When a field device sends a frame, the gateway device may receive the same frames from multiple access devices. The gateway device will drop duplicate frames with the same sequence number.
The network manager selects some access devices and allocates communication resources to them for sending frames to field devices. Different transmitting access devices may be selected for one destination field device, and there is no simultaneous transmission of the same frame by more than one access devices. However, the algorithm of selecting access devices by the network manager is not defined in the WIA-FA standard.
B. Retransmission
1) Retransmission Modes:
WIA-FA supports four retransmission modes, i.e., negative acknowledgment (NACK)-based retransmission mode, multiunicast retransmission mode, multibroadcast retransmission mode, and group acknowledgment (GACK)-based timeslot backoff mode.
1) NACK-Based Retransmission Mode:
When a field device sends data frames to the gateway device periodically, it adopts the retransmission mode based on NACK. 2) Multi-unicast Retransmission Mode: When the gateway device sends nonaggregated data frames to a field device, it transmits the same frame multiple times to the field device. 3) Multibroadcast Retransmission Mode: When the gateway device sends a nonaggregated broadcast frame or a periodic aggregated frame (refer to Section V-D for more details), it broadcasts the same aggregated frame multiple times to field devices.
4) GACK-Based Timeslot Backoff Mode: When a field
device sends a nonperiodic data frame or management frame (e.g., remote attribute get, remote attribute set, and two-way time synchronization) to the gateway device, it retries the frame by using the timeslot backoff method.
2) NACK-Based Retransmission Mode:
The NACK retransmission mode is realized according to the following steps.
1) The network manager reserves timeslots for several rounds of retransmission in order to guarantee the reliable periodic data exchange between field devices and the gateway device. These periodic data can be data frames or management frames. The number of rounds and the number of timeslots in each round are determined by the packet loss rate of factory environment (LossRate) and the expected packet loss rate in WIA-FA network (TargetLossRate). A method of reserving retransmission timeslots is designed as follows.
The minimum times of retransmission minRetryTime is calculated as
Both LossRate and TargetLossRate are lying in the interval [0, 1]. Then, the maximum number of retransmissions MaxRetry should satisfy
The number of timeslots in the nth retransmission round, minRetrySlotN um [n] where FrameCount is the number of periodic frames sent to the gateway device during one superframe.
1)
A field device first uses an allocated timeslot to send a periodic data/ management frame to the gateway device.
2) The gateway device generates an NACK frame in a certain order after receiving multiple periodic data/management frames and broadcasts the NACK frame multiple times. The NACK frame includes the short addresses and relative timeslot number of the failure field devices from which the gateway device does not receive periodic data or management frames in scheduled timeslots. NACK frames are sent multiple times to ensure the network reliability. The repeating times of NACK frames is MaxRetry. 3) Field devices parse the received NACK frames. If the payload of the NACK frame includes the address of a field device, the field device will retransmit its periodic frame by using the retransmission timeslot in the order indicated by the NACK payload. If the scheduled retransmission timeslots are not enough for field device retransmissions, the field device will wait for future retransmission timeslots indicated in subsequent NACKs. Fig. 7 gives an example of the NACK-based retransmission mode. Assuming that LossRate is 0.1, TargetLossRate is 0.01%, and minRetryTime is 4. Let MaxRetry are 4. Each field device first uses scheduled timeslots to send periodic data/management frames to the gateway device. The gateway device generates an NACK frame and broadcasts 4 times to field devices indicating whether it receives frames from field devices. Field devices retry periodic data/management frames in scheduled retransmission timeslots according to the sequence indicated in the NACK frame payload.
3) Multiunicast Retransmission Mode:
The multiunicast retransmission mode is used by the gateway device to send nonaggregated and periodic data/management frames to one field device. The network manager selects some access devices and allocates communication resources to them for multi-unicast retransmissions to field devices. The total retransmission times of a nonaggregated or a periodic data/management frame sent to a field device via these selected access devices is determined by MaxRetry. An example of the multi-unicast retransmission mode is shown in Fig. 8. 
4) Multibroadcast Retransmission Mode:
The gateway device sends a nonaggregated broadcast frame or a periodic aggregated frame to all field devices using the multibroadcast retransmission mode. The network manager selects some access devices and allocates communication resources to them for multibroadcast retransmission to field devices. The total retransmission times of a nonaggregated broadcast frame or a periodic aggregated frame sent to a field device via these selected access devices is determined by MaxRetry.
An example of the multibroadcast retransmission mode is shown in Fig. 9 .
5) GACK-Based Timeslot Backoff
Mode: GACK frames are sent multiple times to ensure the network reliability. Field devices utilize the timeslot backoff retransmission mode to retry aperiodic data/management frames (remote attribute get frame, remote attribute set frame, time synchronization frame, etc.) to the gateway device based on GACKs. In contrast to NACK-based retransmission, GACK-based retransmission is designed for aperiodic frames and uses contention-based access.
After the gateway device receives aperiodic data or management frames from multiple field devices, it generates a GACK frame according to the addresses of these field devices. The generated GACK is broadcast multiple times, which is the same as that of the NACK-based retransmission mode. If a field device does not receive a GACK frame or the received GACK frame does not include its address, the field device will retry the related aperiodic data or management frame by using the timeslot backoff method to compete retransmission timeslots.
The uplink shared timeslots in each superframe are used by field devices to retry aperiodic data/management frames. If a field device does not receive a GACK frame or the received GACK frame does not include its address or sequence number, the field device competes for the retransmitting timeslots to send aperiodic data or management frames. If the field device fails in the competition, it will delay its retransmission to next retransmission timeslot until MaxRetry.
An example of the GACK-based timeslot backoff mode is shown in Fig. 10 .
C. Resource Allocation With Industrial Data Priority
As data from different devices have different quality of services, WIA-FA defines five-level data priority for factory automation. The descending order of the priority is given as urgent data (RT0), periodic process data (RT1), aperiodic nonurgent data (RT2), periodic management data (RT3), and NRT.
1) RT0, with the highest priority, refers to aperiodic urgent commands, such as the command from the host computer to brake the actuator, the urgent alarm of failure or error notification, and critical network management services from the host computer. 2) RT1 refers to periodic input data (e.g., sensor measurements, switch conditions, actuator feedbacks), and periodical output data (e.g., actuator set points). 3) RT2 refers to aperiodic alarm reports, such as the nonurgent alarms triggered by events. 4) RT3 refers to periodic management data for device conditions and channel state, such as monitoring data and network condition messages. 5) NRT, with the lowest priority, refers to aperiodic requests and responses for attribute read-and-write accesses and alarm acknowledgments. NRT transmission must not interfere with any real-time transmissions.
Generally, RT0 and RT2 transmissions follow the R/S model, RT1 and RT3 transmissions follow the P/S model, and NRT transmission follows the C/S model. Furthermore, WIA-FA defines three resource allocation mechanisms, namely, scheduling, preemption, and competition. Scheduling is used for RT1 and RT3 transmissions, preemption is used for RT0 transmission, and competition is used for RT0, RT2, and NRT transmissions.
D. Frame Aggregation and Disaggregation
Aggregate frames comprise a set of single frames. They may be issued exclusively by access devices and delivered to field devices. Each single frame of an aggregated frame is addressed to a specific field device. This feature allows considerably reducing the number of transmissions. The WIA-FA DLL supports the frame aggregation and disaggregation mechanism to reduce the number of transmitted frames. The frame aggregation and disaggregation mechanism is optional and indicated by AGGSupportFlag which indicates whether a WIA-FA device supports the frame aggregation and disaggregation mechanism, with 0 and 1 denoting not support and support, respectively. Similarly, WIA-FA defines AGGEnableFlag which is an aggregation and disaggregation enable flag, with 0 and 1 denoting disable and enable, respectively. The flags are configured in the management information base of access devices and field devices. The frame aggregation is only applied to periodic data (i.e., RT1 and RT3). The aggregated frames are in the same priority.
If AGGSupportFlag is 1, access devices implement frame aggregation and field devices implement frame disaggregation. When an access device intends to send multiple data frames to field devices, the access device aggregates those data frames. If the length of the aggregated frame payload exceeds the maximum length of the DLL payload (in octet), the payload will be fragmented. After receiving aggregated data frame, each field device disaggregates the aggregated frame and gets its own frame. The aggregation and disaggregation mechanism can reduce the number of frames from access devices to field devices and can improve the network capacity.
The configuration process of the aggregation function is carried out by the host computer as follows.
1) Host computer reads the AGGSupportFlags from field
devices and access devices to determine whether they support the frame aggregation and disaggregation function. If the AGGSupportFlags of both field devices and access devices are 1, the host computer continues the following configuration process. Otherwise, AGGEnableFlags in all the WIA-FA devices are set to 0. 2) If the aggregation and disaggregation function is enabled, the host computer will set AGGEnableFlags in all WIA-FA devices to 1.
The frame aggregation and disaggregation function of an access device is given as follows.
1)
If the value of AGGEnableFlag is 1, the access device will enable the frame aggregation and disaggregation function. The access devices aggregate multiple frames for multiple field devices according to the format of the aggregated frame shown in Table 3 . The DLL of the access device will use broadcast timeslots (receiving timeslot in the corresponding field devices) which the network manager preallocated for access devices to send an aggregated frame. 
VI. W I A-FA T E S T B E D S
In order to verify the performance of the WIA-FA network, two WIA-FA testbeds compatible with the WIA-FA standard have been implemented.
A. Large-Scale WIA-FA Testbed
1) Testbed Description:
Considering the performance requirement of the WIA-FA standard, we have developed a WIA-FA testbed with 1000 nodes in order to conduct long-term experiments of WIA-FA networks (as shown in Fig. 11 ). As transmission reliability and real timeliness are two critical performance indexes of IWCNs, the developed testbed is mainly used to evaluate the transmission reliability and delay of WIA-FA networks under different experiment setups.
The developed large-scale WIA-FA testbed is shown in Fig. 11 , including a WIA-FA network with 1000 nodes [ Fig. 11(a) and (b) ], a simulated data generating device [ Fig. 11(c) ], an environment simulation system, a set of testing devices [ Fig. 11(d)] , and a database of dataprocessing algorithms.
The WIA-FA network is composed of one primary gateway, two redundant gateways, eight access devices, and 1000 field devices.
The simulated data generating device can generate data fulfilling the protocol requirements (including data formats and refresh period.) of practical devices such as AGVs, numerical control machines, and electric welders.
The environment simulation system is adopted to build the industrial radio frequency (RF) environment. We can simulate large object occlusion and single-node metal shielding by placing obstacles and adding metal shelves. We can also generate wireless interference by adjusting parameters such as channel model, transmit power, data type, and duty cycle via a computer interface.
The set of testing devices include a network analyzer, a portable spectrum analyzer, and a signal analyzer. They are employed by operators to analyze the parameters of the used devices and cables and monitor the RF environment at different field locations.
The large-scale WIA-FA testbed integrates a database of algorithms. According to experiment requirements, we can select time synchronization algorithms, polling algorithms, transmission scheduling algorithms, Automatic Repeat-reQuest retransmission algorithms, and roaming algorithms. In addition, the parameters of various algorithms can be configured to facilitate experiments in multiple dimensions.
2) Performance Evaluation: Next, numerous experiments have been performed to verify the performance of the large-scale WIA-FA testbed. Experiment devices at the access device side include one access device, one gateway, and one host computer, and experiment devices at the field device side include 150 field devices and one host computer. Each experiment lasts for 40 min, during which each field device sends 15 000 packets. The payload size of each packet is 32 bytes. Each superframe consists of 256 timeslots, with each slot duration being 256µs. Data packets are transmitted over the 2.462-GHz channel.
Due to the presence of Wifi signals, the interference intensity on the channel usually fluctuates between −75 and −80 dBm (weak interference). We can also increase the interference intensity by the environment simulation system of the large-scale WIA-FA testbed. In the case of strong interference, the interference intensity fluctuates between −30 and −35 dBm. Parameter values of the large-scale WIA-FA testbed are summarized in Table 4 . Fig. 12 shows how transmission delay and reliability vary with the distance between the access device and the group of field devices. Delay refers the time necessary to transmit a packet from a field device to the access device. Transmission reliability refers to the ratio between the number of successfully transmitted packets and the total number of transmitted packets. The distance varies from 0.5 to 60 m. The MaxRetry is set as two and the weak interference is considered. When the distance is less than 3 m, the power of received signals is so large that the amplifier of the receiver suffers saturation distortion, which further produces severe interference to the legitimate signal. As a result, the received packets cannot be correctly decoded. It can be seen from Fig. 12 that when the distance is 0.5 m, the average delay is 0.13 s, and the transmission reliability is 39.5%. When the distance lies between 3 and 50 m, the average delay is less than 0.08 s (satisfying the requirements for Monitoring Usage in Table 1 ) and the transmission reliability reaches 100%. When the distance exceeds 50 m, the transmission reliability decreases and then more retransmissions are required. As a result, the average delay increases due to the effect of occasional retransmissions. Unless otherwise specified, in the next experiments, the distance between the access device and the group of field devices is fixed at 5 m for Figs. 13-16. Fig. 13 shows how transmission delay and reliability vary with the network size. To highlight the impact of interference on the transmission performance, the strong interference is considered. Repeated experiments have been conducted for different values of MaxRetry ranging from one to four. It can be observed from Fig. 13 that the transmission reliability increases with MaxRetry. If the packet is successfully transmitted, its actual transmission delay is recorded for the calculation of the average delay. Otherwise, its transmission delay is recorded as the packet deadline 100 ms. The average delay decreases with the increase of MaxRetry. Fig. 14 shows how the transmission reliability varies with the payload size. The MaxRetry is set as two and the weak interference is considered. The number of frames for aggregation ranges from one to eight, i.e., the payload size ranges from 32 to 256 bytes. It is clearly shown in Fig. 14 that if four or fewer frames are aggregated, the transmission reliability is 100%; otherwise, the transmission reliability decreases with the increase in the frame length. However, the transmission reliability still remains in the high level of 99.9% for the aggregation of eight frames. Fig. 15 shows how transmission reliability varies with the number of redundant access devices. To highlight the impact of access devices on the transmission reliability, the MaxRety is set as one and both weak and strong interferences are considered. The number of access devices ranges from one to three. It is clearly shown in Fig. 15 that when interferences are weak, the transmission reliability is always 100%. In contrast, when interferences are strong, the transmission reliability increases with the number of access devices. Fig. 16 shows the comparison of the transmission performance of the traditional TDMA-based wireless networks (denoted by TTWN) and the WIA-FA network. The MaxRetry is set as four and the strong interference is considered. In order to guarantee the transmission reliability of 99.99%, the TTWN preserves four retransmission timeslots (however, most of the timeslots are wasted) for each node, while WIA-FA dynamically allocates retransmission timeslots for each node based on the NACK retransmission mode (Section IV-B). Fig. 16(a) demonstrates the advantage of WIA-FA over TTWN in resource utilization rate. Fig. 16(b) presents the total number of timeslots for completing the transmission of 15 000 packets. Obviously, WIA-FA takes much less time than TTWN for the same maximum number of retransmissions, attributing to its packet aggregation mechanism and NACK-based retransmission mode.
B. WIA-FA-Based Wireless Programmable Logic Controller Testbed
1) Testbed Description:
A WIA-FA-based wireless Programmable Logic Controller (PLC) testbed has been developed based on the distributed IO control system of PLCs with the model number PSS4000/SNp [43] , a product of the Pilz Company, Germany. Fig. 17 shows the architecture of the distributed PLC IO control system. The system includes three PLC whose scanning periods are configurable. 4DO denotes an output module with four output ports and 4DI denotes an input module with four input ports. PLC1 is equipped with three output modules and two input modules, where one output module is connected with host computer to display the packet loss statistics of the whole system. Both PLC2 and PLC3 have one input module and one output module. Through the PLC configuration, PLC1 controls the output modules on PLC2 and PLC3. PLC2 and PLC3 control the two output modules on PLC1, respectively. In this way, the three PLCs realize the data exchange between each other.
The output module on the PLC is directly connected with the input module through the cables, and the PLC reads the state information of the input module. The PSS4000 PLC not only can detect whether the input of the input module is valid, but also can set the invalid bits of the internal input variables of the PLC to high level. Supposing that a packet loss occurs when the packet is transmitted from PLC1 to PLC2, the output module of PLC2 fails to obtain the output variable. Hence, the input module of PLC2 also fails to read the input variable. As a result, the invalid bit of the PLC2 input variable is set. PLC2 can thus record the number of lost packets transmitted from PLC1 to PLC2 by counting the invalid bits. Fig. 18 shows a real WIA-FA-based distributed PLC IO control system. In order to ensure safety, the communication among PLCs is required to be hard real time and highly reliable when PSS 4000 safety PLCs work. PLC1 is connected to one gateway and three access devices through the switch, and PLC2 and PLC3 are connected to three field devices. In other words, the WIA-FA network makes double backups for access devices and field devices. All backup devices work on a channel different from their primary devices. The diversity in both devices and channels improves the transmission reliability of the system.
The communication protocol between PSS4000 PLCs is SafetyNetp that is a safety PLC protocol [44] . In order to 2) Performance Evaluation: Next, numerous experiments have been performed to verify the performance of the WIA-FA-based wireless PLC testbed. The scanning period of the Pilz PLCs is 25 ms. The PLC sends three groups of packets whose lengths are all 260 bytes every 25 ms. The packet transmission delay must be less than 25 ms. Otherwise, the PLC will consider that the delayed packet is lost. Therefore, the upper bound of transmission delay is 25 ms and the delay requirements for Classes 2 and3 in Table I can be fulfiled in experiments. The WIA-FA-based distributed PLC IO control system was tested at the headquarters of the Pilz Company, Germany. Performance tests were carried out in an office area, a production workshop, and a warehouse, respectively (see Fig. 19 ). Parameter values of the WIA-FA-based wireless PLC testbed are summarized in Table 5 . As transmission reliability is the major index in this operational context, we only made statistics to the packet loss events in the experiments.
Ten tests have been conducted in the three different scenarios described earlier. Each test lasts for 1 h. The transmission reliability has been evaluated for uplink (PLC2→PLC1, PLC3→PLC1) and downlink (PLC1→PLC2, PLC1→PLC3) communications. Fig. 20 gives the results on transmission reliability of the ten tests.
Scenario 1 (The Office Area):
The first four tests are performed in a conference room with the size of 5 m×4 m. A Pilz WiFi interference source whose working frequency bands are the same as those of WIA-FA devices is placed in the middle of the conference room. A listen-before-talk contention mechanism is used by the Pilz WiFi interference source. The transmit powers of WIA-FA devices and the Pilz WiFi interference source are 10 and 100 mW, respectively.
1) Test 1:
Three PLCs are placed in three corners of the conference room, respectively. 2) Test 2: PLC1 and PLC2 remain at the same place as in Test 1, while PLC3 is placed in a place which is separated from the conference room by an office wall. The distance between the location of PLC3 and the conference room is 12 m.
3) Test 3:
The location of PLC1 remains the same as in Test 1. PLC2 is placed 12 m away and separated from the conference room by two office walls. PLC3 is placed in the same location as in Test 2.
4) Test 4:
The location of PLC1 remains the same as in Test 1. PLC2 is placed at the same location as in Test 3. PLC3 moves to a location that is 12 m away from the conference room at the speed of 2.4 km/h.
The test results, reported in Fig. 20 , show that the transmission reliability of the WIA-FA-based distributed PLC IO control system is 100%.
Scenario 2 (The Production Workshop):
Tests 5-7 are conducted in the production workshop whose on-site working conditions are very complicated. There are many production stations in the production workshop, which have a considerably negative impact on the performance of wireless communication due to multipath attenuation. In addition, WiFi interference is present in the production workshop.
1) Test 5:
The distance between any two PLCs is fixed at 25 m. 2) Test 6: PLC2 and PLC3 are placed at the same locations as in Test 5. PLC1 moves in a way that the distance from it to both PLC2 and PLC3 varies from 15 to 25 m.
3) Test 7:
The locations of PLC2 and PLC3 are the same as in Test 5. PLC1 moves further away from PLC2 and PLC3 (e.g., 30 m).
As can be seen in Fig. 20 , for tests 5 and 6, the transmission reliability of the WIA-FA-based distributed PLC IO control system is 100%. For test 7, the maximum packet loss rate is less than 0.2%.
Scenario 3 (The Warehouse): Tests 8-10, as described earlier, are conducted in the warehouse, where iron shelves are densely deployed such that the occlusion in the warehouse is severe for wireless communication.
1) Test 8:
The distance between every two PLCs is 25 m and there exists height differences between PLCs (PLC 2 and PLC 3 are located in the first floor, and PLC 1 is located in the second floor). In addition, PLC3 suffers severe occlusion.
2) Test 9:
The locations of PLC1 and PLC2 are the same of in test 8, and PLC3 is placed in a location with weak occlusion on the second floor. 3) Test 10: All PLCs are placed in the same floor of the warehouse (i.e., there are no height differences among the PLCs). However, every two PLCs are blocked by two iron shelves.
The results of test 8 show that severe packet losses happen in the uplink (PLC3→PLC1) and downlink (PLC1→PLC3) communications. Tests 9 and 10 also experience different levels of packet losses.
The tests described above prove that the wireless communication based on WIA-FA is able to meet the strong requirements of reliability and timeliness imposed by the safety PLC testbed.
VII. W I A-FA A P P L I C AT I O N S
In the following, three real WIA-FA applications in factory automation systems will be presented.
A. Remote Monitoring System of Production Line in Digital Workshop
1) Application Requirement: Intelligent manufacturing systems characterized by ubiquitous sensing and networking, generally referred to as digital workshop, represent a meaningful application scenario of WIA-FA. A remote monitoring system is needed to monitor and control industrial robots on the production line in the digital workshop of the SIASUN Company. The assembly objects on the production line are replaced aperiodically and it is thus necessary to configure the motion information of industrial robots remotely via a main control cabinet. Each industrial robot reports its operating parameters to the main control cabinet which then performs fault diagnosis to robots and finally reports the collected data to the server.
Typical robotic arms have more than 50 cables. The repeated motion of robotic arms easily twists and even breaks the cables. Due to the mechanical wear, the lifetime of cables is less than one year. A large cost will occur due to the frequent replacement of cables if wired communication networks are deployed to transmit data between industrial robots and the server. Therefore, a wireless network in the field level is required to guarantee the real-time interaction between industrial robots and the server.
However, the digital workshop imposes rigorous requirements to IWCNs. Specific requirements are given as follows.
1) Rate: Communication traffic between industrial
robots and the main control cabinet is typically heavy. The average traffic could be up to 100 Kbyte/s. 2) Real Timeliness: High real-time performance of wireless access networks is required to ensure the reliable operation of robots. Typically, the transmission delay has to be less than 50 ms. 3) Reliability: Transmission reliability is another key performance metric. The transmission reliability of IWCNs has to be above 99.99%. 4) Number of Robots: One main control cabinet can control at least ten industrial robots wirelessly. 5) Coverage: The digital workshop occupies an area with the size of 200 m × 100 m. The network is required to fully cover the digital workshop.
2) Application Solution:
The whole digital workshop is divided into two separate areas. Each area has one main control cabinet and ten robot debug stations. Fig. 21 shows the field environment of the digital workshop.
Every industrial robot is controlled by a local control cabinet. The main control cabinet in the area is responsible for the communications with the local control cabinets of industrial robots. Two area main control cabinets forward data to the central server in parallel. Three types of data (see are transmitted in the remote monitoring system. Each robotic arm transmits packets including its instantaneous state to the server every 10 s.
Each robotic arm transmits packets carrying its operating status to the server every 10 s.
Alarm and fault messages of robotic arms are aperiodic and require very low transmission delay. When an alarm or a fault event occurs, the relevant messages sent to the server are required to arrive within 200 ms.
One server, two main control cabinets, and 20 industrial robots are connected via the WIA-FA network. Fig. 22 shows the network architecture of the digital workshop, where RC denotes the control cabinet of one industrial robot. Each RC communicates via one field device with the main control cabinet connected with one access device. The transmitted data are mainly used for motion control, information statistics, state estimation, and fault diagnosis. Each main control cabinet reports the status of industrial robots via one access device to the server. The server then makes the motion control instruction according to the collected information from field devices.
The deployed WIA-FA network has operated stably for one and a half years. The parameter values of remote monitoring system are summarized in Table 9 . According to the experimental results, the end-toend transmission reliability of the WIA-FA network is 99.99% and the maximum transmission delay is 40 ms, which fulfil the requirement of the digital workshop application. 
B. Wireless AGV Scheduling System for Logistics Sorting System
1) Application Requirement:
The AGVs have become the killer application of WIA-FA networks, especially in warehouse and logistics. E-commerce has been developing rapidly in recent years. Numerous AGVs are used to the logistic sorting system in e-commercial warehouses. Due to the fast mobility of AGVs, the networking of an AGV system must rely on wireless technologies.
Yunnan KSEC Intelligent Equipment Company, Ltd. has an urgent demand for a wireless AGV scheduling system which regulates the smooth and efficient operation of AGVs in the logistic sorting system. The wireless AGV scheduling systems should fulfil the following rigorous requirements: 1) Rate: The average traffic of each AGV could be up to 100 Kbyte/s. 2) Real Timeliness: High real-time performance of wireless access networks is required to ensure the smooth operation of AGVs. Usually, the transmission delay has to be less than 100 ms. 3) Reliability: Transmission reliability is another key performance metric. The transmission reliability of the wireless AGV scheduling system has to be above 99.99%. 2) Application Solution: Fig. 23 shows the field environment of the logistics sorting system which consists of three loading stations, five unloading stations, and 40 AGVs. The whole sorting process is managed by the wireless scheduling system. When there are no packages at loading stations, the AGVs stay in the waiting area. When packages appear at the loading stations, the wireless scheduling system sends commands to the AGVs, indicating them to carry packages from loading stations to unloading stations. The AGVs obtain their locations via reading the Quick Response code on the ground and send their locations to a scheduling center. An instruction of motion control is then returned by the scheduling center to each AGV. When the sorting task is completed, all AGVs return to the waiting area until the arrival of the next batch of packages.
With the consideration of the application requirements, we have deployed a WIA-FA network consisting of one gateway, two access devices and 40 field devices (as shown in Fig. 24 ). The gateway is installed in the scheduling server. Two access devices are placed on the roof of the warehouse so as to cover the whole field. The connection between access devices and the gateway is wired. Each   Fig. 24 . Network architecture. AGV is equipped with a field device and communicates wirelessly with the scheduling server. The transmitted data are the locations of AGVs. The scheduling server then transmits the instruction of motion control which navigates the AGV in the next time slot via access devices to AGVs.
Since January 2017, the wireless AGV scheduling system has been applied to the logistics sorting system. The parameter values of the wireless AGV scheduling system can be found in Table 10 . The wireless AGV scheduling system has been running stably. According to the experimental results, the transmission reliability of the WIA-FA network is 99.99% and the maximum transmission delay is 80 ms. To sum up, all the requirements of the logistics sorting system are fulfiled by the wireless AGV scheduling system. Three critical performance indexes of an AGV system for logistics applications are sorting efficiency, AGV scale, and moving speed of AGVs. The adoption of WIA-FA networks in the logistic sorting system has significantly improved the above three indexes in comparison to traditional AGVs which mainly employ WiFi technology for communications. Table 11 gives the comparison results.
C. Multi-AGV Cooperative Communication System
1) Application Requirement: Cooperation of multiple industrial robots is playing an increasingly important role in intelligent manufacturing. Recently, a novel application scenario in which multiple AGVs cooperate to carry large and complex components has emerged. Such cooperation among multiple AGVs imposes extremely rigorous requirements in terms of transmission delay and reliability to the supporting wireless communication system. The multi-AGV cooperative communication system should fulfil the following rigorous requirements as follows.
1)
Cooperation: 16 cooperative AGVs jointly carry a large production object, wherein one AGV is the master and the rest are slaves. When a group of AGVs are assigned with a task of carrying a large component, the AGV server first transmits the scheduling information of the task to the WIA-FA gateway. The gateway then passes the scheduling information to the PLC in the master AGV through a WIA-FA network. The master PLC then decomposes the task and generates the motion control for each slave AGV. The master PLC passes the motion control instruction to the PLC in each slave AGV. Finally, slave PLCs pass the motion control instruction to their motion control modules to execute the corresponding motion action such as straight moving and steering.
The communication mode between the master PLC and slave PLCs is shown in Fig. 26 . In the PLC of each AGV, a heartbeat variable is defined. Each heartbeat variable is incremented by one in every scanning period. The heartbeat variable of the master PLC1, denoted by HB1, is transmitted to the slave PLC2, which then passes the received HB1 to the variable A1 in the memory mapping area of the master PLC1. If the communication link is normal, the variable A1 is kept updated. Otherwise, the variable A1 remains unchanged. If the variable A1 stays static for 50 ms, then the communication delay between PLC1 and PLC2 will reach 50 ms. In this case, the master PLC stops the movement of the master AGV and judges the communication delay between the master PLC1 and all the AGVs in the group. Then, the master PLC requires shutdown to all AGVs immediately, and completes the synchronization control and error correction of delay judgment of cooperative AGVs.
The first-hand experimental results in the practical application are presented. Parameter values of the multi-AGV cooperative communication system are given in Table 12 .
The reliability performance of WIA-FA for the multi-AGV cooperative communication system is 99.9999%, which meets the typical application requirement. Besides, two performance indexes are defined to characterize the moving error of the multi-AGV cooperative communication system.
1) Loop Delay of PLC (LDP):
LDPi is defined as the time difference between the time ti1 when the master PLC sends one packet which traverses the WIA-FA network and arrives at slave PLC i(i = 1, 2, . . . , 15) and the time ti2 when the master PLC receives the replying packet from the slave PLC, i.e., LDPi = ti2 − ti1. The system LDP is defined as the maximum LDPi, for all i.
2) Motion Distance Error (MDE):
The maximum distance between the master AGV and each slave AGV during the process of executing tasks.
LDP and MDE are two novel metrics which characterize the cooperation accuracy of multiple AGVs from the time and space domains, respectively. The lower LDP and MDE, the higher cooperation accuracy. Fig. 27(a) investigates the system LDP of all slave AGVs. The peak value, the minimum value, and the average value of slave AGVs are 25, 18, and 22 ms, respectively. The system LDP is thus 25 ms which obviously fulfils the delay requirement of 50 ms. Fig. 27(b) depicts the location difference between each slave AGV and the master AGV. The peak value, the minimum value, and the average value of the location difference are 23.4, 17.2, and 22.5 mm, respectively. Then, the MDE of the multi-AGV cooperative communication system is 22.5 mm which obviously fulfils the MDE requirement of 25 mm.
VIII. O P E N I S S U E S A N D F U T U R E D I R E C T I O N S
Although WIA-FA networks have been shown to be applicable for many factory automation applications, there is still a lot of room for the improvement of WIA-FA networks. This section lists a few open issues and future directions for WIA-FA networks.
A. Performance Improvement
Future works will focus on the performance improvement of WIA-FA networks to meet the ultrahigh performance by critical industrial control applications (e.g., power systems automation and power electronics control) [20] , [21] , [45] [46] [47] which demand transmission reliability of 99.9999999% and delay of µs. 1) PHY Design: As previously illustrated in Section III-B, the WIA-FA PHY is based on the IEEE STD 802.11-2012 PHY. It has been shown that the general purpose IEEE 802.11 PHY cannot meet the delay requirement of critical industrial control systems. Therefore, novel PHY methods for WIA-FA (e.g., channel coding, packet structure design, and OFDM parameters optimization) [48] [49] [50] are to be explored.
2) Upper Layer Algorithms:
Although WIA-FA standard has defined protocol specifications of industrial wireless communication for factory automation, the algorithms corresponding to the defined protocols are not specified formally. To further improve the performance of WIA-FA networks, contributions on the algorithm research [38] , [39] , [51] including transmission scheduling, retransmission schemes, and time synchronization are expected.
B. Wireless Coexistence
With the growing proliferation of wireless technologies, the working bands of WIA-FA networks (the 2.4-GHz ISM band) are getting overcrowded and the spectrum scarcity issue is becoming critical for WIA-FA networks. Therefore, it is quite challenging for WIA-FA networks to maintain a high level of transmission performance in the context of wireless coexistence. One promising solution is to exploit the high quality licensed spectrum (e.g., TV white space) via cognitive radios to circumvent the coexisting interference over the 2.4-GHz ISM band [53]- [?] . We thus believe that cognitive radio enabled coexistence scheme will be another important direction to follow in the future.
C. Security and Safety
Industrial control systems are mostly deployed in critical infrastructure. They are thus expected to be free of vulnerabilities and immune to different types of attacks [?], [59] . Although the WIA-FA standard defines a security management architecture based on multiple security measures, the security level of WIA-FA networks is insufficient to critical industrial control applications due to the requirements of real-time response and low-cost hardware. In addition, functional safety mechanisms are not defined in WIA-FA networks. When malfunctions of network devices occur, the loss of critical information may lead the industrial control systems to be damaged. Both security and functional safety of WIA-FA networks are to be improved.
IX. C O N C L U S I O N
This paper has given a comprehensive survey on a recently approved IEC standard WIA-FA. First, the system architecture of WIA-FA including network device, network topology, and system management was introduced. Second, the protocol stack and key technologies were presented. Third, two WIA-FA testbeds were described. The high transmission performance of WIA-FA has been proven via a large number of experiments on the developed testbeds. Fourth, three examples of WIA-FA-based practical applications were given. We have demonstrated the suitability of WIA-FA technology to practical factory applications. Finally, PHY design, upper layer algorithms, wireless coexistence, and security and safety are some of the most promising research directions for WIA-FA networks that will need substantial future research development. 
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