ABSTRACT Rock burst is a common disaster in deep underground rock mass engineering excavation. In this paper, a cloud model (CM) is applied to classify and assess rock bursts. Some main factors that influence rock bursts include the uniaxial compressive strength (σ c ), the tensile strength (σ t ), the tangential stress (σ θ ), the rock brittleness coefficient (σ c /σ t ), the stress coefficient (σ θ /σ c ), and the elastic energy index (W et ), which are chosen to establish the evaluation index system. The weights of these indicators are obtained by the rough set method based on 246 sets of domestic and foreign rock burst samples. The 246 samples are classified by normalizing the data and establishing an RS-CM. The 10-fold cross validation was used to obtain higher generalization ability of models. The classification results of the RS-CM are compared with those of the Bayes, KNN, and RF methods. The results show that the RS-CM exhibits higher values of accuracy, Kappa, and three within-class classification metrics (recall, precision, and the F-measure) than the Bayes, KNN, and RF methods. Hence, the RS-CM, which is characterized by high discriminatory ability and simplicity, is a reasonable and appropriate approach to rock burst classification and prediction. Finally, the sensitivity of six indexes was investigated to take scientific and reasonable measures to prevent or reduce the occurrence of rock bursts. INDEX TERMS Cloud model, rough set, normalization, performance comparison, rock burst.
I. INTRODUCTION
Rock bursts are common dynamic, spontaneous, and uncontrolled geological hazards associated with deep rock mass engineering excavation. Due to the stress field redistribution during the excavation of rock in high geostress conditions, rock bursts can have serious consequences, such as bursting, stripping, ejecting and other issues, via the sudden release of energy stored in the hard brittle surrounding rock [1] . Since rock bursts can suddenly and intensely occur, they directly threaten the safety of operating personnel and equipment, affect the construction schedule, and can even destroy an entire project. As the buried depth and stress levels have increased, rock bursts have become more frequent in underground engineering [2] . Additionally, as global mining activities have increased, rock burst problems have become increasingly prominent. Therefore, it is of great significance to predict and control rock burst hazards.
Many domestic and foreign experts have studied the mechanisms of rock burst from different angles and proposed prediction methods for rock burst corresponding to various intensities. Early research focused on the grading classification of rock burst by analysing the influence of a single factor. For example, Russenes [3] , Turchaninov et al. [4] , and Hoek and Brown [5] proposed strength criteria based on analysing the relationship between the surrounding rock stress and the occurrence of rock bursts. Lu and Wang [6] believed that the rock lithology (especially the uniaxial compressive strength and the tensile strength) affects the occurrence of rock bursts, and they proposed relevant criteria based on this theory. Kidybiński [7] and Singh [8] proposed an elastic strain energy criterion based on the transformation of energy.
As research has progressed, researchers have found that rock bursts are affected by many factors and are complex, nonlinear, and dynamic phenomena. As a result, integrated prediction research has focused on rock bursts considering various factors and methods. For example, Wang et al. [9] successfully predicted the intensity of rock burst with three factors using a fuzzy mathematics comprehensive evaluation method. Zhou et al. [10] combined the rough set (RS) and technique for order preference by similarity to an ideal solution (TOPSIS) methods to establish an RS-TOPSIS model for rock burst prediction and applied the model to practical engineering. Hu et al. [11] applied the improved matterelement extension model that was established based on the theory of matter-element extension in practical engineering. Dong et al. [12] established the random forest (RF) model for rock burst forecasting and achieved good results. Zhou et al. [13] applied the k-nearest neighbour (KNN) algorithm to predict the grades of rock bursts. Gong et al. [14] applied Bayes theory to build a Bayesian (Bayes) model of rock burst prediction and applied the model in underground engineering. The above methods of predicting and grading rock bursts are from different perspectives, and they have considerably improved rock burst prediction. However, due to the randomness, ambiguity and uncertainty of rock bursts, the theories and methods discussed above may not be applicable in every case. Thus, rock burst classification remains a major challenge, and it is necessary to explore new and effective theories and methods.
The cloud model (CM) considers the uncertainty of conversion between qualitative concepts and quantitative numerical representations and can fully consider the fuzziness and randomness of evaluation indicators and data [15] . Therefore, many researchers have applied the CM to studies of rock burst intensity and grading prediction. Based on cloud theory, Wang et al. [16] established a comprehensive evaluation model based on the Delphi method and a normal cloud and then applied the model to classify the intensity of rock bursts in underground engineering. Hao et al. [17] established a CM based on the fuzzy C-means (FCM) algorithm and four indicators to estimate the rock burst intensity for 40 cases; the results showed that the model was reasonable. Zhou et al. [18] established an entropy-CM to predict the grades of rock bursts. They then applied the model to actual projects and achieved good results. However, there are still some problems with these models, and they cannot completely predict rock bursts. For example, the three models noted above are all based on limited data, and the selection of indicators is not reasonable. Additionally, the weights of indicators are influenced by artificial factors and data limitations. Therefore, these models cannot be applied to most cases in underground engineering, although they can achieve satisfactory results in some cases. Thus, it is necessary to conduct further research on CM to improve the discriminative accuracy.
In this paper, rock burst is classified using a CM with a rough set [19] . Considering the ambiguity and uncertainty of the evaluation index, six typical representative indexes are selected to establish the evaluation index system, and the objective weights of these indexes are obtained based on a large quantity of data and objective methods (e.g., RS). Then, the RS-CM is established based on objective weights, and its performance is evaluated to provide a new approach for the prediction of rock burst intensity.
II. METHODS

A. INDICATOR ANALYSIS
Many studies have shown that the occurrence of rock bursts and the burst intensity are affected by the lithological conditions, the ground stress field and the elastic strain energy of the rock. For example, based on an analysis of the causes of rock bursts, Board and Fairhurst [20] suggested that rock bursts are dependent on two essential factors: internal sources and external sources. Li [21] stated that the occurrence of rock bursts is related to the lithology of the surrounding rocks and that if the surrounding rocks do not possess the required conditions for a rock burst event, only stable damage can occur. Jia [22] argued that the occurrence of rock bursts is closely related to the physical and mechanical properties of the surrounding rocks, such as the tensile strength and the uniaxial compressive strength. Tang and Hudson [23] believed that hard and brittle rock at high stress levels is more prone to rock burst. Thus, an evaluation index system of rock burst should be established to reflect the main characteristics of rock bursts and the properties of the surrounding rock, and the relevant date should be easily obtainable [10] . The uniaxial compressive strength (σ c ), the tensile strength (σ t ) and the tangential stress (σ θ ) can effectively reflect the lithologic conditions of the surrounding rock in practical engineering. The stress coefficient (σ θ /σ c ) mainly reflects the strength of the rock material. The rock brittleness coefficient (σ c /σ t ) considers the influences of joints and the block size of the rock mass. The definition of the elastic strain energy index W et is the energy stored in the rock mass due to external forces and deformation. The larger the value of the energy index is, the more likely it is that a rock burst will occur. Thus, these six factors (σ c , σ t , σ θ , σ θ /σ c , σ c /σ t and W et ) are chosen as the factors that influence rock bursts to establish an evaluation index. Although there may be other indicators, considering the difficulty of data collection, the above six indicators are adopted in this paper to establish the CM and assess the grades of rock bursts.
B. THE NORMAL DISTRIBUTION OF PARAMETERS
All the parameters of rock burst indicators are random variables in the acquisition process, and many random variables completely or approximately obey a normal distribution according to the central limit theorem [24] . The data for each indicator are approximately in accordance with a normal distribution for the same level of rock burst based on analysis VOLUME 6, 2018 of the statistical information from various cases, as shown in Table S1 (available in the Supporting Information). The box graph is shown in Fig. 1 . The indicators σ θ and σ c are divided by 10 and σ c /σ t is multiplied by 10 to display all six indicators in one figure. The medians of most of the indicators are not in the centre of the box, which indicates that the distributions of most of the indicators are not symmetric. Moreover, none of the variables have outliers.
The graphs of the probability distributions of σ θ , σ c , σ t , σ c /σ t , σ θ /σ c and W et in each case are associated with grade II (light rock burst activity) in the database, as shown in Fig. 2 . Additionally, this figure shows that all the indicators follow a normal distribution. Therefore, the normal distribution method can be reasonably applied to determine the intensities of rock bursts.
C. THE CLOUD MODEL THEORY
A CM is a type of mathematical model that was first proposed by Li and Du [15] in 1995. It considers the uncertainty of converting between qualitative concepts and quantitative numerical representations. It also fully considers the fuzziness and randomness of the occurrence of rock bursts.
Let Z be a quantitative set, Z = {x}. C is a qualitative concept in Z , and the definite parameter x ∈ Z is a random occurrence in C. For any element x of Z , the certainty degree of x in C is µ(x) ∈ [0,1], and µ(x) is a stable random number. The distribution of x in Z is called the cloud, and every x is called a cloud droplet. A cloud that is composed of a large number of cloud droplets can represent a qualitative concept in the domain space.
Three numerical characteristics (E x , E n , and H e ) are introduced to express the qualitative concept of cloud theory. Expectation E x is the expectation of the spatial distribution of cloud droplets in the domain space and the mean value of the set, and E x is also the point that best represents the qualitative concept. Entropy E n is determined by the randomness and fuzziness of the qualitative concept. Specifically, E n is a measure of the randomness and fuzziness of a qualitative concept. Hyper entropy H e is a measure of the uncertainty of the entropy and reflects the cohesion of the uncertainty at all points in the domain space. The value of hyper entropy H e indirectly reflects the thickness of cloud droplets [25] .
Since the boundary value is the value of the transition from one level to another, the membership in two levels is equal.
C max and C min are the maximum and the minimum thresholds corresponding to the grade standards, respectively. E n is the entropy of the CM.
The numerical characteristics can be calculated according to Eq. 2.
In the above expression, C max and C min are the maximum and the minimum thresholds corresponding to the grade standards, respectively. k is a fixed value that can be adjusted according to the fuzzy degree of variables and is fixed at 0.01 in this study. The certainty degree of x in C can be calculated by Eq. 3.
where E n ∼ N(E n , H 2 e ). CMs can be established by cloud generators. In this paper, forward cloud generators and X-condition cloud generators are used. A forward cloud generator has the ability to convert a qualitative concept to quantitative values, and these generators are used to generate cloud droplets based on the three numerical characteristics of clouds. The forward cloud generator in this study is denoted as CG. An X-condition cloud generator is one type of forward cloud generator that has the ability to generate cloud droplets (x, µ(x)) based on combinations of the three numerical characteristics of clouds and the specified value of x. In this study, this type of generator is denoted as XCG. The processes employed by the two cloud generators are shown in Fig. 3 . With the combination of the two generators, various types of clouds can be derived to convert between qualitative knowledge and quantitative values [26] .
D. IMPLEMENTATION OF THE APPROACH
Rock bursts are typically divided into four grades [13] : class I (no rock burst activity), class II (light rock burst activity), class III (moderate rock burst activity), and class IV (violent rock burst activity). The process of classifying rock bursts using the CM is as follows.
Step 1: Calculate the three numerical characteristics of the CM for each indicator corresponding to every grade of rock burst intensity according to Eq. (2). Step 2: Establish the CM using the cloud generators, and calculate the certainty degree of each indicator corresponding to each rock burst intensity based on the data collected from underground engineering projects.
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Step 3: Calculate the weights of indicators by applying the RS method and the integrated certainty degree as follows.
where µ(x) represents the certainty degree of each index and ω j is the weight of each index.
Step 4: Determine the classes of rock bursts according to the maximum certainty degree principle.
E. ESTABLISHMENT OF THE CLOUD MODEL
There are differences between spatial coordinates and attribute characteristics, such as the associated indicator units and the quantitative degree. The differences may be obvious and influence the prediction of rock bursts. To eliminate the effects, the values of coordinates and attribute characteristics should be preprocessed into dimensionless forms. The data normalization [27] should be performed to eliminate the influence of different units and the quantitative degrees of VOLUME 6, 2018 indicators before the cloud transformation using Eq. (4). If a low indicator value leads to a more favourable indicator effect, the data can be normalized by Eq. (5). Otherwise, if a large indicator value leads to a more favourable indicator, the data can be normalized by Eq. (6).
where j is the grade of the rock burst, x ij is the normalized value of the indicator, x ij is the original value of this indicator, and x i max and x i min are the maximum and minimum values of the indicator, respectively, associated with a ranking grade in Table 1 . The numerical characteristic values are calculated according to cloud theory and Eq. 2. Then, the CM can be established using the forward cloud generator. The CM is shown in Fig. 4 , where the x-axis is the index value and the y-axis represents the membership of the value.
III. RESULTS AND DISCUSSION
A. WEIGHT CALCULATION AND SENSITIVITY OF INDICATORS
The weights of indicators play a very important role in the process of rock burst assessment. Notably, they can affect the final classification results and final decision making [28] . There are many methods of calculating these weights, and they can be divided into subjective and objective methods. Each type of method has advantages and disadvantages. The subjective method is restricted by the subjective consciousness of experts, and the weights are not reliable. The weights of the objective method are objective and reliable because they are calculated based on statistical data [29] . Therefore, the objective weights of the evaluation index are obtained based on the RS method in this paper.
The RS theory [19] is a data-mining method that was proposed by Polish mathematician Zdzislaw Pawlak. This method mines incomplete data and finds hidden information. It has unique advantages in terms of determining the weights of evaluation factors and can remove the influence of artificial factors. The main process [30] used to calculate weights in the RS method is as follows.
Step 1: Discretize the data and build the knowledge base T = (U , C) according to the attributes of indicators. U is the domain, C = {c 1 , c 2 , . . . , c n } is a set of conditional attributes, and c n is the conditional attribute corresponding to a certain factor.
Step 2: Delete the objects with the same attribute values (that is, eliminate duplicate rows of data) to simplify the decision-making table and reduce the calculation time.
Step 3: Calculate the equivalent class partition U /C = {X 1 , X 2 , ...X n } of the conditional attribute set C in the domain U .
Step 4:
where |X i | is the cardinality of the set (the number of elements).
Step 5: Calculate the partition U /{c i } = {Z 1 , Z 2 , ..., Z n } of each conditional attribute c i in the domain U and the importance of x as Sig(
Card(U ) 2 , where Card(U ) is the cardinality of the set.
Step 6: For each conditional attribute c i , calculate the partition U /(C − {c i }) = {Y 1 , Y 2 , ..., Y n } of the conditional attribute set C in the domain U after c i is removed from C.
Step 7: Calculate the importance of c i and normalize the importance of each attribute. The objective weights are based on the data after normalization.
Based on the RS method, the weights of indicators are calculated for 246 sets of cases. As shown in Fig. 5 , the weights of σ θ , σ c , σ t , σ c /σ t , σ θ /σ c and W et are 0.18, 0.24, 0.21, 0.13, 0.12 and 0.12, respectively. The values of all indicators are similar and relatively large, as shown in Fig. 5 . The results illustrate that all indicators are important, and it is not reasonable to estimate the rock burst intensity grades using a sole indicator. Hence, it is necessary to choose six indicators to establish the evaluation index system. The sensitivity of evaluation indexes should be assessed to determine the importance of indicators and implement measures to prevent rock burst. In this study, σ c has the largest weight, which suggests that the indicator is more important than all other indicators in contributing to the occurrence of rock burst events. The tensile strength σ t is the second most important factor with a value of 0.21, and the tangential stress σ θ is third with a weight of 0.18. Then, σ c /σ t , σ θ /σ c , and W et are ranked in succession. Thus, σ c is the most sensitive parameter for rock burst events, followed by σ t, σ θ , σ c /σ t , σ θ /σ c , and W et in succession.
The uniaxial compressive strength σ c and the uniaxial tensile strength σ t reflect the mechanical properties of the surrounding rocks. The magnitude of the tangential stress σ θ is related to the initial stress level and is greatly affected by the shape and size of the cross-section. Through analysing the sensitivity of rock bursts to these indicators, we found that the occurrence of rock burst is closely related to the mechanical properties of the surrounding rocks, and the uniaxial compressive strength and the tensile strength are the major indicators. The initial stress level and the shape and size of the cross-section also play important roles in the occurrence of rock bursts. Therefore, the sensitivity of rock bursts to these indicators can be considered to reduce the extent of and prevent rock burst hazards.
Li et al. [21] found that the occurrence of rock bursts is closely related to the properties of the surrounding rocks. If the surrounding rocks do not exhibit the required properties, the occurrence of rock burst will be low, even if the other conditions of rock burst are met. Xu et al. [31] believed that lithology is the most important factor that affects the occurrence of rock bursts, especially the uniaxial compressive strength and the tensile strength. The results of this study reflect this theory. Additionally, many researchers have considered the effects of the properties of the surrounding rocks and the external conditions in selecting the indexes of rock burst evaluation, but the sensitivity of rock bursts to these indicators varies. For example, Liu et al. [26] adopted σ θ , σ c , σ t , σ c /σ t , σ θ /σ c and W et indexes to classify the intensity of rock bursts and analysed the indicator sensitivity based on attribute weights. They found that σ θ /σ c played the most important role and had the highest attributed weight. Shi et al. [32] obtained the weights of the six indexes based on the entropy weight method, and the results showed that the elastic strain energy index W et was the most important factor that influenced the occurrence of rock bursts. Chen et al. [33] reported that the uniaxial compressive strength, the tensile strength, the elastic strain energy and the maximum tangential stress were the major factors that influenced the occurrence of rock burst based on analyses of engineering cases. Qin et al. [34] calculated the weight of each index using the RS method and found that the uniaxial compressive stress σ c and stress coefficient σ θ /σ c were the most important factors that affected the occurrence of rock bursts. Zhang et al. [35] calculated the weights of the indexes with RS theory and found that the brittleness coefficient σ c /σ t was a redundant attribute in the process of attribute reduction. Therefore, the uniaxial compressive strength, stress coefficient, elastic strain energy, rock integrity coefficient and stress ratio were adopted in the evaluation index system. The results showed that the stress ratio and elastic strain energy were the most important factors, followed by the uniaxial compressive strength and rock integrity coefficient. Qiu et al. [36] obtained the weights of rock burst indexes based on the RS method and found that the stress coefficient and uniaxial compressive strength were the major indicators. The reason for these differences may be that the mechanisms of rock burst are still not fully understood, and the methods of calculating weights are different. One of the objectives of analysing the sensitivity of these indexes in this study is to provide a different perspective for rock burst assessment and prevention.
B. PREDICTION RESULTS OF DIFFERENT MODELS
The tenfold cross validation (10-fold CV) method [37] is commonly used to test the accuracy of algorithms. In this procedure, the data set is randomly divided into 10 subsets. Nine of them are used to develop model, and the remaining subset is used to test the performance of the model. This process is repeated 10 times with different training subsets. At the end, each instance has been used exactly once for testing, and each test will yield a corresponding accuracy. The average of the accuracies is used as an estimate of the precision of the model. The 10-fold CV method is used to optimize the parameters of the model proposed in this study.
Comparing and analyzing the generalization performance of RS-CM for rock burst prediction is the main purpose of this study. According to this, other three supervised learning algorithms, including random forest (RF), Bayesian (Bayes) and k-Nearest Neighbor (KNN), were considered in this study. The four models share certain characteristics that make them interesting to the current analysis: x they are increasingly used; y some of them have been used in rock burst prediction tasks with good results; z they have efficient implementations; { they use different classifiers to reduce the uncertainty of the results that might be related to the algorithm that each classifier use; and | they are known to enable the analysis of more complex nonlinear relationships.
The RS−CM and KNN, Bayes and RF models are used to predict the intensities of rock burst cases collected from original data. The dataset is randomized into two parts (a training set and testing set) when the cases are classified based on the Bayes, KNN and RF models. A total of 170 cases (approximately 70% of the database) are chosen as the training set, and the remaining 76 cases are considered the testing and used to validate the model performance.
1) RF MODEL
The algorithm has two parameters (one is the number of classification trees n tree , the other is the number of variables m try ) that need to be optimized. m try is more sensitive for discriminant accuracy and the discriminant accuracy is affected little by n tree . In this paper, n tree is a constant with a value of 500 according to the research results of Dong [12] and Zhang [38] , and then m try is tested for the number of input factors of the rock burst cases. There are six indexes in this study, so the values of m try can be (1, 2, 3, 4, 5, 6 ). The best choice of m try is 5.
2) BAYES MODEL
The distribution of type is the key parameter for Bayes algorithm, and has two types: normal and kernel. Normal denotes the Gaussian distribution, and kernel represents the density estimation of the kernel density. The results of 10-fold CV shows that a kernel distribution type is the better choice.
3) KNN MODEL
K is a key parameter and represents the number of nearest neighbours considered in the KNN classifier. Based on the 10-fold CV method, K is tuned for 10 values (1, 2, 3, 4, 5, 6, 7, 8, 9) to find the optimal parameter in this study. Finally, K = 5 is the best values.
The numbers of training and testing cases for the four rock burst classes are given in Table 2 . The values in the ''true'' columns are the numbers of samples that are truly predicted, and the values in the ''false'' columns are the numbers of incorrectly predicted samples. The RF method yields satisfactory results for the training set according to the values in Table 2 . Although it provides fewer ''true'' results than the RF model, the CM achieves satisfactory results. For the testing set, the CM correctly determines the most rock burst intensity grades. Hence, the CM has superior discriminant power for rock bursts and is a reasonable method of rock burst classification.
C. MODEL PERFORMANCE EVALUATION
The evaluation of a classifier is just as important as the characteristics of the classifier itself. One of the basic tools for assessing the confidence of classifiers is the confusion matrix. The confusion matrix is an m × m matrix, as shown in Eq.7. For each model, a confusion matrix is presented [38] . Two global classification metrics (the classification accuracy and Cohen's Kappa index) and three within-class classification metrics (recall, precision, and F-measure) are used to analyse the predictive performance of the four classifiers.
where x ii on the main diagonal represents the number of samples of class i that are correctly predicted, x ij represents the number of samples of class i that are wrongly associated with class j, and m is the number of classes.
D. GLOBAL CLASSIFICATION METRICS
The discriminatory ability of the four models can be evaluated according to the discriminant accuracy rate. The accuracy can be calculated by Eq. 8. Cohen's Kappa is the index used to assess the inter-rater reliability when coding categorical variables. The statistic is also considered an improvement over using percentages to evaluate reliability [39] . The Kappa value can be calculated by Eq. 9.
where n is the total number of samples in the dataset, x i+ is the number of samples of class i, and x +i is the number of samples that are predicted to class j. The range of Kappa values varies from −1 to 1, and they can be divided into six groups that represent different levels of consistency (as shown in Table 3 ). In general, if the value of Kappa is less than 0.4, the strength of agreement is poor, and if the value of Kappa is greater than or equal to 0.4, the strength of the agreement is good [40] . For the training set and testing set, the accuracy and Kappa results for each model are shown in Table 4 . The accuracy of the training set in the four models falls into the range of [0.6588-0.1]. Obviously, the RF model exhibited the highest average accuracy rate (100%), and the CM was second with an average accuracy rate of 76.14%. Both the KNN and Bayes models achieved lower accuracies of 65.88%. The Kappa values of the four models fall into the range of [0.531-1.0]. The Kappa values of the cloud, RF, KNN and Bayes models range from moderate to perfect according to the basic scale shown in Table 3 . It is obvious that the Kappa of the RF is the highest at 1.0 and is successively followed by those of the CM, Bayes and KNN models. The results show that the RF model is superior to the other models based on the training samples. For the testing set, the accuracy of the four models varies from 0.50 to 0.7105. The CM has the highest accuracy rate (71.05%) and is successively followed by the Bayes, RF and KNN models, with accuracy rates of 53.95%, 51.32% and 50%, respectively. Moreover, the Kappa values of the cloud, RF, KNN and Bayes models fall into the range of [0.313-0.6]. The agreement strength of Kappa ranges from poor to substantial, and only the Kappa values of the CM and RF model are above 0.4. It is obvious that the Kappa value of the CM is the highest at 0.6 and is successively followed by those of the RF, Bayes and KNN models, as shown in Table 4 . Notably, the CM has superior generalization ability for the samples compared to the other models. Thus, the CM is reasonable and can be effectively applied for rock burst classification. Additionally, the accuracy rate and Kappa value are higher for the training set than for the testing set. This result indicates that all four models exhibited superior ability for the training set compared to that for the testing set. 
E. WITHIN-CLASS CLASSIFICATION METRICS
Three within-class classification metrics, recall, precision and the F-measure, are widely used to evaluate the discriminant power of models. Precision is defined as the ratio of the total number of samples with a certain grade classified correctly to the total number of cases of that grade assessed by a model. Recall is the ratio of the total number of cases with a certain grade classified correctly to the total number of cases of that grade [41] . The two metrics are often combined to provide a single measure called the F-measure. The three metrics are given as follows.
The results obtained for the three metrics based on the testing set are given in Table 5 for each of the four models. Notably, the recall, precision and F-measure of the four classifiers for rock burst prediction based on the testing set exhibit large deviations (recall = 40.74-84.62%, VOLUME 6, 2018 precision = 37.93-76.92%, and F-measure = 41.51-80.00%). For class I, the best discriminant performance is exhibited by the RF model, with a recall of 83.33%, a precision of 76.92% and an F-measure of 80.00%. The RF model is followed by the CM (recall, precision, and F-measure of 66.67, 66.67 and 66.67%, respectively), and then the Bayes and KNN methods. The performance of the CM may be lower than that of the RF model for class I for two reasons. First, the evaluation system in this study is not perfect, and many more indicators could be adopted. The other reason is associated with the error between the collected data and the actual data. This error is caused by technical limitations and data rounding. For the other three classes, the best discriminant performance is exhibited by the CM (the three metrics of the CM are all above 65%), and the RF method also displays good performance (the three metrics of the RF model are all above 50%, except for the precision of class IV). Obviously, the CM and RF models have the ability to achieve satisfactory results for every grade, and the CM method is superior to the RF, Bayes and KNN methods.
IV. FURTHER DISCUSSION
The purpose of studying the prediction of the rock burst intensity in this paper is to find scientific and reasonable measures to prevent or reduce the occurrence of rock bursts. The sensitivity of various indicators can provide useful information for rock burst prevention and control. In this study, σ θ , σ c and σ t are the major factors of influence, and σ c /σ t , σ θ /σ c and W et are secondary factors. The finding in this study is in accordance with that obtained by Liu et al. [26] . Zhou et al. [13] also introduced the six indexes to predict rock burst, indicating that rock burst is more sensitivity to the factors in his study.
Larger values of σ θ , σ c and σ t lead to a higher probability of rock burst occurrence. Hence, it can be concluded that the occurrence of rock burst hazards can be mitigated by controlling the values of these major factors.
Reductions in the tangential stress σ θ are the primary measure for rock burst prevention. The concentration of the tangential stress is directly affected by the initial ground stress and the relationship between the axial direction of the section and the direction of the maximum principal stress. Additionally, the initial stress is affected by the cross-sectional shape and size [42] . Therefore, the shapes and sizes of excavation sections should be controlled with a proper design to reduce areas of concentrated stress. In actual engineering, the shape of a cross-section should be designed as an ellipse or horseshoe, and the diameter should be reduced at high ground pressures. Moreover, the direction of the sectional axis should be as parallel as possible to the direction of the maximum principal stress.
Water has a softening effect on the surrounding rock, and water-saturated rocks have lower values of uniaxial compressive strength and tensile strength than do dry rocks [43] . In addition, water pressure can reduce the elastic strain energy of rocks by expanding existing cracks and creating new cracks in rock masses. Hence, pouring water on the surface of the surrounding rock can soften the surrounding rock and reduce the risk of rock bursts in excavation engineering.
Because of the complexity of rock bursts, the associated hazards are far from controlled, and work is continuously needed to identify and implement new control methods. Although rock bursts cannot be completely eliminated completely based on the findings of this study, a new approach is provided for rock burst prediction and prevention.
V. CONCLUSION
Supervised learning algorithms for predicting rock burst can be valuable methods in actual projects. In this study, RF, KNN, Bayes and cloud model are applied to discriminate rock burst. Based on an analysis of the results of the four models, the conclusions can be stated as follows.
(1) Six quantitative indicators (σ θ , σ c , σ t , W et , σ θ /σ c , and σ c /σ t ) are chosen to build an evaluation index system for rock bursts. The weight of each indicator calculated by the RS method is 0.18, 0.24, 0.21, 0.13, 0.12 and 0.12, respectively.
(2) The classification accuracies of the Bayes, KNN, RF and cloud models are 53.95%, 50%, 60.53% and 71.05%, respectively, and the associated Kappa values are 0.363, 0.313, 0.464 and 0.6, respectively. Moreover, for class I, the recall, precision and F-measure values of the CM are higher than those of the Bayes and KNN methods and lower than those of the RF method. For other class labels, the three metrics of the CM are higher than those of the Bayes, KNN and RF models. The CM is feasible method to predict rock burst.
(3) The sensitivity order of those indicators is: σ c > σ t > σ θ > σ c /σ t > σ θ /σ c = W et . σ θ , σ c , and σ t are the main factors of influence. Reducing concentrated tangential stresses can be considered the primary measure for decreasing or eliminating the occurrence of rock burst hazards.
Rock burst is a very complex nonlinear dynamic phenomenon and is affected by many factors. Therefore, the CM established in this paper should be further optimized to improve the discriminatory accuracy. For example, the evaluation index system requires further improvement, development and practical application. 
