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Abstract
Ritt’s Second Theorem deals with composition collisions g ◦ h = g∗ ◦ h∗ of
univariate polynomials over a field, where deg g = deg h∗. Joseph Fels Ritt
(1922) presented two types of such decompositions. His main result here
is that these comprise all possibilities, up to some linear transformations.
Because of these transformations, the result has been called “difficult to use”.
We present a normal form for Ritt’s Second Theorem, which is hopefully
“easy to use”, and clarify the relation between the two types of examples.
This yields an exact count of the number of such collisions in the “tame
case”, where the characteristic of the (finite) ground field does not divide the
degree of the composed polynomial.
A slightly abridged version of this paper has appeared in Finite Fields
and Their Applications 27 (2014), pages 41–71. c© 2013 Elsevier Inc.
Keywords: Computer algebra, univariate polynomial decomposition,
bidecomposition, Ritt’s Second Theorem, finite fields, combinatorics on
polynomials
1. Introduction
In the 1920s, Ritt, Fatou, and Julia investigated the composition
f = g ◦ h = g(h) (1.1)
of univariate polynomials over a field F for F = C. It emerged as an impor-
tant question to determine the (distinct-degree) collisions (or nonuniqueness)
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of such decompositions, that is, different components (g, h) 6= (g∗, h∗) with
equal composition g ◦h = g∗ ◦h∗ and equal sets of degrees: deg g = deg h∗ 6=
deg h = deg g∗.
Composition with linear polynomials (polynomials of degree 1) introduces
inessential ambiguities. Ritt presented two types of essential collisions:
xℓ ◦ xkw(xℓ) = xkℓwℓ(xℓ) = xkwℓ ◦ xℓ, (1.2)
Tm(x, z
ℓ) ◦ Tℓ(x, z) = Tℓm(x, z) = Tℓ(x, zm) ◦ Tm(x, z),
where w ∈ F [x], z ∈ F× = Fr{0}, and Tm is the mth Dickson polynomial of
the first kind. And then he proved that these are essentially all possibilities.
Details are given below.
Ritt worked with F = C and used analytic methods. Subsequently, his
approach was replaced by algebraic methods, in the work of Levi (1942) and
Dorey & Whaples (1974), and Schinzel (1982) presented an elementary but
long and involved argument. Thus Ritt’s Second Theorem was also shown to
hold in positive characteristic p. The original versions of this required p >
n = deg f = deg(g ◦ h). Zannier (1993) reduced this to the milder and more
natural requirement g′(g∗)′ 6= 0. His proof works over an algebraically closed
field, and Schinzel’s 2000 monograph adapts it to finite fields. These results
assume that gcd(deg g, deg g∗) = 1; Tortrat (1988) removed this condition
provided that p ∤ n.
Ritt’s Second Theorem, stated as Fact 3.3 below, involves four unspecified
linear functions, and it is not clear whether there is a relation between the
first and the second type of example. In particular, a uniqueness property in
Ritt’s theorem is not obvious, and indeed Beardon & Ng (2000) are puzzled
by its absence. On their page 128, they write, adapted to the notation of the
present paper, “Now these rules are a little less transparent, and a little less
independent, than may appear at first sight. First, we note that [the First
Case], which is stated in its conventional form, is rather loosely defined, for
the k and w are not uniquely determined by the form xkw(xℓ); for instance,
if w(0) = 0, we can equally well write this expression in the form xk+ℓw˜(xℓ),
where w˜ = w/x. Next, T2(x, 1) = x
2 − 2 differs by a linear component from
x2, so that in some circumstances it is possible to apply [the Second Case]
to T2(x, 1), then [a linear composition], and then (on what is essentially the
same factor) [the Second Case]. These observations perhaps show why it is
difficult to use Ritt’s result.” These well-motivated concerns are settled by
the result of the present paper.
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Similarly, Binder (1995), Section 7, writes: “This raises the question,
whether the two theorems of Ritt can be used to give a general exact de-
scription of all possible decompositions. In particular, we may ask whether
there is a canonical decomposition.” We answer this question for two com-
ponents.
Namely, Theorem 3.9 presents a normal form for the decompositions in
Ritt’s Theorem. It makes Zannier’s assumption g′(g∗)′ 6= 0 and the standard
assumption gcd(ℓ,m) = 1, where m = k+ ℓ degw in (1.2). This normal form
is unique unless p | m. We also elucidate the relation between the first and
the second type of example.
A fundamental dichotomy in this business is whether p divides n or not.
The designation tame and wild was introduced in von zur Gathen (1990a,b)
for the cases p ∤ n and p | n, respectively, in analogy with ramification indices.
An important consequence–and the original motivation–of this normal form
is that we can count exactly the number of “collisions” as described by Ritt’s
Second Theorem (Fact 3.3), over a finite field and in the tame case. In
turn, this is an essential ingredient for counting, approximately or exactly,
the decomposable polynomials over a finite field; see von zur Gathen (2014).
Equal-degree collisions, where the degree conditions are replaced by deg g =
deg g∗, occur only in the wild case and are not considered in this paper.
Table 1.1 gives a pre´cis of these counting results. The notation consists of
a finite field Fq of characteristic p, integers ℓ and m with m > ℓ ≥ 2, n = ℓm,
the set Dn,ℓ of monic compositions of degree n with constant coefficient 0
and a left component of degree ℓ (see (2.4)), s = ⌊m/ℓ⌋, c = ⌈(m− ℓ+1)/ℓ⌉,
t = #(Dn,ℓ ∩Dn,m r Fq[xp]), and Kronecker’s δ.
The basic normal form result is augmented in several directions. Firstly,
we can relinquish the condition g′(g∗)′ 6= 0, keeping the assumption gcd(ℓ,m) =
1 (Theorem 5.2). For the standard form of Ritt’s Second Theorem, this is al-
ready noted in Zannier (1993). Secondly, based on a result of Tortrat (1988),
we can allow ℓ and m to have a nontrivial common divisor, provided that
p ∤ n (Theorem 6.3). Finally, if p | n and gcd(ℓ,m) > 1, we use derivatives to
obtain restrictions on the decompositions (Theorem 7.1); in contrast to the
previous results, these are not expected to be sharp.
The present results are of independent interest, but they arose in a
larger context. Leonard Carlitz and later Stephen Cohen and others de-
rived estimates for the number of reducible multivariate polynomials; see
von zur Gathen et al. (2013) for more history and references. The latter
paper also contains results on squareful and relatively irreducible (that is,
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conditions bounds on t
(i) p ∤ n, gcd(ℓ,m) = 1 t = qs+1 + (1− δℓ,2)(q2 − q)
qs+1 ≤ t ≤ qs+1 + q2 ≤ 2qs+1
(ii) p | ℓ, gcd(ℓ,m) = 1 t = 0
(iii) p | m, gcd(ℓ,m) = 1 t ≤ qs+1 − q⌊s/p⌋+1
(iv) p ∤ n, ℓ | m t = q2ℓ+s−3
(v) p ∤ n, ℓ ∤ m, gcd(ℓ,m) = i t = q2i(qs−1 + (1− δℓ,2)(1− q−1))
(vi) p ∤ n t ≤ q2ℓ+s−3
(vii) p ∤ ℓ, p | m, t ≤ qm+⌈ℓ/p⌉−2
(viii) p | ℓ t ≤ qm+ℓ−c+⌈c/p⌉−2
Table 1.1: Bounds on t in various cases.
irreducible and not absolutely irreducible) multivariate polynomials. Fairly
precise estimates for decomposable polynomials are known in the multivariate
(von zur Gathen, 2010a) and the univariate (von zur Gathen, 2014) scenar-
ios, but with less precision in the latter case in some special “wild” situations,
namely when the characteristic is the smallest prime divisor of n and divides
it exactly twice. The counting results of the present paper form a cornerstone
for those univariate estimates, and were actually derived in the context of
that work. Blankertz, von zur Gathen & Ziegler (2013) determine the num-
ber of decomposables of degree p2. Bodin, De`bes & Najib (2009) also deal
with counting. On a different but related topic, Zieve & Mu¨ller (2008) found
interesting characterizations for Ritt’s First Theorem, which deals with com-
plete decompositions, where all components are indecomposable.
2. Decompositions
Definition 2.1. For g, h ∈ F [x], f = g ◦ h = g(h) ∈ F [x] is their composi-
tion. If deg g, deg h ≥ 2, then (g, h) is a decomposition of f . A polynomial
f ∈ F [x] of degree at least 2 is decomposable if there exist such g and h,
otherwise f is indecomposable.
In the literature, (g, h) is sometimes called a bidecomposition of f . A nonzero
polynomial f ∈ F [x] over a field F is monic if its leading coefficient lc(f)
equals 1. We call f original if its graph contains the origin, that is, f(0) = 0.
Multiplication by a unit or addition of a constant does not change de-
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composability, since
f = g ◦ h⇐⇒ af + b = (ag + b) ◦ h
for all f , g, h as above and a, b ∈ F with a 6= 0. In other words, the set of
decomposable polynomials is invariant under this action of F×× F on F [x],
and the linear polynomials are the units for the composition operation. In
particular, if we have a set S of monic original composable polynomials and
let S∗ be the set of all their compositions with a linear component on the
left, then
#S∗ = q2(1− q−1) ·#S. (2.2)
Furthermore, any decomposition (g, h) can be normalized by this action,
by taking a = lc(h)−1 ∈ F×, b = −a · h(0) ∈ F , g∗ = g((x − b)a−1) ∈ F [x],
and h∗ = ah + b. Then g ◦ h = g∗ ◦ h∗ and g∗ and h∗ are monic original.
It is therefore sufficient to consider compositions f = g ◦ h where all
three polynomials are monic original. Then (g, h) is called monic original.
If Dn is the set of such f of degree n, then the number of all decomposable
polynomials of degree n, not restricted to monic original, is
q2(1− q−1) ·#Dn (2.3)
We fix some notation for the remainder of this paper. F is a field of
characteristic p ≥ 0. For n ≥ 1, we write
Pn = {f ∈ F [x] : deg f = n, f monic original}.
A decomposition (1.1) is tame if p ∤ deg g, and f is tame if p ∤ n. It is well
known that in a tame decomposition, g and h are uniquely determined by f
and deg g. For any proper divisor e of n, we have the composition map
γn,e :
Pe × Pn/e −→ Pn,
(g, h) 7−→ g ◦ h,
corresponding to (1.1), and set
Dn,e = im γn,e. (2.4)
The set Dn of all decomposable polynomials in Pn satisfies
Dn =
⋃
e|n
1<e<n
Dn,e. (2.5)
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In particular, Dn = ∅ if n is prime. Our collisions turn up in the resulting
inclusion-exclusion formula for #Dn. Over a finite field Fq with q elements,
we have
#Pn = q
n−1,
#Dn,e ≤ qe+n/e−2.
It is useful to single out a special case of wild compositions.
Definition 2.6. Over a field F of characteristic p > 0, we call Frobenius
composition any f ∈ F [xp], since then f = xp ◦ h∗ for some h∗ ∈ Pn/p, and
any decomposition (g, h) of f = g ◦ h is a Frobenius decomposition. For
any integer j, we denote by ϕj : F −→ F the jth power of the Frobenius
map with ϕj(a) = a
pj for all a ∈ F , and extend it to an Fp-linear map
ϕj : F [x] −→ F [x] with ϕj(x) = x. Then if h ∈ F [x], we have
xp
j ◦ h = ϕj(h) ◦ xpj . (2.7)
Thus any Frobenius composition except xp
2j
is the result of a collision.
Over F = Fq, there are q
pj−1− 1 many h ∈ Ppj with h 6= xpj and for m 6= pj ,
this produces qm−1 collisions with h ∈ Pm. This example is noted in Schinzel
(1982), Section I.5, page 39.
Example 2.8. We look at decompositions (g, h) of univariate quartic poly-
nomials f , so that n = 4. By Section 2, we may assume f ∈ P4, and then
also g is monic original. Thus the general case is
(x2 + ax) ◦ (x2 + bx) = x4 + ux3 + vx2 + wx ∈ F [x],
with a, b, u, v, w ∈ F . We find that with a = 2w/u and b = u/2 (assuming
2u 6= 0), the cubic and linear coefficients match, and the whole decomposition
does if and only if
u3 − 4uv + 8w = 0.
This is a defining equation for the 2-dimensional hypersurface of decompos-
able polynomials in P4 (if charF 6= 2). This example is also in Barton & Zippel
(1976, 1985). ♦
For f ∈ Pn and a ∈ F , the (original) shift of f by a is
f [a] = (x− f(a)) ◦ f ◦ (x+ a).
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Then f [a] is again monic original. This defines an action of the additive group
F on Pn. It respects composition:
f = g ◦ h⇐⇒ f [a] = g[h(a)] ◦ h[a].
We write (g, h)[a] = (g[h(a)], h[a]) for this decompositon of f [a].
3. Normal form: nonvanishing derivatives and coprime degrees
In this section, we treat the most basic (and most important) case of
(distinct-degree) collisions, namely, where the two component degrees are
coprime and the left components have a nonvanishing derivative. The latter
is always satisfied in the tame case. The following is an example of a collision:
xkwℓ ◦ xℓ = xkℓwℓ(xℓ) = xℓ ◦ xkw(xℓ),
for any polynomial w ∈ F [x], where F is a field (or even a ring). We define
the (bivariate) Dickson polynomials of the first kind Tm ∈ F [x, y] by T0 = 2,
T1 = x, and
Tm = xTm−1 − yTm−2 for m ≥ 2. (3.1)
The monograph of Lidl et al. (1993) provides extensive information about
these polynomials. We have Tm(x, 0) = x
m, and Tm(x, 1) is closely related
(over R) to the Chebyshev polynomial Cn = cos(n arccosx), as Tn(2x, 1) =
2Cn(x). Tm is monic (for m ≥ 1) of degree m, and
Tm =
∑
0≤i≤m/2
m
m− i
(
m− i
i
)
xm−2i(−y)i ∈ F [x, y].
Furthermore,
Tm(x, y
ℓ) ◦ Tℓ(x, y) = Tℓm(x, y) = Tℓ(x, ym) ◦ Tm(x, y), (3.2)
and if ℓ 6= m, then substituting any z ∈ F for y yields a collision. (Here and
in the previous example, the components are not necessarily original.)
Ritt’s Second Theorem is the central tool for understanding distinct-
degree collisions, and the following notions enter the scene. The functional
inverse v−1 of a linear polynomial v = ax + b with a, b ∈ F and a 6= 0 is
defined as v−1 = (x− b)/a. Then v−1 ◦ v = v ◦ v−1 = x. Two pairs (g, h) and
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(g∗, h∗) of polynomials are called equivalent if there exists a linear polynomial
v such that
g∗ = g ◦ v, h∗ = v−1 ◦ h.
Then g ◦ h = g∗ ◦ h∗, and we write (g, h) ∼ (g∗, h∗). The following result of
Ritt (1922) (for F = C) says that, under certain conditions, the examples
above are essentially the only distinct-degree collisions. We use the strong
version of Zannier (1993), adapted to finite fields. The adaption uses Schinzel
(2000), Section 1.4, Lemma 2, and leads to his Theorem 8. Further references
can be found in this monograph as well.
Fact 3.3. (Ritt’s Second Theorem) Let ℓ and m be integers, F a field, and
g, h, g∗, h∗ ∈ F [x] with
m > ℓ ≥ 2, gcd(ℓ,m) = 1, deg g = deg h∗ = m, deg h = deg g∗ = ℓ, (3.4)
g′(g∗)′ 6= 0, (3.5)
where g′ = ∂g/∂x is the derivative of g. Then
g ◦ h = g∗ ◦ h∗ (3.6)
if and only if
∃k ∈ N, v1, v2 ∈ F [x] linear, w ∈ F [x] with k + ℓ degw = m, z ∈ F×,
so that either {
(v1 ◦ g, h ◦ v2) ∼ (xkwℓ, xℓ),
(v1 ◦ g∗, h∗ ◦ v2) ∼ (xℓ, xkw(xℓ)),
First Case
or {
(v1 ◦ g, h ◦ v2) ∼ (Tm(x, zℓ), Tℓ(x, z)),
(v1 ◦ g∗, h∗ ◦ v2) ∼ (Tℓ(x, zm), Tm(x, z)).
Second Case
We have arranged collisions (3.6) so that deg g > deg g∗. The conclusion
of the First Case is asymmetric in ℓ and m, but not in the Second Case.
According to Section 2, we may also assume the following.
f = g ◦ h, and g, h, g∗, h∗ are monic original. (3.7)
The following lemma about Dickson polynomials will be useful for our
normal form. We write T ′n(x, y) = ∂Tn(x, y)/∂x for the derivative with re-
spect to x.
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Lemma 3.8. Let F be a field of characteristic p ≥ 0, n ≥ 1, and z ∈ F×.
(i) If p = 0, or p ≥ 3 and gcd(n, p) = 1, then the derivative T ′n(x, z) is
squarefree in F [x].
(ii) If p = 0 or gcd(n, p) = 1, and n is odd, then there exists some monic
squarefree u ∈ F [x] of degree (n − 1)/2 so that Tn(x, z2) = (x − 2z) ·
u2 + 2zn.
(iii) Let γ = (−y)⌊n/2⌋. Tn is an odd or even polynomial in x if n is odd or
even, respectively. It has the form
Tn =
{
xn − nyxn−2 +− · · ·+ γnx if n is odd,
xn − nyxn−2 +− · · ·+ 2γ if n is even.
(iv) If p ≥ 2, then Tpj = xpj for j ≥ 0.
(v) If p ≥ 2 and p | n, then T ′n = 0.
(vi) For a new indeterminate t, we have tnTn(x, y) = Tn(tx, t
2y).
(vii) Tn(2z, z
2) = 2zn.
Proof. (i) Williams (1971) and Corollary 3.14 of Lidl et al. (1993) show
that if F contains a primitive nth root of unity ρ, then T ′n(x, z)/nc factors
over F completely into a product of quadratic polynomials (x2−α2kz), where
1 ≤ k < n/2, the αk = ρk + ρ−k are Gauß periods derived from ρ, and the
α2k are pairwise distinct, with c = 1 if n is odd and c = x otherwise. We note
that αk = αn−k. We take an extension field E of F that contains a primitive
nth root of unity and a square root z0 of z. This is possible since p = 0 or
gcd(n, p) = 1. Thus x2 − α2kz = (x − αkz0)(x + αkz0), and the ±αkz0 for
1 ≤ k < n/2 are pairwise distinct, using that p 6= 2. It follows that T ′n(x, z)
is squarefree over E. Since squarefreeness is a rational condition, equivalent
to the nonvanishing of the discriminant, T ′n(x, z) is also squarefree over F .
For (ii), we take a Galois extension field E of F that contains a primitive
nth root of unity ρ, and set αk = ρ
k + ρ−k and βk = ρ
k − ρ−k for all k ∈ Z.
We have Tn(2z, z
2) = 2zn by (vii), proven below, and Theorem 3.12(i) of
Lidl & Mullen (1993) states that
Tn(x, z
2)− 2zn = (x− 2z)
∏
1≤k<n/2
(x2 − 2αkzx+ 4z2 + β2kz2);
see also Turnwald (1995), Proposition 1.7. Now −α2k + 4 + β2k = −(ρk +
ρ−k)2 + (ρk − ρ−k)2 + 4 = 0, so that x2 − 2αkzx + 4z2 + β2kz2 = (x− αkz)2.
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We set u =
∏
1≤k<n/2(x − αkz) ∈ E[x]. Then Tn(x, z2)− 2zn = (x − 2z)u2,
and u is squarefree. It remains to show that u ∈ F [x]. We take some
σ ∈ Gal(E : F ). Then σ(ρ) is also a primitive nth root of unity, say σ(ρ) = ρi
with 1 ≤ i < n and gcd(i, n) = 1. We take some k with 1 ≤ k < n/2, and j
with ik ≡ j mod n and 0 < |j| < n/2. Then σ(αk) = α|j|. Hence, σ induces
a permutation on
{
α1, . . . , α(n−1)/2
}
. It follows that
u =
∏
1≤k<n/2
(x− αkz) =
∏
1≤k<n/2
(x− σ(αkz)) = σu.
Since this holds for all σ, we have u ∈ F [x].
(iii) follows from the recursion (3.1), and (iv) from Lidl et al. (1993),
Lemma 2.6(iii). (v) follows from (3.2) and (iv). The claim in (vi) is Lemma
2.6(ii) of Lidl et al. (1993). It also follows inductively from (3.1), as does
(vii). 
The following normal form for the decompositions in Ritt’s Second The-
orem yields an exact count of equal-degree collisions (Theorem 3.33).
Theorem 3.9. Let F be a field of characteristic p ≥ 0, let m > ℓ ≥ 2 be
integers, and n = ℓm. For any f, g, h, g∗, h∗ ∈ F [x] satisfying (3.4) through
(3.7), either (i) or (ii) hold.
(i) (First Case) There exists a monic polynomial w ∈ F [x] of degree s and
a ∈ F so that
f = (xkℓwℓ(xℓ))[a] = (x− akℓwℓ(aℓ)) ◦ xkℓwℓ(xℓ) ◦ (x+ a), (3.10)
where m = sℓ + k is the division with remainder of m by ℓ, with
1 ≤ k < ℓ. Furthermore
(g, h) = (xkwℓ, xℓ)[a] (3.11)
=
(
(x− akℓwℓ(aℓ)) ◦ xkwℓ ◦ (x+ aℓ), (x− aℓ) ◦ xℓ ◦ (x+ a)),
(g∗, h∗) = (xℓ, xkw(xℓ))[a] =
(
(x− akℓwℓ(aℓ)) (3.12)
◦ xℓ ◦ (x+ akw(aℓ)), (x− akw(aℓ)) ◦ xkw(xℓ) ◦ (x+ a)),
kw + ℓxw′ 6= 0 and p ∤ ℓ. (3.13)
If p ∤ m, then (w, a) is uniquely determined by f and ℓ.
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(ii) (Second Case) There exist z, a ∈ F with z 6= 0 so that
f = Tn(x, z)
[a] = (x− Tn(a, z)) ◦ Tn(x, z) ◦ (x+ a). (3.14)
Now (z, a) is uniquely determined by f and ℓ. Furthermore we have
(g, h) = (Tm(x, z
ℓ), Tℓ(x, z))
[a] =
(
(x− Tn(a, z)) ◦ Tm(x, zℓ) (3.15)
◦ (x+ Tℓ(a, z)), (x− Tℓ(a, z)) ◦ Tℓ(x, z) ◦ (x+ a)
)
,
(g∗, h∗) = (Tℓ(x, z
m), Tm(x, z))
[a] =
(
(x− Tn(a, z)) ◦ Tℓ(x, zm) (3.16)
◦ (x+ Tm(a, z)), (x− Tm(a, z)) ◦ Tm(x, z) ◦ (x+ a)
)
,
p ∤ n. (3.17)
(iii) Conversely, any (w, a) as in (i) for which (3.13) holds, and any (z, a)
as in (ii) when (3.17) holds, yields a collision satisfying (3.4) through
(3.7), via the above formulas.
(iv) When ℓ ≥ 3, the First and Second Cases are mutually exclusive. For
ℓ = 2, the Second Case is included in the First Case.
Proof. By assumption, either the First or the Second Case of Ritt’s Sec-
ond Theorem (Fact 3.3) applies.
(i) From the First Case in Fact 3.3, we have a positive integer K, linear
polynomials v1, v2, v3, v4 and a nonzero polynomial W with d = degW =
(m−K)/ℓ and (renaming v2 as v−12 )
xKW ℓ = v1 ◦ g ◦ v3,
xℓ = v−13 ◦ h ◦ v−12 ,
xℓ = v1 ◦ g∗ ◦ v4,
xKW (xℓ) = v−14 ◦ h∗ ◦ v−12 .
We abbreviate r = lc(W ), so that r 6= 0, and write vi = aix+bi for 1 ≤ i ≤ 4
with all ai, bi ∈ F and ai 6= 0, and first express v3, v4, and v1 in terms of v2.
We have
h = v3 ◦ xℓ ◦ v2 = a3(a2x+ b2)ℓ + b3,
h∗ = v4 ◦ xKW (xℓ) ◦ v2 = a4(a2x+ b2)K ·W ((a2x+ b2)ℓ) + b4.
Since h and h∗ are monic original and K + ℓd = m, it follows that
a3 = a
−ℓ
2 , b3 = −a−ℓ2 bℓ2, a4 = a−m2 r−1, b4 = −a−m2 bK2 r−1W (bℓ2).
11
Playing the same game with g, we find
g = v−11 ◦ xKW ℓ ◦ v−13 = a−11
(
(
x− b3
a3
)KW ℓ(
x− b3
a3
)− b1
)
,
a1 = a
n
2r
ℓ,
b1 = b
Kℓ
2 W
ℓ(bℓ2).
Then
g∗ = v−11 ◦ xℓ ◦ v−14 = a−11
(
(
x− b4
a4
)ℓ − b1
)
is automatically monic original. Furthermore, we have d = (m − K)/ℓ ≤
⌊m/ℓ⌋ = s and
f = v−11 ◦ (v1 ◦ g ◦ v3) ◦ (v−13 ◦ h ◦ v−12 ) ◦ v2 = v−11 ◦ xKℓ ·W ℓ(xℓ) ◦ v2. (3.18)
We set
a =
b2
a2
∈ F, u1 = x+ b1
a1
=
v1
a1
, u2 = x+ a =
v2
a2
,
w = r−1a−ℓd2 x
s−d ·W (aℓ2x) ∈ F [x].
Then b1/a1 = a
kℓwℓ(aℓ), w is monic of degree s, u−11 = x − b1/a1 = x −
akℓwℓ(aℓ), and
W (x) = raℓs2 x
−(s−d)w(a−ℓ2 x). (3.19)
Noting that m = ℓd+K = ℓs+k, the equation analogous to (3.18) reads
(xkℓwℓ(xℓ))[a] = u−11 ◦ xkℓwℓ(xℓ) ◦ u2
= a1 · v−11 ◦ xkℓ ·
xℓ
2(s−d)W ℓ(aℓ2x
ℓ)
adℓ
2
2 r
ℓ
◦ v2
a2
= v−11 ◦ an2rℓ ·
(v2
a2
)kℓ · (v2
a2
)ℓ2(s−d) · W ℓ(vℓ2)
adℓ
2
2 r
ℓ
= v−11 ◦ xKℓ ·W ℓ(xℓ) ◦ v2 = f. (3.20)
This proves the existence of w and a, as claimed in (3.10).
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In order to express the four components in the new parameters, we note
that K = k + ℓ(s− d). Thus
g = v−11 ◦ xKW ℓ ◦ v−13
= (r−ℓa−n2 x− akℓwℓ(aℓ)) ◦ (aℓ2(x+ aℓ))K ·W ℓ(aℓ2(x+ aℓ))
= r−ℓa−n2
(
aKℓ2 (x+ a
ℓ)K · rℓaℓ2s2 a−ℓ
2(s−d)
2 (x+ a
ℓ)−ℓ(s−d)wℓ(x+ aℓ)
)
− akℓwℓ(aℓ)
= a−n+Kℓ+ℓ
2s−ℓ2s+ℓ2d
2 (x+ a
ℓ)K−ℓs+ℓdwℓ(x+ aℓ)− akℓwℓ(aℓ)
= (x+ aℓ)kwℓ(x+ aℓ)− akℓwℓ(aℓ)
=
(
x− akℓwℓ(aℓ)) ◦ xkwℓ ◦ (x+ aℓ) = (xkwℓ)[aℓ],
h = v3 ◦ xℓ ◦ v2 = a−ℓ2 (a2x+ b2)ℓ − a−ℓ2 bℓ2
= (x− aℓ) ◦ xℓ ◦ (x+ a) = (xℓ)[a],
g∗ = v−11 ◦ xℓ ◦ v−14
= (r−ℓa−n2 x− akℓwℓ(aℓ)) ◦
(
ram2 (x+ r
−1a−m2 b
K
2 ·W (bℓ2))
)ℓ
= (x+ r−1a−m2 b
K
2 · raℓs2 b−ℓ(s−d)2 w(aℓ))ℓ − akℓwℓ(aℓ)
=
(
x+ a−k2 b
k
2w(a
ℓ)
)ℓ − akℓwℓ(aℓ)
= (x− akℓwℓ(aℓ)) ◦ xℓ ◦ (x+ akw(aℓ)) = (xℓ)[akw(aℓ)],
h∗ = v4 ◦ xKW (xℓ) ◦ v2
=
(
r−1a−m2 (x− bK2 W (bℓ2))
) ◦ (a2(x+ a))KW (aℓ2(x+ a)ℓ)
= r−1a−m2 · raℓs2 ·
(
(aK2 (x+ a)
K(aℓ2(x+ a)
ℓ))−(s−d)w((x+ a)ℓ)
− bK2 b−ℓ(s−d)2 w(aℓ)
)
= a−k2
(
a
K−ℓ(s−d)
2 (x+ a)
K−ℓ(s−d)w((x+ a)ℓ)− bK−ℓ(s−d)2 w(aℓ)
)
= (x+ a)kw((x+ a)ℓ)− akw(aℓ)
= (x− akw(aℓ)) ◦ xkw(xℓ) ◦ (x+ a) = (xkw(xℓ))[a].
In the right hand component x + a, the constant a is arbitrary. All other
linear components follow automatically from the required form of g, h, g∗,
h∗, namely, being monic original, and from the condition that g and h (and
g∗ and h∗) have to match up with their “middle” components. Furthermore,
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we have
0 = g′ = (xk−1wℓ−1(kw + ℓxw′)) ◦ (x+ aℓ)⇐⇒ kw + ℓxw′ = 0,
0 = (g∗)′ = ℓxℓ−1 ◦ (x+ akw(aℓ))⇐⇒ p | ℓ. (3.21)
Thus (3.13) follows from (3.5).
In order to prove the uniqueness if p ∤ m, we take monic w, w˜ ∈ F [x] of
degree s, and a, a˜ ∈ F and the unique monic linear polynomials v and v˜ for
which
f = v ◦ xkℓwℓ(xℓ) ◦ (x+ a) = v˜ ◦ xkℓw˜ℓ(xℓ) ◦ (x+ a˜). (3.22)
By composing on the left and right with v˜−1 and (x+ a˜)−1, respectively,
and abbreviating u = v˜−1 ◦ v, we find
xkℓw˜ℓ(xℓ) = v˜−1 ◦ v ◦ xkℓwℓ(xℓ) ◦ (x+ a) ◦ (x− a˜)
= u ◦ xkℓwℓ(xℓ) ◦ (x+ a− a˜).
Since ℓ ≥ 2 and the left hand side is a polynomial in xℓ, its second highest
coefficient (of xn−1) vanishes. Equating this with the same coefficient on the
right, and abbreviating a∗ = a− a˜, we find
0 = kℓa∗ + sℓ2a∗ = na∗,
so that a∗ = 0, since p ∤ ℓ by (3.13) and hence p ∤ n. Thus a = a˜ and
xkw˜ℓ ◦ xℓ = xkℓw˜ℓ(xℓ) = u ◦ xkℓwℓ(xℓ) = u ◦ xkwℓ ◦ xℓ,
xkw˜ℓ = u ◦ xkwℓ.
Now xkw˜ℓ and xkwℓ are monic original, since k ≥ 1. It follows that u = x
and wℓ = w˜ℓ. Both polynomials are monic, so that w = w˜, as claimed. (The
equation (3.11) for h determines a uniquely provided that p ∤ ℓ, even if p | m.
However, the value of h may not be unique in the latter case.)
(ii) In the Second Case, again renaming v2 as v
−1
2 , and also z as z2, we
have from Fact 3.3
Tm(x, z
ℓ
2) = v1 ◦ g ◦ v3,
Tℓ(x, z2) = v
−1
3 ◦ h ◦ v−12 ,
Tℓ(x, z
m
2 ) = v1 ◦ g∗ ◦ v4,
Tm(x, z2) = v
−1
4 ◦ h∗ ◦ v−12 ,
h = v3 ◦ Tℓ(x, z2) ◦ v2 = a3Tℓ(a2x+ b2, z2) + b3,
h∗ = v4 ◦ Tm(x, z2) ◦ v2 = a4Tm(a2x+ b2, z2) + b4.
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As before, it follows that
a3 = a
−ℓ
2 , b3 = −a−ℓ2 Tℓ(b2, z2), a4 = a−m2 , b4 = −a−m2 Tm(b2, z2).
Furthermore, we have
g = v−11 ◦ Tm(x, zℓ2) ◦ v−13 = a−11 (Tm(a−13 (x− b3), zℓ2)− b1),
a1 = a
n
2 ,
b1 = Tm(Tℓ(b2, z2), z
ℓ
2) = Tn(b2, z2),
f =
(
a−n2 (x− Tn(b2, z2))
) ◦ Tn(x, z2) ◦ (a2x+ b2).
We now set a = b2/a2 and z = z2/a
2
2 and show that the preceding equation
holds with (1, a, z) for (a2, b2, z2). Lemma 3.8(vi) with t = a
−1
2 says that
a−n2 Tn(a2x+ b2, z2) = Tn(x+ a, z),
a−n2 Tn(b2, z2) = Tn(a, z),
f = (x− Tn(a, z)) ◦ Tn(x, z) ◦ (x+ a).
Thus the first claim in (ii) holds with these values. In the same vein, applying
Lemma 3.8(vi) with t equal to a−12 , a
−ℓ
2 , a
−m
2 , a
−1
2 , respectively, yields
a−ℓ2 Tℓ(a2x+ b2, z2) = Tℓ(x+ a, z),
a−n2 Tm(a
ℓ
2x+ Tℓ(b2, z2), z
ℓ
2) = Tm(x+ a
−ℓ
2 Tℓ(b2, z2), z
ℓ)
= Tm(x+ Tℓ(a, z), z
ℓ),
a−n2 Tℓ(a
m
2 x+ Tm(b2, z2), z
m
2 ) = Tℓ(x+ a
−m
2 Tm(b2, z2), z
m)
= Tℓ(x+ Tm(a, z), z
m),
a−m2 Tm(a2x+ b2, z2) = Tm(x+ a, z).
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For the four components, we have
g = v−11 ◦ Tm(x, zℓ2) ◦ v−13
= a−n2 (x− Tn(b2, z2)) ◦ Tm(x, zℓ2) ◦ (aℓ2x+ Tℓ(b2, z2))
= a−n2 Tm(a
ℓ
2x+ Tℓ(b2, z2), z
ℓ
2)− a−n2 Tm(Tℓ(b2, z2), zℓ2)
= Tm(x+ Tℓ(a, z), z
ℓ)− Tn(a, z)
= (x− Tn(a, z)) ◦ Tm(x, zℓ) ◦ (x+ Tℓ(a, z)) = Tm(x, zℓ)[Tℓ(a,z)],
h = v3 ◦ Tℓ(x, z2) ◦ v2 = a−ℓ2 Tℓ(a2x+ b2, z2)− a−ℓ2 Tℓ(b2, z2)
= a−ℓ2 (x− Tℓ(b2, z2)) ◦ Tℓ(x, z2) ◦ (a2x+ b2)
= Tℓ(x+ a, z)− Tℓ(a, z)
= (x− Tℓ(a, z)) ◦ Tℓ(x, z) ◦ (x+ a) = Tℓ(x, z)[a],
g∗ = v−11 ◦ Tℓ(x, zm2 ) ◦ v−14
= a−n2 (x− Tn(b2, z2)) ◦ Tℓ(x, zm2 ) ◦ (am2 x+ Tm(b2, z2))
= a−n2 Tℓ(a
m
2 x+ Tm(b2, z2), z
m
2 )− a−n2 Tn(b2, z2)
= Tℓ(x+ Tm(a, z), z
m)− Tn(a, z)
= (x− Tn(a, z)) ◦ Tℓ(a, zm) ◦ (x+ Tm(a, z)) = Tℓ(a, zm)[Tm(a,z)],
h∗ = v4 ◦ Tm(x, z2) ◦ v2
= a−m2 (x− Tm(b2, z2)) ◦ Tm(x, z2) ◦ (a2x+ b2)
= a−m2 Tm(a2x+ b2, z2)− a−m2 Tm(b2, z2)
= Tm(x+ a, z)− Tm(a, z)
= (x− Tm(a, z)) ◦ Tm(x, z) ◦ (x+ a) = Tm(x, z)[a].
Since
0 6= g′ = T ′m(x, zℓ) ◦ (x+ Tℓ(a, z)),
Lemma 3.8(v) implies that p ∤ m. Similarly, the non-vanishing of (g∗)′ implies
that p ∤ ℓ, and (3.17) follows.
Next we claim that the representation of f is unique. So we take some
(z, a), (z∗, a∗) ∈ F 2 with zz∗ 6= 0 and
(x− Tn(a, z)) ◦ Tn(x, z) ◦ (x+ a) = (x− Tn(a∗, z∗)) ◦ Tn(x, z∗) ◦ (x+ a∗).
(3.23)
Comparing the coefficients of xn−1 in (3.23) and using Lemma 3.8(iii)
yields na = na∗, hence a = a∗, since p ∤ n. We now compose (3.23) with
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x− a on the right and find
(x− Tn(a, z)) ◦ Tn(x, z) = (x− Tn(a, z∗)) ◦ Tn(x, z∗).
Now the coefficients of xn−2 yield −nz = −nz∗, so that z = z∗.
(iii) For the two converses, we first take some (w, a) satisfying (3.13) and
define f , g, h, g∗ and h∗ via (3.10) through (3.12). Then (3.4), (3.6), and
(3.7) hold. As to (3.5), we have p ∤ ℓ from (3.13), and hence (g∗)′ 6= 0.
Furthermore,
(xkwℓ)′ = xk−1wℓ−1 · (kw + ℓxw′) 6= 0,
so that also g′ 6= 0.
Furthermore, any (z, a) with z 6= 0 and (3.17) yields a collision as pre-
scribed, since (3.17) and Lemma 3.8(v) imply that T ′m(x, z
ℓ)T ′ℓ(x, z
m) 6= 0.
(iv) We first assume ℓ ≥ 3 and show that the First and Second Cases are
mutually exclusive. Assume, to the contrary, that in our usual notation we
have
f = v1 ◦ xkℓwℓ(xℓ) ◦ (x+ a) = v2 ◦ Tn(x, z) ◦ (x+ a∗), (3.24)
where v1 and v2 are the unique linear polynomials that make the composition
monic original, as specified in (i) and (ii). Then
f = (v1 ◦ xkwℓ ◦ (x+ aℓ)) ◦ ((x+ a)ℓ − aℓ)
=
(
v2 ◦ Tm(x+ Tℓ(a∗, z), zℓ)
) ◦ (Tℓ(x+ a∗, z)− Tℓ(a∗, z)).
These are two monic original decompositions of f , and since p ∤ m by
(3.17), the uniqueness of tame decompositions implies that
h = (x+ a)ℓ − aℓ = Tℓ(x+ a∗, z)− Tℓ(a∗, z), (3.25)
h′ = ℓ(x+ a)ℓ−1 = T ′ℓ(x+ a
∗, z).
If p = 0 or p ≥ 3, then according to Lemma 3.8(i), T ′ℓ(x, z) is squarefree,
while (x+a)ℓ−1 is not, since ℓ ≥ 3. This contradiction refutes the assumption
(3.24).
If p = 2, then ℓ is odd by (3.17). After adjoining a square root z0 of z to F
(if necessary), Lemma 3.8(ii) implies that T ′ℓ(x, z) = ((x−2z0)u2+2zn0 )′ = u2
has (ℓ− 1)/2 distinct roots in an algebraic closure of F , while (x+ a)ℓ−1 has
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only one. This contradiction is sufficient for ℓ ≥ 5. For ℓ = 3, we have
T3 = x
3 − 3yx and there are no a, a∗, z ∈ F with z 6= 0 so that
x3 + ax2 + a2x = (x+ a)3 − a3 = (x+ a∗)3 − 3z(x+ a∗)− ((a∗)3 − 3za∗)
= x3 + a∗x2 + ((a∗)2 + z)x.
Again, (3.24) is refuted.
For ℓ = 2, we claim that any composition
f = (x− Tn(a, z)) ◦ Tm(x, z2) ◦ T2(x, z) ◦ (x+ a)
of the Second Case already occurs in the First Case. We have 2m = n and
T2 = x
2 − 2y. Since m is odd by (3.4) and p ∤ m by (3.17), Lemma 3.8(ii)
guarantees a monic u ∈ F [x] of degree s = (m − 1)/2 with Tm(x, z2) =
Tm(x, (−z)2) = (x+ 2z)u2 − 2zm. Then for w = u ◦ (x− 2z) we have
f = (x− Tn(a, z)) ◦ ((x+ 2z)u2 − 2zm) ◦ (x2 − 2z) ◦ (x+ a)
= (x− Tn(a, z)− 2zm) ◦ (x2 · w2(x2)) ◦ (x+ a),
which is of the form (3.10), with k = m− 2s = 1. 
The quantity in (3.13) is the logarithmic derivative of xkwℓ, multiplied
by xw.
Remark 3.26. Given just f ∈ F [x], how can we determine whether Ritt’s
Second Theorem applies to it, and if so, compute (w, a) or (z, a), as ap-
propriate? We may assume f to be monic and original of degree n. The
divisor ℓ of n might be given as a further input, or we perform the following
for all divisors ℓ of n with 2 ≤ ℓ ≤ √n and gcd(ℓ, n/ℓ) = 1. If p ∤ n, the
task is easy. We compute, by standard methods (Kozen & Landau (1989);
von zur Gathen (1990a)) decompositions
f = g ◦ h = g∗ ◦ h∗
with deg h = deg g∗ = ℓ and all components monic original. If one of these
decompositions does not exist, Ritt’s Second Theorem does not apply; oth-
erwise the components are uniquely determined. If hℓ−1 is the coefficient of
xℓ−1 in h, then a = hℓ−1/ℓ in (3.10). Furthermore,
g(−aℓ) = −akℓwℓ(aℓ),
g ◦ (x− aℓ)− g(−aℓ) = xkwℓ,
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from which w is easily determined via an x-adic Newton iteration for extract-
ing an ℓth root of the reversal of the left hand side, divided by xk.
If the Second Case applies, then by Lemma 3.8(iii) the three highest co-
efficients in f are
f = xn + fn−1x
n−1 + fn−2x
n−2 +O(xn−3)
= (x+ a)n − nz(x+ a)n−2 +O(xn−4)
= xn + naxn−1 +
(n(n− 1)
2
a2 − nz)xn−2 +O(xn−3);
this determines a and z.
The case where f ′ = 0, so that p | n, is reduced to f ′ 6= 0 by Lemma 4.2
below. Finally, we are left with the situation where f ′ 6= 0 and p | n. By
(3.13) and (3.17), we are then in the First Case with p | m. This scenario
is still not completely understood (see von zur Gathen 2010b), and I am not
aware of an efficient method for calculating the decompositions, if any.
Remark 3.27. Other parametrizations are possible. As an example, in the
Second Case, for odd q = p, one can choose a nonsquare z0 ∈ F = Fq and
B = {1, . . . , (q − 1)/2}. Then all f in (3.14) can also be written as
f = b−n(x− Tn(a, z)) ◦ Tn(x, z) ◦ (bx+ a)
with unique (z, a, b) ∈ {1, z0} × F ×B = Z. To wit, let z, a ∈ F with z 6= 0.
Take the unique (z∗, a∗, b) ∈ Z, so that z∗ = b2z and a∗ = ab. Then z∗
is determined by the quadratic character of z, and b by the fact that every
square in F× has a unique square root in B; the other one is −b ∈ F× \ B.
Lemma 3.8(vi) says that
bnTn(x, z) = Tn(bx, z
∗),
(x− Tn(a, z)) ◦ Tn(x, z) ◦ (x+ a) = b−n(x− Tn(a∗, z∗)) ◦ Tn(bx, z∗) ◦ (x+ a)
= b−n(x− Tn(a∗, z∗)) ◦ Tn(x, z∗) ◦ (bx+ a∗),
as claimed. If F is algebraically closed, as in Zannier (1993), we can take
z = 1. The reduction from finite fields to this case is provided by Schinzel
(2000), Section 1.4, Lemma 2.
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Remark 3.28. If p ∤ n, then we can get rid of the right hand component
x+ a by a further normalization. Namely, when f = xn +
∑
0≤i<n fix
i, then
f ◦ (x+ a) = xn + (na+ fn−1)xn−1 +O(xn−2). We call f second-normalized
if fn−1 = 0. (This has been used at least since the times of Cardano and
Tartaglia.) For any f, the composition f ◦ (x−fn−1/n) is second-normalized,
and if
deg g = m and f = g ◦ h = xn +mhn/m−1xn−1 +O(xn−2) (3.29)
is second-normalized, then so is h (but not necessarily g).
Corollary 3.30. In Theorem 3.9, if p ∤ n and f is second-normalized, then
all claims hold with a = 0.
For the counting results below, it is convenient to assume F to be perfect.
Then each element of F has a pth root, where p ≥ 2 is the characteristic.
Any finite field is perfect. For any f ∈ F [x], we have
f is a Frobenius composition⇐⇒ ∃g ∈ F [x] f = g ◦ xp
⇐⇒ ∃h ∈ F [x] f = xp ◦ h.
We start by making the first condition in (3.13) more explicit.
Lemma 3.31. Let F be a perfect field, ℓ andm positive integers with gcd(ℓ,m) =
1, letm = ℓs+k and s = tp+r be divisions with remainder, so that 1 ≤ k < ℓ
and 0 ≤ r < p, and w ∈ F [x] monic of degree s. Then
p ∤ ℓ and kw+ℓxw′ = 0⇐⇒ p | m and ∃u ∈ F [x] monic w = xrup. (3.32)
If the conditions in (3.32) are satisfied, then u is uniquely determined.
Proof. For “=⇒”, we denote by w(i) the ith derivative of w. By induction
on i ≥ 0, we find that
(k + iℓ)w(i) + ℓxw(i+1) = 0,
(k + iℓ)w(i)(0) = 0.
Now p ∤ s− i for 0 ≤ i < r, p | m = k + ℓs = lc(kw + ℓxw′), and p ∤ ℓ. Thus
p ∤ m− (s− i)ℓ = k + ℓs− ℓs+ iℓ = k + iℓ
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for 0 ≤ i < r, and hence w(i)(0) = 0 for these i. Since r < p, this implies that
the lowest r coefficients of w vanish, so that xr | w and v = x−rw ∈ F [x].
Then
ℓv′ = ℓ(−rx−r−1w + x−rw′) = x−r−1(−ℓrw − kw)
= −x−r−1w · (ℓr + k) = −x−r−1w · (m− ℓ(s− r)) = 0.
This implies that v′ = 0 and v = up for some u ∈ F [x], since F is perfect.
For “⇐=”, p ∤ ℓ follows from gcd(ℓ,m) = 1, and we verify
kw + ℓxw′ = kxrup + ℓx · rxr−1up = xrup(k + ℓr)
= w · (m− ℓ(s− r)) = 0.
The uniqueness of u is immediate, since xrup = xru˜p implies u = u˜. 
We can now estimate the number of non-Frobenius distinct-degree colli-
sions. If p ∤ m, the bound is exact. We use Kronecker’s δ in the statement.
Theorem 3.33. Let Fq be a finite field of characteristic p, let ℓ and m be
integers with m > ℓ ≥ 2 and gcd(ℓ,m) = 1, n = ℓm, s = ⌊m/ℓ⌋, and
t = #(Dn,ℓ ∩Dn,m \ Fq[xp]). Then the following hold.
(i) If p ∤ n, then
t = qs+1 + (1− δℓ,2)(q2 − q),
qs+1 ≤ t < qs+1 + q2.
(ii) If p | ℓ, then t = 0.
(iii) If p | m, then
t ≤ qs+1 − q⌊s/p⌋+1.
Proof. (i) The monic original polynomials f ∈ Dn,ℓ ∩Dn,m \ Fq[xp] = T
fall either into the First or the Second Case of Ritt’s Second Theorem. In the
First Case, such f are injectively parametrized by (w, a) in Theorem 3.9(i).
Condition (3.13) is satisfied, since p ∤ m = k+ℓs = lc(kw+ℓxw′). Thus there
are qs+1 such pairs. In the Second Case, we have the parameters (z, a), q2−q
in number, from Theorem 3.9(ii). Furthermore, Theorem 3.9(iv) says that
t equals the sum of the two contributions if ℓ ≥ 3, and it equals the first
summand for ℓ = 2; in the latter case, we have p 6= 2. Both claims in (i)
follow.
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(ii) (3.13) and (3.17) are never satisfied, so that t = 0.
(iii) We have essentially the same situation as in (i), with p ∤ ℓ and
(w, a) parametrizing our f in the First Case, albeit not injectively. Thus
we only obtain an upper bound. The first condition in (3.13) holds if and
only if w is not of the form xrup as in (3.32). We note that deg u = (s −
r)/p = ⌊s/p⌋ in (3.32), so that the number of (w, a) satisfying (3.13) equals
qs+1 − q⌊s/p⌋+1. Since p | m | n, (3.17) does not hold, and there is no non-
Frobenius decomposition in the Second Case. 
This shows (i), (ii), and (iii) in Table 1.1.
Example 3.34. We note two instances of misreading Ritt’s Second Theo-
rem. Bodin et al. (2009) claim in the proof of their Lemma 5.8 that t ≤ q5 in
the situation of Theorem 3.33(i). This contradicts the fact that the exponent
s+ 1 of q is unbounded.
A second instance is in Corrales-Rodriga´n˜ez (1990). The author claims
that her following example contradicts the Theorem. She takes (in our lan-
guage) positive integers b, c, d, t and elements h0, . . . , ht ∈ F and sets
m = bpc + d and ℓ = pc + 1, where c < p, tℓ ≤ m, and F is a field of
characteristic p > 0. Then for
h =
∑
0≤i≤t
hix
m−iℓ,
g∗ =
∑
o≤i,j≤t
hihjx
m−ipc−j.
we have
xℓ ◦ h = g∗ ◦ xℓ,
provided that all hi are in Fpn. If d > b, we have m = bℓ + (d − b), so that
s = b and k = d− b. Applying Theorem 3.9, we find w =∑0≤i≤t hixb−i and
a = 0. Then
h = xkw(xℓ),
g∗ = xkwℓ.
Thus the example falls well within Ritt’s Second Theorem. Zannier (1993)
points out that this was also remarked by Andrzej Kondracki, a student of
Andrzej Schinzel. ♦
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4. Reducing vanishing to nonvanishing derivatives
A particular strength of Zannier’s and Schinzel’s result in Fact 3.3 is
that, contrary to earlier versions, the characteristic of F appears only very
mildly, namely in (3.5). We now elucidate the case excluded by (3.5), namely
g′(g∗)′ = 0. Zannier (1993) proves his version (Fact 3.3) of Ritt’s Second
Theorem under the assumption (3.5). On his page 178, he writes “We finally
remark that it is easy to obtain a version of [his] Theorem 1 valid also in case
g′, say, vanishes. [...] Since however this extension is quite straightforward
we have decided not to discuss it here in full detail, also in order not to
complicate further the already involved statement.”
The following executes this extension in the normal form. The special case
is reduced to the situation where both derivatives are nonzero in Lemma 4.2.
True to Zannier’s words, its statement is involved, and the short version is:
if (3.5) is violated, remove the component xp from the culprit as long as
you can. Then Theorem 3.9 applies. We start with simple facts about pth
powers.
Lemma 4.1. Let F = Fq be a finite field of characteristic p, let ℓ, m ≥ 2 be
integers for which p divides n = ℓm, and let g and h in F [x] have degrees ℓ
and m, respectively. Then the following hold.
(i) g ◦ h ∈ F [xp]⇐⇒ g′h′ = 0⇐⇒ g ∈ F [xp] or h ∈ F [xp],
(ii) #(Dn ∩ F [xp]) = qn/p−1,
(iii)
#Dn,ℓ ∩ F [xp] =
{
#Dn/p,ℓ/p if p | ℓ,
#Dn/p,ℓ if p | m.
Proof. (i) is clear. For (ii), all monic original Frobenius compositions
are of the form g ◦ xp with g ∈ Pn/p, and g is uniquely determined by the
composition. In (iii), if p | ℓ and according to (2.7), any g ◦h ∈ #Dn,ℓ∩F [xp]
can be uniquely rewritten as xp ◦ g∗ ◦ h with g∗ ∈ Pℓ/p and h ∈ Pm. If p | m,
then the corresponding argument works. In this lemma, we use the otherwise
undefined Dp,p = {x} (when p = ℓ = m) and Dn/p,1 = Pn/p (when p = ℓ).1 
We recall the Frobenius power ϕj : F [x]→ F [x] from Definition 2.6.
1The lemma corrects the statements of the same lemma in the version published in
Finite Fields and Their Applications.
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Lemma 4.2. In the above notation, assume that (ℓ,m, g, h, g∗, h∗) and f
satisfy (3.4), (3.6), and (3.7), and that F is perfect.
(i) The following are equivalent:
(a) f is a Frobenius composition,
(b) f ′ = 0,
(c) g′(g∗)′ = 0,
(d) g′h′(g∗)′(h∗)′ = 0.
(ii) If g′ = 0, then p ∤ ℓ and (g∗)′ 6= 0, and there exist positive integers j
and M , and monic original G, G∗, H∗ ∈ F [x] so that
m = pjM, degG = degH∗ = M, degG∗ = ℓ,
g = xp
j ◦G, g∗ ◦ xpj = xpj ◦G∗, h∗ = xpj ◦H∗,
G′(G∗)′ 6= 0, G ◦ h = G∗ ◦H∗,
f = xp
j ◦G ◦ h = xpj ◦ (G∗ ◦H∗).
(4.3)
In particular, (ℓ,M,G, h,G∗, H∗) satisfies (3.4) through (3.6) if M > ℓ,
and (M, ℓ,G∗, H∗, G, h) does if 2 ≤ M < ℓ. If M = 1, then G and H∗
are linear.
(iii) If (g∗)′ = 0, then p ∤ m and g′ 6= 0, and there exist positive integers d
and L, and monic original G,H,G∗ ∈ F [x] with
ℓ = pdL, p ∤ L, g = ϕd(G), h = x
pd ◦H, g∗ = xpd ◦G∗,
G′(G∗)′ 6= 0, G ◦H = G∗ ◦ h∗, f = xpd ◦G ◦H.
In particular, (L,m,G,H,G∗, h∗) satisfies (3.4) through (3.6) if L ≥ 2.
(iv) The data derived in (ii) and (iii) are uniquely determined. Conversely,
given such data, the stated formulas yield (ℓ,m, g, h, g∗, h∗) and f that
satisfy (3.4), (3.6), and (3.7).
Proof. (i) (a) means that f = xp ◦G for some G ∈ F [x], which is equiv-
alent to (b). We have
f ′ = (g′ ◦ h) · h′ = ((g∗)′ ◦ h∗) · (h∗)′. (4.4)
If (b) holds, then p | deg f = n = ℓm, hence p | ℓ or p | m. In the case
p | ℓ, (3.4) implies that p ∤ m and g′(h∗)′ 6= 0, hence h′ = (g∗)′ = 0 by (4.4).
Symmetrically, p | m implies that g′ = (h∗)′ = 0, so that (b) =⇒ (c) in both
cases. (c) =⇒ (d) is trivial, and (4.4) shows (d) =⇒ (b).
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(ii) Let j ≥ 1 be the largest integer for which there exists some G ∈ F [x]
with g = xp
j ◦ G. Then j and G are uniquely determined, G is monic and
original, G′ 6= 0, pj | m, degG = mp−j = M , and p ∤ ℓ by (3.4). Furthermore,
we have
g∗ ◦ h∗ = g ◦ h = xpj ◦G ◦ h. (4.5)
Writing h∗ =
∑
1≤i≤m h
∗
ix
i with h∗m = 1, we let I = {i ≤ m : h∗i 6= 0}
be the support of h∗. Assume that there is some i ∈ I with pj ∤ i, and let
k be the largest such i. Then k < m, m(ℓ − 1) + k is not divisible by pj ,
the coefficient of xm(ℓ−1)+k in (h∗)ℓ is ℓh∗k, and in g
∗ ◦ h∗ it is also ℓh∗k 6= 0.
This contradicts (4.5), so that the assumption is false and h∗ = xp
j ◦H∗ for
a unique monic original H∗ ∈ F [x], of degree M = mp−j .
Setting G∗ = ϕ−1j (g
∗), we have degG∗ = deg g∗ = ℓ and hence (G∗)′ 6= 0,
xp
j ◦G∗ = ϕj(G∗) ◦ xpj , and
xp
j ◦G ◦ h = g ◦ h = f = g∗ ◦ h∗ = ϕj(G∗) ◦ xpj ◦H∗ = xpj ◦G∗ ◦H∗,
G ◦ h = G∗ ◦H∗.
(iii) Since p | ℓ = deg g∗, (3.4) implies that p ∤ m, g′ 6= 0, and g′ ◦ h 6= 0.
In (4.4), we have f ′ = 0 and hence h′ = 0. There exist monic original G1,
H1 ∈ F [x] with g∗ = xp ◦G1, h = xp ◦H1, and
xp ◦G1 ◦ h∗ = f = g ◦ xp ◦H1 = xp ◦ ϕ−11 (g) ◦H1,
G1 ◦ h∗ = ϕ−11 (g) ◦H1.
If G′1 = 0, then H
′
1 = 0 and we can continue this transformation. Eventually
we find an integer j ≥ 1 and monic original Gj, Hj ∈ F [x] with pj | ℓ,
g∗ = xp
j ◦ Gj , h = xpj ◦Hj , and G′j 6= 0. We set G = ϕ−1j (g), G∗ = Gj , and
H = Hj . Then G
′(G∗)′ 6= 0, degG∗ = degH = ℓp−j, degG = m. As above,
we have
f = (xp
d ◦G∗) ◦ h∗ = g ◦ (xpd ◦H) = xpd ◦G ◦H,
G∗ ◦ h∗ = Gj ◦ h∗ = ϕ−1j (g) ◦Hj = G ◦H. (4.6)
In (iii), d is defined as the multiplicity of p in ℓ. We now show that j = d.
We set ℓ∗ = ℓp−j . If ℓ∗ ≥ 2, then the collision (4.6) satisfies the assumptions
(3.4) through (3.6), with ℓ∗ < m instead of ℓ. Thus Theorem 3.9 applies. In
the First Case, (3.13) shows that p ∤ ℓ∗. It follows that j = d and ℓ∗ = L.
In the Second Case, we have p ∤ ℓ∗m = ℓp−jm by (3.17) so that again j = d
and ℓ∗ = L. In the remaining case ℓ∗ = 1, we have L = 1 and G∗ = H = x.
(iv) The uniqueness of all quantities is clear. 
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5. Normal form: vanishing derivatives and coprime degrees
Lemma 4.2 allows us to get rid of the assumption (3.5), namely that
g′(g∗)′ 6= 0, in the normal form of Theorem 3.9. We need some simple prop-
erties of the Frobenius map ϕj from Definition 2.6.
Lemma 5.1. Let F be a field of characteristic p ≥ 2, f , g ∈ F [x], a ∈ F , let
i, j ≥ 1, and denote by f ′ the derivative of f . Then
(i) ϕj(fg) = ϕj(f)ϕj(g) and ϕj(f
i) = ϕj(f)
i,
(ii) ϕj(f ◦ g) = ϕj(f) ◦ ϕj(g) and ϕj(f(a)) = ϕj(f)(apj),
(iii) ϕj(f
′) = ϕj(f)
′.
Proof. (i) is immediate. For (ii), we write f =
∑
fix
i with all fi ∈ F .
Then
ϕj(f ◦ g) = ϕj(
∑
fig
i) =
∑
f p
j
i ϕj(g
i) = ϕj(f) ◦ ϕj(g).
The second claim is a special case. For (iii), we have
ϕj(f
′) = ϕj(
∑
ifix
i−1) =
∑
ip
j
f p
j
i x
i−1 =
∑
if p
j
j x
i−1 = ϕj(f)
′. 
Theorem 5.2. Let F be a perfect field of characteristic p ≥ 2. Let m > ℓ ≥
2 be integers with gcd(ℓ,m) = 1, set n = ℓm and let f, g, h, g∗, h∗ ∈ F [x] be
monic original of degrees n, m, ℓ, ℓ, m, respectively, with f = g ◦h = g∗ ◦h∗.
Then the following hold.
(i) If g′ = 0, then there exists a uniquely determined positive integer j so
that pj divides m and either ((i.a)) or ((i.b)) hold; furthermore, p ∤ ℓ
and ((i.c)) is true. We set M = p−jm.
(a) (First Case) Exactly one of the following three statements is true.
(1) M > ℓ and there exist a monicW ∈ F [x] of degree S = ⌊M/ℓ⌋
and a ∈ F so that
KW + ℓxW ′ 6= 0
for K = M − ℓS, and (3.10) through (3.12) hold for k = pjK,
s = pjS, and w = W p
j
. Conversely, any W and a as above
yield via these formulas a collision satisfying (3.4), (3.6) and
(3.7), with g′ = 0. If p ∤ M , then W and a are uniquely
determined by f and ℓ.
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(2) 2 ≤ M < ℓ and there exist a monic W ∈ F [x] of degree
S = ⌊ℓ/M⌋ and a ∈ F so that
KW + ℓxW ′ 6= 0,
f =
(
xkMwM(xM)
)[a]
for K = ℓ−MS, k = pjK, s = pjS, and w = W pj , and (3.10)
through (3.12) hold with ℓ replaced byM . Conversely, anyW
and a as above yield via these formulas a collision satisfying
(3.4), (3.6) and (3.7), with g′ = 0. Furthermore, W and a are
uniquely determined by f and ℓ.
(3) m = pj , g = h∗ = xp
j
, and g∗ = ϕj(h).
(b) (Second Case) p ∤ M and all conclusions of Theorem 3.9(ii) hold,
except (3.17).
(c) Assume that M ≥ 2, and let f be a collision of the Second Case.
Then f belongs to the First Case if and only if min{ℓ,M} = 2.
(ii) If (g∗)′ = 0, then there exists a unique positive integer d such that
pd | ℓ, p ∤ p−dℓ = L, and either ((ii.a)) or ((ii.b)) holds; furthermore,
((ii.c)) is true.
(a) (First Case) There exist a monic w ∈ F [x] of degree ⌊m/L⌋ and
a ∈ F so that
f =
(
xkℓwL(xℓ)
)[a]
,
(g, h) = (xkwL, xℓ)[a],
(g∗, h∗) =
(
xℓ, xkϕ−1d (w)(x
L)
)[a]
,
kw + Lxw′ 6= 0,
where m = L⌊m/L⌋ + k. The quantities w and a are uniquely
determined by f and ℓ. Conversely, any w and a as above yield
via these formulas a collision satisfying (3.4), (3.6), and (3.7).
(b) (Second Case) There exist z, a ∈ F with z 6= 0 for which all
conclusions of Theorem 3.9(ii) hold, except (3.17). Conversely,
any (z, a) as above yields a collision satisfying (3.4), (3.6) and
(3.7).
(c) When L ≥ 3, then ((ii.a)) and ((ii.b)) are mutually exclusive. For
L ≤ 2, ((ii.b)) is included in ((ii.a)).
27
Proof. (i) We take the quantities j, M , G, G∗, H∗ from Lemma 4.2(ii)
and apply Theorem 3.9 to the collision G ◦ h = G∗ ◦ H∗ in (4.3). We start
with the First Case (Theorem 3.9(i)). If M > ℓ, it yields a monic W ∈ F [x]
of degree S = ⌊M/ℓ⌋ and a ∈ F with
G ◦ h = G∗ ◦ h∗ = (x− a∗) ◦ xKℓW ℓ(xℓ) ◦ (x+ a),
KW + ℓxW ′ 6= 0, (5.3)
where K = M − ℓS and a∗ = aKℓW ℓ(aℓ). We set k = pjK and w = W pj .
Then
f = g ◦ h = xpj ◦G ◦ h = xpj ◦ (x− a∗) ◦ xKℓW ℓ(xℓ) ◦ (x+ a)
=
(
x− (a∗)pj) ◦ xpjKℓ(W pj)ℓ(xℓ) ◦ (x+ a) = (xkℓwℓ(aℓ))[a].
The formulas (3.11) and (3.12) are readily derived in a similar fashion. Fur-
thermore, we have
ℓs+ k = ℓpjS + pj(M − ℓS) = m,
and the other claims also follow.
If 2 ≤ M < ℓ, we have to reverse the roles of M and ℓ in the application
of Theorem 3.9(i). Thus we now find a monicW ∈ F [x] of degree S = ⌊ℓ/M⌋
and a ∈ F with
G ◦ h = (x− a∗) ◦ xKMWM(xM ) ◦ (x+ a),
where K = ℓ −MS, a∗ = aKMWM(aM), and KW +MxW ′ 6= 0. We set
k = pjK and w = W p
j
. Then
f = xp
j ◦G ◦ h = ϕj(x− a∗) ◦ xpj ◦ xKMWM(xM) ◦ (x+ a)
=
(
xkMwM(xM )
)[a]
.
Furthermore we have
Ms + k = MpjS + pj(ℓ−MS) = pjℓ.
Equations (3.11) through (3.12) are readily checked, the claim about the
converse is clear, and since p ∤ ℓ, W and a are uniquely determined.
If M = 1, then g = h∗ = xp
j
, f = xp
j ◦ h = ϕj(h) ◦ xpj = g∗ ◦ xpj , and
g∗ = ϕj(h) by the uniqueness of tame decompositions..
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In the Second Case of Theorem 3.9, we use Tpj = x
pj from Lemma 3.8(iv).
Now Theorem 3.9(ii) provides z, a ∈ F with z 6= 0 and
G ◦ h = G∗ ◦H∗ = (x− TℓM(a, z)) ◦ TℓM(x, z) ◦ (x+ a),
G = (x− TℓM(a, z) ◦ TM(x, zℓ) ◦ (x+ Tℓ(a, z)).
Since G′ 6= 0, we have p ∤ M , and hence p ∤ ℓM . Thus z and a are uniquely
determined. Furthermore
f = g ◦ h = xpj ◦G ◦ h = (xpj − (TℓM(a, z))pj ) ◦ TℓM(x, z) ◦ (x+ a)
= (x− Tn(a, z)) ◦ xpj ◦ TℓM(x, z) ◦ (x+ a) = Tn(x, z)[a].
In (i.c), we have p ∤ ℓM = p−jn from (Theorem 5.2(i.b)). By Theorem 3.9(iv),
G ◦ h belongs to the First Case if and only if min{ℓ,M} = 2.
(ii) We take d, L, G, H , G∗ from Lemma 4.2(iii), and apply Theorem 3.9
to the collision G ◦H = G∗ ◦ h∗. In the First Case, this yields a monic W ∈
F [x] of degree ⌊m/L⌋ and a ∈ F so that the conclusions of Theorem 3.9(i)
hold for these values, with k = m−L · ⌊m/L⌋ and kW + LxW ′ 6= 0. We set
w = ϕd(W ). Then
degG = deg(xkWL) = (m− L · ⌊m/L⌋) + L · ⌊m/L⌋ = m,
g = ϕd(G) = ϕd
(
(x− akLWL(aL)) ◦ xkWL ◦ (x+ aL))
= ϕd(x− akLWL(aL)) ◦ ϕd(xkWL) ◦ ϕd(x+ aL)
= (x− akℓwL(aℓ)) ◦ xkwL ◦ (x+ aℓ) = (xkxL)[aℓ].
h = xp
d ◦H = xpd ◦ (x− aL) ◦ xL ◦ (x+ a) = (xℓ)[a],
g∗ = xp
d ◦G∗ = xpd ◦ (x− akLWL(aL)) ◦ xL ◦ (x+ akW (aL))
= (x− akℓW pdL(aL)) ◦ xℓ ◦ (x+ akW (aL))
= (x− akℓwL(aℓ)) ◦ xℓ ◦ (x+ akϕ−1d (w)(aL)) = (xℓ)[a
kϕ−1
d
(w)(aL)],
h∗ = (x− akW (aL)) ◦ xkW (xL) ◦ (x+ a)
= (x− akϕ−1d (w)(aL)) ◦ xkϕ−1d (w)(xL) ◦ (x+ a) =
(
xkϕ−1d (w)(x
L)
)[a]
,
f =
(
xkℓwL(xℓ)
)[a]
.
Furthermore, Lemma 5.1 implies that
kw + Lxw′ = kϕd(W ) + Lxϕd(W )
′ = ϕd(kW + LxW
′) 6= 0.
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The claimed uniqueness follows, with a small modification, by the argument
for Theorem 3.9(i). With notation in the spirit of (3.22), one finds that
xkLw˜L(xL) ◦ xpd = u ◦ xkLwL(xL) ◦ (x+ apd − a˜pd) ◦ xpd ,
xkLw˜L(xL) = u ◦ xkLwL(xL) ◦ (x+ apd − a˜pd).
The degree p−ℓn of these polynomials is not divisible by p, and the remaining
argument following (3.22) applies.
In the Second Case, Theorem 3.9(ii) provides z, a ∈ F with z 6= 0 and
g = ϕd(G) = ϕd
(
(x− TmL(a, z)) ◦ Tm(x, zL) ◦ (x+ TL(a, z))
)
=
(
x− ϕd(TmL(a, z))
) ◦ ϕd(Tm(x, zL)) ◦ (x+ ϕd(TL(a, z)))
= (x− TmL(a, z)pd) ◦ Tm(x, (zL)pd) ◦ (x+ TL(a, z)pd)
= (x− Tn(a, z)) ◦ Tm(x, zℓ) ◦ (x+ Tℓ(a, z)) = Tm(x, zℓ)[Tℓ(a,z)],
h = xp
d ◦H = xpd ◦ (x− TL(a, z)) ◦ TL(x, z) ◦ (x+ a)
= (x− Tℓ(a, z)) ◦ Tℓ(x, z) ◦ (x+ a) = Tℓ(x, z)[a],
g∗ = xp
d ◦G∗ = xpd ◦ (x− TLm(a, z)) ◦ TL(x, zm) ◦ (x+ Tm(a, z))
= (x− Tn(a, z)) ◦ xpd ◦ TL(x, zm) ◦ (x+ Tm(a, z))
= x− Tn(a, z)) ◦ Tℓ(x, zm) ◦ (x+ Tm(a, z)) = Tℓ(x, zm)[Tm(a,z)],
h∗ = Tm(x, z)
[a],
f = Tn(x, z)
[a].
(ii.c) follows from Theorem 3.9(iv) for L ≥ 2. If L = 1, then ℓ = pd and
k = 0 in (ii.a). For any f = Tn(x, z)
[a] in (ii.b), we take w = Tm(x, z
pd).
Then
Tn(x, z) = Tm(x, z
pd) ◦ Tpd(x, z) = w ◦ xpd,
so that f = w(xℓ)[a] is an instance of (ii.a). 
6. Arbitrary tame degrees
If p ∤ n, then the case where gcd(ℓ,m) 6= 1 is reduced to the previous one
by the following result of Tortrat (1988). We will only use the special case
where ℓ = ℓ∗ and m = m∗.
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Fact 6.1. Suppose we have a field F of characteristic p ≥ 0, integers
ℓ, ℓ∗, m,m∗ ≥ 2 with p ∤ ℓm, and monic original polynomials g, h, g∗, h∗ ∈
F [x] of degrees m, ℓ, ℓ∗, m∗, respectively, with g ◦ h = g∗ ◦ h∗. Furthermore,
let i = gcd(m, ℓ∗) and j = gcd(ℓ,m∗). Then the following hold.
(i) There exist unique monic original polynomials u, v, g˜, h˜, g˜∗, h˜∗ ∈ F [x]
of degrees i, j,m/i, ℓ/j, ℓ∗/i,m∗/j, respectively, so that
g = u ◦ g˜,
h = h˜ ◦ v, (6.2)
g∗ = u ◦ g˜∗,
h∗ = h˜∗ ◦ v.
(ii) Assume that ℓ = ℓ∗ < m = m∗. Then i = j and m/i, ℓ/i, f˜ = g˜ ◦
h˜, g˜, h˜, g˜∗, h˜∗ satisfy the assumptions of Theorem 3.9.
Proof. (i) Tortrat (1988), Proposition 1, proves the claim if F is alge-
braically closed, but without the condition of being monic original. Thus we
have four decompositions (6.2) over an algebraic closure of F . We may choose
all six components in (6.2) to be monic original. They are then uniquely de-
termined. Since p ∤ n, decomposition is rational; see Schinzel (2000), I.3,
Theorem 6, and Kozen & Landau (1989) or von zur Gathen (1990a) for an
algorithmic proof. It follows that the six components are in F [x].
(ii) We have gcd(ℓ/i,m/i) = 1, and
f = (u ◦ g˜) ◦ (h˜ ◦ v) = (u ◦ g˜∗) ◦ (h˜∗ ◦ v).
The uniqueness of tame decompositions with prescribed component degrees
implies that g˜ ◦ h˜ = g˜∗ ◦ h˜∗. The other requirements are immediate. 
Zieve & Mu¨ller (2008) show that Fact 6.1 holds over C and mention that
their proof also works under the conditions as stated.
Dorey & Whaples (1974) exhibit the example(
xp+1 ◦ (xp + x)) ◦ (xp − x) = x(xp−1 − 1)p+1 ◦ xp+1,
which violates both assumption and conclusion of Ritt’s First Theorem on
complete decompositions. Both left components have nonzero derivative,
the gcd of their degrees equals p, and the one in the right-hand decomposi-
tion is indecomposable. Thus no u as in (6.2) exists and the conclusions of
31
Fact 6.1(i) may fail under the weaker assumption that g′(g∗)′ 6= 0. Compos-
ing both right components with xp on the right yields a counterexample to
the conclusion of Fact 6.1(ii).
Tortrat’s result, together with the preceding material, determines Dn,ℓ ∩
Dn,m exactly if p ∤ n = ℓm.
Theorem 6.3. Let Fq be a finite field of characteristic p, and let m > ℓ ≥ 2
be integers with p ∤ n = ℓm, i = gcd(ℓ,m) and s = ⌊m/ℓ⌋. Let t =
#(Dn,ℓ ∩Dn,m). Then the following hold.
(i)
t =
{
q2ℓ+s−3 if ℓ | m,
q2i(qs−1 + (1− δℓ,2)(1− q−1)) otherwise.
(ii)
t ≤ q2ℓ+s−3.
Proof. (i) Let T = Dn,ℓ ∩ Dn,m and U = Dn/i2,ℓ/i ∩ Dn/i2,m/i. Then
Fact 6.1(ii) implies that T = Pi ◦ U ◦ Pi, using G ◦H = {g ◦ h : g ∈ G, h ∈
H} for sets G,H ⊆ F [x]. Furthermore, the composition maps involved are
injective. Thus
#T = (#Pi)
2 ·#U = q2i−2 ·#U.
If ℓ ∤ m, then ℓ/i ≥ 2, gcd(ℓ/i,m/i) = 1, and from Theorem 3.33(i) we have
#U = qs+1 + (1− δℓ,2)(q2 − q),
which implies the claim in this case. If ℓ | m, then ℓ/i = 1 and Theorem 3.33
is inapplicable. Now
U = Dm/ℓ,1 ∩Dm/ℓ,m/ℓ = Pm/ℓ,
#U = #Pm/ℓ = q
m/ℓ−1 = qs−1,
which again shows the claim.
(ii) By (i), we may assume that ℓ ∤ m. Thus ℓ ≥ 2i. If ℓ = 2, the second
summand in (i) vanishes and t ≤ q2i+s−1 ≤ q2ℓ+s−3. We may now also assume
ℓ ≥ 3. Then t ≤ q2i(qs−1 + 1) ≤ 2q2i+s−1 ≤ q2i+s, since s ≥ 1. Furthermore,
2i+ s ≤ ℓ+ s ≤ 2ℓ+ s− 3. 
This result shows (iv) through (vi) in Table 1.1. The equation in (i) is a
special case of (v).
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7. Arbitrary degrees
We now have determined the size of the intersection if either p ∤ n or
gcd(ℓ,m) = 1. It remains a challenge to do this with the same precision
when both conditions are violated. The following approach yields rougher
estimates.
Theorem 7.1. Let F be a field of characteristic p ≥ 2, let ℓ,m, n ≥ 2 be
integers with p | n = ℓm, and set T = Dn,ℓ∩Dn,m\F [xp]. Then the following
hold.
(i) If p ∤ ℓ, then for any f ∈ T there exist monic original g∗ and h∗ in F [x]
of degrees ℓ and m, respectively, with f = g∗ ◦ h∗, (g∗)′(h∗)′ 6= 0, and
0 ≤ deg(h∗)′ < m− ℓ.
(ii) If p | ℓ, then for any f ∈ T there exist monic original g and h ∈ F [x] of
degreesm and ℓ, respectively, with f = g◦h and deg g′ ≤ m−(m+1)/ℓ.
Proof. We take a collision (3.7) and its derivative (4.4). Since f 6∈ F [xp],
we have f ′ 6= 0.
(i) Since p | m, we have deg g′ ≤ m − 2, (h∗)′ 6= 0, and deg(h∗)′ ≥ 0, so
that
n−m+ deg(h∗)′ = (ℓ− 1) ·m+ deg(h∗)′ = deg f ′
≤ (m− 2) · ℓ+ ℓ− 1 = n− ℓ− 1,
0 ≤ deg(h∗)′ < m− ℓ.
(ii) We have g′h′ 6= 0, deg(g∗)′ ≤ ℓ− 2, deg h′ ≥ 0, and
ℓ · deg g′ ≤ ℓ · deg g′ + deg h′ = deg f ′
≤ (ℓ− 2) ·m+m− 1 = ℓm−m− 1,
deg g′ ≤ m− m+ 1
ℓ
. 
We deduce the following upper bounds on #T .
Corollary 7.2. Let Fq be a finite field of characteristic p and ℓ, m, n ≥ 2
be integers with p | n = ℓm, and set t = #(Dn,ℓ ∩ Dn,m \ F [xp]). Then the
following hold.
(i) If p ∤ ℓ, then
t ≤ qm+⌈ℓ/p⌉−2.
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(ii) If p | ℓ and ℓ < m, we set c = ⌈(m− ℓ+ 1)/ℓ⌉. Then
t ≤ qm+ℓ−c+⌈c/p⌉−2.
If ℓ | m, then c = m/ℓ.
Proof. (i) Any h∗ permitted in Theorem 7.1(i) has nonzero coefficients
only at xi with p | i or i ≤ m − ℓ. Since p | m, the number of such i is
m− ℓ + ⌈ℓ/p⌉. Taking into account that h∗ is monic, the number of g∗ ◦ h∗
is at most
qℓ−1 · qm−ℓ+⌈ℓ/p⌉−1 = qm+⌈ℓ/p⌉−2.
(ii) The polynomials g permitted in Theorem 7.1(ii) are monic of degree
m and satisfy
deg g′ ≤ m− m+ 1
ℓ
,
deg g′ ≤ m− 2.
Thus p | m, and g has nonzero coefficients only at xi with i ≤ m and p | i or
1 ≤ i ≤ m− c. The number of such i is m− c + ⌈c/p⌉. By composing with
h on the right and using that g is monic, we find
t ≤ qm−c+⌈c/p⌉−1 · qℓ−1 = qm+ℓ−c+⌈c/p⌉−2.
If ℓ | m, then c = m/ℓ− 1 + ⌈1/ℓ⌉ = m/ℓ. 
This shows (vii) and (viii) in Table 1.1.
For perspective, we also note the following lower bounds on #T from
von zur Gathen (2013, 2014). Unlike the results up to Theorem 6.3, there is
a substantial gap between the upper and lower bounds.
Fact 7.3. Let Fq have characteristic p with q = p
e, and take integers d ≥ 1,
k = apd with p ∤ a, m ≥ 2, n = km, c = gcd(d, e), z = pc, µ = gcd(pd −
1, m), and r = (pd − 1)/µ. Then we have the following lower bounds on the
cardinality of im γn,k.
(i) If pd 6= m and µ = 1:
qk+m−2(1− q−1(1 + q−p+2 (1− q
−1)2
1− q−p ))(1− q
−k).
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(ii) If pd 6= m:
qk+m−2
(
(1− q−1(1 + q−p+2 (1− q
−1)2
1− q−p ))(1− q
−k)
−q−k−r+2 (1− q
−1)2(1− q−r(µ−1))
1− q−r (1 + q
−r(p−2))
)
.
Corollary 7.4. Let Fq be a finite field of characteristic p, ℓ a prime number
dividing m > ℓ, assume that p | n = ℓm, and set t = #(Dn,ℓ ∩Dn,m \ F [xp]).
Then the following hold.
(i) If p = ℓ | m and each nontrivial divisor of m/p is larger than p, then
t ≥ q2p+m/p−3(1− q−1)(1− q−p+1).
(ii) If p 6= ℓ divides m exactly d ≥ 1 times, then
t ≥ q2ℓ+m/ℓ−3(1− q−m/ℓ)(1− q−1(1 + q−p+2 (1− q
−1)2
1− q−p )) (7.5)
if ℓ ∤ pd − 1. Otherwise we set µ = gcd(pd − 1, ℓ), r = (pd − 1)/µ and
have
t ≥ q2ℓ+m/ℓ−3((1− q−1(1 + q−p+2 (1− q−1)2
1− q−p ))(1− q
−m/ℓ)
− q−m/ℓ−r+2 (1− q
−1)2(1− q−r(µ−1))
1− q−r (1 + q
−r(p−2))
)
.
(7.6)
Proof. (i) Clearly, t is at least the number of g ◦w ◦h with g, w, h ∈ Fq[x]
monic original of degrees p, m/p, p, respectively.
We first bound the set S of h∗ = w ◦ h with h∗m−1 6= 0. We denote as
hp−1 the second highest coefficient of h. Then h
∗
m−1 = m/p · hp−1, and h∗m−1
vanishes if and only if hp−1 does. By the uniqueness of tame decompositions,
γm,m/p is injective, so that
#S = qm/p−1 · qp−1(1− q−1) = qm/p+p−2(1− q−1).
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In the lower bound of Fact 7.3(i) we replace the number qm−1(1− q−1) of all
possible second components by #S. Then
t ≥ qp+m−2(1− q−p)(1− q−1(1 + q−p+2 (1− q
−1)2
1− q−p )) ·
#S
qm−1(1− q−1)
= q2p+m/p−3(1− q−p)(1− q−1(1 + q−p+2 (1− q
−1)2
1− q−p ))
= q2p+m/p−3(1− q−1)(1− q−p+1).
(ii) For any monic original g, w, h ∈ Fq[x] of degrees ℓ,m/ℓ, ℓ, respectively,
we have g ◦ w ◦ h ∈ Dn,ℓ ∩ Dn,m. We now estimate the number of such
compositions.
Since p ∤ ℓ = deg g, the uniqueness of tame decompositions implies that
the composition map (g, w ◦ h) 7→ g ◦ w ◦ h is injective. To estimate from
below the number N of w ◦ h, we use Fact 7.3 with u = pd, a = m/ℓpd,
k = m/ℓ, m˜ = ℓ 6= u, µ = gcd(u − 1, ℓ), and r = (u − 1)/µ. (Here m˜ is the
value called m in Fact 7.3, whose name conflicts with the present value of
m.)
If µ = 1, we obtain from Fact 7.3(i)
N ≥ qℓ+m/ℓ−2(1− q−m/ℓ)(1− q−1(1 + q−p+2 (1− q
−1)2
1− q−p )).
If µ 6= 1, Fact 7.3(ii) says that
N ≥ qℓ+m/ℓ−2((1− q−1(1 + q−p+2 (1− q−1)2
1− q−p ))(1− q
−m/ℓ)
− q−m/ℓ−r+2 (1− q
−1)2(1− q−r(µ−1))
1− q−r (1 + q
−r(p−2))
)
.
We compose these w ◦ h with a monic original g of degree ℓ on the left.
This gives the lower bound qℓ−1N on t, as claimed. 
Example 7.7. We study the particular example p = ℓ = 2 and m = 6, so
that n = 12. Special considerations yield a better bound than the general
one. This will be used in a forthcoming work on counting decomposable
polynomials. Let t = #(D12,2 ∩ D12,6 \ F [x2]). Then Corollary 7.2(ii) says
that t ≤ q5. By coefficient comparison, we now find a better bound. Namely,
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we are looking for g ◦ h = g∗ ◦ h∗ with g, h, g∗, h∗ ∈ Fq[x] monic original of
degrees 2, 6, 6, 2, respectively. (We have reversed the usual degrees of g, h
and g∗, h∗ for notational convenience.) We write h =
∑
i hix
i, and similarly
for the other polynomials. Then we choose any h2, h4, h5 ∈ Fq, and either
g1 arbitrary and h1 = uh5, or h1 arbitrary and g1 = h5(h1 + uhs), where
u = h45 + h
2
5h4 + h2. Furthermore, we set h3 = h
3
5 and h
∗
1 = h5. Then the
coefficients of g∗ are determined. If g′(g∗)′ 6= 0, then the above constitute a
collision, and by comparing coefficients, one finds that these are all. Their
number is at most 2q4, so that t ≤ 2q4.
For an explicit description of g∗, we set u2 = h4 + h
2
5. In the first case,
where h1 = uh5, we have
g∗ = x6 + u22x
4 + g1x
3 + (u2 + u2g1)x
2 + g1ux.
In the second case, we have
g∗ = x6 + u22x
4 + h5(h1 + uh5)x
3 + (u2h1h5 + uh2)x
2 + h1(h1 + uh5)x.
In both cases, g1 = g
′ 6= 0 implies that (g∗)′ 6= 0. ♦
Giesbrecht (1988), Theorem 3.8, shows that there exist polynomials of
degree n over a field of characteristic p with super-polynomially many de-
compositions, namely at least nλ logn many, where λ = (6 log p)−1.
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