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Introduction {#sec001}
============

A common perception among scientists is that there exists a trade-off between quality and quantity in scientific publishing: one can either spend a long time working on a high-quality paper or write many papers of lower quality, each taking a fraction of the time \[[@pone.0178074.ref001]--[@pone.0178074.ref005]\]. This idea was recently encapsulated by Sarewitz \[[@pone.0178074.ref006]\], stating that "Scientists must publish less, or good research will be swamped by the ever-increasing volume of poor work." Historically, however, the opposite relationship, *i*.*e*. a concordant increase of quality with quantity, has been observed in a number of disciplines \[[@pone.0178074.ref004], [@pone.0178074.ref007]--[@pone.0178074.ref010]\], with some authors even purporting that a high level of output is a *necessary* condition for making high-quality contributions \[[@pone.0178074.ref011], [@pone.0178074.ref012]\].

Within the scientific community, one can find pressures on both fronts: to publish both more *and* better \[[@pone.0178074.ref004]\]. These pressures are, in part, a result of the varied and complicated incentive structures at play. Differences in the reward system for scientists have been observed to be a key driver of publication practices and policies \[[@pone.0178074.ref003], [@pone.0178074.ref011], [@pone.0178074.ref013], [@pone.0178074.ref014]\], even to the point of subconsciously igniting reward pathways in the brain \[[@pone.0178074.ref015]\]. Yet, these systems can often have unintended consequences. For example, systems based on number of publications can disincentivize the pursuit of risky or long-term research which might necessitate a period of low research output. Similarly, systems which reward high citation rates can disincentivize the expansion into new fields of research, especially underpopulated ones, where there is less opportunity for one's publications to be cited by others \[[@pone.0178074.ref016]\].

This conflict is apparent in job applications as well. Applications which require a listing of all publications put an emphasis on the number of articles published---"the length of one's vita" \[[@pone.0178074.ref001]\]. Alternatively, some organizations are moving toward just requesting the few most "important" or "impactful" publications \[[@pone.0178074.ref003], [@pone.0178074.ref017]\]. While this emphasizes quality over quantity, it can create an opportunity for a new problem to arise in the form of a mismatch between the applicant's and selection committee's conceptions of what constitutes a high-quality paper.

With the rise of easy-to-access bibliometric data, a slew of metrics have been devised to enumerate quality in an "objective" way, the most notable being the Impact Factor \[[@pone.0178074.ref018]\]. The increased use of such metrics (in some cases far beyond their intended scope) to evaluate the quality of journals, papers, and individuals, has had consequences on the way journals and scientists operate. As a metric becomes more ubiquitous as a measure of quality, it tends to become a target, inspiring new approaches to "game" the system and achieve a higher rating \[[@pone.0178074.ref019], [@pone.0178074.ref020]\] (necessarily resulting in the metric's loss of descriptive power \[[@pone.0178074.ref021]\]).

Measuring the trade-off {#sec002}
=======================

Traditionally, scientists have sought to identify trade-offs between quantity and quality through comparing authors (or groups of authors) with high productivities to those with lower productivities, looking for correlation with a metric of quality. Yet, this approach poses a difficult problem of equivalence: how should one quantify the effect of age or specific field of study? Flexibility in identifying valid comparisons runs the risk of capturing undesired correlates, while a conservative approach results in small samples sizes and a lack of statistical power \[[@pone.0178074.ref022]\].

We take a different tack, comparing authors with themselves across time. If a trade-off between quantity and quality exists in scientific publishing, one would expect to find a negative relationship between the number of papers a scientist publishes in a given time-frame and the quality of those papers. Perhaps the simplest way to quantify this for a given author is to draw two of their papers at random and compare both their "quantity" and "quality". If the paper with the higher quality is also the one coming from the less productive year, then there is evidence for a trade-off, and if it was published in the more productive year, there is evidence for a positive relationship. We can repeat this for all possible pairs of papers for a given author to determine whether or not (or how often) they experience a trade-off. Likewise, we can repeat this for very many authors to investigate the presence of a trade-off between quantity and quality more generally.

While quantity is relatively straightforward to enumerate as the number of papers published in the same year as a target paper, quality has proven to be a more controversial topic \[[@pone.0178074.ref008], [@pone.0178074.ref017], [@pone.0178074.ref020], [@pone.0178074.ref023]\]. The most prominent metrics for quality today rely, more or less directly, on the number of citations a given paper has accrued. This dependence on citations has been criticized \[[@pone.0178074.ref024], [@pone.0178074.ref025]\], but also demonstrated to correlate with other, independent metrics of quality \[[@pone.0178074.ref008], [@pone.0178074.ref026]\]. Despite their limitations, citations retain their popularity in part because the alternatives still lack the coverage, accuracy, and ease-of-use that citation counts maintain.

In this work, we use the number of citations as a proxy for quality, but find the results are also robust to using citation rates instead ([S1 Supporting Information](#pone.0178074.s001){ref-type="supplementary-material"}). In particular, because citation distributions have been observed to be log-normal \[[@pone.0178074.ref020]\], we take the log of the number of citations plus one. We analyze nearly 200,000 publications by more than 1600 members of the National Academy of Sciences between 1980 and 2006. Since all of the papers we consider in this analysis are at least ten years old, the confounding effects of paper aging and discovery should be reduced (repeating the analysis for alternative time-ranges yield similar results; [S1 Supporting Information](#pone.0178074.s001){ref-type="supplementary-material"}). While the choice of using members of the National Academy can be seen as a limitation, one advantage of this choice is that such authors are universally accepted as having made high-quality contributions, which provides a measure of confidence behind any relationship between quantity and quality we observe.

To quantify the relationship between quantity and quality, we take each possible pair of an author's publications and compare both their quality *q* = *log*(\#Citations + 1) (using the number of citations accumulated as of October 2016) and quantity, or productivity, *p*, defined as the number of papers published in the same year as the focal paper. Thus, each paper has an associated value for *p* and *q*. If *q*~1~ \> *q*~2~ and *p*~1~ \> *p*~2~ or *q*~1~ \< *q*~2~ and *p*~1~ \< *p*~2~, *i*.*e*. the paper with a higher number of citations was published in a year with higher quantity, then we call the pair concordant, while if the inequalities do not match up, *i*.*e*. the paper with a higher number of citations was published in the year with lower quantity, we call the pair discordant. Discordance is indicative of a trade-off (negative correlation) between these two values ([Fig 1A](#pone.0178074.g001){ref-type="fig"}).

![Sketch of the analysis.\
A scientist's publication record can be depicted by the number of papers published each year and the number of citations each paper has accrued. Our analysis is restricted to those papers published between 1980 and 2006. To evaluate whether or not a scientist experiences a trade-off between quantity (the number of papers published in a given year, indicated by the number of stacked pages) and quality (shown here as the number of citations accrued by those papers for simplicity, and indicated by the number within each page icon), we take each pair of papers and compare the number of papers published in the same year with the number of citations each paper has (A). If the lower cited paper comes from the year with fewer publications, then we call the pair concordant, else we call it discordant. we then look at the number of pairs falling into each category and calculate a correlation coefficient ([Eq 1](#pone.0178074.e001){ref-type="disp-formula"}). To reduce potential biases introduced by considering all possible pairings, we can select a summary statistic and only consider pairs of this statistic between adjacent years, *e*.*g*. the maximally-cited paper in each year (B). To get an understanding of our expectations for the number of concordant versus discordant pairs, we can take an empirical time-line and randomize the citation counts among an author's publications and re-run the analysis (C-D). Note that choosing the same pairs in a randomized timeline can result in the same or different relationships between the *p*'s and *q*'s. For each author, we are interested in the proportion of all possible pairings that are concordant. Proportions less than 0.5 correspond to a *τ* less than 0 and are indicative of a trade-off between quantity and quality.](pone.0178074.g001){#pone.0178074.g001}

We can then calculate a type of pairwise Kendall correlation, in which the correlation coefficient $$\begin{array}{r}
{\tau = \frac{{\#\text{Concordant}} - {\#\text{Discordant}}}{\#\text{Total~pairs}}.} \\
\end{array}$$

Thus, −1 ≤ *τ* ≤ 1, where a value of −1 indicates that, for every pair, the higher quality paper was published in the year with lower quantity (*i*.*e*. there is a perfect trade-off between quantity and quality) and a value of 1 indicates that, for every pair, the higher quality paper was published in the year with higher quantity (*i*.*e*. there is perfect concordance between quality and quantity) ([Fig 2](#pone.0178074.g002){ref-type="fig"}).

![Example trajectories of scientists who experience a trade-off or concordance.\
The percent change in productivity (black) and quality (specifically the number of citations received by the maximally cited paper in that year; purple) from the previous year. Years in which the two changes are both of the same sign are termed concordant (green check-mark), while years in which the sign of the change differs are termed discordant (red X). The top scientist experiences a strong trade-off (low *τ*, many discordant years), while the bottom scientist experiences strong concordance between quantity and quality.](pone.0178074.g002){#pone.0178074.g002}

There are two issues with this naive analysis. First, it ignores the effect of time on the researcher herself: as a researcher produces more papers, they grow more experienced, their laboratory develops, their name becomes more established, and possibly their research topics evolve as well. To address this, we implement a restriction to the above analysis, in which we introduce a temporal "sliding window": only comparing papers published within 1, 2, 3, ... years of each other (results for windows greater than 1 are presented in [S1 Supporting Information](#pone.0178074.s001){ref-type="supplementary-material"}). Second, and more subtly, it introduces a bias in the form of a variable number of possible pairwise comparisons between years: more productive years have more possible pairings than do less productive years. To address this, we can collapse the distribution of citation counts in a given year to a single summary statistic, consolidating quality to just one value per year ([Fig 1B](#pone.0178074.g001){ref-type="fig"}). This also allows the expansion of our analysis, since we can choose any statistic for the comparison. In our analysis, we look at the effect of productivity on the median, mean, maximum, and minimum number of citations for each year.

Results and discussion {#sec003}
======================

Quantifying productivity as the number of papers published in a given year and quality as the citation count of the maximally-cited paper from that year, we find that there is a positive relationship between the two: the most cited paper in years of greater productivity more often than not garners more citations than does the maximum in less productive years. Yet, if one looks at the minimally-cited paper, the opposite trend is observed: higher numbers of citations are observed in years of lower productivity ([Fig 3](#pone.0178074.g003){ref-type="fig"}). Thus, for a given scientist, more productive years yield both lower minimum and higher maximum quality papers. As for the central tendencies (mean and median), we see no effect of quantity on quality: the higher mean (median) number of citations for a given pair of years is equally likely to come from the more productive as the less productive year.

![Violin plots of the strength of pairwise correlation between quantity and quality for members of the National Academy of Sciences.\
The panels are divided based on which summary statistic is being compared across years (*e*.*g*. maximally-cited paper published in that year). A value of 1 (-1) indicates that, for every pair of adjacent years, the more productive one had a higher (lower) statistic. A value of 0 (horizontal black line) indicates that the larger statistic is equally likely to be from the more or less productive year. In blue (left in each plot) are the empirically observed correlation values for each author. In red (right in each plot) are the correlation values observed when citation counts were randomized within each author's corpus.](pone.0178074.g003){#pone.0178074.g003}

Null expectations {#sec004}
-----------------

The direction of these trends is consistent with the expectations for increasing sample size when drawing randomly from a distribution ([Fig 4](#pone.0178074.g004){ref-type="fig"}), prompting the question of what kind of distribution to expect if there were no relationship between quality and quantity. Is this result evidence of an interaction between quality or quantity, or simply a product of the underlying distributions of citations and productivities? Furthermore, we would like to quantify how well a null hypothesis of random sampling can explain the magnitudes of the observed discrepancies from *τ* = 0.

![The relationship between sample size and the maximum/minimum citation count drawn in that sample.\
Right: histogram of citation counts for a given member of the National Academy of Sciences across their more than 1000 publications. Left: boxplots for the maximum (red, top) and minimum (orange, bottom) citation count drawn in samples of the size indicated by the horizontal axis. Each sample of a given size was repeated 1000 times to generate the distributions indicated by the boxplots.](pone.0178074.g004){#pone.0178074.g004}

We can investigate this explicitly by repeating the analysis with an additional step of (prior to performing the pairwise comparisons) scrambling the citation counts among an author's publications ([Fig 1C](#pone.0178074.g001){ref-type="fig"}), effectively breaking any mechanistic relationship between quantity and quantity. We find that the randomized data produces nearly the same distributions as observed for the empirical data. This suggests that most of the effects above can be explained by the underlying distribution of citations, without having to invoke any mechanistic relationship between producing more papers and producing better ones. Put another way, a scientist's best paper is better in a more productive year because they are getting more draws from the possible citation counts, and their worst paper is worse for the same reason.

This result, though broader in scope, agrees with other studies on the distribution of impact throughout one's scientific career. For instance, Sinatra *et al*. \[[@pone.0178074.ref027]\] recently published findings on what they call the "random-impact rule" wherein the likelihood of publishing one's most successful paper is constant throughout one's publishing career (after controlling for the changing productivity over time). Likewise, Moreira *et al*. \[[@pone.0178074.ref020]\] found that the asymptotic number of citations an author or institution is likely to accumulate can be consistently approximated using a discrete log-normal distribution. Finally and much earlier, Simonton \[[@pone.0178074.ref028]\] elucidated his "chance-configuration theory" in which the key difference between the genius and the non-genius is "the cognitive and motivational capacity to spew forth a profusion of chance permutations pertaining to a particular problem."

The subtle trade-off {#sec005}
--------------------

Though the majority of the observed effect can be explained by random sampling, there is still a small but statistically significant deviation of the empirical correlations from the randomly sampled ones in most cases ([Table 1](#pone.0178074.t001){ref-type="table"}). Furthermore, in almost all of these cases, the empirical mean is lower than that observed for the random values---re-igniting the possibility of a trade-off between quality and quantity in scientific publishing. That is, though scientists who publish more tend to also get more citations on their highest cited papers, they get fewer citations than would be expected if citations were assigned by random sampling. This subtle trade-off was present for mean and median citation counts as well, with only the minimally cited paper (which has a natural lower bound of 0 Citations) not following the trend.

10.1371/journal.pone.0178074.t001

###### Kolmogorov-Smirnov test for differences between randomized and empirical distributions.

![](pone.0178074.t001){#pone.0178074.t001g}

        Citation Distribution Summary Statistic                             
  ----- ----------------------------------------- ------------ ------------ ------------
  1     0.04                                      0.08\*\*\*   0.04         0.05
  2     0.07\*\*\*                                0.07\*\*\*   0.08\*\*\*   0.02
  3     0.09\*\*\*                                0.09\*\*\*   0.08\*\*\*   0.03
  4     0.09\*\*\*                                0.07\*\*\*   0.07\*\*\*   0.02
  5     0.09\*\*\*                                0.07\*\*\*   0.08\*\*\*   0.05\*
  Inf   0.06\*\*                                  0.10\*\*\*   0.09\*\*\*   0.17\*\*\*

Entries are structured as \[statistic\]^\[significance\]^, where the statistic is the Kolmogorov-Smirnov test statistic and significance is indicated by \*, \*\*, and \*\*\* to signify *p* \< 0.05, *p* \< 0.01, and *p* \< 0.001, respectively.

Further considerations {#sec006}
======================

Growth in science {#sec007}
-----------------

A concern that often emerges in discussions of scientific quantity and quality is the striking rise in the number of scientific publications over the past decades \[[@pone.0178074.ref002], [@pone.0178074.ref006], [@pone.0178074.ref029]\], or, more specifically, the increase in per capita publications. We see this in our data as well, though not quite as dramatically, with members of the National Academy of Sciences (NAS) publishing, on average, 0.084 (*p* ≪ 0.001) more papers-per-year per year over the past 75 years. Put another way, the average output of a member of the NAS increases by about one paper-per-year every twelve years ([S1 Supporting Information](#pone.0178074.s001){ref-type="supplementary-material"}).

This rise has been attributed to reward and evaluation systems, co-authorship, and attempts to optimize with respect to bibliometrics \[[@pone.0178074.ref030]\]. Individual scientists' careers often depend on measures of quantity and quality \[[@pone.0178074.ref014]\], inspiring research practices, such as the "Least Publishable Unit", and gratuitous co-authorship, which have been popular harbingers of the decline of quality in the pursuit of quantity \[[@pone.0178074.ref003], [@pone.0178074.ref030]\].

Multiple authorship {#sec008}
-------------------

This analysis does not take the issue of multiple authorship into account. Though the large sample size should alleviate the risk of idiosyncrasies, it is not infeasible that in years that authors collaborate more, they are also able to produce more papers and the relationship between author number and citation count is well known \[[@pone.0178074.ref008], [@pone.0178074.ref023]\]. This is a more mechanistic explanation than the random sampling, but we do not have the information required to test that hypothesis in the present study. Nevertheless, the accuracy and simplicity of the random sampling hypothesis are encouraging. Furthermore, since we only consider adjacent years in our analysis and are comparing authors with themselves, we do not expect the level of co-authorship to vary widely within any given pairwise comparison, suggesting that the magnitude of this effect would likely be small if it is indeed present.

Self-citation {#sec009}
-------------

Self-citation is a common critique and significant issue when using citation counts as a measure of quality \[[@pone.0178074.ref031]--[@pone.0178074.ref033]\]. Since we compare authors with themselves, this could be a concern if self-citing practices co-varied with publication rates, *e*.*g*. if an author more frequently self-cites her most-cited paper from more productive years than the corresponding most-cited paper from less productive ones. We can not investigate this possibility directly with the data we have collected, yet we do not believe this to be the case for the following reasons.

First, we do not see an incentive for authors to selectively cite papers from more productive years than less productive ones. Indeed, if one's aim were to "game" the system, as alluded to above, a self-citation strategy might differ depending on the metric. For at least some such metrics in use today, *e*.*g*. the h- or g-indexes, (assuming self-citation-corrected calculations are not used to begin with) the best strategy would not be to produce one, highly cited paper, but rather, to spread self-citations among many papers to get more papers above a given citation threshold. Second, most metrics do not take year of publication into account, so there is not an obvious incentive for the papers an author choses to inflate coming from more, as opposed to less productive years. Third, the percentage of citations for a given work that are self-citations has been observed decreases over time \[[@pone.0178074.ref034]\], so we expect this effect to be minimized by our consideration of papers which are at least a decade old. Finally, if the papers being self-cited are indeed the high-quality ones \[[@pone.0178074.ref008]\], then this form of self-citation is not manipulative, but rather an honest signal of quality (but see \[[@pone.0178074.ref035]\]).

Alternative explanations {#sec010}
------------------------

A mechanistic alternative to the hypothesis of random sampling is that each scientist has some inherent ability and our measures of quality and quantity are actually just a reflection of this hidden variable. Alternatively, there could be a positive feedback loop operating in which the acts of publishing and receiving citations increase one's propensity of producing more papers and receiving more citations. Allison and Stewart \[[@pone.0178074.ref036]\] describe these two hypotheses as the "sacred spark" and "accumulative advantage." The latter has also been referred to as a manifestation of the "Matthew Effect", \[[@pone.0178074.ref037]\]. Our study does not preclude these possibilities, as each author is being compared to themselves and the "random draws" are being taken from the author's own distribution of citation counts. Differences between different authors quality distributions can, and likely do, exist \[[@pone.0178074.ref027]\].

To investigate these hypotheses more thoroughly in the framework presented here, we would have to re-structure the hypotheses. For instance, for accumulative advantage to explain these results, it would have to be temporally restricted: in years that a scientist is most inspired, he produces more papers which gain him reputation and thus more citations. Yet, this recognition would have to fade rapidly, such that the gained citations only apply to papers published in that same year. Thus, while we cannot conclusively exclude these mechanisms from the interpretation of our results, our method of comparing authors with themselves and only across adjacent years substantially reduces the intuitiveness of these explanations.

Conclusions {#sec011}
===========

Regardless of the underlying mechanisms at play which might produce the observed empirical pattern (*e*.*g*. multiple authorship, self-citation, *etc*.), the fact that this pattern is so closely replicated by completely scrambling an authors citation record suggest that such explanations are not *necessary* to explain these results. Even if all of these mechanisms are nullified by completely scrambling citation counts among an author's publications, we still see increased maximum citations and decreased minimum citations in more productive years.

Yet, perhaps the most interesting result is the observed "second-order effect" of the subtle trade-off. This consistent discrepancy between the empirical and randomized data suggest the existence of a small, but statistically significant, negative relationship between quantity and quality. This slight deviation from random expectation suggests an inroad for the role for a more mechanistic explanation. Many authors have proposed explanations for such a trade-off, but further research needs to be done to demonstrate and classify these potential mechanisms.

It is clear that many challenges have arisen as a result of the rapid growth of science and scientific literature. For example, it has become impossible to keep abreast of all publications that might be relevant or instructive for one's research program, and as a consequence, we have seen a rise in co-authorship and specialization \[[@pone.0178074.ref005]\]. It is tempting, especially for scientists, to take these observations and try to identify trends and explanations. Yet rarely are these explanations approached with the same rigor scientists apply to their primary research. There is a dearth of statistical appraisal of how science works (and doesn't), and the studies that are conducted often reveal unanticipated results. With respect to this study, it is an open question whether these results generalize to the greater scientific community (beyond the National Academy) and if/how they differ between specialties.

These results are not proof for a causal relationship. If a scientist increases their publication rate, they will not necessarily produce their best paper ever. In fact, while scientists tend to produce better best-papers in the years that they publish more, they also produce more low-quality papers and worse worst-papers. It turns out the trade-off in scientific publishing is more nuanced than previously suggested. Importantly, if citation accumulation is indeed dominated by stochasticity, systems of incentives and rewards based on citations should be re-examined. Scientists tend to think of science as a meritocratic enterprise, but this study provides another piece to a growing body of work calling that assumption into question.

Materials and methods {#sec012}
=====================

For each member of the National Academy of Sciences in one of twenty-one Primary Sections we attempted to extract all affiliated ScopusIDs. We searched the Scopus Abstract and Citation Database for each ScopusID to identify all corresponding published articles. For each paper we downloaded a unique identifier for the paper, the year of publication, and the number of citations it has received through October 2016. We were able to thus identify 1966 (97%) of the 2,027 members of the Academy within the selected sections (1729 (85%) of which had at least one article cataloged on Scopus), and extract information about their collective 320,294 published papers.

We restricted our analysis to papers published between 1980 and 2006 (inclusive). This time-range balanced the availability of accurate citation records with consideration of the effects of paper age and discovery. Finally, we restricted the analysis to authors with at least twenty publications in this time-frame. This was to ensure sufficient potential pairs to evaluate the correlation. Following these constraints brought our final sample size to 1629 authors and 194,952 publications.

Code to replicate the analysis and data collection are available online at <https://git.io/vMPoB>

Supporting information {#sec013}
======================

###### Repeated analyses for additional quality metrics and time-ranges and other supporting information.

(PDF)

###### 

Click here for additional data file.
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