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Abstract
We investigate the k-error linear complexity of pseudorandom binary se-
quences of period pr derived from the Euler quotients modulo pr−1, a power
of an odd prime p for r ≥ 2. When r = 2, this is just the case of polynomial
quotients (including Fermat quotients) modulo p, which has been studied in
an earlier work of Chen, Niu and Wu. In this work, we establish a recursive
relation on the k-error linear complexity of the sequences for the case of r ≥ 3.
We also state the exact values of the k-error linear complexity for the case of
r = 3. From the results, we can find that the k-error linear complexity of the
sequences (of period pr) does not decrease dramatically for k < pr−2(p− 1)2/2.
Keywords: Cryptography, pseudorandom binary sequences, k-error linear com-
plexity, Euler quotients.
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1 Introduction
For an odd prime p, integers r ≥ 1 and u with gcd(u, p) = 1, the Euler quotient mod-
ulo pr, denoted by Qr(u), is defined as the unique integer belonging to {0, 1, . . . , pr−1}
by
Qr(u) ≡
uϕ(p
r) − 1
pr
(mod pr),
1
where ϕ(−) is the Euler totient function with ϕ(pr) = pr−1(p − 1), see, e.g., [1,
19] for details. In addition, we define Qr(u) = 0 if p|u. In particular, Q1(u) is
called the Fermat quotient. Many number theoretic problems have been studied for
Fermat and Euler quotients in [1,3,4,9,10,18–24] and references therein. In the past
decade, Fermat and Euler quotients have also been studied from the viewpoint of
cryptography, families of pseudorandom sequences with nice cryptographic features
are derived from Fermat and Euler quotients, see [5–8, 11, 14, 16–18].
In this correspondence, we still concentrate on a family of binary sequences defined
by Euler quotients [7, 14]. For a fixed r ≥ 2, (s(r)n ) is defined as
s(r)n =
{
0, if 0 ≤ Qr−1(n)/pr−1 <
1
2
,
1, if 1
2
≤ Qr−1(n)/pr−1 < 1,
n ≥ 0. (1)
We always use r as a fixed parameter for the sequences and r as a general variable.
Due to the fact [1] that
Qr(u+ kp
r) ≡ Qr(u)− kp
r−1u−1 (mod pr), gcd(u, p) = 1, k ∈ Z, (2)
for r ≥ 1, we see that (s(r)n ) is pr-periodic.
The linear complexity and the k-error linear complexity of (s
(2)
n ), i.e. r = 2, have
been investigated in [6] and in [8], respectively. In fact, in [8] the k-error linear
complexity has been considered for a general quotient called polynomial quotient.
The trace representation of (s
(2)
n ) has been presented in [5]. For r > 2, the linear
complexity of (s
(r)
n ) has been investigated in [14] and the trace representation of (s
(r)
n )
has been given in [7]. While the k-error linear complexity of (s
(r)
n ) for r > 2 is still
open. This leads to the work in the correspondence.
We organize this correspondence as follows. In Section 2, we firstly introduce
some necessary lemmas and an important technique for the proof. Then we prove the
main theorem for r ≥ 3. In Section 3, we draw a conclusion and give some further
problems.
We conclude this section by recalling the notions of the linear complexity and the
k-error linear complexity. Let F be a field. For a T -periodic sequence (hn) over F, we
recall that the linear complexity over F, denoted by LCF((hn)), is the least order L
such that (hn) satisfies
hn+L = cL−1hn+L−1 + . . .+ c1hn+1 + c0hn for n ≥ 0,
where c0 6= 0, c1, . . . , cL−1 ∈ F. Let
H(X) = h0 + h1X + h2X
2 + . . .+ hT−1X
T−1 ∈ F[X ],
which is called the generating polynomial of (hn). Then the linear complexity over F
of (hn) is computed by
LCF((hn)) = T − deg
(
gcd(XT − 1, H(X))
)
,
2
see, e.g. [12] for details. For integers k ≥ 0, the k-error linear complexity over F
of (hn), denoted by LC
F
k (hn)), is the smallest linear complexity (over F) that can be
obtained by changing at most k terms of the sequence per period, see [25], and see [13]
for the related even earlier defined sphere complexity. Clearly LCF0 ((hn)) = LC
F((hn))
and
T ≥ LCF0 ((hn)) ≥ LC
F
1 ((hn)) ≥ . . . ≥ LC
F
l ((hn)) = 0,
where l equals the number of nonzero terms of (hn) per period, i.e., the weight of
(hn).
The linear complexity and the k-error linear complexity are important crypto-
graphic characteristics of sequences and provide information on the predictability and
thus unsuitability for cryptography. For a sequence to be cryptographically strong,
its linear complexity should be large, and at the same time not significantly reduced
by changing a few terms.
2 k-Error linear complexity
We denote by Zm = {0, 1, . . . , m− 1} the residue class ring modulo m and by Z∗m the
unit group of Zm. For r ≥ 1, by (2) and
Qr(uv) = Qr(u) +Qr(v) (mod p
r), gcd(uv, p) = 1,
the quotient Qr(−) defines a group epimorphism from Z∗pr+1 to Zpr . Let
D
(pr+1)
l = {u : 0 ≤ u < p
r+1, gcd(u, p) = 1, Qr(u) = l}
for l = 0, 1, . . . , pr − 1. Clearly, D(p
r+1)
0 , D
(pr+1)
1 , . . . , D
(pr+1)
pr−1 form a partition of Z
∗
pr+1.
Since Z∗pr+1 is cyclic, we choose the element g ∈ Z
∗
pr+1 as a generator (g is also called
a primitive element of Z∗pr+1). We remark that one can always choose a primitive ele-
ment g such that Qr(g) = 1, see a short proof in [7]. Then D
(pr+1)
0 , D
(pr+1)
1 , . . . , D
(pr+1)
pr−1
defined above can be obtained in a following way,
D
(pr+1)
l = {g
l+kpr (mod pr+1) : 0 ≤ k < p− 1}
for 0 ≤ l < pr. Then each |D(p
r+1)
l | = p − 1, here and hereafter |Z| means the
cardinality of a set Z.
Let r ≥ 2 and
C0 =
(pr−1−1)/2⋃
l=0
D
(pr)
l
⋃
pZpr−1, C1 =
pr−1−1⋃
l=(pr−1+1)/2
D
(pr)
l
then one can define (s
(r)
n ) equivalently by
s(r)n =
{
0, if n (mod pr) ∈ C0,
1, if n (mod pr) ∈ C1.
(3)
3
The linear complexity of (s
(r)
n ) has been investigated in [6] for r = 2 and in [14]
for r > 2, respectively, that is
Theorem 1. ( [6, 14]) Let (s
(r)
n ) be the binary sequence over F2 defined in Eq.(1) or
Eq.(3). If 2p−1 6≡ 1 (mod p2), then the linear complexity of (s(r)n ) for r ≥ 2 satisfies
LCF2((s(r)n )) =


pr − p, if p ≡ 1 (mod 4),
pr − p, if p ≡ 3 (mod 4) and odd r,
pr − 1, if p ≡ 3 (mod 4) and even r.
The k-error linear complexity of (s
(r)
n ) has been investigated in [8] for r = 2, that
is
Theorem 2. ( [8, Corollary 1]) Let (s
(r)
n ) be the binary sequence over F2 defined in
Eq.(1) or Eq.(3). If 2 is a primitive root modulo p2, then the k-error linear complexity
of (s
(r)
n ) for r = 2 satisfies
LCF2k ((s
(2)
n )) =
{
p2 − p, if 0 ≤ k < (p− 1)2/2,
0, if k ≥ (p− 1)2/2,
if p ≡ 1 (mod 4), and otherwise
LCF2k ((s
(2)
n )) =


p2 − 1, if k = 0,
p2 − p+ 1, if 1 ≤ k < p− 1,
p2 − p, if p− 1 ≤ k < (p− 1)2/2,
0, if k ≥ (p− 1)2/2.
Our main goal is to extend Theorem 2 to the case r > 2, which is described in the
following theorem. For our purpose, we define another binary sequence (s(r)n ) by
s(r)n =
{
1, if n (mod pr) ∈
⋃(pr−1−1)/2
l=0 D
(pr)
l ,
0, otherwise.
(4)
Theorem 3. (Main theorem). Let (s
(r)
n ) be the binary sequences over F2 defined in
Eq.(1) or Eq.(3). If 2 is a primitive root modulo p2, then the k-error linear complexity
of (s
(r)
n ) for r ≥ 3 satisfies
LCF2k ((s
(r)
n )) =


pr − pr−1 + LCF2k ((s
(r−1)
n )), if 0 ≤ k < (pr−2 − 1)(p− 1)/2,
pr − pr−1, if (pr−2 − 1)(p− 1)/2 ≤ k < pr−2(p− 1)2/2,
pr−1 − p, if k = pr−2(p− 1)2/2,
if p ≡ 1 (mod 4), and otherwise
LCF2k ((s
(r)
n )) =


pr − pr−1 + LCF2k ((s
(r−1)
n )), if 0 ≤ k < (p
r−2 + 1)(p− 1)/2,
pr − pr−1, if (pr−2 + 1)(p− 1)/2 ≤ k < pr−2(p− 1)2/2,
pr−1 − p, if k = pr−2(p− 1)2/2 and r is even,
pr−1 − 1, if k = pr−2(p− 1)2/2 and r is odd,
where (s(r)n ) is defined in Eq.(4).
Below we make some preparations for the proof of the main result.
4
2.1 Auxiliary Lemmas
Throughout this work, we use
d
(pr)
l (X) =
∑
n∈D
(pr)
l
Xn ∈ F2[X ], 0 ≤ l < p
r−1
for r ≥ 2. Write
S(p
r)(X) =
pr−1−1∑
l=(pr−1+1)/2
d
(pr)
l (X) and S
(pr)
(X) =
(pr−1−1)/2∑
l=0
d
(pr)
l (X). (5)
We see that S(p
r)(X) is the generating polynomial of (s
(r)
n ), and S
(pr)
(X) is of (s(r)n ).
It is straightforward to verify that
S(p
r)(X) =
p−1∑
i=(p+1)/2
(pr−2−1)/2∑
j=0
d
(pr)
ipr−2+j(X) +
p−1∑
i=(p−1)/2
pr−2−1∑
j=(pr−2+1)/2
d
(pr)
ipr−2+j(X). (6)
We first prove some lemmas.
Lemma 1. For r ≥ 2 and 0 ≤ l < pr, we have{
u (mod pr) : u ∈ D(p
r+1)
l
}
= D
(pr)
l (mod pr−1)
and
{u (mod p) : u ∈ D(p
r)
l } = {1, 2, . . . , p− 1}.
Proof. See [14, Lemma 2].
Lemma 2. For r ≥ 2, let v ∈ Z∗pr and Vv = {v, v + p
r, v + 2pr, . . . , v + (p− 1)pr} ⊆
Z∗pr+1. If the Euler quotient Qr(v) = ℓ, then we have∣∣∣Vv ∩D(pr+1)ℓ+ipr−1 (mod pr)∣∣∣ = 1
for all i : 0 ≤ i < p.
Proof. By Eq.(2).
Corollary 1. For r ≥ 3, the sum
∑p−1
i=0 dℓ+ipr−1 (mod pr)(X) is divided by 1 + X
pr +
· · ·+X(p−1)p
r
.
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Lemma 3. Let C0 and C1 be defined with r ≥ 3 as above. Let v ∈ Z∗pr−1 and Vv =
{v, v + pr−1, v + 2pr−1, . . . , v + (p− 1)pr−1} ⊆ Z∗pr.
(1). If the Euler quotient Qr−1(v) = j + ip
r−2 for some 0 ≤ i < p and 0 ≤ j ≤
pr−2−1
2
, we have
|Vv ∩ C0| = (p+ 1)/2, |Vv ∩ C1| = (p− 1)/2.
(2). If the Euler quotient Qr−1(v) = j + ip
r−2 for some 0 ≤ i < p and p
r−2+1
2
≤
j ≤ pr−2 − 1, we have
|Vv ∩ C0| = (p− 1)/2, |Vv ∩ C1| = (p+ 1)/2.
Proof. By Lemma 2 and the definitions of C0 and C1.
Lemma 4. For r ≥ 3, let S(p
r)(X) and S
(pr)
(X) be defined in Eq.(5). Then we have
S(p
r)(X) ≡
{
S(p
r−1)(X) if p ≡ 1 (mod 4),
S
(pr−1)
(X) if p ≡ 3 (mod 4),
(mod Xp
r−1
− 1).
Proof. By Lemma 1 and Eq.(6) we see that
S(p
r)(X) ≡
p+ 1
2
S(p
r−1)(X) +
p− 1
2
S
(pr−1)
(X) (mod Xp
r−1
− 1).
Lemma 5. For r ≥ 3, let S(p
r)(X) and S
(pr)
(X) be defined in Eq.(5). For 0 ≤ j ≤ r,
let θj ∈ F2 be any primitive pj-th root of unity. If 2 is a primitive root modulo p2,
then we have
S(p
r)(θj)


= 0, if j = 0,
= (pr−1 − 1)/2, if j = 1,
6= 0, otherwise,
and
S
(pr)
(θj)


= 0, if j = 0,
= (pr−1 + 1)/2, if j = 1,
6= 0, otherwise.
Proof. By Theorem 1 and related arguments.
2.2 Technique for the proof
In this subsection, we always suppose r ≥ 3. Let S(p
r)(X) be defined in Eq.(5) with
wt(S(p
r)(X)) = (p − 1)(pr−1 − 1)/2, here and hereafter wt(−) means the number
of non-zero coefficients of a polynomial. It is well-known that the k-error linear
complexity of (s
(r)
n ) is computed by the following formula
LCF2k ((s
(r)
n )) = min
0≤wt(e(X))≤k
{
pr − deg
(
gcd(Xp
r
− 1, S(p
r)(X) + e(X))
)}
,
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where e(X) ∈ F2[X ] is the generating polynomial of an error-sequence1 of the same
period of (s
(r)
n ).
Let
Φ(p
j)(X) =
Xp
j
− 1
Xpj−1 − 1
= 1 +Xp
j−1
+X2p
j−1
+ . . .+X(p−1)p
j−1
∈ F2[X ], j ≥ 1.
We see that, if 2 is a primitive root modulo p2, each Φ(p
j)(X) is irreducible and exactly
has (p− 1)pj−1 many primitive pj-th roots of unity in F2.
Let e(X) = e0+ e1X+ . . .+ epr−1X
pr−1 be a polynomial over F2. We want to find
an e(X) with the smallest wt(e(X)) such that
Φ(p
r)(X)|(S(p
r)(X) + e(X)). (7)
We suppose
S(p
r)(X) + e(X) = Φ(p
r)(X) · π(p
r)(X), (8)
where π(p
r)(X) ∈ F2[X ]. Since deg(S(p
r)(X) + e(X)) < pr, we have deg(π(p
r)(X)) <
pr−1 and π(p
r)(X) should be one of the following:
π(p
r)(X) = 1;
π(p
r)(X) = Xv1 +Xv2 + . . .+Xvt ;
π(p
r)(X) = 1 +Xv1 +Xv2 + . . .+Xvt ;
where 1 ≤ t < pr−1 and 1 ≤ v1 < v2 < . . . < vt < pr−1.
(i). If we use π(p
r)(X) = 1, then e(X) should be of the form by (7)-(8)
e(X) = S(p
r)(X) +
∑
0≤j<p
Xjp
r−1
,
which implies that wt(e(X)) = wt(S(p
r)(X)) + p = pr−1(p− 1)/2 + (p+ 1)/2.
(ii). If we use π(p
r)(X) = Xv1 +Xv2 + . . . +Xvt , we let I = {v1, v2, . . . , vt} and
Vv = {v, v+pr−1, v+2pr−1, . . . , v+(p−1)pr−1}. We also letM be the set of v ∈ Z∗pr−1
such that Qr−1(v) = ip
r−2 + j for 0 ≤ i < p and 0 ≤ j ≤ p
r−2−1
2
, and N = Z∗pr−1 \M.
Then by Eq.(8) we derive that
e(X) =
∑
v∈I∩M
∑
n∈Vv∩C0
Xn +
∑
v∈M\I
∑
n∈Vv∩C1
Xn
+
∑
v∈I∩N
∑
n∈Vv∩C0
Xn +
∑
v∈N\I
∑
n∈Vv∩C1
Xn +
∑
v∈I\Z∗
pr−1
∑
0≤j<p
Xv+jp
r−1
,
which implies by Lemma 3 that wt(e(X)) ≥ pr−2(p − 1)2/2 and the equality holds
only if
e(X) =
p−1∑
i=(p+1)/2
(pr−2−1)/2∑
j=0
d
(pr)
ipr−2+j(X) +
(p−3)/2∑
i=0
pr−2−1∑
j=(pr−2+1)/2
d
(pr)
ipr−2+j(X). (9)
1It means that, en = 1 if s
(r)
n is changed when computing the k-error linear complexity of (s
(r)
n ),
and otherwise en = 0.
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In this case (of equality holding), we have Φ(p
r)(X) | (S(p
r)(X) + e(X)) by Corollary
1.
(iii). For π(p
r)(X) = 1 +Xv1 +Xv2 + . . .+Xvt , we can get similarly as (ii)
e(X) =
∑
v∈I∩M
∑
n∈Vv∩C0
Xn +
∑
v∈M\I
∑
n∈Vv∩C1
Xn
+
∑
v∈I∩N
∑
n∈Vv∩C0
Xn +
∑
v∈N\I
∑
n∈Vv∩C1
Xn +
∑
v∈I∪{0}\Z∗
pr−1
∑
0≤j<p
Xv+jp
r−1
,
which implies that wt(e(X)) ≥ pr−2(p− 1)2/2 + p and the equality holds only if
e(X) =
p−1∑
i=(p+1)/2
(pr−2−1)/2∑
j=0
d
(pr)
ipr−2+j(X)
+
(p−3)/2∑
i=0
pr−2−1∑
j=(pr−2+1)/2
d
(pr)
ipr−2+j(X) +
∑
0≤j<p
Xjp
r−1
.
Therefore, from (i)-(iii) above, we conclude that the e(X) in (9) with the smallest
weight pr−2(p− 1)2/2 can guarantee Φ(p
r)(X)|(S(p
r)(X) + e(X)). In other words, for
any e(X) with wt(e(X))) < pr−2(p−1)2/2, we always have (S(p
r)(X)+e(X))
∣∣
X=θr
6= 0
for any primitive pr-th root of unity θr ∈ F2 for r ≥ 3.
2.3 Proof of the main theorem
Proof of Theorem 3. First, from Subsection 2.2 we find that e(X) in (9) with
r = r ≥ 3 can guarantee Φ(p
r)(X) | (S(p
r)(X) + e(X)). And hence by Eqs.(6) and (9)
we have
S(p
r)(X) + e(X) =
p−1∑
i=0
pr−2−1∑
j=(pr−2+1)/2
d
(pr)
ipr−2+j(X) (10)
and wt(e(X)) = pr−2(p−1)2/2 which is the smallest for the assumption. From Eq.(10)
we derive farther
S(p
r)(X) + e(X) ≡
pr−2−1∑
j=(pr−2+1)/2
d
(pr−1)
j (X) = S
(pr−1)(X) (mod Xp
r−1
− 1).
While by Lemma 5, we see that Φ(p
j)(X) ∤ S(p
r−1)(X) for j = 2, 3, . . . , r − 1 and
(Xp − 1)|S(p
r−1)(X) if and only if p ≡ 1 (mod 4) or p ≡ 3 (mod 4) and r is even.
This means that
Φ(p
j)(X) ∤ (S(p
r)(X) + e(X))
for 2 ≤ j ≤ r− 1, but
Φ(p
r)(X)(Xp − 1) | (S(p
r)(X) + e(X))
8
for p ≡ 1 (mod 4) or p ≡ 3 (mod 4) and even r > 3, or
Φ(p
r)(X)(X − 1) | (S(p
r)(X) + e(X))
for p ≡ 3 (mod 4) and odd r ≥ 3.
So we get
LCF2pr−2(p−1)2/2((s
(r)
n )) = p
r−1 − p
if p ≡ 1 (mod 4) or p ≡ 3 (mod 4) and r ≥ 3 is even, and otherwise
LCF2pr−2(p−1)2/2((s
(r)
n )) = p
r−1 − 1.
Second, we consider k < pr−2(p − 1)2/2. We note that in this case, Φ(p
r)(X) ∤
(S(p
r)(X) + e(X)) for any e(X) with wt(e(X)) = k < pr−2(p − 1)2/2. By Lemma 4,
it is reduced to consider LCF2k ((s
(r−1)
n )) if p ≡ 1 (mod 4), or LC
F2
k ((s
(r−1)
n )) if p ≡ 3
(mod 4). That is,
LCF2k ((s
(r)
n )) = (p
r − pr−1) +
{
LCF2k ((s
(r−1)
n )), if p ≡ 1 (mod 4),
LCF2k ((s
(r−1)
n )), if p ≡ 3 (mod 4).
To conclude the proof, it remains to note that LCF2k ((s
(r−1)
n )) = 0 for k ≥ (pr−2 −
1)(p− 1)/2 and LCF2k ((s
(r−1)
n )) = 0 for k ≥ (p
r−2 + 1)(p− 1)/2.
2.4 Further discussions
Theorem 3 gives us a recurrent formula for the calculation of the k-error linear com-
plexity of (s
(r)
n ). It relates to ((s(r)n )) when p ≡ 3 (mod 4). So here we give a result of
LCF2k ((s
(r)
n )) for r = 2.
Theorem 4. Let (s(r)n ) be the binary sequence over F2 defined in Eq.(4). If 2 is a
primitive root modulo p2, then the k-error linear complexity of (s(r)n ) for r = 2 satisfies
LCF2k ((s
(2)
n )) =


p2 − 1, if k = 0,
p2 − p+ 1, if 0 < k < p− 1,
p2 − p, if p− 1 ≤ k < (p− 1)2/2,
p− 1, if (p− 1)2/2 ≤ k < (p2 − 1)/2,
0, if k ≥ (p2 − 1)/2,
if p ≡ 1 (mod 4), and otherwise
LCF2k (s
(2)
n ) =


p2 − p, if 0 ≤ k < (p− 1)2/2,
p− 1, if (p− 1)2/2 ≤ k < (p2 − 1)/2,
0, if k ≥ (p2 − 1)/2.
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The proof (of Theorem 4) can be done following the way in Subsection 2.2 or [8,
pp.6-7], so we omit it.
Another thing we need to say is that, due to the fact that the recurrent formula in
Theorem 3 does not cover all k, we cannot determine the exact values of LCF2k (s
(r)
n )
for pr−3(p − 1)2/2 < k < (pr−2 − 1)(p − 1)/2 when r ≥ 4. But of course, we have a
bound on it for pr−3(p− 1)2/2 < k < (pr−2 − 1)(p− 1)/2
pr − pr−1 ≤ LCF2k (s
(r)
n ) ≤ p
r − 1.
However, we have exact formula when r = 3 and we state it as follows
Corollary 2. Let (s
(r)
n ) be the binary sequence over F2 defined in Eq.(1) or Eq.(3). If
2 is a primitive root modulo p2, then the k-error linear complexity of (s
(r)
n ) for r = 3
satisfies
LCF2k ((s
(3)
n )) =


p3 − p, if 0 ≤ k < (p− 1)2/2,
p3 − p2, if (p− 1)2/2 ≤ k < p(p− 1)2/2,
p2 − p, if k = p(p− 1)2/2,
if p ≡ 1 (mod 4), and otherwise
LCF2k ((s
(3)
n )) =


p3 − p, if 0 ≤ k < (p− 1)2/2,
p3 − p2 + p− 1, if (p− 1)2/2 ≤ k < (p2 − 1)/2,
p3 − p2, if (p2 − 1)/2 ≤ k < p(p− 1)2/2,
p2 − 1, if k = p(p− 1)2/2.
We also run a program to confirm our results for some examples.
(1). Let p = 3 and r = 3. We choose g = 11 then we have
D
(p3)
5 = {4, 23}, D
(p3)
6 = {10, 17}, D
(p3)
7 = {2, 25}, D
(p3)
8 = {5, 22}.
And we get
LCF2k ((s
(3)
n )) =


24, if 0 ≤ k ≤ 1,
20, if 2 ≤ k ≤ 3,
18, if 4 ≤ k ≤ 5,
8, if k = 6,
which coincides with Corollary 2.
(2). Let p = 5 and r = 3. We choose g = 3 then we have
D
(p3)
13 = {73, 89, 52, 36}, D
(p3)
14 = {94, 17, 31, 108}, D
(p3)
15 = {32, 51, 93, 74},
D
(p3)
16 = {96, 28, 29, 97}, D
(p3)
17 = {38, 84, 87, 41}, D
(p3)
18 = {114, 2, 11, 123},
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D
(p3)
19 = {92, 6, 33, 119}, D
(p3)
20 = {26, 18, 99, 107}, D
(p3)
21 = {78, 54, 47, 71},
D
(p3)
22 = {109, 37, 16, 88}, D
(p3)
23 = {77, 111, 48, 14}, D
(p3)
24 = {106, 83, 19, 42}.
And we get
LCF2k ((s
(3)
n )) =


120, if 0 ≤ k ≤ 7,
100, if 8 ≤ k ≤ 39,
20, if k = 40,
which coincides with Corollary 2.
3 Final remarks and conclusions
In this work, a progress is made to determine the k-error linear complexity of a family
of binary sequences derived from Euler quotients modulo pr.
It is interesting to consider the k-error linear complexity of these binary sequences
over Fp. Such kind of work has been done before, see e.g. [2]. From the proof of
Lemma 4, we also can get a recurrent formula on LC
Fp
k ((s
(r)
n )) as in Theorem 3. Some
techniques in [8] can be helpful for this problem.
We finally remark that, very recently a new family of binary sequences, introduced
by Xiao, Zeng, Li and Helleseth [27], are in fact related to the Fermat-Euler quotients.
Let p− 1 = ef and g a primitive root modulo p2 as in Sect.2. Since
Zpr = Z
∗
pr ∪ pZ
∗
pr−1 ∪ p
2Z∗pr−2 ∪ · · · ∪ p
r−1Z∗p ∪ {0},
we define generalized cyclotomic classes for each Z∗pr , where 1 ≤ r ≤ r, in the following
way
D
(pr ,f)
0 , 〈g
fpr−1〉 = {gkfp
r−1
(mod pr) : 0 ≤ k < e}
and
D
(pr,f)
l , g
lD
(pr ,f)
0 = {g
l · gkfp
r−1
(mod pr) : 0 ≤ k < e}, 1 ≤ l < fpr−1.
Indeed D
(pr,f)
0 , D
(pr,f)
1 , . . . , D
(pr,f)
fpr−1−1 give a partition of Z
∗
pr .
We find that when r ≥ 2,
f−1⋃
i=0
D
(pr,f)
l+ipr−1 = D
(pr)
l , 0 ≤ l < p
r−1
where D
(pr)
l is defined by Euler quotient in Sect.2.
Xiao, Zeng, Li and Helleseth [27] considered the following binary sequences
t(r)n =
{
0, if n (mod pr) ∈ C0,
1, if n (mod pr) ∈ C1,
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where
C0 =
r⋃
r=1
pr−1f−1⋃
l=pr−1f/2
pr−rD
(pr ,f)
l+b (mod pr−1f),
C1 =
r⋃
r=1
pr−1f/2−1⋃
l=0
pr−rD
(pr,f)
l+b (mod pr−1f) ∪ {0}
for b ∈ Z : 0 ≤ b < pr−1f and even f .
When r = 2, Xiao et al [27] proved the linear complexity of (t
(r)
n ) for f = 2r and
we (joint with other coauthor) studied the k-error linear complexity of (t
(r)
n ) for f = 2
in [26]. We note here that the result in [26] can be extended to the case of f = 2r for
any r ≥ 2.
When r ≥ 3, the second author of this article (partly joint with other coauthors)
proved the linear complexity of (t
(r)
n ) for f = 2r, which gave a positive answer to
a conjecture stated in [27], see [15]. All known results indicate that (t
(r)
n ) has nice
cryptographic features. Following the way of [26] and this work, one can discuss the
k-error linear complexity of (t
(r)
n ) for r ≥ 3.
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