Abstract. We prove that second order linear operators on R n+m of the form
Introduction
The regularity question, or whether singular solutions are possible, is central to the study of PDEs. More precisely, a differential operator P = α a α (x)∂ α x is (locally) hypoelliptic, if (1) u is smooth near x 0 , whenever Lu is smooth near x 0 .
Equivalently, the formal inverse operator L −1 preserves smoothness. The question of which operators are hypoelliptic goes back Laurent Schwartz in the 50s [Sch50, Sch63] . Lars Hörmander classified constant coefficient operators in [Hör55] . For variable coefficients the classification is incomplete even for the operators of the form
a i (x)∂ x i + a 0 (x), for matrix (a ij ) ≥ 0 (2) Such differential operators are called (degenerately) elliptic and generalize the Laplace operator L = ∆. These operators are among the most important and intensely studied ones. The non-degenerate case of (2), or 0 < λ ≤ (a ij (x)) ≤ Λ < ∞ closely resembles the Laplacian ∆, and in particular every solution of Lu = 0 must be analytic. The degenerate case of (2) may fail to be hypoelliptic, i.e. there may exist non-smooth functions u such that Lu is smooth. Our goal is to prove hypoellipticity for a wide class of linear degenerate elliptic operators. Starting with the famous Hörmander bracket condition [Hör67] , there has been a lot of theory built trying to classify hypoelliptic operators. It is known that Hörmander's bracket condition is equivalent to the following estimate
called subellipticity. Hereû(ξ) denotes the Fourier transform of the function u(x), and ξ := (1 + |ξ| 2 ) 1/2 . It is known that subelliptic operators are hypoelliptic, however the latter class is much wider. For example, it includes operators of the form ∂ 2 x + g(x)∂ 2 y , where the function g(x) is allowed to vanish at a point together with all its derivatives. It has been shown by Fediȋ [Fed71] that such operators are hypoelliptic independently of the order of vanishing of g(x). Moreover, this result has been generalized by Kohn in [Koh98] (see also [KR14] ) to include operators of the form
where x ∈ R m , y ∈ R n , and the operators L 1 and L 2 are subelliptic in their variables. Again, the function g(x) was allowed to vanish at isolated points together with all its derivatives. Using Hörmander's bracket condition it is easy to check that the operator L defined by (4) is not subelliptic for infinitely vanishing g(x). In particular, estimate (3) does not hold for all test functions u. On the other hand in [Mor87] (see also [Chr01] ) Morimoto established the following sufficient condition for the hypoellipticity of an operator L of the form (2), which we call the superlogarithmic estimate: for all ε > 0 and K R m (5) ||w(ξ)û(ξ)|| 2 ≤ ε Re(Lu, u) + C ε,K ||u|| 2 , u ∈ C ∞ 0 (K), where w(ξ) is a function satisfying w(ξ) ≥ log (1 + |ξ| 2 ). Note that the subelliptic estimate (3) can be thought of as (5) with w(ξ) = ξ ε . Thus, roughly speaking, more degenerate operators satisfy estimates of the form (5) with smaller weights w(ξ). Inspired by these results we were interested in constructing the widest collection of linear operators of the form (4) that are hypoelliptic, i.e. u ∈ C ∞ whenever Lu ∈ C ∞ and L has smooth coefficients. It is known that simply requiring L 1 and L 2 to be hypoelliptic in their variables is not sufficient, examples can be found in [KS84] and [Mor87] ; see also Example 1 below. We consider two linear (degenerately) elliptic operators
a j (x)∂ x j + a 0 (x) (6) where x ∈ R n , a jk , a j are smooth real functions and a jk is a non-negative matrix: b j,k (y)η j η k ≥ 0
We were looking for conditions on each L i , i = 1, 2 which are close to necessary for hypoellipticity, but are still strong enough to yield the hypoellipticity of L 1 + g(x)L 2 . The (degenerate) function g(x) is assumed to be smooth, non-negative, and it does not vanish for x = 0:
g ∈ C ∞ (R n ), g(x) > 0 for x = 0 (8) At x = 0 we allow vanishing, possibly of an infinite type, i.e. ∂ α x g(0) = 0 possibly for all multiindices α. Therefore, we consider the operator
The main result of this paper is the following.
Theorem 1 (Main theorem). Let L be defined by (9) with assumptions on L 1 , L 2 and g as above, and let L 1 , L 2 satisfy the superlogarithmic estimate, that is for each ε > 0 and any compact sets K 1 ⊂⊂ R m and K 2 ⊂⊂ R n , there exist constants C ε,K i , i = 1, 2, such that
Then L is hypoelliptic.
For g(x) sufficiently degenerate, the operator L will violate the Morimoto's superlogarithmic estimate (10), yet still be hypoelliptic. The techniques of the proof rely mainly on pseudodifferential calculus and clever use of the operator Λ introduced by Michael Christ in [Chr01] . The general idea of the proof is similar to the previous results [Koh98] and [Chr01] , however, the analysis is more delicate due to the presence of infinite degeneracy and the absence of subelliptic estimates at the same time. Moreover, the operator we consider is not of the form of sums of squares of vector fields, c.f. [Hör67, Chr01] .
1.1. Necessity. As mentioned above, Morimoto in [Mor87] , motivated by probabilistic techniques of [KS84] , found that a symmetric operator ∂ 2 x + L 2 has to satisfy estimate (10) in order to be hypoelliptic. In the case of our operator L = L 1 +g(x)L 2 , the validity of superlog estimates for L 1 and L 2 is also necessary for hypoellipticity as the following example due to Kusuoka and Stroock [KS84] demonstrates.
, and g(x 1 , x 2 ) ≡ 1. Assume that the function a(x 1 ) is smooth, nonnegative and satisfies a(0) = 0 and a(x 1 ) = 0 if x 1 = 0. L 1 is thus a Fediȋ type operator. It is has been shown by Kusuoka and Stroock, and later by Morimoto, that the operator L = L 1 + L 2 is hypoelliptic iff
x log a(x) = 0.
It has been later shown by Christ [Chr01, Lemma 5.2] that (11) is equivalent to
where λ 0 (τ ) is the principal eigenvalue of
where the infimum is taken over all 0 = f ∈ C 2 0 (R). We will show that (12) implies the superlogarithmic estimate for L 1 (13)
To estimate the left hand side we divide the integral into two
For the first integral we have
where we used Plancherel and the definition of L 1 . For the second integral we have
where F ξ 2 stands for the partial Fourier transform in the second variable. Next, by definition of λ 0 we have for
Combining with (14) we obtain by Plancherel and (12)
Outline of the paper. The paper is organized as follows. Section 2 is dedicated to the proof of the main sufficiency result Theorem 1. First, in Section 2.2 we reduce Theorem 1 to Theorem 10 which makes use of a special pseudodifferential operator Λ. Then, in Section 2.4 we introduce relevant symbol classes and derive some of their properties relevant to our estimates. Section 2.3 outlines the proof of Theorem 10, and sections 2.6 and 3 are dedicated to the proofs of the main technical tools, Poincaré inequality and commutator estimates. Finally, in the Appendix we provide some auxiliary results from calculus of pseudodifferential operators, and basic PDE theory, that are used throughout the paper.
2. Proof of sufficiency 2.1. Compactly supported distributions. We first claim that to show hypoellipticity it is sufficient to consider compactly supported distributions u ∈ E . In fact it is sufficient to consider functions supported near the degenacy of g(x). The following definition and two lemmas make the satement precise.
Definition 2. We say that the operator L is locally H s hypoelliptic near (x, y) ∈
Lemma 3. Let the operator L satisfy Definition 2 in a neighborhood of (x 0 , y 0 ) ∈ R n+m but only for compactly supported distributions. Then L is locally H s hypoelliptic near (x 0 , y 0 ) ∈ R n+m .
As H ∞ = ∩ s H s , Lemma 3 for all s implies local hypoellipticity in the sense of (1).
Proof. Let v ∈ D , not necessarily compactly supported, and suppose that φLv ∈ H s for some φ ∈ C ∞ 0 . Let φ * ∈ C ∞ 0 be such that φ ⊂⊂ φ * . Since φ * = 1 on the support of φ we then have φL(φ * v) = φLv ∈ H s , and obviously φ * v ∈ E . Therefore, since L is locally H s hypoelliptic with compactly supported distributions, there exists φ ⊂⊂ φ andφ = 1 near (x 0 , y 0 ) such thatφv =φφ * v ∈ H s . This concludes that L is locally H s hypoelliptic near (x 0 , y 0 ).
Lemma 4. Let the operator L be defined as in (9) and let the assumptions of Theorem 1 hold. Assume that v ∈ E and there exists a constant a > 0 such that for each (x, y) ∈ supp v we have |x| > a, i.e. v is supported away from the degeneracy set of
Proof. Let ζ ∈ C ∞ 0 and ζ = 1 on supp v =: V , and without loss of generality we may assume that ζ(x, y) = 0 for |x| < a/2. We then have ζLv = Lv, and we denotẽ L := ζL. We now claim that operatorL satisfies the superlogarithmic estimate, i.e.
, for each ε > 0 and any compact set K ⊂⊂ V . To show that let inf |x|>a/2 g(x) = g a > 0, and let
We now apply the superlog estimate to each L 1 and L 2
Integrating each inequality in the second variable and adding, we obtain (16). We therefore can apply Theorem 1 of [Mor87] to conclude thatL is hypoelliptic in V . Recalling the definition ofL concludes the proof.
Remark 5. Lemmas 3 and 4 effectively say that that the operator L from Theorem 1 is hypoelliptic away from x = 0 based on earlier work of Morimoto [Mor87] ( and Christ [Chr01] , in the case of sum of squares). This is done for convenience, as many arguments are more delicate in the case of g(0) = 0. However, if desired, one can proceed with our argument, even if g(0) = 0. In particular, shifting coordinates makes our argument self-contained and not relying on Lemma 4.
Remark 6. Lemma 3 reduces the question of local hypoellipticity to a neighborhood of a point. Thus, when needed we may change the operator L away from a specified neighborhood. In particular, by changing coefficients of L away from a large compact set, we may assume that all the coefficient functions are bounded with bounded derivatives. I.e.
2.2. Reduction to Λ.
2.2.1. Definition of Λ. To recast the main Theorem 1 in terms of the special operator Λ we first introduce a relevant cutoff function Definition 7 (Fixing cutoffs). Let χ x (x) = 0, |x| ≥ 2 1, |x| ≤ 1 be a compactly supported non-negative function. Let y 0 ∈ R m and χ y ∈ C ∞ 0 (R m ) be a bump function that is 1
be a small parameter and let
be a localization near (0, y 0 ) (see also Figure 1 on p.7). Then φ(x, y) = 1, whenever (x, y) is away from B δ 2 (0) × B 1 R (y 0 ) on supp u. In particular, except for a small neighborhood of (0, y 0 ), φ(x, y) = 1 on supp u.
Moreover, the key property that drives our argument, is that Remark 8. Note, that S δ 5 is dependent on the parameter δ 5 , but its S 0 seminorms are S δ 5 independent. Other than a statement that if u ∈ H −N , then S δ 5 u ∈ H s+3 , all estimates from now on are uniform in δ 5 as δ 5 → 0.
2.2.2. Cutoff functions. The operator and symbol λ defined in (20) is a crucial ingredient of the paper. In particular, the proof of the Theorem 1 demands close attention to a parameter δ 2 > 0. This parameter, δ 2 is closely related to the size of the localization in the degenerate regime from φ in (17). From now on we allow and keep track of dependence of all functions and parameters on δ 2 , chief among them λ.
Motivated by (18), we want to emphasize two classes of families of bump functions adapted to our degenerate operator (4). Roughly, those functions that behave like ∂ α x φ(x, y) for |α| > 0, and those that do not have x derivatives. More precisely,
As mentioned above, our motivating example is ∂ α x φ with φ from (17). With this notation ∂ α x φ ∈Õ δ 2 for |α| > 1.
We now introduce a second class, of functions, whose support may include the most degenerate region.
The motivating example for O is φ from (17) with bounds from (18). The key difference betweenÕ and O classes are the bounds on the functions and their derivatives, which motivates the following remark.
Remark 9. All the symbols and functions below, unless explicitly stated otherwise, are dependent on the parameter δ 2 > 0. For this reason, we suppress the subscript δ 2 below in the notation for functions and symbols. In particular, we will speak ofÕ implyingÕ δ 2 .
We reduce the proof of Theorem 1 to the following Theorem 10. Let the operator L be defined by (9). There exists δ 2 > 0 small enough such that with φ defined by (17) and the PDO Λ defined by (20), we have for any u ∈ E and N so that u ∈ H −N , with Lu ∈ H s loc the following estimate Λu ΛLu + u −N Proposition 11. Theorem 10 implies Theorem 1
We reduce the proof of the Proposition to the following two Lemmas that allow us to "remove" the operator Λ once the essential work of Theorem 10 is achieved.
Lemma 12. Let ψ ∈ C ∞ 0 be given, such that ψ ≡ 1 on a neighborhood of (0, y 0 ). Let δ 2 be small enough, so that
Lemma 13. Let δ 2 > 0 be given and consider
Let u and N be as in Lemma 12. Then there exists a constant C independent of the parameter δ 5 , more precisely C = C(φ 0 , s, R, N, δ 2 ) > 0, so that
Proof of Proposition 11. Let u ∈ E , such that Lu ∈ H where none of the constants depend on δ 5 .
We now take δ 5 → 0 to conclude φ 0 u ∈ H s . We proceed as follows. First, take a sequence δ 5 → 0. By Banach-Alaouglu, since S δ 5 φ 0 u is a bounded sequence in the Hilbert space H s , it converges weakly in H s up to a subsequence. Let v = w -lim δ 5 →0 S δ 5 φ 0 u along this subsequence. Note that v ∈ H s , and since weak limits in H s are also distributional limits we have that lim δ 5 →0 S δ 5 φ 0 u = v in the sense of distributions. We now turn to strong limits. Recall that we have u ∈ H −N , and thus lim
in the sense of distributions. Since distributional limits are unique, we conclude that φ 0 u = v. Hence φ 0 u ∈ H s and u ∈ H s loc . Proof of Lemma 12. Let φ 3 be a cut-off function, so that
, while the latter members of the family nest, i.e. ψ ≡ 1 on support of φ 3 .
We now begin the estimates.
Using triangle inequality, we separate the terms.
From the supports of φ 3 and ψ,
Finally, for the third term, observe that on supp(1 − φ 3 ) ∩ supp u, φ ≡ 1. Hence in this region Λ is smoothing of order N + 3:
Combining the estimates I − III we complete the proof.
Proof of Lemma 13. Define the following sequence of cutoffs, that nest inside the "degenerate" region, where φ from (17) is designed to vanish. I.e. let φ 0 φ 1 φ 2 χ B δ 2 (0)×B δ 2 (y 0 ) .
With cutoffs fixed to be used later, we want to commute the localization φ 0 with the derivative operators. By the calculus of ΨDO we can express:
where we defined the symbol a 0 as
As φ 1 ≡ 1 on the support of φ 0 , it is harmless to add it in (26).
Note, that the bounds on the semi-norms of a 0 depend on (δ 2 , s, N ) through the support of φ 0 . However, a 0 seminorms can be bounded independely of δ 5 , as all the S 0 semi-norms of S δ 5 are bounded uniformly in δ 5 .
Next, recall that φ 2 ≡ 1 on the support of φ 1 . Therefore,
We are now ready to complete the proof of (25). From the computations above
Where we applied the L 2 boundedness of a 0 ∈ S 0 and the H −N → L 2 boundedness of the, previously unnamed, remainder R −N ∈ S −N .
Finally, as on supp φ 2 , (ξ, η) s S δ 5 = Λ, and φ 2 is bounded, the proof is complete.
2.3. Proof of Theorem 10. By Proposition 11, the proof of the hypoellipticity of L reduces to an estimate of the form
In this section we reduce the argument to a series of the Lemmas and Propositions, whose proof is deferred to the later sections. The argument is inspired by [Fed71] and [Koh98] .
(1) First, using a Poincaré type inequality we can bound the norm of a function with small support by the norm of its derivative. More precisely,
. Then for Λ defined in (20) we get:
where we take the Fourier transform with respect to the variable x only.
We defer the proof of this result to section 2.6. (2) Next, to make the operator appear, we use the superlog estimate for L 1 with ε = 1:
where the last inequality is due to positivity of the operators (Lemma 41 in the appendix applied to the operator g(x)L 2 (y, ∂ y )). Note that we need to take real parts of expressions like (LΛu, Λu) since even though u is a real function, Λu does not have to be. (3) Combining estimates (29) and (28) gives
To prove the main estimate (27), we want to commute L and Λ. I.e. the main task of the argument is the analysis of the commutator term
The commutators can be estimated at a price of extra logs, which appear in the non-degenerate region away from x = 0 or with a weight g(x):
Proposition 15 (Commutator estimate). For any δ 2 > 0, there exists a functionφ ∈Õ δ 2 , so that the following estimates hold.
We defer the proof of this key proposition to a series of Lemmas in Section 3 and continue the argument below. (4) Based on the superlogarithmic estimates (10) for L 1 and L 2 , we estimate the logarithmic terms in the commutators above.
Lemma 16. Let δ 0 > 0 be given. Then there exists a decreasing function
Lemma 17 (Interpolation in nondegenerate region). Let ε > 0 andφ ∈ O. Then there exist constantsC δ 2 and C ε (increasing in the reciprocals of parameters ε and δ 2 ) such that the following estimate holds
We defer the proofs of Lemmas 16 and 17 to the section 2.7 (5) Combining Proposition 15 and Lemmas 16 and 17 we obtain
We substitute this estimate into (31) with a choice of δ 0 = 1/(8C) and
and thus
Note that δ 1 is uniquely determined by δ 2 , and the connection is given in Proposition 14. Therefore, the constants depending on δ 1 can be thought of as constants depending on δ 2 and vice versa. Keeping that in mind, we use the estimate (34) in (30) to obtain:
Using Cauchy-Schwarz in the estimate above gives
Finally, choosing δ 1 small enough (or equivalently choosing δ 2 small enough) so that
the estimate above implies (27) and completes the proof.
2.4. Symbol classes. We introduce the following bump function and symbol classes to simplify recurring calculations. Simply put, the proof of Theorem 1 fails with simple L 2 → H s boundedness of ΨDO in the class S s . The key ingredient in the proof of the main theorem (Theorem 1) is a careful analysis of the commutator [L, Λ] performed in the Proposition 15. In turn, the heart of the commutator argument are the support properties of the symbols and/or bounds on their semi-norms. The commutator [L, Λ] has over 15 different terms on which calculus of ΨDO is performed repeatedly causing "migration" of properties. After a lot of trial and error the following classes of symbols proved helpful. We first define three symbol classes,Ã, B and D, and prove their boundedness properties to serve as motivation.
2.4.1. Symbol classes. First, we introduce classes of families of symbols depending on parameter δ 2 . All the functions, symbols, and constants in the definitions below depend on δ 2 , unless explicitly stated otherwise, but we will suppress the dependence in our notation later on. These are standard symbols with an additional requirement that their semi-norms are δ 2 independent. More precisely,
α,β ξ j−|α| and lim sup
What is the difference between a classÃ j and a standard ΨDO class S j ? The interested reader may recall the Remark 9. That is, when talking about a j ∈ A j , we really think of a δ 2 dependent function a j,δ 2 (x, y, ξ, η) with the property
From now on, whenever we say that a symbol (or semi-norm) is δ 2 independent, we imply that the symbol satisfies (36).
Ideally, all the terms arising from [L, Λ] would be in the A j classes for some j. Since this is not the case, we need to introduce the negative order symbols.
The essential properties of S − class will be established in Lemma 21.
Third, we need symbols supported away from degeneracy.
As above,B j is a subset or subclass of S j , with a condition on the support of the symbol.
Fourth, we need symbols with O factor, i.e. symbols whose derivatives vanish in certain directions:
We need to allow for more than oneÕ bump function, because we demand to factor them from the A. E.g. ∂ y k φ+ ξ ξ φ for φ ∈Õ cannot be written as ψ(x, y)·a 0 (x, y, ξ, η)
for ψ ∈Õ.
Fifth, we need a class of symbolsÃ-like symbols, that are, in addition, independent of parameter ξ.
This implies that in addition to the boundedness properties ofÃ j , the symbols d j ∈ D class commute with all functions of x. In particular,
2.4.2. Boundedness of symbol classes. The main justification for introducing the language ofÃ (andB) classes is parameter-management of constants, that would be too tedious for the number of terms we have when we work with the commutator [L, Λ]. Namely, if we treatÃ 0 terms as generic S 0 symbols, their L 2 → L 2 boundedness constant would depend on δ 2 . Such a crude analysis would not allow our argument to proceed. Instead, we prove the following simple lemma that motivates the definition ofÃ:
Lemma 18. Letã j ∈Ã j . Then there exist a constant C, independent of δ 2 , so that
Note that if a j was a member of A j instead ofÃ j , no work would have been needed. Indeed, by (35), the seminorms of such symbol are independent of the parameter δ 2 . Hence their H j → L 2 norms are independent.
Proof. From (39)ã The following Lemma demonstrates the motivation for the classB. The actual estimate needed has a few more technical details but the spirit of the argument is still captured.
Lemma 19. Letb ∈B 0 , andb =ψb 0 withψ ∈ O as in (38). Then there exists a constant C δ 2 , that depends on δ 2 , such that
Proof. From (38) we haveb =ψb 0 , where b 0 ∈ S 0 . Note that the semi-norms of the symbol b 0 may depend on δ 2 .
Now doing the composition calculus of the ΨDO backwards
Now use L 2 boundedness to complete the proof.
We also motivate the use of class S − , which is simply the symbols of order less than 0, whose support properties we do not track and whose semi-norms may depend on the parameter δ 2 . We also state a simple interpolation lemma, that we use repeatedly.
Lemma 20. Let a(ξ) be a positive increasing function, with lim |ξ|→∞ a(ξ) = ∞. Then for any ε > 0 and N > 0, there exists a constant C ε,N , so that for any
Proof. Let R > 1. By Plancherel
Since a(ξ) and ξ are monotone functions we can estimate the integrals above as
Choosing R large enough, so that 1 a(R)(2π) n ≤ ε completes the proof. Lemma 21. Let ε > 0, N , s and δ 2 be given. Then given a symbol b − ∈ S − there exists a constant C ε,δ 2 ,N,s , such that for any v ∈ S
for some ρ > 0. Applying boundedness of ΨDO gives
Apply Lemma 20 with a(ξ) = ξ ρ . In order to eliminate the constant C δ 2 in front of v, replace ε in Lemma 20 with ε C δ 2 . 2.5. Derivatives of Operators and symbols. The following lemma provides useful estimates on the derivatives of λ.
Lemma 22. Let λ(x, y, ξ, η) be defined by (20). Then we have
Proof. First, we can calculate
Therefore, for |α| = 1 (44) and (45) follow immediately from the definitions of φ and B 0 andÃ 0 classes. Differentiating again and iterating gives the result for |α| ≥ 2. To show (46) we calculate
2 φ λ and therefore we obtainã
for |α| = 1. Withã α defined as above for any |α | > 0, we use the product rule for |α| = 1 to obtain
From the definition ofÃ j , ∂ α ξ,η derivatives lower the order intoÃ j−|α| and by moving allÕ functions we preserve class membership as well. Thus (47) implies that
A similar computation is valid, for ∂ α η λ.
We now derive some useful properties of the following symbols
Where we denote by l 1 and l 2 the symbols of the operators L 1 and L 2 respectively.
Lemma 23. Let l 1 and l 2 be defined by (48) and (49). The following properties hold
• l 1 , l 2 ∈ A 2 • l 1 and l 2 are self-adjoint principal symbols, i.e. l i − l i ∈ A 1 • for |α| = 2, ∂ α ξ l 1 and ∂ α η l 2 depend only on x and y respectively. Proof. The first two properties follow immediately from (48) and (49), as the operators are independent of δ 2 and related localization. To show the last property we differentiate
which concludes the proof.
2.6. Poincaré inequality. We first prove a preliminary Lemma that is only valid for compactly supported functions, and then deduce Proposition 14 as a simple corollary.
Lemma 24 (Poincare). Suppose v ∈ C 1 0 (B δ 2 (0)), where B δ 2 (0) ⊂ R n is a ball of radius δ 2 centered at the origin. Then
. In particular, by choosing δ 2 small enough, we can make δ 1 appropriately small.
Proof. From the definition of the Fourier transform and Cauchy-Schwartz inequality
where ω n is the volume of an n-dimensional unit ball. Next by Plancherel
for any C > 0. Using (50) for II 1 and monotonicity of the logarithm for II 2 gives
Proof of Proposition 14. Let v = ψΛu for φ ψ with φ from (20) and use the fact that (1 − ψ)Λ ∈ S −N 2.7. Superlog estimates. In this section we prove Lemmas 16 and 17
Proof of Lemma 16. First, an elementary calculation shows:
where we used g L ∞ ≤ C in the second line. Next, it is easy to see that
We now apply this estimate to our operator. From estimate (10) for L 2 with ε =
Using positivity of the operator L 1 (Lemma 41) and the estimate g L ∞ ≤ C (see Remark 6) we obtain from the estimate above
for C > 0 from (51). Apply (10) for L 1 with this choice of ε and use the positivity of gL 2 , Lemma 41, as above to obtain
Combining the last two estimates with (51) completes the proof.
Proof of Lemma 17. Recall that we are aiming to prove the following estimate:
The proof will proceed in five steps:
(1) Split the logarithm similar to Lemma 16. The first three steps are essentially identical to the Proof of Lemma 4, with more detail.
(1) From (ξ, η) ≤ ξ η we get log (ξ, η) ≤ log η + log ξ Thus log (ξ, η) φ Λu ≤ log η φ Λu + log ξ φ Λu (52) (2) Using (10) for L 1 we get for any ε 1 > 0
where we have integrated in the complementary variables to recover the full norms. Adding to (52) gives
In particular, we have |x| ≥ δ 2 on support ofφ, and thus g(x)− 1 C δ 2 ≥ 0 there.
Therefore, the principal symbol of the operator (g(
)L 2 is nonnegative on the support ofφ. We now use this positivity together with Lemma 41 from Appendix to get an operator estimate:
Moving all the terms to one side and multiplying by 2ε 2 C δ 2 > 0 we obtain
Finally, we add (53) to (54) and set ε 1 = ε 2 C δ 2 = ε 2 for ε > 0 to obtain log (ξ, η) φ Λu 2 ≤ εRe(LφΛu,φΛu) + C ε φ Λu 2 (4) We now proceed to eliminateφ from the operator. The process is similar to the previous step. First, observe that
We next compute the symbol of the operator II =φ[L,φ] ∈S 1 , whose principal symbol is anti-self adjoint. Therefore, we can estimate it
To estimate the I term we add non-negative expression to recreate operator L. More precisely, (1 −φ 2 )L ≥ 0 is a non-negative operator and satisfies
Combining the estimates for I and II we obtain
Returning to the end of the previous step we conclude with
(5) To complete the proof it suffices to eliminate the last term in the estimate. We do so by interpolation, Lemma 20. Namely, we apply Lemma 20 with a( (ξ, η) ) = log (ξ, η) and N + s + 3 in place of N to obtain
Now let v =φΛu, it is easy to check that v ∈ H 3 so we can substitute it in the formula above. Using Λ ∈ S s , we obtain for ε = Cε 2 small enough
The last estimate provides together with (55) gives (33).
Commutators
We now estimate the commutators Q 1 , Q 2 , and Q 3 separately. The outline of all three commutators goes through the same four steps, which we outline here.
(0) When working with commutators we distinguish symbols of several classes that were defined in section 2.4:
• ClassesB -supported away from the degenerate region, which allows them to absorb logarithms.
• Classes A -with norms independent of the localization to degenerate region • ClassesÃ -symbols that are flat in the degenerate region. These operators give good constants without the logs or when the weight g(x) is added.
• ClassesD -symbols inÃ class that in addition do not depend on ξ.
• Classes S − -symbols of negative order • Symbols that we denote c 0 that do not belong to any of the above classes, and are dealt with separately in Lemma 29.
(1) Express the symbol of the commutator q j = p j · λ mod S −N using calculus of PDO and accounting for symbol classes from above (2) Convert the product of symbols into the composition: Q j =P j •Λ mod S −N , again accounting for supports as above (3) Find the adjoint part of the operatorP j to use the cancellation (4) Use the structure of the classes to obtain the estimates needed for Proposition 15
. From the calculus of PDO (treating λ ∈ S s 1,ε for arbitrary small ε > 0) we get
This computation used y-independence of l 1 .
We now begin following the outline by decomposing the q 1 term into the classes of symbolsÃ,B, . . .. See section 2.4 as technical details arise.
Lemma 25. There exists an operator
where every term is explicitly defined in terms of given operators in the proof, but in particular,
Furthermore, the principal part of symbols b 1 and a 1 are purely imaginary.
Proof. From the calculus of (56) we obtain the following expressions by separating terms by first order, zero-th order and negative order and factoring λ:
Recall, from Lemma 22, ∂ α x λ terms lead to logarithms, with a redeemingB class symbol. We group them with derivatives of l 1 into b i s. ∂ α ξ λ terms are logarithm free and have symbols inÃ classes. By Lemma 23 the factors of l 1 are independent of the degeneracy and do not influence class membership. To confirm the reasoning above we explicitly write down all the terms of non-negative order, where we need the explicit for of the a 1 for later calculations.
Finally, the principal parts of symbols b 1 and a 1 are purely imaginary, from their definition and because corresponding parts of λ and l 1 are real by the definition of λ in (20) and (48).
We now convert the product in Lemma 25 into a composition.
Lemma 26. q 1 can be rewritten as q 1 =p 1 • λ mod S −N with
where b 1 , a 1 and a 0 are from Lemma 25; b 0 ∈B 0 andr − ∈ S − are explicitly defined in terms of given operators in the proof. We also have c 0 ∈Ã, where c 0 is defined explicitly by the following formula:
Proof. We need to show that q 1 =p 1 • λ withp 1 defined in the Lemma. We express the composition using the calculus of ΨDO and comparep 1 • λ against p 1 · λ from Lemma 25 for terms of order 1, 0 and below.
In particular, the principal symbol ofp 1 •λ is (b 1 log (ξ, η) +a 1 )·λ, which coincides with p 1 · λ. For terms of order 0 (with logarithms), we get
we match these terms with b 0 log 2 (ξ, η) + a 0 · λ from (57). Note, that a 0 remains unchanged and the symbol b 0 gathers all terms, where a derivative ∂ α x λ is present for |α| > 0. However, the expression (63), contains the term without ∂ α y λ, which is not in theB class, yet has a logarithm. We include such terms into a new symbol c 0 . More precisely, we define c 0 by terms we need to absorb:
Substitution of a 1 from (59) gives the formula (62).
Terms of order 0 inp 1 • λ are chosen to match with p 1 · λ by making an appropriate choice of b 0 . I.e.
where b j , a j are from (59) in Lemma 25. Terms of order less than 0:r − are treated similarly. We do it explicitly defining inductively as follows:
with the first term r − 1 defined as follows
and the lower order terms defined inductively for k ≥ 2
Lemma 27. The operatorp 1 from Lemma 26 is anti-self-adjoint to the top order. I.e.p
where we have explicit expression for every term: 3.2. Bounds on Q1. The Lemmas in the previous subsections allow us to rewrite the commutator Q 1 into a sum of a, b and c terms, up to a remainder. The a terms, at least for Q 1 , do not have logarithmic derivatives; b terms have additional logs, but this is redeemed by the support of the symbol. Finally, c terms have all the flaws, but their redeeming feature is that they preserve a substantial part of the original operator. More precisely from Lemma 26
Whereas (69) in Lemma 27 together with Lemma 44 from the Appendix imply
Combining these two estimates for v = Λu reduces the first half of the Proposition 15 to bounds on symbols a 0 -c 0 and the remainder. Half of them were already done in Lemmas 18 and 21. The term c 0 log (ξ, η) was not treated in section 2.4.1 and requires a different analysis. Meanwhile b 0 log 2 (ξ, η) follows the ideas of Lemma 19 with a bit more of ΨDO calculus. We establish these facts here, starting with an argument for c 0 log (ξ, η) term. This argument, requires the following Lemma.
Lemma 28 (Oleinik-Radkevich). Let K be a compact set and L 1 a non-negative elliptic operator with smooth coefficients of the form (2) with symbol l 1 . Then there exists a constant C K , such that for all v ∈ C ∞ 0 (K) the following estimate holds
Proof. This estimate is stated as equation (1.2) on p.3 of [Mor87] , with reference to the proof in [OR73] .
Lemma 29. Let c 0 be from (69). Then the following estimate holds
Proof. From (69) and definition of c 0 in the Lemma 27, we can express this symbol as
for a −2,α ∈Ã −2 . Since l 1 ∈ A 2 , the composition is of order 0 (with good constant). The obstacle is an extra logarithm that has to be treated differently.
First, observe that by the calculus of ΨDO
, where r −
Second, we apply the boundedness of ΨDO for the second term above and Lemma 18 for the first to obtain
Note, that by pseudo-locality of ΨDO (1−ψ 2 )Λψ 1 ∈ S −∞ and similarly for ∂ β x ψ 2 Λψ 1 ∈ S −∞ for |β| > 0.
We now apply Lemma 28 to ψ 2 Λu ∈ H 3 (with δ 5 dependent bounds) and compact support by the ψ 2 localization. That Lemma implies
Combining the last three estimates with (73), we conclude
Fourth, as 
We now combine this positivity estimate, with (75) and Cauchy-Schwartz inequality to obtain:
completes the proof.
The next lemma gives estimates for the term b 0 log 2 (ξ, η) + a 0 .
Lemma 30. Let a 0 be as in (69). Then
Proof. The result follows immediately from Lemma 18 by taking j = 0.
Lemma 31. Let b 0 be as in (69), and letψ ∈Õ withψ ≡ 1 on supp b 0 as in Lemma 12. Then
The argument is essentially a slight modification of (42). We present the full justification below.
Proof. Note, that from the definition of λ, (20) and symbol classesB in (38), b 0 is compactly supported in the physical space (x, y). Therefore, there existsψ ≡ 1 on its support. Moreover, from the definition ofB, we may ensure thatψ ∈Õ.
We claim, that b 0 can be rewritten as follows with the help of the ΨDO calculus
Indeed, on the symbol level, the two sides agree perfectly, because of the support properties of b 0 .
Applying (77) we get
which completes the proof We now return to (70) and (71) to conclude the Q 1 estimates.
Corollary 32. The first estimate in the Proposition 15 holds. I.e. 
Re(Q
which using (45) and (46) gives Proposition 33. There exist operators d j = d j (x, y, η) ∈ D j and a j = a j (x, y, η, ξ) ∈ A j for j = 0, 1 and r − ∈ S − satisfying a 1 − a 1 ∈Ã 0 , such that
Proof. For |α| = 1 we have ∂ α η l 2 ∈ A 1 and
∈ O both independent of ξ, which gives the first term d 1 log (ξ, η) λ. We also have ∂ α y l 2 ∈ A 2 , ∂ α η λ λ ∈Ã −1 for |α| = 1 which gives the second term a 1 λ. Similarly, we obtain the third and forth terms by taking |α| = 2, and r − λ accommodates |α| ≥ 3 terms.
Lemma 34. p 2 λ can be rewritten as p 2 λ =p 2 • λ mod S −N 1,ε with p 2 = d 1 log (ξ, η) + a 1 +d 0 log 2 (ξ, η) + (ã 0 +b 0 ) log (ξ, η) + a 0 +r − forã j ,d j with the same properties as above andb j ∈B j for j = 0, 1, andr
Proof. We can write
where we defined
Now we choosed
It follows from (44)-(46) that these symbols belong to the corresponding classes. Here the coefficients fromB class appear when differentiating λ with respect to x. We define the remainder termr
One can check that this givesp
We now use the fact that the top order terms are purely imaginary to obtain a better estimate for the real part of (gQ 2 u, Λu).
* be the operator adjoint of (gp 2 ). Then
x g ã 0 +ã 0 log (ξ, η) + r − where the symbols are different from before but belong to the same symbol classes.
Proof. First, using Lemma 34 we can write gp 2 = gd 1 log (ξ, η) + ga 1 + gd 0 log 2 (ξ, η) + g(ã 0 +b 0 ) log (ξ, η) + ga 0 +r − , where r − is a symbol of negative order. Using this we have Proof. First, we compute This concludes the proof.
Lemma 37. There exist operators a j ∈Ã j and b j ∈B j for j = 0, 1 and r − ∈ S − , such that p 3 λ can be rewritten as p 3 λ =p 3 • λ mod S where the symbols are different from before but belong to the same symbol classes.
Proof. The proof proceeds the same way as the proof of Lemma 35 so we omit it.
Positivity of elliptic operator. First we establish positivity of a second order elliptic operator, which is used throughout the paper.
Lemma 41. Let L be degenerately elliptic, i.e. of the form (2). Then for any compact set K R n there is a constant C K , such that for all u ∈ C ∞ 0 (K) Re(Lu, u) ≥ −C K u 2 (89)
Proof. We consider terms one by one from the second order down to the second.
Let I 2 denote all second order terms and integrate by parts:
. With this knowledge in mind integrate the second term by parts
The non-negative definite property of a jk ≥ 0 implies the first term above is nonnegative. While for the second term we apply the Hölder inequality:
By Holder inequality
The first and zero-th terms are treated similarly to ∂ x k a jk (x)∂ x j u·udx and ∂ x k a jk (x)∂ x j u· udx respectively.
Properties of pseudodifferential operators.
Proposition 42 (Adjoint ΨDO). Let p be the symbol of the ΨDO P . If P * , i.e. (P u, v) = (u, P * v), ∀u, v ∈ S , then the symbol p * has the following asymptotic expansion 
