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(Communicated by M. Kirane)
Abstract. In this paper we present a generalization of the Kalman rank condition for linear or-
dinary differential systems to the case of systems of n coupled parabolic equations (posed in
the time interval (0,T ) with T > 0) where the coupling matrices A and B depend on the time
variable t . To be precise, we will prove that the Kalman rank condition rank [A|B](t0) = n , with
t0 ∈ [0,T ] , is a sufficient condition (but not necessary) for obtaining the exact controllability to
the trajectories of the considered parabolic system. In the case of analytic matrices A and B
(and, in particular, constant matrices), we will see that the Kalman rank condition characterizes
the controllability properties of the system. When the matrices A and B are constant and condi-
tion rank [A |B] = n holds, we will be able to state a Carleman inequality for the corresponding
adjoint problem.
1. Statement of the problem. Main results
Let Ω ⊂ RN be a bounded connected open set with boundary ∂Ω of class C2 .
Let ω ⊂ Ω be a nonempty open subset and assume T > 0. Let us consider the time-
dependent second order elliptic operator
L(t)y(x, t) =−
N∑
i, j=1
∂
∂xi
(
ai j(x,t)
∂y
∂x j (x,t)
)
+
N∑
i=1
bi(x, t)
∂y
∂xi (x,t)
+ c(x,t)y(x,t), (1)
where {
ai j ∈W 1,∞(Q), bi,c ∈ L∞(Q), 1 i, j  N, (Q =Ω× (0,T)),
ai j(x, t) = a ji(x,t) a.e. in Q,
(2)
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and the coefficients ai j satisfy the uniform elliptic condition
N∑
i, j=1
ai j(x,t)ξiξ j  a0|ξ |2, ∀ξ ∈ RN , a.e. in Q, (3)
for a positive constant a0 .
For n 2 and m 1 given, we consider the linear parabolic system{ ∂ty+L(t)y = A(t)y+B(t)v1ω in Q =Ω× (0,T),
y = 0 on Σ= ∂Ω× (0,T ), (4)
where
A(·) ∈CM−1([0,T ];L(Rn)) and B(·) ∈CM([0,T ];L(Rm,Rn)) (5)
for an integer M  n . In (4), y = (yi)1in is the state, v ∈ L2(Q)m is the control
and 1ω denotes the characteristic function of the open subset ω . Let us observe
that, for every y0 ∈ L2(Ω)n and v ∈ L2(Q)m , system (4) admits a unique solution
y ∈ L2(0,T ;H10 (Ω)n)∩C0([0,T ];L2(Ω)n) which satisfies y(·,0) = y0 in Ω .
The main goal of this paper is to analyze the controllability properties of system (4)
when m distributed control forces are exerted on the system.
Let us fix T0,T1 ∈ [0,T ] with T0 < T1 . It will be said that (4) is approximately
controllable in L2(Ω)n on the time interval (T0,T1) if, for any y0,yd ∈ L2(Ω)n and
any ε > 0, there exists a control function v ∈ L2(Q)m such that the solution y ∈
C0([T0,T1];L2(Ω)n) to (4) corresponding to the initial condition y(·,T0) = y0 satisfies
||y(·,T1)− yd||L2  ε.
On the other hand, it will be said that (4) is exactly controllable to the trajectories
on (T0,T1) if for every trajectory y∗ ∈ C0([0,T ];L2(Ω)n) of (4) (i.e., a solution to (4)
corresponding to v ≡ 0) and y0 ∈ L2(Ω)n , there exists a control v ∈ L2(Q)m such that
the solution y to (4) corresponding to the initial condition y(·,T0) = y0 satisfies
y(·,T1) = y∗(·,T1) in Ω.
It will be said that system (4) is null controllable on the interval (T0,T1) when the
previous condition is satisfied for the trajectory y∗ ≡ 0. Let us remark that for linear
systems as (4), the exact controllability to the trajectories and the null controllability
are equivalent concepts.
There are few results on null controllability of system (4) when n > 1 and most of
them are proved for n = 2 and B = (1,0)∗ (m = 1). In [18], [5] and [13] the authors
consider linear and nonlinear systems of two heat equations, one of them being forward
and the other one backward in time, and show the null controllability of the considered
systems. In [1] and [2], the authors give a null controllability result for a phase-field
system and for reaction-diffusion systems (two nonlinear heat equations) when one
distributed control force is exerted on the system. The results in [1] and [2] have been
generalized in [11] in two directions: on the one hand, there are not restrictions on
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the dimension N , and on the other hand, the authors consider nonlinearities which
depend on the gradient of the state. When n > 2, we point out [12], [16], [3] and [4].
In [12] the authors provide a null controllability result for a general cascade parabolic
system. In [16] the author gives a necessary and sufficient condition for the approximate
controllability of a parabolic system with diagonalizable diffusion matrix. Finally, in [3]
and [4] it is also proved a necessary and sufficient condition for the exact controllability
to the trajectories of the autonomous system{ ∂ty−DRy = Ay+Bv1ω in Q =Ω× (0,T),
y = 0 on Σ= ∂Ω× (0,T ), y(·,0) = y0 in Ω, (6)
where R is a self adjoint elliptic second order operator given by
Ry(x) =
N∑
i, j=1
∂
∂xi
(
ri j(x)
∂y
∂x j (x)
)
+ c(x)y(x),
with ri j ∈W 1,∞(Ω) , ∑i, j ri j(x)ξiξ j  a˜0|ξ |2 , for every ξ ∈ RN ( a˜0 > 0), and ri j = r ji
in Ω (1 i, jN ), c∈ L∞(Ω) , D= P−1diag(d1, ....,dn)P (with detP = 0 and di > 0,
for every i , 1 i n ) and A ∈L(Rn) and B ∈ L(Rm,Rn) are constant matrices.
The controllability properties of ordinary differential systems are, nowadays, well
known. To be precise, let us consider the system
x′ = A(t)x+B(t)u on (0,T ), (7)
where A ∈ Cn−2([0,T ];L(Rn)) and B ∈Cn−1([0,T ];L(Rm,Rn)) are given and u is a
control. Let us define ⎧⎨⎩B0(t) = B(t),Bi(t) = A(t)Bi−1(t)− ddt Bi−1(t), (8)
(1 i n−1) and denote by [A |B]∈C0([0,T ];L(Rnm;Rn)) the matrix function given
by:
[A |B](t) = (B0(t) |B1(t) | · · · |Bn−1(t)) .
Let us remark that when A and B are constant matrices, [A |B] ∈ L(Rnm,Rn) is the
matrix given by
[A |B] = (B |AB |A2B | · · · |An−1B) . (9)
With this notation, one has the following result.
THEOREM 1.1. (Silverman-Meadows [17]). Under the previous assumptions, the
following holds:
1 . If there exists t0 ∈ [0,T ] such that rank [A |B](t0) = n, then system (7) is completely
controllable on (0,T ) , i.e., for every x0,xd ∈ RN there exists a control u ∈ L2(0,T )m
such that the solution x(·) to (7) corresponding to the initial condition x(0) = x0 satis-
fies x(T ) = xd .
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2. System (7) is totally controllable on (0,T ) , i.e., system (7) is completely controllable
on every subinterval (T0,T1) of (0,T ) (0 T0 < T1  T ) if and only if there exists E ,
a dense subset of (0,T ) , such that rank [A |B](t) = n for every t ∈ E .
In the particular case in which A and B are constant matrices, the concepts of
complete and total controllability on (0,T ) for system (7) coincide. Thus, the exact
controllability of system (7) is equivalent to the well-known Kalman’s rank condition
(e.g., see [15])
rank [A |B] = n. (10)
The objective of the present paper is to extend the controllability results stated
in Theorem 1.1 for ordinary differential systems to the case in which the parabolic
system (4) is considered. On the other hand, all along this paper we will assume that
the operator L(t) is given by (1) and satisfies (2)-(3).
Under assumption (5), if 1 pM , we can define
Kp(t) = (B0(t) |B1(t) | · · · |Bp−1(t)) ∈C1([0,T ];L(Rmp;Rn)), (11)
where Bi(t) is given by (8), for 0 i p−1. With this notation, the first result of our
work reads as follows.
THEOREM 1.2. Assume that the matrices A and B satisfy (5). Then, the following
holds:
1. If there exist t0 ∈ [0,T ] and p ∈ {1, ...,M} such that
rankKp(t0) = n, (12)
then system (4) is exactly controllable to the trajectories on the time interval (0,T ) .
2. System (4) is exactly controllable to the trajectories on every interval (T0,T1) with
0  T0 < T1  T if and only if there exists E a dense subset of (0,T ) such that
rank [A |B](t)= n for every t ∈E , (or equivalently, rankKp(t)= n for all p∈{n, ...,M}
and t ∈ E) .
Actually, we will show that, under assumption (12), if we write
B(t) =
(
b1(t) |b2(t) | · · · |bm(t)) , bi(·) ∈CM([0,T ])n, 1 i m,
then, there exist r ∈ {1, ...,m} (the total number of effective controls), a set {bli : 1 
i r} (the effective controls) and a non degenerate closed interval [T0,T1]⊆ [0,T ] such
that system (4) is exactly controllable to the trajectories on the time interval (T0,T1)
(and therefore, on (0,T )) when we exert on the system the r control forces
B˜(t) = (0 | · · · |0 |bl1(t) |0 | · · · |0 |bl2(t) |0 | · · · |0 |blr(t) |0 | · · · |0).
In fact, we will see that, on the time interval (T0,T1) , system (4) is equivalent to a
cascade parabolic system. We will deduce the null controllability properties of (4) from
the corresponding results for cascade parabolic systems stated in [12].
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REMARK 1.1. Assume that A and B satisfy (5) and let us fix an integer p ∈
{n, ..,M} . At first sight it could seem that condition (12) is weaker that the following
condition: there exists t1 ∈ [0,T ] such that rankKn(t1) = n . But, in fact, we will see
that both conditions are equivalent. In Section 4 (see Corollary 4.2) it will be seen,
max
t∈[0,T ]
rankKn(t) = max
t∈[0,T ]
rankKp(t),
for every p  n .
A similar result has been proved by J.-M. Coron in [6] (see Proposition 1.19,
p. 11): “If A(·) ∈C∞([0,T ];L(Rn)) and B(·) ∈C∞([0,T ];L(Rm,Rn)) and there exists
t0 ∈ [0,T ] such that (12) holds, then there exists ε > 0 such that rankKn(t) = n for
every t ∈ ([0,T ]∩ (t0− ε,t0 + ε))\ {t0}”.
As in the case of finite-dimensional linear systems, it is interesting to point out that
the existence of t0 ∈ [0,T ] satisfying (12) is not a necessary condition to have the exact
controllability to the trajectories on (0,T ) of system (4). Following [6], we will give an
example of matrices A ∈C∞([0,T ];L(Rn)) and B ∈C∞([0,T ];L(Rm,Rn)) such that
rankKp(t) < n, ∀p  1 and ∀t ∈ [0,T ],
and system (4) is exactly controllable to the trajectories on (0,T ) (see Section 5). Nev-
ertheless, when A and B are analytic functions on [0,T ] , we will show that condi-
tion (12) is a necessary and sufficient condition for the exact controllability to trajecto-
ries of system (4). One has the following result.
THEOREM 1.3. Let us suppose that A and B are analytic on [0,T ] . Then, sys-
tem (4) is exactly controllable to the trajectories on (0,T ) if and only if there exist
t0 ∈ [0,T ] and an integer p such that (12) holds.
As in the case of system (7) and as a consequence of Theorem 1.2 (or Theo-
rem 1.3), when A and B are constant matrices we obtain that the Kalman rank con-
dition (10) is a necessary and sufficient condition for the exact controllability to the
trajectories of system (4) on (0,T ) . Thus, one has the following result.
THEOREM 1.4. Assume A ∈ L(Rn) and B ∈ L(Rm,Rn) . Then, system (4) is
exactly controllable to the trajectories on (0,T ) if and only if (10) holds.
Let us remark that a similar result to Theorem 1.4 has been already proved in [3]
and [4] for system (6). To be precise, in [3] and [4], a necessary and sufficient condi-
tion for the null controllability on the time interval (0,T ) of the system (6) is stated
(D = P−1diag(d1, ....,dn)P , A ∈ L(Rn) and B ∈ L(Rm,Rn) are constant matrices and
detP = 0 and di > 0, for every i , 1  i n ). When D ≡ Id we obtain system (4) for
L(t)≡−R and the condition given in [3] is equivalent to (10).
So as to state our next result, let us consider a trajectory of system (4) y∗ ∈
L2(0,T ;H10 (Ω)n)∩C0([0,T ];L2(Ω)n) . Thus, it is possible to characterize the initial
data y0 that can be exactly driven to y∗(·,T ) when A and B are constant matrices and
condition (10) is not fulfilled. One has the following result.
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THEOREM 1.5. Assume A ∈ L(Rn) , B ∈ L(Rm,Rn) and rank [A |B] =  < n.
Let X ⊂ Rn be the linear space generated by the columns of [A |B] . Then, given y0 ∈
L2(Ω)n and y∗ ∈ L2(0,T ;H10 (Ω)n)∩C0([0,T ];L2(Ω)n) , a trajectory of (4), there exists
a control v∈ L2(Q)m such that the solution to (4) corresponding to the initial condition
y(·,0) = y0 in Ω satisfies
y(·,T ) = y∗(·,T ) in Ω,
if and only if y0− y∗(·,0) ∈ L2(Ω;X) .
In order to study the controllability properties of system (4), we will consider the
corresponding adjoint problem{
−∂tϕ+L∗(t)ϕ = A∗(t)ϕ+F0+∇ ·F in Q,
ϕ = 0 on Σ, ϕ(·,T ) = ϕ0 in Ω, (13)
where F0 = (F10 , ...,F
n
0 )
∗ ∈ L2(Q)n , F = (F1 |F2 | ... |Fn) ∈ L2(Q;L(Rn;RN)) , ϕ0 ∈
L2(Ω)n and where, by means of ∇ ·F , we are denoting the column vector ∇ ·F =
(∇ ·F1,∇ ·F2, ...,∇ ·Fn)∗ . The operator L∗(t) , the adjoint operator to L(t), is given by
L∗(t)y(x,t) =−
N∑
i, j=1
∂
∂xi
(
ai j(x,t)
∂y
∂x j (x,t)
)
−
N∑
i=1
∂ (biy)
∂xi (x,t)
+ c(x,t)y(x,t).
It is by now well known that the exact controllability on (0,T ) to the trajectories of
system (4) is equivalent to the existence of a positive constant C such that, for every
ϕ0 ∈ L2(Ω)n , the solution ϕ ∈ C0([0,T ];L2(Ω)n) to the adjoint system (13) (corre-
sponding to F0 = 0 and F = 0) satisfies the observability inequality
||ϕ(·,0)||2L2(Ω) C
∫ ∫
ω×(0,T)
|B∗(t)ϕ(x,t)|2, (14)
where we have omitted, as we do along all this paper when no confusion is possible,
the Lebesgue measure dxdt . Under hypothesis (12), we will prove inequality (14) as
a consequence of a global Carleman inequality for the solutions to (13) in the effective
control interval (T0,T1) . In the particular case in which A and B are constant matrices
we will see that (T0,T1)≡ (0,T ) and will obtain
THEOREM 1.6. There exist a positive function α0 ∈ C2(Ω) (only depending on
Ω and ω) such that, if A∈L(Rn) and B∈L(Rm,Rn) satisfy (10), then there exist two
positive constants C0 and σ0 (only depending on Ω , ω , (ai j)1i, jN , n, m, A and
B) and integers   3 , 1  0 and 2  2 (only depending on n, m, A and B) such
that, for every ϕ0 ∈ L2(Q)n , the solution ϕ to (13) satisfies
I(3,ϕ) C˜1
(
s
∫ ∫
ω×(0,T )
e−2sαγ(t)|B∗ϕ |2
+ s
1
∫ ∫
Q
e−2sαγ(t)1 |F0|2 + s2
∫ ∫
Q
e−2sαγ(t)2 |F |2
)
, (15)
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∀s  s0 = σ0
(
T +T 2 +T 2||c||2/3∞ +T 2||b||2∞
)
. In inequality (15) , α(x,t) , γ(t) and
I(d,z) are respectively given by: α(x,t)≡ α0(x)/t(T − t) , γ(t)≡ (t(T − t))−1 and
I(d,z)≡ sd−2
∫ ∫
Q
e−2sαγ(t)d−2|∇z|2 + sd
∫ ∫
Q
e−2sαγ(t)d |z|2.
We will prove Theorem 1.6 from the corresponding global Carleman inequal-
ity satisfied by the solutions to scalar parabolic equations with a right hand side in
L2(0,T ;H−1(Ω)) (see e.g. [9] and [14]).
The rest of the work is organized as follows. In Section 2 we will recall some
known results on controllability of cascade parabolic systems which will be used later.
Section 3 will be devoted to proving Theorems 1.4, 1.5 and 1.6, i.e., we will study in
this section the case of constant matrices A ∈L(Rn) and B ∈L(Rm,Rn) . We will deal
with the general case in Section 4. We will devote Section 5 to give some remarks and
additional results. We will finalize the work with an appendix where we will give a
sketch of the proofs of the results stated in Section 2.
2. Some known results
As said above, we will obtain the proofs of Theorems 1.2, 1.4 and 1.6 as a conse-
quence of the results on controllability for cascade systems stated in [12]. For the sake
of completeness, let us recall these results in the precise way they are going to be used.
Let us consider the controlled system{∂tw+L(t)w =C(t)w+Du1ω in Q,
w = 0 on Σ, w(·,0) = w0 in Ω, (16)
where u = (u1,u2, . . . ,ur)∗ , with 1  r  n , and the coupling and control matrices C
and D satisfy: C ∈C0([0,T ];L(Rn)) is given by
C(t) =
⎛⎜⎜⎜⎝
C11(t) C12(t) · · · C1r(t)
0 C22(t) · · · C2r(t)
...
...
. . .
...
0 0 · · · Crr(t)
⎞⎟⎟⎟⎠ , (17)
with
Cii(t) =
⎛⎜⎜⎜⎜⎜⎝
α i11(t) α i12(t) α i13(t) ... α i1,si(t)
1 α22(t) α i23(t) ... α i2,si(t)
0 1 α i33(t) ... α i3,si(t)
...
...
. . .
. . .
...
0 0 ... 1 α isi,si(t)
⎞⎟⎟⎟⎟⎟⎠ ,
si ∈ N , ∑ri=1 si = n , and D ∈ L(Rr,Rn) such that D = (eS1 |eS2 | · · · |eSr) with Si =
1+∑i−1j=1 s j , 1  i  r (e j is the j -th element of the canonical basis of Rn ). Observe
that (16) is a cascade system and, by means of D , we are exerting r distributed controls.
Therefore, we can apply the controllability results stated in [12] and obtain
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THEOREM 2.1. Under the previous assumptions, given w0 ∈ L2(Ω)n , there exists
a control u∈ L2(Q)r such that the corresponding solution w to (16) satisfies w(x,T ) =
0 in Ω .
This controllability result is a consequence of an appropriate global Carleman in-
equality satisfied by the solutions to the adjoint problem to (16):{
−∂tψ+L∗(t)ψ =C∗(t)ψ+G0 +∇ ·G in Q,
ψ = 0 on Σ, ψ(·,T ) = ψ0 in Ω, (18)
where G0 = (G10, ...,G
n
0)
∗ ∈ L2(Q)n , G = (G1 |G2 | ... |Gn) ∈ L2(Q;L(Rn;RN)) and
ψ0 ∈ L2(Ω)n . We recall that ∇ ·G is the column vector given by ∇ ·G = (∇ ·G1,∇ ·
G2, ...,∇ ·Gn)∗ .
Under the previous hypotheses, one has the following result.
THEOREM 2.2. There exist two positive constants C˜0 and σ˜0 (only depending
on Ω , ω , (ai j)1i, jN , n, C and D) and integers  j  3 , 1k  0 and 2k  2 , with
1 j  r and 1 k  n, (only depending on (si)1ir , n and r) such that, for every
ψ0 ∈ L2(Ω)n , the solution ψ to (18) satisfies
n∑
i=1
I(3,ψi) C˜0
( r∑
j=1
s j
∫ ∫
ω×(0,T )
e−2sαγ(t) j |ψS j |2
+
n∑
k=1
[
s
1
k
∫ ∫
Q
e−2sαγ(t)1k |Gk0|2 + s2k
∫ ∫
Q
e−2sαγ(t)2k |Gk|2
])
, (19)
for every s  s˜0 = σ˜0
(
T +T2 +T 2||c||2/3∞ +T 2||b||2∞
)
. In the previous inequality,
α(x,t) , γ(t) and I(d,z) are as in Theorem 1.6.
Theorem 2.2 is proved in [12] but, for the sake of completness, we will include a
sketch of the proof in an appendix at the end of the paper.
3. The case in which A and B are constant
We will devote this section to prove Theorems 1.4, 1.5 and 1.6. As said above, we
will show that, by means of an appropriate change of variables, system (4) is equivalent
on (0,T ) to a cascade parabolic system as system (16). We will deduce the proofs of
Theorems 1.4 and 1.6 from Theorems 2.1 and 2.2.
We first present the proofs when B ∈ Rn (m = 1, one control force) and then, the
general case B ∈ L(Rm,Rn) .
3.1. One control force
All along this subsection, we will assume that A ∈L(Rn) and B ∈Rn . Therefore,
[A |B] ∈ L(Rn) .
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Proof of Theorem 1.4. Firstly, observe that, as an easy consequence of Theo-
rem 1.5, (10) is a necessary condition to obtain the exact controllability to trajectories
of system (4) on the interval (0,T ) .
On the other hand, let us assume that condition (10) holds. Then, we have that the
matrix P= [A |B]∈L(Rn) satisfies detP = 0. Also, we can readily show the equalities{
AP =
(
AB |A2B | · · · |AnB)= PC
Pe1 = B
(20)
where e1 = (1,0, ...,0)∗ , C is the matrix
C =
⎛⎜⎜⎜⎜⎜⎝
0 0 0 ... −an
1 0 0 ... −an−1
0 1 0 ... −an−2
...
...
. . .
. . .
...
0 0 ... 1 −a1
⎞⎟⎟⎟⎟⎟⎠ (21)
and ai ∈R , 1 i n , are the coefficients of the characteristic polynomial of A . Indeed,
if p(λ ) = λ n + a1λ n−1 + a2λ n−2 + · · ·+ an−1λ + an is the characteristic polynomial
of A then, as a consequence of the Cayley-Hamilton theorem, we have p(A) = 0, that
is to say,
An =−a1An−1−a2An−2−·· ·−an−1A−anId,
hence
AnB =−a1An−1B−a2An−2B−·· ·−an−1AB−anB.
Thus, P−1AP =C with C given by (21).
If y is the solution to (4) associated to the condition y(·,0) = y0 ∈ L2(Ω)n , then
w = P−1y is the solution to{ ∂tw+L(t)w =Cw+ e1v1ω in Q,
w = 0 on Σ, w(x,0) = P−1y0 in Ω, (22)
with C given by (21). Clearly, system (4) is exactly controllable to the trajectories on
the time interval (0,T ) if and only if system (4) is null controllable on (0,T ) . Since
detP = 0, system (4) is null controllable on (0,T ) if and only if system (22) also is
null controllable on (0,T ) .
To finalize, the null controllability of system (22) can be obtained as a consequence
of Theorem 2.1 applied to C , D = e1 , m = 1, r = 1, S1 = 1 and s1 = n . 
REMARK 3.1. Observe that condition (10) is independent of ω . Thus, if condi-
tion (10) is not satisfied, then system (4) is not exactly controllable to the trajectories
on the time interval (0,T ) even if we take ω ≡Ω .
On the other hand, we have deduced the exact controllability to the trajectories of
system (4) showing that, under assumption (10), system (4) is equivalent to system (22)
(C is given by (21)) on the time interval (0,T ) . Observe that [C |e1] ≡ Id . The pair
(C,e1) is the so-called Brunovsky’s form of (A,B) .
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Proof of Theorem 1.5. By the Cayley-Hamilton theorem, we have that the space
X is A-invariant, that is to say, we have A(X) ⊆ X and, therefore, {B,AB, ...,A−1B}
is linearly independent and X = span{B,AB, ...,A−1B} . In particular,
AB = α1B+α2AB+ · · ·+αA−1B.
Let p+1, ..., pn be n−  vectors in Rn such that the set
{B,AB, ...,A−1B, p+1, ..., pn}
is a basis of Rn . If we set P=
(
B |AB | · · · |A−1B | p+1 | · · · | pn
)∈L(Rn) , then Pe1 =B
and
AP = P
(
C11 C12
0 C22
)
, i.e., P−1AP =
(
C11 C12
0 C22
)
with C12 ∈L(Rn−,R) , C22 ∈L(Rn−) and C11 ∈ L(R) is given by
C11 =
⎛⎜⎜⎜⎜⎜⎝
0 0 0 ... α1
1 0 0 ... α2
0 1 0 ... α3
...
...
. . .
. . .
...
0 0 ... 1 α
⎞⎟⎟⎟⎟⎟⎠ .
Let us fix y0 ∈ L2(Ω)n and a trajectory y∗ ∈C0([0,T ];L2(Ω)) of system (4) and let
y be the solution to (4) corresponding to v∈L2(Q) and the initial condition y(·,0)= y0 .
As in the proof of Theorem 1.4, if we set w = P−1(y− y∗) , the function y satisfies
y(·,T ) = y∗(·,T ) in Ω if an only if the solution w to⎧⎨⎩∂tw+L(t)w =
(
C11 C12
0 C22
)
w+ e11ωv in Q,
w = 0 on Σ, w(x,0) = P−1 (y0− y∗(·,0)) in Ω
(23)
satisfies w(·,T ) = 0 in Ω .
On the other hand, given u0 ∈ L2(Ω)n , it is not difficult to see that u0 ∈ L2(Ω;X)
if and only if there exists w0 ∈ L2(Ω) such that u0 = P
(
w0
0
)
.
If y0− y∗(·,0) ∈ L2(Ω;X) , then we have that y0− y∗(·,0) = P
(
w0
w1
)
with w0 ∈
L2(Ω) , w1 ∈ L2(Ω)n− and w1 ≡ 0 in Ω . Observe that, if v ∈ L2(Q) , the correspond-
ing solution to system (23) can be written as w=
(
w1
w2
)
with w2 ∈C0([0,T ];L2(Ω)n−k)
independent of v . Moreover, using the results on backward uniqueness for the parabolic
system ∂tw2 +L(t)w2 = C22w2 proved in [10], we can conclude that w2(·,T ) ≡ 0 in
Ω . So, systems (23) cannot be driven to zero at time T and (4) cannot be driven from
y0 at time 0 to y∗(·,T ) at time T .
TIME-DEPENDENT COUPLED LINEAR PARABOLIC SYSTEMS 437
If y0−y∗(·,0) ∈ L2(Ω;X) , then y0−y∗(·,0) = P
(
w0
0
)
with w0 ∈ L2(Ω) . Now,
for a control v ∈ L2(Q) fixed, the solution to (4) which satisfies y(·,0) = y0 has the
form y = y∗+P
(
w1
0
)
with w1 ∈C0([0,T ];L2(Ω)) the solution to
{∂tw1 +L(t)w1 =C11w1 + e11ωv in Q,
w1 = 0 on Σ, w1(x,0) = w0 in Ω.
We can readily verify that [C11 |e1] satisfies condition (10) and, therefore, the previ-
ous system is null controllable on (0,T ) . We conclude that the solution to (4) corre-
sponding to v and initial data y0 satisfies y(·,T ) = y∗(·,T ) in Ω . This finalizes the
proof. 
We will finish this section proving the Carleman inequality stated in Theorem 1.6.
Proof of Theorem 1.6. The proof is a consequence of Theorem 2.2. Let ϕ ∈
C0([0,T ];L2(Ω)n) be the solution to the adjoint system (13) corresponding to F0 =
(F10 , ...,F
n
0 )
∗ ∈ L2(Q)n , F = (F1 |F2 | ... |Fn) ∈ L2(Q;L(Rn;RN)) and ϕ0 ∈ L2(Ω)n .
Let us consider P = [A |B] and ψ = P∗ϕ . Taking into account (20), we easily check
that the function ψ ∈C0([0,T ];L2(Ω)n) solves (18) with C given by (21)), ψ0 = P∗ϕ0 ,
G0 = P∗F0 and G = FP .
It is easy to check that Theorem 2.2 can be applied to ψ with D = e1 , inferring
the existence of a positive constant C˜0 (only depending on Ω , ω , (ai j)1i, jN , n and
C ) and integers  3, 1k  0 and 2k  2, with 1 k n , (only depending on n ) such
that (19) holds for every s s˜0 with
s˜0 = σ˜0
(
T +T 2 +T 2||c||2/3∞ +T 2||b||2∞
)
.
If we set 1 = max1kn 1k and 
2 = max1kn 2k , we deduce
I(3,ψ) C˜1
(
s
∫ ∫
ω×(0,T)
e−2sαγ(t)|e∗1 ·ψ |2
+ s
1
∫ ∫
Q
e−2sαγ(t)1 |G0|2 + s2
∫ ∫
Q
e−2sαγ(t)2 |G|2
)
,
for every s  s˜0 , with C˜1 a new positive constant which only depends on Ω , ω ,
(ai j)1i, jN , n and C . In this last inequality we have used that, when s  σ˜0T 2 and
ν  μ , one has (sγ(t))ν C(sγ(t))μ in (0,T ) , where C is a constant only depending
on ν , μ and σ˜0 .
From (10), one has detP = 0, e∗1 = B∗ (P∗)−1 and ϕ = (P∗)−1ψ . for a new
positive constant C0 =C0(Ω,ω ,(ai j)1i, jN ,n,A,B) , from the previous inequality, we
obtain that inequality (15) is satisfied for every s s˜0 . This ends the proof. 
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3.2. The constant case: m-control forces
In this section we will deal with the general problem of null controllability for
system (4) in the autonomous case A ∈ L(Rn) and B ∈ L(Rm,Rn) . To this aim, we
will suppose that m 1, v ∈ L2(Q)m (m-control forces), and
B =
(
b1 |b2 | · · · |bm)
with bi ∈ Rn (1  i  m). As in the previous section, [A |B] ∈ L(Rnm;Rn) is given
by (9).
Let X be the linear space generated by the columns of [A |B] . Then, dimX =
rank [A |B] = k  n . In the next result, we will construct a special basis of X which
allows us to prove Theorems 1.4, 1.5, and 1.6. One has:
LEMMA 3.1. Assume that rank [A |B] = k  n. Then, there exist r ∈ {1, ...,k}
and sequences {l j}1 jr ⊂{1,2, ...,m} and {s j}1 jr ⊂{1,2, ...,n} with ∑rj=1 s j = k ,
such that
B=
r⋃
j=1
{bl j ,Abl j , . . . ,Asj−1bl j}
is a basis of X . Moreover, for every j , with 1 j r , there exist α ik,s j ∈R (1 i j ,
1 k s j) such that
As jbl j =
j∑
i=1
(
α i1,s j bli +α i2,s jAbli + · · ·+α isi,s jAsi−1bli
)
. (24)
Proof. In order to obtain the proof, we will give a constructive method which
selects a basis of X that satisfies (24) from the columns of [A |B] . For every i with
1 i m , let us set
X1 = span{b1,Ab1, . . . ,An−1b1},
Xi = span{Xi−1,bi,Abi, . . . ,An−1bi}, 2 i m, Xm = X .
Again, as a consequence of the Cayley-Hamilton theorem, we deduce A(Xi)⊂ Xi . We
are going to construct ri and a basis of Xi for which (24) holds for every j , with
1 j  ri .
Without loss of generality, we can assume that bi = 0 for all i and thus, we set
l1 = 1 and r1 = 1. If s1 = dimX1 , taking into account that X1 is A-invariant, we infer
that {bl1 ,Abl1 , ...,Asl1−1bl1} is a basis of X1 and for 1 j  r1 ≡ 1, (24) holds.
If dimX2 > dimX1(= s1) , then we set r2 = r1+1(= 2) , lr2 = 2 and s2 = dimX2−
dimX1 . If dimX2 = dimX1 , then r2 = r1(= 1) . In both cases and using again the fact
that X2 is A-invariant, one has that
r2⋃
j=1
{bl j ,Abl j , ...,Asj−1bl j}
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is a basis of X2 and (24) is fulfilled for 1 j  r2 .
Finally, given i , with 1 i m−1, and
ri⋃
j=1
{bl j ,Abl j , ...,Asj−1bl j}
a basis of Xi such that (24) holds for every 1  j  ri , we can construct a basis of
Xi+1 as follows: If dimXi+1 > dimXi , we do ri+1 = ri + 1, lri+1 = i+ 1 and si+1 =
dimXi+1 − dimXi . If dimXi+1 = dimXi , we set ri+1 = ri . Again, using that Xi+1 is
A-invariant, we deduce that
ri+1⋃
j=1
{bl j ,Abl j , ...,Asj−1bl j}
is a basis of Xi+1 and, for 1  j  ri+1 , (24) is satisfied. If we take r = rm we obtain
the proof of this lemma. This finalizes the proof. 
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. Again the necessary condition can be deduced as an easy
consequence of Theorem 1.5.
On the other hand, if condition (10) is fulfilled, then dimX = n , X being the linear
space defined in Lemma 3.1. Let B and P be, respectively, the basis of X provided by
Lemma 3.1 and the matrix whose columns are the elements of B , i.e.,
P =
(
bl1 |Abl1 | · · · |As1−1bl1 | · · · |blr |Ablr | · · · |Asr−1blr
)
. (25)
Let us observe that the basis B has been constructed in such a way that (24) is satisfied.
As a consequence of this equality we obtain
AP = PC and PeSi = b
li , 1 i r, (26)
with Si = 1+∑i−1j=1 s j , 1 i r , and
C =
⎛⎜⎜⎜⎝
C11 C12 · · · C1r
0 C22 · · · C2r
...
...
. . .
...
0 0 · · · Crr
⎞⎟⎟⎟⎠ , (27)
(eSi is the Si –element of the canonical basis of R
n ). In (27), the matrices Cii ∈L(Rsi)
and Ci j ∈ L(Rs j ;Rsi) , 1 i j  r , are given by
Cii =
⎛⎜⎜⎜⎜⎜⎝
0 0 0 ... α i1,si
1 0 0 ... α i2,si
0 1 0 ... α i3,si
...
...
. . .
. . .
...
0 0 ... 1 α isi,si
⎞⎟⎟⎟⎟⎟⎠ and Ci j =
⎛⎜⎜⎜⎜⎜⎜⎝
0 0 ... 0 α i1,s j
0 0 ... 0 α i2,s j
0 0 ... 0 α i3,s j
...
...
. . .
. . .
...
0 0 ... 0 α isi,s j
⎞⎟⎟⎟⎟⎟⎟⎠ .
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We will prove that, under condition (10), the system (4) is exactly controllable to
trajectories on the time interval (0,T ) with r control forces. To be precise, we will
prove that the system{∂t y+L(t)y = Ay+ B˜v1ω in Q =Ω× (0,T),
y = 0 on Σ= ∂Ω× (0,T ), y(x,0) = y0 in Ω, (28)
with B˜ = (0 | · · · |0 |bl1 |0 | · · · |0 |bl2 |0 | · · · |0 |blr |0 | · · ·) ∈ L(Rm;Rn) , is exactly con-
trollable on (0,T ) to the trajectories of system (4) or, equivalently, we will see that this
system is null controllable on (0,T ) .
If we do w = P−1y and v = (v1, ...,vm)∗ ∈ L2(Q)m , the null controllability result
on (0,T ) for system (28) with control v is equivalent to the null controllability on
the interval (0,T ) of system (16) with C(t) =C , D = (eS1 |eS2 | · · · |eSr) and control
u = (vl1 ,vl2 , ...,vlr )
∗ .
Again, the null controllability of system (16) is deduced from Theorem 2.1. Let
us observe that, from a technical point of view, system (16) behaves as r systems (with
coupling matrices Cii ) controlled by one control force, the vectors
esi1 = (1,0, ...,0)
∗ ∈Rsi ,
that satisfy the Kalman rank condition (10), i.e., det [Cii |esi1 ] = 0. 
REMARK 3.2. As a consequence of the proof of Lemma 3.1 we deduce that sys-
tem (4) can be controlled with r effective control forces. In fact, Lemma 3.1 provides
us these effective controls ({bl j : 1  j  r} ) as well as a constructive method that se-
lects them. On the other hand, again, if condition (10) is not satisfied, then system (4)
is not exactly controllable to the trajectories on the interval (0,T ) even if ω ≡Ω .
When condition (10) is not satisfied, let us prove the characterization of the initial
data y0 that can be exactly driven to a trajectory y∗ of (4).
Proof of Theorem 1.5. Let B =
⋃r
j=1{bl j ,Abl j , . . . ,Asj−1bl j} be the basis of X
provided by Lemma 3.1 with k =  < n . We complete B with the vectors p+1, . . . , pn
in order to have a basis B̂ of Rn . Let P be the matrix whose columns are the elements
of B̂ . If we set B̂ = P−1B and C = P−1AP , then B̂ =
(
B̂1
0
)
and
C =
(
C11 C12
0 C22
)
with B̂1 ∈ L(Rm;R) , C12 ∈ L(Rn−,R) , C22 ∈ L(Rn−) and C11 ∈ L(R) are such
that one has
rank [C11 | B̂1] = .
With these considerations in mind, we can argue as in the case m = 1 and obtain
the proof of the result. 
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Proof of Theorem 1.6. The proof is again a consequence of Theorem 2.2. We
reason as in the case m = 1. Let ϕ ∈C0([0,T ];L2(Ω)n) be the solution to the adjoint
system (13) corresponding to F0 ∈ L2(Q)n , F ∈ L2(Q;L(Rn;RN)) and ϕ0 ∈ L2(Ω)n
and consider P ∈ L(Rn) the matrix given by (25) and provided by Lemma 3.1. If we
perform the change ψ = P∗ϕ , from (26), we deduce that ψ ∈C0([0,T ];L2(Ω)n) is the
solution to (18), with C given by (27),
D = (eS1 |eS2 | · · · |eSr) (Si = 1+
i−1∑
j=1
s j, 1 i r),
ψ0 =P∗ϕ0 , G0 =P∗F0 and G=FP . Now, from Theorem 2.2, we infer the existence of
two positive constants C˜0 and σ˜0 (only depending on Ω , ω , (ai j)1i, jN , n , C and D)
and integers  j  3, 1k  0 and 2k  2, with 1 j r and 1 k n , (only depending
on si (1  i  r ), n and r ) such that the function ψ fulfills the inequality (19) for
every s  s˜0 = σ˜0
(
T +T 2 +T 2||c||2/3∞ +T 2||b||2∞
)
. If we take  = max1ir i , 1 =
max1kn 1k and 
2 = max1kn 2k and we argue as in the case m = 1, we get
I(3,ψ) C˜1
(
s
r∑
i=1
∫ ∫
ω×(0,T)
e−2sαγ(t)|e∗Si ·ψ |2
+ s
1
∫ ∫
Q
e−2sαγ(t)1 |G0|2 + s2
∫ ∫
Q
e−2sαγ(t)2 |G|2
)
,
for every s  s˜0 , with C˜1 a new positive constant which only depends on Ω , ω ,
(ai j)1i, jN , n and C . Finally, from (26), we also have e∗Siψ = (bli)∗ϕ for every i ,
1  i  r . Coming back to the last inequality and replacing ϕ = (P∗)−1ψ and taking
into account that |G0(x,t)|  C|F0(x,t)| and |G(x,t)|  C|F(x,t)| a.e. in Q (C > 0
only depends on P), we deduce (15). This ends the proof. 
4. The general case: Proofs of Theorems 1.2 and 1.3
We now consider the non-autonomous system of n ∈N (n 2) coupled parabolic
equations (4), with v∈ L2(Q)m and A and B satisfying (5), with M n . Under this reg-
ularity assumption we have Kp ∈C1([0,T ];L(Rmp,Rn)) for every p : 1 p M (the
matrix Kp is given by (11)). On the other hand, we write B(t)=
(
b1(t) |b2(t) | · · · |bm(t))
and, for each j , 1 j  m , we also define⎧⎨⎩b
j
0(t) = b
j(t),
b ji (t) = A(t)b
j
i−1(t)−
d
dt
b ji−1(t) for i = 1, ..., p−1,
(29)
and K jp(t) = (b
j
0(t) |b j1(t) | · · · |b jp−1(t)) ∈ C1([0,T ];L(Rp;Rn)) . It is not difficult to
check that b ji ∈CM−i([0,T ];Rn) for every i , j satisfying 0 i p−1 and 1 jm .
We will deduce the proof of Theorem 1.2 from the following result.
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LEMMA 4.1. Assume that max{rankKp(t) : t ∈ [0,T ]}=  n, for an integer p∈
{n, ...,M} . Then, there exist T0,T1 ∈ [0,T ] , with T0 < T1 , r ∈ {1, ...,m} and sequences
{s j}1 jr ⊂ {1,2, ...,n} , with ∑ri=1 s j =  , and {l j}1 jr ⊂ {1,2, ...,m} such that, for
every t ∈ [T0,T1] , the set
B(t) =
r⋃
j=1
{bl j0 (t),b
l j
1 (t), ...,b
l j
s j−1(t)},
is linearly independent, generates the columns of Kp(t) and satisfies
b
l j
s j(t) =
j∑
k=1
(
θ l j ,lks j ,0 (t)blk0 (t)+θ
l j,lk
s j,1
(t)blk1 (t)+ · · ·+θ l j ,lks j ,sk−1(t)blksk−1(t)
)
, (30)
for every t ∈ [T0,T1] and j , 1 j  r , where θ l j ,lks j ,0 , θ
l j ,lk
s j ,1
, ..., θ l j ,lks j ,sk−1 ∈C1([T0,T1]) .
Proof. Since Kp ∈ C1([0,T ];L(Rmp;Rn)) , there exists a non degenerate closed
interval I0 ⊆ [0,T ] such that
rankKp(t) = , ∀t ∈ I0 . (31)
The proof will be made in the following steps.
Step 1 . We define
l1 = min{ j ∈ {1, ...,m} : ∃t0 ∈ I0 s.t. b j(t0)(= b j0(t0)) = 0},
and rl1 = 1. Observe that, if 1 k  l1−1, bk(t)≡ 0 in I0 and, therefore,(
K1p(t) | · · · |Kl1−1p (t)
)
≡ 0 in I0.
Let I˜0 ⊆ I0 be a non degenerate closed interval such that bl10 (t) = 0, for all t ∈ I˜0 .
We will show the statement of the lemma for l1 ,
s1 = max
t∈I˜0
rank
(
K1p(t) | · · · |Kl1p (t)
)
≡max
t∈I˜0
rankKl1p (t)
(which satisfies 1  s1  n ), a non degenerate closed interval Irl1 (to be determined)
and rl1 instead of m ,  , [T0,T1] and r . Firstly, let us fix I
1
0 ⊆ I˜0 such that
rank
(
K1p(t) | · · · |Kl1p (t)
)
≡ rankKl1p (t) = s1, ∀t ∈ I10 . (32)
On the other hand, let us consider the set {bl10 (t),bl11 (t)} with t ∈ I10 . Thus:
1. if {bl10 (t),bl11 (t)} is linearly dependent for every t ∈ I10 , then, we deduce the existence
of a function θ l110 ∈CM−1(I10 ) such that
bl11 (t) = θ l110(t)bl10 (t), ∀t ∈ I10 .
TIME-DEPENDENT COUPLED LINEAR PARABOLIC SYSTEMS 443
In this case, it is easy to show that, for every k , 1 k p−1, one has
bl1k (t) = θ l1k0(t)bl10 (t), ∀t ∈ I10 ,
for a function θ l1k0 ∈ CM−k(I10 ) . From (32), we deduce s1 ≡ 1 and, therefore, for
every t ∈ Irl1 ≡ I10 , we obtain that the set {bl10 (t)} is l.i., generates the columns of(
K1p(t) | · · · |Kl1p (t)
)
and satisfies (30) for j = rl1 = 1;
2. if {bl10 (t10 ),bl11 (t10 )} , with t10 ∈ I10 , is linearly independent, then, there exists a new non
degenerate interval I11 ⊆ I10 such that {bl10 (t),bl11 (t)} is linearly independent for every
t ∈ I11 .
In this last case, we consider the set {bl10 (t),bl11 (t),bl12 (t)} with t ∈ I11 . If the set
{bl10 (t),bl11 (t),bl12 (t)} is linearly dependent for every t ∈ I11 , there exist two functions
θ l120,θ l121 ∈CM−2(I11 ) such that
bl12 (t) = θ l120(t)bl10 (t)+θ l121(t)bl11 (t), ∀t ∈ I11 .
Again, we readily check that
bl1k (t) = θ l1k0(t)bl10 (t)+θ l1k1(t)bl11 (t), ∀t ∈ I11 , ∀k : 2 k  p−1,
with θ l1k0,θ l1k1 ∈ CM−k(I11 ) . In this case, s1 ≡ 2 and again we obtain the result for
Irl1 = I11 .
On the other hand, if for t11 ∈ I11 the set {bl10 (t11 ),bl11 (t11 ),bl12 (t11 )} is linearly inde-
pendent, we can continue the previous process until we find s˜1 ∈ {1, ..., p} and a non
degenerate interval Irl1 ⊆ I0 such that for all t ∈ Irl1 the set {bl10 (t),bl11 (t), ...,bl1s˜1−1(t)}
is linearly independent and generates the columns of Kl1p (t) . From (32), it is clear that
s˜1 = s1 and, so, we have (30) for j = 1.
Step 2 . Assume that, for l1  i  m− 1, we have constructed ri ∈ {1, ..., i} ,
a non degenerate closed interval Iri ⊆ Iri−1 ⊆ I0 , s j ∈ {1, ...,n} and l j ∈ {1, ...,m}
(1  j  ri ) such that, if we define Bl j (t) = {b
l j
0 (t),b
l j
1 (t), ...,b
l j
s j−1(t)} , one has that
for every t ∈ Iri the set
ri⋃
j=1
Bl j (t)
is linearly independent, generates the columns of
(
K1p(t) | · · · |Kip(t)
)
and satisfies (30)
for 1 j  ri .
We argue as above and we consider the set
Di+1 = {q ∈ {i+1, ...,m} : ∃t0 ∈ Iri s.t. {bq(t0)}∪
ri⋃
j=1
Bl j (t0) is l.i.}.
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1. If Di+1 = /0 , then, for every q , i+ 1  q  m , there exist coefficients θ q,l j00 (t) ,
θ q,l j01 (t) , ..., θ q,l j0,s j−1(t) (1 j  ri ) such that, for each t ∈ Iri , one has
bq0(t) =
ri∑
j=1
(
θ q,l j00 (t)bl j0 (t)+θ q,l j01 (t)bl j1 (t)+ · · ·+θ q,l j0,s j−1(t)b
l j
s j−1(t)
)
. (33)
It is not difficult to check that the previous coefficients satisfy
θ q,l j00 ,θ q,l j01 , ...,θ q,l j0,s j−1 ∈CM+1−S˜0(Iri)⊂C1(Iri),
where S˜0 = max1 jri s j (1 S˜0  n ).
From equality (33) and taking into account (29), we infer that the set
{bq1(t)}∪
ri⋃
j=1
Bl j (t)
is linearly dependent for every t ∈ Iri . So, we deduce that bq1(t) can be written as
bq1(t) =
ri∑
j=1
(
θ q,l j10 (t)bl j0 (t)+θ q,l j11 (t)bl j1 (t)+ · · · +θ q,l j1,s j−1(t)b
l j
s j−1(t)
)
,
for new coefficients θ q,l j10 ,θ q,l j11 , ...,θ q,l j1,s j−1 ∈CM+1−S˜1(Iri)⊂C1(Iri) (1 j ri ), where
S˜1 = max{2,s j : 1 j  ri} . By induction, we readily obtain that the set
{bql (t)}∪
ri⋃
j=1
Bl j (t) (34)
is linearly dependent for every l : 0 l  p−1 and t ∈ Iri and bpl (t) can be written as
bql (t) =
ri∑
j=1
(
θ q,l jl0 (t)bl j0 (t)+θ q,l jl1 (t)bl j1 (t)+ · · ·+θ q,l jl,s j−1(t)b
l j
s j−1(t)
)
,
for new coefficients θ q,l jl0 ,θ q,l jl1 , ...,θ q,l jl,s j−1 ∈CM+1−S˜l (Iri) (1 j ri ) with S˜l =max{l+
1,s j : 1  j  ri} . In this case, we set rl = ri , for every i+1  l  m and the lemma
is proved if we take r = rm and [T0,T1]≡ Irm .
2. If Di+1 = /0 , we set l˜ =minDi+1 , r j = ri if i+1 j l˜−1, rl˜ = ri+1 and lrl˜ = l˜ .
For q : 1 q l˜−1, we can argue as above and obtain that for every t ∈ Irq(= Iri) , the
set (34) is linearly dependent for every l : 0 q p−1. So, for every t ∈ Irl˜−1 , the set
∪rl˜−1j=1Bl j (t) is l.i., generates the columns of the matrix
(
K1p(t) | · · · |Kl˜−1p (t)
)
and (30)
holds for 1 j  rl˜−1 .
Now, we concentrate on the case q = l˜ . Our next goal is to construct a new non
degenerate interval Irl˜ ⊆ Iri and sl˜ such that, for every t ∈ Irl˜ , the set ∪
r
l˜
j=1Bl j (t) is
l.i., generates the columns of the matrix(
K1p(t) | · · · |Kl˜p(t)
)
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and (30) holds for 1 j  rl˜ .
Taking into account the definition of l˜ , we deduce that there exists a new non de-
generate interval I
r
l˜
0 ⊆ Iri such that the set {bl˜(t)}∪
⋃ri
j=1Bl j (t) is l.i. for every t ∈ I
r
l˜
0 .
We now consider the set {bl˜0(t),bl˜1(t)}∪
⋃ri
j=1Bl j (t) with t ∈ I
r
l˜
0 . If {bl˜0(t),bl˜1(t)}∪⋃ri
j=1Bl j (t) is l.d. for every t ∈ I
r
l˜
0 , there exist functions θ l˜,l˜10 ,θ l˜,l j10 ,θ l˜,l j11 , ...,θ l˜,l j1,s j−1 ∈
CM+1−S˜1(I
r
l˜
0 ) (1  j  ri ), where S˜1 = max{2,s j : 1  j  ri} , such that, for each
t ∈ Irl˜0 , one has
bl˜1(t) = θ l˜,l˜10(t)bl˜0(t)+
ri∑
j=1
(
θ l˜,l j10 (t)bl j0 (t)+θ l˜,l j11 (t)bl j1 (t)+ · · ·+θ l˜,l j1,s j−1(t)b
l j
s j−1(t)
)
.
From this equality and following the argument above, we infer that bl˜l(t) , with 1 
l  p−1 and t ∈ Irl˜0 , can be written as a linear combination of {bl˜0(t)}∪
⋃ri
j=1Bl j (t) .
Thus, we obtain the previous property for the set ∪rl˜j=1Bl j (t) by taking srl˜ = 1 and
Irl˜ = I
r
l˜
0 ⊆ Iri .
On the other hand, if there exists t
r
l˜
0 ∈ I
r
l˜
0 such that the set {bl˜0(t
r
l˜
0 ),b
l˜
1(t
r
l˜
0 )} ∪⋃ri
j=1Bl j (t
r
l˜
0 ) is l.i., then we can obtain a new non degenerate interval I
r
l˜
1 ⊂ I
r
l˜
0 such
that the previous set goes on being a l.i. set for every t ∈ Il˜1 . As in the previous step, we
can continue the method until we obtain sr
l˜
∈ {1, ...,n} and a non degenerate interval
Irl˜ ⊂ Iri such that the set ⋃rl˜j=1Bl j (t) is l.i. for every t ∈ Irl˜ , generates the columns of
the matrix
(
K1p(t) |K2p(t) | · · · |Kl˜p(t)
)
and satisfies (30) for 1 j  rl˜ .
Finally, from the reasoning by induction, we deduce the existence of r(= rm) and
a non degenerate closed interval [T0,T1] ⊆ I0 such that, for every t ∈ [T0,T1] , the set⋃r
j=1Bl j (t) is l.i., generates the columns of the matrix
(
K1p(t) |K2p(t) | · · · |Kmp (t)
)
and
satisfies (30) for 1  j  r . From (31), we also conclude that ∑ri=1 s j =  . This con-
cludes the proof of Lemma 4.1. 
As a consequence of Lemma 4.1 we deduce.
COROLLARY 4.2. Under the assumptions of Lemma 4.1, let  be a set defined by
 = max{rankKp(t) : t ∈ [0,T ]} with p ∈ {n, ..,M} an integer. Then, max{rankKn(t) :
t ∈ [0,T ]}=  and there exist T0,T1 ∈ [0,T ] , with T0 < T1 , such that
rankKn(t) = , ∀t ∈ [T0,T1].
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. All along this proof we will assume that A and B satisfy (5).
1. Let us suppose that condition (12) is satisfied for t0 ∈ [0,T ] and p ∈ {1, ...,M} . If
p < n , in particular rankKn(t0) = n and we can apply Lemma 4.1 with  = n . If
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p ∈ {n, ...,M} we can directly apply Lemma 4.1 also with  = n and obtain in both
cases the existence of an interval [T0,T1] ⊆ [0,T ] (T0 < T1 ), r  m , l j ∈ {1,2, ...,m}
and s j ∈ {1,2, ...,n} , s j  p , (1 j  r ) with ∑rj=1 s j = n such that if
P(t) =
(
bl10 |bl11 | · · · |bl1s1−1 |b
l2
0 |bl21 | · · · |bl2s2−1 | · · · |b
lr
0 |blr1 | · · · |blrsr−1
)
(t),
then, detP(t) = 0 for every t ∈ [T0,T1] . In addition, P ∈C1([0,T ];L(Rn)) and, thanks
to the properties of the columns of P(t) stated in Lemma 4.1, if 1  j  r and t ∈
[T0,T1] one has (30) for θ l j ,lis j ,0 , θ
l j ,li
s j ,1
, ..., θ l j ,lis j ,si−1 ∈C1([T0,T1]) . Therefore,
A(t)P(t)−P′(t) = P(t)C(t) and P(t)eSi = bli0(t), 1 i r,
with Si = 1+∑i−1j=1 s j , 1 i r , C(t) given by (17) and Cii ∈C0([T0,T1];L(Rsi)) and
Ci j ∈C0([T0,T1];L(Rs j ;Rsi)) , 1 i j  r , given by
Cii =
⎛⎜⎜⎜⎜⎜⎜⎝
0 0 0 ... θ li,lisi,0
1 0 0 ... θ li,lisi,1
0 1 0 ... θ li,lisi,2
...
...
. . .
. . .
...
0 0 ... 1 θ li,lisi ,si−1
⎞⎟⎟⎟⎟⎟⎟⎠ , Ci j =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 ... 0 θ l j ,lis j ,0
0 0 ... 0 θ l j ,lis j ,1
0 0 ... 0 θ l j ,lis j ,2
...
...
. . .
. . .
...
0 0 ... 0 θ l j ,lisi,si−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
As done in Section 3, we will prove that system (4) is in fact exactly controllable to
trajectories on the interval [T0,T1]⊆ [0,T ] when we exert r control forces. Obviously,
this fact implies that system (4) is exactly controllable to the trajectories on the interval
(0,T ) . To this end, we consider the system{∂t y+L(t)y = A(t)y+ B˜(t)v1ω in Q˜ =Ω× (T0,T1),
y = 0 on Σ˜= ∂Ω× (T0,T1), y(x,T0) = y˜0 in Ω, (35)
with B˜(t) = (0 | · · · |0 |bl10 (t) |0 | · · · |0 |bl20 (t) |0 | · · · |0 |blr0 (t) |0 | · · ·) and y˜0 ∈ L2(Ω)n .
Let us see that system (35) is null controllable on [T0,T1] (which clearly implies that
system (4) is exactly controllable to the trajectories on the interval (0,T )).
If we do w = P(t)−1y and v = (v1, ...,vm)∗ ∈ L2(Ω)m , the null controllability
result on the interval [T0,T1] for system (35) is equivalent to the null controllability on
the interval [T0,T1] of system⎧⎪⎨⎪⎩
∂tw+L(t)w =C(t)w+
r∑
j=1
eS j vl j1ω in Q˜,
w = 0 on Σ˜, w(x,T0) = P−1(T0)y˜0 in Ω,
where C(t) is given by (17). Once again, the null controllability property of the previ-
ous system is deduced from Theorem 2.1.
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2. Let us fix p ∈ {n, ...,M} and T0,T1 ∈ [0,T ] with T0 < T1 . Let us assume that there
exists a dense set E in [0,T ] such that rankKp(t) = n for every t ∈ E . Then, one
has max{rankKp(t) : t ∈ [T0,T1]} = n . If we repeat the arguments developed in the
previous point, we deduce that system (4) is exactly controllable to the trajectories on
the interval [T0,T1] .
Now, let us assume that system (4) is exactly controllable to the trajectories on
every non degenerate interval [T0,T1] of [0,T ] . We will prove the existence of a dense
subset E ⊆ [0,T ] for which rankKn(t) = n for every t ∈ E . Evidently, this fact implies
that rankKp(t) = n for every p ∈ {n, ...,M} and t ∈ E .
By contradiction, let us also assume that for a non degenerate interval [τ0,τ1] ⊆
[0,T ] one has max{rankKn(t) : t ∈ [τ0,τ1]}=  < n . Thus, applying Lemma 4.1 in the
interval [τ0,τ1] , we deduce the existence of a new non degenerate interval [τ˜0, τ˜1] ⊆
[τ0,τ1] , r ∈ {1, ...,m} and sequences {s j}1 jr ⊂ {1,2, ...,n} , with ∑ri=1 s j =  , and
{l j}1 jr ⊂ {1,2, ...,m} such that, for every t ∈ [τ˜0, τ˜1] , the set
B(t) =
r⋃
j=1
{bl j0 (t),b
l j
1 (t), ...,b
l j
s j−1(t)},
is linearly independent, generates the columns of Kn(t) and satisfies (30) in [τ˜0, τ˜1] . In
particular, if we fix τ˜ ∈ (τ˜0, τ˜1) , the set B(τ˜) is linearly independent and generates the
columns of Kn(τ˜) . Let us now take a set {p+1, ..., pn} such that B(τ˜)∪{p+1, ..., pn}
is a basis of Rn . Using the continuity of Kn(t) in [0,T ] , we infer that the set B(t)∪
{p+1, ..., pn} is a basis of Rn and B(t) generates the columns of Kn(t) in a new non
degenerate subinterval [τ̂0, τ̂1] of [τ˜0, τ˜1] . For t ∈ [τ̂0, τ̂1] , let P(t) be the matrix whose
columns are the elements of B(t)∪{p+1, ..., pn} . If we set
B̂(t) = P−1(t)B(t) and C(t) = P−1(t)A(t)P(t), ∀t ∈ [τ̂0, τ̂1],
then, from the previous properties, we get B̂(t) =
(
B̂1(t)
0
)
in [τ̂0, τ̂1] , and
C(t) =
(
C11(t) C12(t)
0 C22(t)
)
, t ∈ [τ̂0, τ̂1]
with
B̂1 ∈C0([τ̂0, τ̂1];L(Rm;R)), C11 ∈C0([τ̂0, τ̂1];L(R)),
C12 ∈C0([τ̂0, τ̂1];L(Rn−,R)), C22 ∈C0([τ̂0, τ̂1];L(Rn−)),
and are such that one has
rank [C11 | B̂1] = .
Again, reasoning as in the proof of Theorem 1.5, we obtain that system (4) is not null
controllable on the time interval [τ̂0, τ̂1] since on this time interval this system is equiv-
alent to the decoupled system⎧⎪⎨⎪⎩∂tw+L(t)w =
(
C11(t) C12(t)
0 C22(t)
)
w+
(
B̂1(t)
0
)
1ωv in Ω× (τ̂0, τ̂1),
w = 0 on ∂Ω× (τ̂0, τ̂1).
(36)
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This contradicts our assumption and finalizes the proof of Theorem 1.2. 
REMARK 4.1. As said above, under condition (12), system (4) is exactly control-
lable to the trajectories on (0,T ) when we exert on the system r  m effective control
forces, the controls ∑rj=1 bl j(·)vl j . Observe that, in fact, theses control forces are ex-
erted on the system in the effective time interval [T0,T1] .
As a consequence of Lemma 4.1, we can establish a Carleman estimate for the
solutions of the adjoint problem (13) in the time interval (T0,T1) . The following result
holds true.
COROLLARY 4.3. Let us assume that A and B satisfy hypothesis (5). Then, there
exist a positive function α0 ∈C2(Ω) (only depending on Ω and ω) such that, if (12)
is fulfilled, there exist a time interval (T0,T1) ⊆ (0,T ) , two positive constants C0 =
C0(Ω,ω ,(ai j)1i, jN ,n,m,A(·),B(·)) and σ0 = σ0(Ω,ω ,(ai j)1i, jN ,n,m,A(·),B(·))
and integers  3 , 1  0 and 2  2 (only depending on n, m, A(·) and B(·)) such
that, for every ϕ0 ∈ L2(Q)n , the solution ϕ to (13) satisfies
I˜(3,ϕ)C˜1
(
s
∫ ∫
ω×(T0,T1)
e−2sα˜ γ˜(t)|B∗ϕ |2
+ s
1
∫ ∫
Ω×(T0,T1)
e−2sα˜ γ˜(t)1 |F0|2 + s2
∫ ∫
Ω×(T0,T1)
e−2sα˜ γ˜(t)2 |F |2
)
,
for every s s0 = σ0
(
T˜ + T˜ 2 + T˜ 2||c||2/3∞ + T˜ 2||b||2∞
)
with T˜ = T1−T0 . In the previ-
ous inequality α˜(x, t) , γ˜(t) and I˜(d,z) are respectively given by:
α˜(x, t)≡ α0(x)/(t−T0)(T1− t), γ˜(t)≡ ((t−T0)(T1− t))−1,
and
I˜(d,z)≡ sd−2
∫ ∫
Ω×(T0,T1)
e−2sα˜ γ˜(t)d−2|∇z|2 + sd
∫ ∫
Ω×(T0,T1)
e−2sα˜ γ˜(t)d |z|2.
Proof. Let us consider the adjoint problem (13) and let us assume that condi-
tion (12) holds. As in the proof of Theorem 1.2 1, we can apply Lemma 4.1 with
 = n and obtain an interval [T0,T1] ⊆ [0,T ] (T0 < T1 ) and a set B(t) such that B(t)
is a basis of Rn for every t ∈ (T0,T1) and satisfies (30). We now consider the matrix
P(t) ∈C1([T0,T1];L(Rn)) whose columns are the elements of B(t) . If ϕ is the solu-
tion to (13) corresponding to ϕ0 ∈ L2(Ω)n and we perform the change ψ = P(t)∗ϕ in
(T0,T1) , then, from the properties satisfied by the basis B(t) (see (30)), it is not difficult
to check that ψ solves{
−∂tψ+L(t)ψ =C∗(t)ψ+G0+∇ ·G in Ω× (T0,T1),
ψ = 0 on ∂Ω× (T0,T1), ψ(x,T1) = P(T1)∗ϕ(x,T1) in Ω,
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where C(t) is the matrix given by (17), G0 = P∗(·)F0 and G= FP(·) . If we apply to ψ
Theorem 2.2 in the interval (T0,T1) we deduce the existence of α0 ∈C2(Ω) , only de-
pending on Ω and ω , two positive constants C˜0 = C˜0(Ω,ω ,(ai j)1i, jN ,n,m,A(·),B(·))
and σ˜0 = σ˜0(Ω,ω ,(ai j)1i, jN ,n,m,A(·),B(·)) and integers  j  3, 1k  0 and 2k  2,
with 1 j  r and 1 k n , (only depending on n , m , A(·) and B(·)) in such a way
that ψ satisfies the inequality
n∑
i=1
I˜(3,ψi) C˜0
( r∑
j=1
s j
∫ ∫
ω×(T0,T1)
e−2sα˜ γ˜(t) j |ψS j |2
+
n∑
k=1
[
s
1
k
∫ ∫
Ω×(T0,T1)
e−2sα˜ γ˜(t)1k |Gk0|2 + s2k
∫ ∫
Ω×(T0,T1)
e−2sα˜ γ˜(t)2k |Gk|2
])
,
for every s  s˜0 = σ˜0
(
T +T2 +T 2||c||2/3∞ +T 2||b||2∞
)
, where r and si are provided
by Theorem 2.2 and Si = 1+∑i−1j=1 s j , (1 i r ).
Finally, the proof can be obtained if we take  = max1 jr  j , 1 = max1kn 1k
and 2 = max1kn 2k , we replace ϕ = (P∗(t))−1ψ in the previous inequality and we
take into account the equality e∗SiψS j = (bl j )∗(t)ϕ . This finalizes the proof. 
We will finish this section proving Theorem 1.3 when A and B are analytic in
[0,T ] .
Proof of Theorem 1.3. It is clear that if there exist t0 ∈ [0,T ] and p 1 such that
condition (12) holds then system (4) is exactly controllable to the trajectories on the
interval [0,T ] .
Let us see the necessary part. By contradiction, assume that for every t0 ∈ [0,T ]
one has
rankKp(t0) < n, ∀p  1.
If we fix t0 ∈ [0,T ] , the previous condition implies the existence of ξ ∈ Rn \ {0} such
that
ξ ∗Bi(t0) = 0, ∀i 0. (37)
Under this last condition we will see that system (4) is equivalent (on the time interval
[0,T ]) to an appropriate system which contains, at least, one equation which cannot be
controlled. Therefore, we will deduce that system (4) is not null controllable on [0,T ] .
Let us consider a fundamental matrix F(t) associated to the ordinary differential
system x′ = A(t)x on [0,T ] . It is well known that F(t) is nonsingular for all t ∈ [0,T ] ,
is analytic on [0,T ] and satisfies
d
dt
(
F(t)−1
)
=−F(t)−1A(t), ∀t ∈ [0,T ].
It is not difficult to check the equality (see (8))
di
dti
(
F(t)−1B(t)
)
= (−1)iF(t)−1Bi(t), ∀t ∈ [0,T ], ∀i 0.
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We now take the function g(t) = ξ ∗F(t0)F(t)−1B(t) (analytic on [0,T ]). The previous
equality, together with condition (37), provides us the property
dig
dti
(t0) = 0, ∀i 0,
whence g(t)= 0, i.e., ξ ∗F(t0)F(t)−1B(t)= 0, for every t ∈ [0,T ] . Finally, we consider
a nonsingular matrix P ∈ L(Rn) whose first row is given by ξ ∗ . Thus, if system (4)
is null controllable on [0,T ] , performing the change w = PF(t0)F(t)−1y and taking
B˜(t) = PF(t0)F(t)−1B(t) , the system{∂tw+L(t)w = B˜(t)v1ω in Q,
w = 0 on Σ, (38)
is also null controllable on the time interval [0,T ] . Nevertheless, the previous properties
show
B˜(t) =
(
0
B̂(t)
)
,
with B̂(·) ∈ C∞([0,T ];L(Rm;Rn−1)) (in fact, analytic on [0,T ]). We readily deduce
that system (38) is not null controllable on [0,T ] which contradicts the assumptions.
This ends the proof. 
REMARK 4.2. It is interesting to remark that, when A and B are analytic on
[0,T ] , the previous proof shows that a necessary and sufficient condition for the ex-
act controllability to the trajectories of system (4) on [0,T ] is: for every t ∈ [0,T ] there
exists p ∈ N such that rankKp(t) = n.
On the other hand, in the proof of Theorem 1.2 we have shown that if for t0 ∈
[0,T ] and p  1 we have rankKp(t0) = n , then there exists a non degenerate interval
[T0,T1] ⊆ [0,T ] such that rankKn(t) = n for every t ∈ [T0,T1] . In particular, when A
and B are analytic, we deduce the existence of a finite set F such that rankKn(t) = n
for every t ∈ [0,T ] \F . Therefore, a necessary and sufficient condition for the exact
controllability to the trajectories of system (4) on [0,T ] is the following one: there
exists a finite set F such that rankKn(t) = n for every t ∈ [0,T ]\F .
5. Further results and comments
We will finalize this work doing some remarks and establishing some additional
results.
1. All along this work we have assumed that A and B are matrix functions which
satisfy (5) for M  n . It is not difficult to see that Theorem 1.2 is still valid under the
following assumptions: A ∈WM−1,∞(0,T ;L(Rn)) and B ∈WM,∞(0,T ;L(Rm,Rn)).
2. In the case of linear ordinary differential systems as (7) it is well known that the
condition (10) is not necessary in order to obtain the null controllability result on the
interval [0,T ] . Let us show that for the system (4) condition (10) neither is a necessary
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condition for the exact controllability to the trajectories on the interval [0,T ] . Indeed,
following [6], let us set n = 2 and m = 1 and let us take
A(t)≡ 0 and B(t) =
(
b1(t)
b2(t)
)
, ∀t ∈ (0,T ),
that is to say, let us take the system⎧⎨⎩∂t y+L(t)y =
(
b1(t)
b2(t)
)
v1ω in Q,
y = 0 in Σ, y(·,0) = y0 in Ω,
(39)
with y0 ∈ L2(Ω)2 , b1 ∈C∞0 (0,T/2) and b2 ∈C∞0 (T/2,T ) such that for a positive con-
stant β and nonempty time intervals (τ0,τ1) ⊂⊂ (0,T/2) and (τ ′0,τ ′1) ⊂⊂ (T/2,T )
one has
|b1(t)| β > 0, ∀t ∈ (τ0,τ1) and |b2(t)| β > 0, ∀t ∈ (τ ′0,τ ′1).
Evidently, A and B satisfy (5) and rankKp(t) < 2 for every t ∈ [0,T ] and p  1.
Let us show that system (39) is exactly controllable to the trajectories or equivalently,
null controllable on the interval [0,T ] : Let us denote Y = (Y1,Y2)∗ ∈ L2(0,T ;H10 (Ω)2)
the solution to (39) corresponding to y0 ∈ L2(Ω)2 and v ≡ 0. Firstly, thanks to the
assumptions on the operator L and the function b1 , it is not difficult to prove that there
exists u1 ∈ L2(Ω× (τ0,τ1)) such that the solution w1 ∈ L2(τ0,τ1;H10 (Ω)) to the scalar
equation { ∂tw1 +L(t)w1 = b1(t)u11ω in Ω× (τ0,τ1)
w1 = 0 on ∂Ω× (τ0,τ1), w1(·,τ0) = Y1(·,τ0)
satisfies w1(·,τ1) = 0 in Ω . On the other hand, we can reason in a similar way and de-
duce the existence of u2 ∈L2(Ω×(τ ′0,τ ′1)) such that the solution w2 ∈L2(τ ′0,τ ′1;H10 (Ω))
to { ∂tw2 +L(t)w2 = b2(t)u21ω in Ω× (τ ′0,τ ′1)
w2 = 0 on ∂Ω× (τ ′0,τ ′1), w2(·,τ ′0) = Y2(·,τ ′0)
satisfies w2(·,τ ′1) = 0 in Ω . Finally, let us set
y1(x, t) =
⎧⎨⎩
Y1(x,t) if t ∈ [0,τ0],
w1(x,t) if t ∈ [τ0,τ1],
0 if t ∈ [τ1,T ],
y2(x,t) =
⎧⎨⎩
Y2(x,t) if t ∈ [0,τ ′0],
w2(x,t) if t ∈ [τ ′0,τ ′1],
0 if t ∈ [τ ′1,T ],
y = (y1,y2)∗ and
v(x,t) =
{
v1(x,t) if t ∈ [0,T/2],
v2(x,t) if t ∈ [T/2,T ],
where v1 and v2 are, respectively, the extensions by 0 of u1 and u2 to the whole inter-
val [0,T ] . Now, it is easy to check that y is the solution to system (39) corresponding
to v and satisfies y(·,T ) = 0 in Ω . In conclusion, condition (10) is not necessary to
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have on [0,T ] the exact controllability of system (4) to the trajectories.
3. Approximate controllability. As a consequence of the results stated in this work, we
can obtain a result on approximate controllability of system (4) in (0,T ) . To be precise,
one has the following result.
THEOREM 5.1. Assume that the matrices A and B satisfy (5). Then, the following
holds:
(a) If there exist t0 ∈ [0,T ] and p∈{1, ...,M} such that rankKp(t0)= n, then system (4)
is approximately controllable on the interval (0,T ) .
(b) System (4) is approximately controllable on every interval (T0,T1) with 0  T0 <
T1  T if and only if there exists E a dense subset of (0,T ) such that rank [A |B](t) =
rankKn(t) = n for every t ∈ E .
Proof. (a) It is well known that the approximate controllability on (0,T ) of sys-
tem (4) amounts to the following unique continuation property on (0,T ) for the adjoint
system (13):
“If ϕ ∈C0([0,T ];L2(Ω)n) is a solution to (13) and B∗(t)ϕ ≡ 0 in ω× (0,T) , then
ϕ ≡ 0 in Q.”
Thus, assume that for t0 ∈ [0,T ] and 1 pM we have rankKp(t0) = n and let ϕ be a
solution to (13) such that B∗(t)ϕ ≡ 0. In particular, ϕ satisfies the Carleman inequality
stated in Corollary 4.3 on an appropriate interval (T0,T1) ⊆ (0,T ) . We can conclude
that ϕ ≡ 0 in Ω× (T0,T1) , whence ϕ ≡ 0 in Q . This last fact can be inferred from
the backward uniqueness result that fulfills the system satisfied by ψ(x, t) = ϕ(x,T − t)
(e.g., see [10]).
(b) If for a dense subset E of (0,T ) one has rank [A |B](t) = n in E then, the previous
argument shows that system (4) is approximately controllable on every time interval
(T0,T1)⊆ (0,T ) .
On the other hand, let us suppose that system (4) is approximately controllable on
every non degenerate interval [T0,T1] of [0,T ] and, again, by contradiction, let us as-
sume that there exists a non degenerate interval [τ0,τ1]⊆ [0,T ] with max{rank [A |B](t) :
t ∈ [τ0,τ1]} < n . We can reason as in the proof of Theorem 1.2 2 and show that, for a
new non degenerate interval [τ̂0, τ̂1]⊆ [0,T ] , system (4) is equivalent to the decoupled
system (36) which, evidently, is not approximately controllable on [τ̂0, τ̂1] . This com-
pletes the proof. 
4. The Carleman inequalities stated in Theorem 1.6 and Corollary 4.3 also permit to
evaluate the cost of the exact controllability to the trajectories of system (4). Following
the ideas of [8] it is possible to show the following result.
THEOREM 5.2. Let us assume that L(·) is given by (1) and satisfies (2) and (3).
Let y∗ ∈ L2(0,T ;H10 (Ω)n)∩C0([0,T ];L2(Ω)n) be a trajectory of system (4) and let us
fix y0 ∈ L2(Ω)n . Then, if (12) holds for t0 ∈ [0,T ] and p ∈ {1, ...,M} , there exists
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v ∈ L2(ΩT )m such that the solution to (4) satisfies y(·,T ) = y∗(·,T ) in Ω . Moreover,
there exist a time interval (T0,T1)⊆ (0,T ) such that, for a positive constant C (which
only depends on Ω , ω , (ai j)1i, jN , n, m, A(·) and B(·)) , one has
||v||2L2(Ω)m  exp
(
C
(
1+ T˜ +
1
T˜
+T1||c||∞+ ||c||2/3∞ +(1+T1)||b||2∞
))
||y0−y∗(·,0)||2 ,
with T˜ = T1−T0 and || . ||= || . ||L2(Ω)n .
5. It is worthy of mention that Theorems 1.2, 1.3, 1.4 and 1.6 are still valid if in (4) we
consider Neuman or Robin boundary conditions instead of Dirichlet boundary condi-
tions.
6. Boundary controls. In view of known controllability results for a linear heat equation,
it would be natural to wonder whether the controllability result for system (4) remains
valid when one considers boundary controls exerted on a relative open subset γ of the
boundary ∂Ω . Nevertheless, there exist negative results for some 1-d cascade linear
coupled parabolic systems with n = 2 which are null controllable in (0,T ) when we
apply a distributed control e1v1ω and they are not if we take y = e1v1γ on ∂Ω× (0,T )
as boundary control (cf. [7]). These counterexamples reveal the different nature of the
controllability properties for a single heat equation and for coupled parabolic systems.
7. Open problems. As said above, in [3] and [4] the authors provide a necessary and
sufficient condition for the null controllability of system (6). In this sense, it would be
very interesting to generalize the results of [3] and [4] and give a characterization of the
controllability properties on (0,T ) of the time-dependent system{∂t y+DL(t)y = A(t)y+B(t)v1ω in Q,
y = 0 on Σ,
with D = P−1diag(d1, ...,dn)P (di > 0 for every 1  i  n and detP = 0), A and B
as in (5), and L(·) satisfying (1), (2) and (3). Much more complicated is the case in
which D ∈ L(Rn) is a non diagonalizable symmetric definite positive matrix, even in
the time-independent case L(t)≡ L , A(t) = A and B(t) = B for every t ∈ [0,T ] .
Finally, let us remark that there are few results about the controllability proper-
ties of general linear parabolic systems and, therefore, obtaining a general theory that
characterizes the controllable parabolic systems is a widely open problem.
A. Appendix. Proof of Theorem 2.2
The starting point for proving Theorem 2.2 is a global Carleman estimate for the
solutions to the scalar parabolic problem⎧⎪⎨⎪⎩−∂t z−L
∗(t)z = F0 +
N∑
i=1
∂Fi
∂xi in Q,
z = 0 on Σ, z(x,T ) = z0(x) in Ω,
(40)
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with z0 ∈ L2(Ω) and Fi ∈ L2(Q) , i = 0,1, . . . ,N .
LEMMA A.1. Let B ⊂ Ω be a nonempty open subset and d ∈ R . Then, there
exist a function β0 ∈C2(Ω) (only depending on Ω and B) and two positive constants
Ĉ0 and σ̂0 (which only depend on Ω , B , (ai j(x,t))1i, jN and d) such that, for every
z0 ∈ L2(Ω) , the solution z to (40) satisfies
sd−2
∫ ∫
Q
e−2sβ γ(t)d−2|∇z|2 + sd
∫ ∫
Q
e−2sβ γ(t)d |z|2
 Ĉ0
(
LB(d,z)+ sd−3
∫ ∫
Q
e−2sβ γ(t)d−3|F0|2 + sd−1
N∑
i=1
∫ ∫
Q
e−2sβ γ(t)d−1|Fi|2
)
,
for all s  ŝ0 = σ̂0
(
T +T2 +T2||c||2/3∞ +T 2||b||2∞
)
. In (22) , LB(d,z) and the func-
tions β and γ are given by
LB(d,z)≡ sd
∫ ∫
B×(0,T)
e−2sαγ(t)d |z|2, β (x,t) = β0(x)
t(T − t) , ∀(x,t) ∈ Q,
and γ(t) = (t(T − t))−1 , t ∈ (0,T ) .
The proof of this result can be found in [14] although the authors do not specify the
way the constant ŝ0 depends on T . This explicit dependence can be obtained arguing
as in [8].
Proof of Theorem 2.2. Let us write C(t) = (ci j(t))1i, jn with ci j ∈ C0([0,T ])
(1 i, j  n) . Observe that thanks to (17), for every t ∈ [0,T ] we have⎧⎪⎨⎪⎩
ci j(t) = 0 if 1 j  n−2 and j+2 i n,
ci,i−1(t) = 1, if 2 i n and i ∈ {S j : 1 j  r},
ci,i−1(t) = 0, if 2 i n and i ∈ {S j : 1 j  r}.
We reason as in [12] and we choose ω0 ⊂⊂ ω . Let α0 ∈ C2(Ω) be the function
provided by Lemma A.1 and associated to Ω and B≡ ω0 , and let α(x, t) the function
given by α(x, t) = α0(x)/t(T − t) . We will do the proof in two steps:
Step 1 . Let ψ = (ψi)1in be the solution to (18) associated to ψ0 ∈ L2(Ω)n , G0 =
(Gi0)1in ∈ L2(Q)n and G = (G1 |G2 | ... |Gn) ∈ L2(Q;L(Rn;RN)) . By Lemma A.1
for each function ψi (1  i  n ) with B = ω0 , d = 3, F0 = ∑i+1j=1 a jiψ j +Gi0 and
G = Gi , we get
I(3,ψi)Ĉ1
(
Lω0(3,ψi)+M
i+1∑
j=1
∫ ∫
Q
e−2sα |ψ j|2
+
∫ ∫
Q
e−2sα |Gi0|2 + s2
∫ ∫
Q
e−2sαγ(t)2|Gi|2
)
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for every s  ŝ1 = σ̂1
(
T +T2 +T 2||c||2/3∞ +T 2||b||2∞
)
. In this inequality σ̂1 and Ĉ1
are positive constants only depending on Ω , ω0 , (ai j(x,t))1i, jN and n , and M =
max1i, jn ||ci j||∞ . From this inequality and reasoning as in [12], we readily obtain
the existence of two new positive constants C1 and σ˜0 (only depending on Ω , ω0 ,
(ai j(x, t))1i, jN , n and M ) for which
n∑
j=1
I(3,ψ j)C1
n∑
j=1
(
Lω0(3,ψ j)+
∫ ∫
Q
e−2sα |Gj0|2 + s2
∫ ∫
Q
e−2sαγ(t)2|Gj|2
)
, (41)
holds for every s s˜0 = σ˜0
(
T +T 2 +T2||c||2/3∞ +T 2||b||2∞
)
.
Step 2 . In the previous inequality we can eliminate the local terms corresponding to
ψk , with 2 k n and k ∈ {Si : 1 i r} , applying successively the following
LEMMA A.2. Under assumptions of Theorem 2.1 and given l ∈ N , ε > 0 , 2 
k  n with k ∈ {Si : 1  i  r} , and two open sets O0 and O1 such that ω0 ⊂ O0 ⊂
⊂ O1 ⊂ ω , there exists a positive constant Ck (only depending on Ω , ω0 , O0 , O1 ,
(ai j(x, t))1i, jN , n and M) , such that, if ψ is the solution to (18) associated to ψ0 ,
G0 and G and s s˜0 , one has
LO0(l,ψk) ε [I(3,ψk)+ I(3,ψk+1)]+Ck
(
k−2∑
j=1
LO1(l j,ψ j)
+
(
1+
1
ε
)
LO1(J,ψk−1)+
∫ ∫
Q
e−2sα |Gk0|2 + s2
∫ ∫
Q
e−2sαγ(t)2|Gk|2
+ sl
∫ ∫
Q
e−2sαγ(t)l |Gk−10 |2 +
(
1+
1
ε
)
sR
∫ ∫
Q
e−2sαγ(t)R|Gk−1|2
)
,
where J = max{l+4,2l+1,3l−2} , R = max{l+1,2l−1} and l j = max{l,3} . (In
the previous inequality we have taken ϕk+1 ≡ 0 when k = n ) .
The proof of this lemma can be obtained if we reason as in [12].
In order to finalize the proof, we consider an open set O˜1 such that ω0 ⊂⊂ O˜1 ⊂⊂
ω . Let us assume that Sr < n . Thus, we apply Lemma A.2 with O0 = ω0 , O1 = O˜1 ,
k = n , l = 3 and ε = 1/2C1 (with C1 the constant appearing in (41)) and we deduce
n∑
k=1
I(3,ψk)C2
(
n−2∑
j=1
L
O˜1
(3,ψ j)+LO˜1(7,ψn−1)
+
n∑
j=1
[∫ ∫
Q
e−2sα |Gj0|2 + s2
∫ ∫
Q
e−2sαγ(t)2|Gj|2
]
+ s3
∫ ∫
Q
e−2sαγ(t)3|Gn−10 |2 + s5
∫ ∫
Q
e−2sαγ(t)5|Gn−1|2
)
,
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for all s s˜0 , with C2 a new positive constant only depending on O˜1 , (ai j(x,t))1i, jN ,
Ω , ω0 , n and M . Observe that if Sr = n , we would reason as above with: k = max{ j :
2 j  n and j ∈ {Si : 1 i r}} and l = 3.
Assume Sr < n− 1. In the previous inequality we can then eliminate the local
term corresponding to ψn−1 reasoning as follows: we take a new open set O˜2 such that
O˜1 ⊂⊂ O˜2 ⊂⊂ ω and we again apply Lemma A.2 with O0 = O˜1 , O1 = O˜2 , k = n−1,
l = 7 and ε = 1/2C2 . We get
n∑
k=1
I(3,ψk)C3
(
n−3∑
j=1
LO˜1
(7,ψ j)+LO˜1(19,ψn−2)
+
n∑
j=1
[∫ ∫
Q
e−2sα |Gj0|2 + s2
∫ ∫
Q
e−2sαγ(t)2|Gj|2
]
+ s7
∫ ∫
Q
e−2sαγ(t)7|Gn−20 |2 + s13
∫ ∫
Q
e−2sαγ(t)13|Gn−1|2
+ s3
∫ ∫
Q
e−2sαγ(t)3|Gn−10 |2 + s5
∫ ∫
Q
e−2sαγ(t)5|Gn−1|2
)
,
for all s  s˜0 (C2 is a new positive constant only depending on Ω , O˜1 , O˜2 , n , M ,
and (ai j(x, t))1i, jN ). If we repeat this argument for each j , with 2  j  n and
j ∈ {Si : 1 i r} we deduce the result. This ends the proof. 
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