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MULTIPEAK SOLUTIONS FOR THE YAMABE EQUATION
CAROLINA A. REY AND JUAN MIGUEL RUIZ
Abstract. Let (M, g) be a closed Riemannian manifold of dimension n ≥ 3 and
x0 ∈M be an isolated local minimum of the scalar curvature sg of g. For any posi-
tive integer k we prove that for ǫ > 0 small enough the subcritical Yamabe equation
−ǫ2∆u + (1 + cN ǫ2sg)u = uq has a positive k-peaks solution which concentrate
around x0, assuming that a constant β is non-zero. In the equation cN =
N−2
4(N−1)
for an integer N > n and q = N+2
N−2 . The constant β depends on n and N , and can be
easily computed numerically, being negative in all cases considered. This provides
solutions to the Yamabe equation on Riemannian products (M ×X, g+ ǫ2h), where
(X,h) is a Riemannian manifold with constant positive scalar curvature. We also
prove that solutions with small energy only have one local maximum.
1. Introduction
Consider a closed Riemannian manifold (M, g) of dimension n ≥ 3. The Yamabe
problem consists of finding metrics of constant scalar curvature in the conformal class
of g, [g]. If we denote by sg the scalar curvature of g and call an =
4(n−1)
n−2 , pn =
2n
n−2
(the critical Sobolev exponent) then for a positive function u : M → R the metric
upn−2g ∈ [g] has constant scalar curvature λ ∈ R if and only if u is a solution to the
Yamabe equation
− an∆u+ sgu = λupn−1 (1)
A fundamental result proved by H. Yamabe [25], N. Trudinger [24], T. Aubin [3]
and R. Schoen [22] says that there is always one solution which minimizes energy
(which means that the corresponding metric minimizes the total scalar curvature
functional in its conformal class). But in general the solution is not unique and many
interesting results have been proved about multiplicity of solutions (see for instance
references [1], [4], [5], [6], [12], [19], [21], [23]).
Let (Mn, g) be any closed Riemannian manifold and (Xm, h) a Riemannian mani-
fold of constant positive scalar curvature sh. Let N = n+m. We will be interested in
positive solutions of the Yamabe equation for the product manifold (M ×X, g+ ǫ2h):
− aN(∆g +∆ǫ2h)u+ (sg + ǫ−2sh)u = upN−1. (2)
The conformal metric upN−2(g+ ǫ2h) then has constant scalar curvature. This case of
Riemannian products has recently been studied by several authors (see for instance
[6], [12], [20] and the references in them).
We restrict our study to functions that depend only on the first factor, u : M → R.
We normalize h so that sh = aN , and let cN = a
−1
N . Then u solves the Yamabe
1
MULTIPEAK SOLUTIONS FOR THE YAMABE EQUATION 2
equation if and only if (after renormalizing)
− ǫ2∆gu+
(
cNsgǫ
2 + 1
)
u = upN−1. (3)
We will find solutions to the Yamabe equation (2) by solving (3). These solutions
actually give solutions of the Yamabe equation in more general situations, like the
case when M is the base space of a harmonic Riemannian submersion treated in [4],
[5], [17].
It is important to point out that positive solutions of (3) are the critical points of
the functional Jǫ : H
1(M)→ R, given by
Jǫ(u) = ǫ
−n
∫
M
(
1
2
ǫ2|∇u|2 + 1
2
(
ǫ2sgcN + 1
)
u2 − 1
pN
(u+)pN
)
dµg, (4)
where u+(x) = max{u(x), 0}.
We will build solutions which have several peaks by using the Lyapunov-Schmidt
reduction procedure which has been applied by several authors [7], [8], [9], [14], [15].
In particular in [7] E. N. Dancer, A. M. Micheletti, and A. Pistoia apply the procedure
in a Riemannian n-manifold to build k-peaks solutions of the equation
− ǫ2∆gu+ u = up−1, (5)
for p < pn, with the peaks approaching an isolated local minimum of the scalar
curvature of the metric. We will apply similar techniques to study equation (3).
We will now briefly describe the construction. One first considers what will be
called the limit equation in Rn: recall that for 2 < p < 2n
n−2 , n > 2, the equation
−∆U + U = Up−1 in Rn (6)
has a unique (up to translations) positive solution U ∈ H1(Rn) that vanishes at
infinity. Such function is radial and exponentially decreasing at infinity, namely
lim
|x|→∞
U(x)|x|n−12 e|x| = c > 0 (7)
lim
|x|→∞
|∇U(x)| |x|n−12 e|x| = c. (8)
See reference [13] for details. We will denote this solution by U in the article, assuming
that p and n are clear from the context.
Note that for any ǫ > 0, the function Uǫ(x) = U(
x
ǫ
), is a solution of
− ǫ2∆Uǫ + Uǫ = Up−1ǫ . (9)
For any x ∈M consider the exponential map expx : TxM →M . Since M is closed
we can fix r0 > 0 such that expx
∣∣
B(0,r0)
: B(0, r0)→ Bg(x, r0) is a diffeomorphism for
any x ∈M . Here B(0, r) is the ball in Rn centered at 0 with radius r and Bg(x, r) is
the geodesic ball in M centered at x with radius r.
Let χr be a smooth radial cut-off function such that χr(z) = 1 if z ∈ B(0, r/2),
χr(z) = 0 if z ∈ Rn\B(0, r).
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Fix any positive r < r0. For a point ξ ∈ M and ǫ > 0 let us define the function
Wǫ,ξ : M → R by
Wǫ,ξ(x) =
{
Uǫ(exp
−1
ξ (x))χr(exp
−1
ξ (x)) if x ∈ Bg(ξ, r)
0 otherwise
(10)
One considers Wǫ,ξ as an approximate solution to equation (3) which concentrates
around ξ. As ǫ → 0 Wǫ,ξ will get more concentrated around ξ and will be closer to
an exact solution. Summing up a finite number k of these functions concentrating on
different points we have an approximate solution of equation (3) which has k-peaks:
let k0 ≥ 1 be a fixed integer and denote ξ = (ξ1, . . . , ξk0) ∈Mk0 .
Then
Vǫ,ξ :=
k0∑
i=1
Wǫ,ξi. (11)
is our approximate solution with k0-peaks. We will find exact solutions by perturbing
these approximate solutions.
Let p = pN , c = cN , and
β := c
∫
Rn
U2(z) dz − 1
n(n+ 2)
∫
Rn
|∇U(z)|2|z|2 dz. (12)
Note that the constant β depends only on n and m. We have not been able to find
an analytical proof that β 6= 0 but at the end of the article we give the numerical
computation of β for low values of m and n. In all cases β < 0.
Assuming that β < 0 we will show that for small ǫ and any isolated local minimum
x0 of sg there exists a solution of problem (3) which is close to Vǫ,ξ in the norm ‖ ‖ǫ
defined by:
‖u‖2ǫ :=
1
ǫn
(
ǫ2
∫
M
|∇gu|2 dµg +
∫
M
(ǫ2csg + 1) u
2 dµg
)
,
with the points in ξ approaching x0:
Theorem 1.1. Assume that β < 0. Let ξ0 be an isolated local minimum of the scalar
curvature sg. For each positive integer k0, there exists ǫ0 = ǫ0(k0) > 0 such that for
each ǫ ∈ (0, ǫ0) there exist points ξǫ1, . . . , ξǫk0 ∈M ,
dg(ξ
ǫ
i , ξ
ǫ
j)
ǫ
→ +∞ and dg(ξ0, ξǫj)→ 0, (13)
and a solution uǫ of problem (3) such that
‖uǫ −
k0∑
i=1
Wǫ,ξǫi‖ǫ → 0. (14)
It has been proved by A. M. Micheletti and A. Pistoia [16] that for a generic
Riemannian metric the critical points of the scalar curvature are non-degenerate and
in particular isolated. If β > 0 one can prove the same theorem replacing the isolated
local minimum of the scalar curvature by an isolated local maximum.
MULTIPEAK SOLUTIONS FOR THE YAMABE EQUATION 4
As mentioned before, the theorem gives multiplicity results for the Yamabe equation
on products (2) and certain Riemannian submersions. Most of the known multiplicity
results in these situations use bifurcation theory and assume that sg is constant ([4],
[5], [6], [17], [20]). The situation when sg is not constant, like in the theorem was
treated by J. Petean in [19], where it is proved that equation (3) has Cat(M) + 1
(Cat(M) is the Lusternik-Schnirelmann category of M) solutions with low energy.
To describe this result consider the Nehari manifold Nǫ, associated to Jǫ,
Nǫ = {u ∈ H1(M)− {0} :
∫
M
(
ǫ2|∇u|2 + (csgǫ2 + 1)u2) dµg =
∫
M
(u+)pdµg}.
Since for u ∈ Nǫ, Jǫ(u) = 1ǫn p−22p
∫
M
(u+)pdµg, it follows that Jǫ(u) restricted to Nǫ
is bounded below. Set
mǫ = inf
u∈Nǫ
Jǫ(u).
It is known (cf. in [19], [2]), that, for these settings,
lim
ǫ→0
mǫ =
p− 2
2p
||U ||pp.
Given ǫ > 0 and d > 0, we let,
Σǫ,d = {u ∈ Nǫ : Jǫ(u) < d}.
The solutions in [19] are in Σǫ,mǫ+δ, for δ > 0 small.
Our next theorem shows that those solutions have only one peak.
Theorem 1.2. Let δ ∈ R be such that 0 < δ < p−2
2p
||U ||pp. There exists ǫ0 > 0, such
that if ǫ ∈ (0, ǫ0) and uǫ is a solution of (3), with uǫ ∈ Σǫ, p−2
2p
||U ||pp+δ, then uǫ has a
unique maximum point.
In section 2 we will introduce notation and background and discuss a finite
dimensional reduction of the problem. In sections 3 and 4 we will prove Theorem
1.1 assuming the technical Proposition 2.1, which is proved in section 6. In section 5
we will prove Theorem 1.2. We discuss the numerical calculation of the constant β
in the final appendix.
Acknowledgments. The authors would like to thank Prof. Jimmy Petean for
many helpful discussions on the subject. The second author was supported by pro-
gram UNAM-DGAPA-PAPIIT IA106918.
2. Approximate solutions and the reduction of the equation
Positive solutions of (6) are the critical points of the functional E : H1(Rn)→ R,
E(f) =
∫
Rn
(
1
2
|∇f |2 + 1
2
f 2 − 1
p
(f+)p
)
dx.
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Let S0 = ∇E : H1(Rn)→ H1(Rn). S0(U) = 0 and the solution U is non-degenerate
in the sense that Kernel(S ′0(U)) is spanned by
ψi(x) :=
∂U
∂xi
(x)
with i = 1, . . . , n.
Note that for any ǫ > 0, the function Uǫ(x) = U(
x
ǫ
), is a solution of
− ǫ2∆Uǫ + Uǫ = Up−1ǫ . (15)
and so it is a critical point of the functional
Eǫ(f) = ǫ
−n
∫
Rn
(
ǫ2
2
|∇f |2 + 1
2
f 2 − 1
p
(f+)p
)
dx.
If S0ǫ = ∇Eǫ then Kernel(S0′ǫ(Uǫ)) is spanned by the functions
ψiǫ(x) := ψ
i(ǫ−1x)
with i = 1, . . . , n.
Let us define on M the functions
Z iǫ,ξ(x) :=


ψiǫ(exp
−1
ξ (x))χr(exp
−1
ξ (x)) if x ∈ Bg(ξ, r)
0 otherwise.
(16)
Let Hǫ be the Hilbert space H
1
g (M) equipped with the inner product
〈u, v〉ǫ := 1
ǫn
(
ǫ2
∫
M
∇gu∇gv dµg +
∫
M
(ǫ2csg + 1) uv dµg
)
,
which induces the norm
‖u‖2ǫ :=
1
ǫn
(
ǫ2
∫
M
|∇gu|2 dµg +
∫
M
(ǫ2csg + 1) u
2 dµg
)
.
Similarly on Rn we define the inner product for u, v ∈ H1g (Rn)
〈u, v〉ǫ := 1
ǫn
(
ǫ2
∫
Rn
∇u∇v dz +
∫
Rn
uv dz
)
,
which induces the norm
‖u‖2ǫ :=
1
ǫn
(
ǫ2
∫
Rn
|∇u|2 dz +
∫
Rn
u2 dz
)
.
It is important to note that ‖fǫ‖ǫ is independent of ǫ, where as before fǫ(x) = f(xǫ ).
For ǫ > 0 and ξ = (ξ1, ..., ξk0) ∈Mk0 let
Kǫ,ξ := span {Z iǫ,ξj : i = 1, . . . , n, j = 1, . . . , k0}
and
K⊥
ǫ,ξ
:= {φ ∈ Hǫ :< φ,Z iǫ,ξj >ǫ= 0, i = 1, . . . , n, j = 1 . . . , k0}.
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Let Πǫ,ξ : Hǫ → Kǫ,ξ and Π⊥ǫξ: Hǫ → K⊥ǫ,ξ be the orthogonal projections. In order to
solve equation (3) we call
Sǫ = ∇Jǫ : Hǫ → Hǫ.
Equation (3) is then Sǫ(u) = 0. The idea is that the kernel of S
′
ǫ(Vǫ,ξ) should be
close to Kǫ,ξ and then the linear map φ 7→ Π⊥ǫξS ′ǫ(Vǫ,ξ)(φ) : K⊥ → K⊥ should be
invertible. Then the inverse function theorem would imply that there is a unique
small φ = φǫ,ξ ∈ K⊥ǫ,ξ such that (this is the content of Proposition 2.1)
Π⊥
ǫ,ξ
{Sǫ(Vǫ,ξ + φ)} = 0. (17)
And then we have to solve the finite dimensional problem
Πǫ,ξ{Sǫ(Vǫ,ξ + φ)} = 0. (18)
Consider the function Jǫ : M
k0 → R defined by
Jǫ(ξ) := Jǫ(Vǫ,ξ + φǫ,ξ) .
We will show in Proposition 3.1 that (18) is equivalent to finding critical points of
Jǫ.
Let ξ0 ∈M be an isolated local minimum point of the scalar curvature. Let k0 ≥ 1
be a fixed integer. Given ρ > 0, ǫ > 0 we consider the open set
Dk0ǫ,ρ :=
{
ξ ∈Mk0 / dg(ξ0, ξi) < ρ, i = 1, . . . , k0,
k0∑
i 6=j
Uǫ
(
exp−1ξi ξj
)
< ǫ2
}
. (19)
Recall Uǫ
(
exp−1ξi ξj
)
= U
(
ǫ−1 exp−1ξi ξj
)
and that U is a radial, positive, decreasing
function. Then if ξǫ = (ξǫ1, ..., ξǫk0) ∈ Dk0ǫ,ρ since ‖ exp−1ξi ξj‖ = dg(ξǫi, ξǫj) we have that
lim
ǫ→0
dg(ξǫi, ξǫj)
ǫ
= +∞. (20)
Moreover for any δ > 0 we have
lim
ǫ→0
1
ǫ2
e−(1+δ)
dg (ξǫi,ξǫj)
ǫ = 0. (21)
This follows from (7): if we had a > 0 and a sequence ǫi → 0 such that
e−(1+δ)
dg (ξǫi,ξǫj )
ǫ > aǫ2,
then
e−
dg(ξǫi,ξǫj)
ǫ > aǫ2eδ
dg(ξǫi,ξǫj )
ǫ ,
and applying (7) to ǫ−1 exp−1ξi ξj since U
(
ǫ−1 exp−1ξi ξj
)
< ǫ2 we get
ǫ2
(dg(ξǫi, ξǫj)
ǫ
)n−1
2
> ce−
dg(ξǫi,ξǫj )
ǫ > caǫ2eδ
dg(ξǫi,ξǫj )
ǫ ,
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giving a contradiction.
We will prove:
Proposition 2.1. There exists ρ0 > 0, ǫ0 > 0, c > 0 and σ > 0 such that for any
ρ ∈ (0, ρ0) , ǫ ∈ (0, ǫ0) and ξ ∈ Dk0ǫ,ρ there exists a unique φǫ,ξ = φ(ǫ, ξ) ∈ K⊥ǫ,ξ which
solves equation (17) and satisfies
‖φǫ,ξ‖ǫ ≤ c
(
ǫ2 +
∑
i 6=j
e−
(1+σ)dg(ξi,ξj )
2ǫ
)
. (22)
Moreover, ξ → φǫ,ξ is a C1- map. Note that by (21) ‖φǫ,ξ‖ǫ = o(ǫ).
The proof of the proposition is technical and follows the same lines used in previous
works, see [7, 9, 15]. For completeness we will sketch the proof following the proof in
[7], but we pospone it to Section 6. In the next two sections we will prove Theorem
1.1 assuming this proposition.
On the Banach space Lqg(M) consider the norm
|u|q,ǫ :=
( 1
ǫn
∫
M
|u|q dµg
)1/q
Since 2 < p < 2n
n−2 it follows from the usual Sobolev inequalities that there exists a
constant c independent of ǫ such that
|u|p,ǫ ≤ c‖u‖ǫ (23)
for any u ∈ Hǫ.
We denote by Lpǫ the Banach space L
p
g(M) with the norm |u|p,ǫ. For p′ :=
p
p− 1
the dual space Lpǫ
∗ is identified with Lp
′
ǫ with the pairing
< ϕ, ψ >=
1
ǫn
∫
M
ϕψ
for ϕ ∈ Lpǫ , ψ ∈ Lp′ǫ .
The embedding ιǫ : Hǫ → Lpǫ is a compact continuous map and the adjoint operator
ι∗ǫ : L
p′
ǫ → Hǫ, is a continuous map such that
u = ι∗ǫ (v)⇔< ι∗ǫ (v), ϕ >ǫ=
1
ǫn
∫
M
vϕ, ϕ ∈ Hǫ ⇔
− ǫ2△gu+ (ǫ2csg + 1)u = v (weakly) on M. (24)
Moreover for the same constant c in (23) we have that
‖ι∗ǫ (v)‖ǫ ≤ c|v|p′,ǫ (25)
for any v ∈ Lp′ǫ .
Let
f(u) := (u+)p−1.
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Note that
Sǫ(u) = u− ι∗ǫ (f(u)) , u ∈ Hǫ, (26)
and we can rewrite problem (3) in the equivalent way
u = ι∗ǫ (f(u)) , u ∈ Hǫ. (27)
Note that a solution to (27) is a critical point of Jǫ and so it is a positive function.
Now we will discuss some estimates related to the approximate solutions. The
estimates are similar to ones obtained in [7, 15] and we refer the reader to these
articles for details.
The next lemma gives an explicit sense in which Wǫ,ξ is an approximate solution
of equation (3):
Lemma 2.2. There exists a constant c and ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0),
ξ ∈M ,
‖Sǫ(Wǫ,ξ)‖ǫ ≤ cǫ2
Proof. Let Yǫ,ξ = −ǫ2△gWǫ,ξ + (ǫ2csg + 1)Wǫ,ξ, so that by (24) Wǫ,ξ = ι∗ǫ (Yǫ,ξ). Then
‖Sǫ(Wǫ,ξ)‖ǫ = ‖ι∗ǫ(f(Wǫ,ξ))−Wǫ,ξ‖ǫ
= ‖ι∗ǫ(f(Wǫ,ξ)− Yǫ,ξ)‖ǫ ≤ c|f(Wǫ,ξ)− Yǫ,ξ|p′,ǫ
≤ c|f(Wǫ,ξ) + ǫ2△gWǫ,ξ −Wǫ,ξ|p′,ǫ + c|ǫ2csgWǫ,ξ|p′,ǫ
But
|Wǫ,ξ|p′,ǫ =
(
ǫ−n
∫
B(0,r)
(Uǫχr)
p′
) 1
p′
≤ c
(∫
B(0,r/ǫ)
(Uχr(ǫz))
p′dz
) 1
p′
≤ c¯
(∫
Rn
Up
′
dz
) 1
p′
≤ c¯.
Then
|ǫ2sgWǫ,ξ|p′,ǫ ≤ Cǫ2.
In [15, Lemma 3.3] it is proved that
|f(Wǫ,ξ) + ǫ2△gWǫ,ξ −Wǫ,ξ|p′,ǫ ≤ Cǫ2
and the lemma follows.

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Since the function U is radial it follows that if i 6= j then < ψiǫ, ψjǫ >ǫ= 0.
Then it is easy to see that for any ξ ∈M
lim
ǫ→0
〈Z iǫ,ξ, Zjǫ,ξ〉ǫ = δij
∫
Rn
(|∇ψl|2 + (ψl)2) dz. (28)
Let us call C =
∫
Rn
(|∇ψl|2 + (ψl)2) dz.
Given ξ ∈M and normal coordinates (x1, ..., xn) around ξ it also follows that
lim
ǫ→0
ǫ
∥∥∥∂Wǫ,ξ
∂xk
∥∥∥
ǫ
= C, (29)
lim
ǫ→0
ǫ
〈
Z iǫ,ξ,
∂Wǫ,ξ
∂xk
〉
ǫ
= δikC, (30)
and
lim
ǫ→0
ǫ
∥∥∥∂Z iǫ,ξ
∂xk
∥∥∥
ǫ
=
∫
Rn
(|∇∂ψ
i
∂xk
|2 + (∂ψ
i
∂xk
)2) dz (31)
The previous estimates deal with one peak approximations. For the multipeak ap-
proximate solutions Vǫ,ξ with ξ ∈ Dk0ǫ,ρ consider normal coordinates (xi1, ..., xin) around
each ξi (i=1,...,k0). Note that if i 6= j:
∂
∂yjh
Z lǫ,ξi(yi) =
∂
∂yjh
Wǫ,ξi(yi) = 0 (32)
Also since the points are appropriately separated by (20) and the exponential decay
of U (7), (8), it follows that if i 6= j,
〈Z lǫ,ξj ,
∂
∂yih
Wǫ,ξi(yi)〉ǫ = o(1) (33)
3. The asymptotic expansion of J ǫ
For ξ ∈ Dk0ǫ,ρ we consider the unique φǫ,ξ = φ(ǫ, ξ) ∈ K⊥ǫ,ξ given by Proposition 2.1
and define as in section 2, J ǫ(ξ) = Jǫ(Vǫ,ξ + φǫ,ξ). In this section we will prove the
following:
Proposition 3.1. For ξ ∈ Dk0ǫ,ρ we have
J ǫ(ξ) = k0α + (1/2)βǫ
2
k0∑
i=1
sg(ξi)− 1
2
k0∑
i 6=j,i,j=1
γijU(
exp−1ξi ξj
ǫ
) + o(ǫ2), (34)
C0-uniformly with respect to ξ in compact sets of Dk0ǫ,ρ as ǫ goes to zero, where
α :=
1
2
∫
Rn
|∇U(z)|2 dz + 1
2
∫
Rn
U2(z) dz − 1
p
∫
Rn
Up(z) dz, (35)
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γij :=
∫
Rn
Up−1(z)e〈bij ,z〉dz (36)
with |bij| = 1 and
β := c
∫
Rn
U2(z) dz − 1
n(n+ 2)
∫
Rn
|∇U(z)|2|z|2 dz. (37)
Moreover, if ξǫ is a critical point of Jǫ, then the function Vǫ,ξǫ + φǫ,ξǫ is a solution to
problem (3).
For a point ξ ∈ M we will identify a geodesic ball around it with a ball in Rn
by normal coordinates. We denote by gij the expression of the metric g in these
coordinates and consider the higher order terms in the Taylor expansions of the
functions gij. See references [11] and [8] for details. Let ∇ and R be the Riemannian
connection and curvature operator of M . Let
Rijkl = 〈R(Xi, Xj)Xk, Xl〉 and Rij = 〈R(Xi, Xj)Xi, Xj〉.
We will need the following lemma which is proved for instance in [11]:
Lemma 3.2. In a normal coordinates neighborhood of ξ0 ∈M , the Taylor’s series of
g around ξ0 is given by
gξij(z) = δij +
1
3
Rkijl(ξ)zkzl +O(|z|3),
as |z| → 0. Moreover,
gijξ (z) = δij −
1
3
Rkijl(ξ)zkzl +O(|z|3).
Furthermore, the volume element on normal coordinates has the following expansion√
det gξ(z) = 1− 1
6
Rkl(ξ)zkzl +O(|z|3).
Lemma 3.3. For ξ ∈M and ǫ > 0 small we have
Jǫ(Wǫ,ξ) = α +
β
2
ǫ2sg(ξ) + o(ǫ
2) (38)
Proof. By direct computation
Jǫ(Wǫ,ξ) =
1
ǫn
∫
M
[1
2
ǫ2
∣∣∇gWǫ,ξ∣∣2 + 1
2
(ǫ2csg + 1)W
2
ǫ,ξ −
1
p
∣∣∣Wǫ,ξ∣∣∣p] dµg
=
1
ǫn
∫
M
[1
2
ǫ2
∣∣∇gWǫ,ξ∣∣2 + 1
2
W 2ǫ,ξ −
1
p
∣∣∣Wǫ,ξ∣∣∣p] dµg
+
1
ǫn
∫
M
1
2
ǫ2csg(x)Wǫ,ξ(x)
2 dµg = J + I
We first estimate I. Let x = expξ(ǫz) with z ∈ B(0, rǫ ). Then doing the change of
variables we obtain the expression
2I = ǫ−nǫ2c
∫
Bg(0,
r
ǫ
)
sg(expξ(ǫz))
(
U(z)χr/ǫ(ǫz)
)2√
det gξ(ǫz) ǫ
n dz
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By the exponential decay of U (7), we have
2I = ǫ2c
∫
Bg(0,
r√
ǫ
)
sg(expξ(ǫz))U(z)
2
√
det gξ(ǫz) dz + o(ǫ
2)
We consider the Taylor’s expansions of g and sg around ξ. For instance
sg(expξ(z)) = sg(ξ) +
∂sg
∂zk
(ξ)zk +O(|z|2)
as |z| → 0 . Therefore if |z| < r√
ǫ
for some fixed r > 0, then
sg(expξ(ǫz)) = sg(ξ) +
∂sg
∂zk
(ξ)ǫzk +O(ǫ).
Then
2I = ǫ2csg(ξ)
∫
Bg(0,
r√
ǫ
)
U(z)2 dz + o(ǫ2)
And using again the exponential decay of U we get
2I = ǫ2csg(ξ)
(∫
Rn
U2(z) dz
)
+ o(ǫ2) (39)
By Lemma 5.3 of [15] we have
J = α− ǫ2sg(ξ)1
6
∫
Rn
(u′(|z|)
|z|
)2
z41 dz + o(ǫ
2) (40)
Here we are using that U is a radial function, U(z) = u(|z|) for a function
u : [0,+∞) → R, and we identify |∇U(z)| = |u′(|z|)|. Using polar coordinates
to integrate
∫
Rn
(u′(|z|)
|z|
)2
z41 dz =
∫ +∞
0
∫
Sn−1(r)
(u′(r)
r
)2
z41 dS(y) dr
=
∫ +∞
0
(u′(r)
r
)2
rn−1
∫
Sn−1
(rz1)
4 dS(y) dr =
∫ +∞
0
(u′(r))2rn+1 dr
∫
Sn−1
z41 dS(y)
For any homogeneous polynomial p(x) of degree d using the divergence theorem
one obtains (see Proposition 28 in [1] )∫
Sn−1
p(x) dS(x) =
1
d(d+ n− 2)
∫
Sn−1
∆p(x) dS(x) (41)
Then
∫
Sn−1
z41 dS(z) =
1
4(n+ 2)
∫
Sn−1
12z21 dS(z) =
3
n(n + 2)
∫
Sn−1
n∑
i=1
z21 dS(z)
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=
3
n(n + 2)
Vn−1,
where Vn−1 is the volume of Sn−1. Then we get∫
Rn
(u′(|z|)
|z|
)2
z41 dz =
3
n(n + 2)
∫
Rn
|∇U |2|z|2dz
and using (39), (40) the lemma follows.

Lemma 3.4.
Jǫ(ξ) = Jǫ(Vǫ,ξ + φǫ,ξ) = Jǫ(Vǫ,ξ) + o(ǫ
2) (42)
C0- uniformly in compact sets of Dk0ǫ,ρ.
Proof. If we let F (u) = 1
p
(u+)p then
Jǫ(Vǫ,ξ + φǫ,ξ)− Jǫ(Vǫ,ξ)
=
1
2
‖φǫ,ξ‖2ǫ +
1
ǫn
∫
M
[ǫ2∇gVǫ,ξ∇gφǫ,ξ + (ǫ2csg + 1)Vǫ,ξφǫ,ξ − f(Vǫ,ξ)φǫ,ξ].
− 1
ǫn
∫
M
[F (Vǫ,ξ + φǫ,ξ)− F (Vǫ,ξ)− f(Vǫ,ξ)φǫ,ξ]
Since φǫ,ξ ∈ K⊥ǫ,ξ and it satisfies (17)
0 = 〈φǫ,ξ, Sǫ(Vǫ,ξ + φǫ,ξ)〉ǫ = 〈φǫ,ξ, (Vǫ,ξ + φǫ,ξ)− ι∗ǫ (f(Vǫ,ξ + φǫ,ξ))〉ǫ
= ‖φǫ,ξ‖2ǫ +
1
ǫn
∫
M
[ǫ2∇gVǫ,ξ∇gφǫ,ξ + (ǫ2csg + 1)Vǫ,ξφǫ,ξ − f(Vǫ,ξ + φǫ,ξ)φǫ,ξ.
Therefore
Jǫ(Vǫ,ξ + φǫ,ξ)− Jǫ(Vǫ,ξ) = −
1
2
‖φǫ,ξ‖2ǫ +
1
ǫn
∫
M
[f(Vǫ,ξ + φǫ,ξ)− f(Vǫ,ξ)]φǫ,ξ
− 1
ǫn
∫
M
[F (Vǫ,ξ + φǫ,ξ)− F (Vǫ,ξ)− f(Vǫ,ξ)φǫ,ξ] (43)
By Proposition 2.1 ‖φǫ,ξ‖2ǫ = o(ǫ2). By the mean value theorem we get for some
t1, t2 ∈ [0, 1 ]
1
ǫn
∫
M
[f(Vǫ,ξ + φǫ,ξ)− f(Vǫ,ξ)]φǫ,ξ =
1
ǫn
∫
M
f ′(Vǫ,ξ + t1φǫ,ξ)φ
2
ǫ,ξ (44)
and
1
ǫn
∫
M
[F (Vǫ,ξ + φǫ,ξ)− F (Vǫ,ξ)− f(Vǫ,ξ)φǫ,ξ]
=
1
2ǫn
∫
M
f ′(Vǫ,ξ + t2φǫ,ξ)φ
2
ǫ,ξ
(45)
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Moreover we have for any t ∈ [0, 1]
1
ǫn
∫
|f ′(Vǫ,ξ + tφǫ,ξ)|φ2ǫ,ξ ≤ c
1
ǫn
∫
V p−2
ǫ,ξ
φ2
ǫ,ξ
+ c
1
ǫn
∫
φp
ǫ,ξ
≤ c 1
ǫn
∫
φ2
ǫ,ξ
+ c
1
ǫn
∫
φp
ǫ,ξ
≤ C(‖φǫ,ξ‖2ǫ + ‖φǫ,ξ‖pǫ ) = o(ǫ2). (46)
In the last inequality we use (23) and the last equality follows from Proposition 2.1 .
This proves the lemma.

Lemma 3.5. For ξ ∈ Dk0ǫ,ρ we have
Jǫ(Vǫ,ξ) = k0α +
1
2
βǫ2
k0∑
i=1
sg(ξi)− 1
2
∑
i 6=j
γijU
(exp−1ξj (ξi)
ǫ
)
+ o(ǫ2) (47)
Here
γij :=
∫
Rn
Up−1(z)e〈bij ,z〉 dz,
where
bij := lim
ǫ→0
exp−1ξi ξj
| exp−1ξi ξj|
.
Proof.
Jǫ(Vǫ,ξ) = Jǫ
( k0∑
i=1
Wǫ,ξi
)
=
1
ǫn
∫
M
[1
2
ǫ2
∣∣∇g( k0∑
i=1
Wǫ,ξi
)∣∣2 + 1
2
(ǫ2csg + 1)
( k0∑
i=1
Wǫ,ξi
)2
− 1
p
( k0∑
i=1
Wǫ,ξi
)p]
dµg
=
1
ǫn
k0∑
i=1
[∫
M
1
2
ǫ2
∣∣∇gWǫ,ξi∣∣2 dµg+ 12
∫
M
(ǫ2csg+1)
(
Wǫ,ξi
)2
dµg− 1
p
∫
M
(
Wǫ,ξi
)p
dµg
]
+
1
ǫn
k0∑
i<j
[∫
M
ǫ2∇gWǫ,ξi∇gWǫ,ξj dµg+
∫
M
(ǫ2csg+1)Wǫ,ξiWǫ,ξj dµg−
∫
M
(
Wǫ,ξi
)p−1
Wǫ,ξj dµg
]
− 1
ǫn
[
1
p
∫
M
( k0∑
i=1
Wǫ,ξi
)p
dµg − 1
p
k0∑
i=1
∫
M
(
Wǫ,ξi
)p
dµg −
k0∑
i<j
∫
M
(
Wǫ,ξi
)p−1
Wǫ,ξj dµg
]
=: I1 + I2 + I3. (48)
By Lemma 3.3 we get
I1 = k0α +
β
2
ǫ2
k0∑
i=1
sg(ξi) + o(ǫ
2).
Let us estimate the second term I2 in (48). We claim that I2 = o(ǫ
2).
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I2 =
k0∑
i<j
∫
M
ǫ2csgWǫ,ξiWǫ,ξj dµg +
1
ǫn
k0∑
i<j
[∫
M
ǫ2∇gWǫ,ξi∇gWǫ,ξj dµg +
∫
M
Wǫ,ξiWǫ,ξj dµg −
∫
M
(
Wǫ,ξi
)p−1
Wǫ,ξj dµg
]
It is easy to see that the first term is o(ǫ2). The second term only involves the
Wǫ,ξj ’s and it is explicitly estimated in [7, Lemma 4.1]: it is shown there that it is of
the order of o(ǫ2). The term I3 also only involves the Wǫ,ξj ’s and it is estimated in [7,
Lemma 4.1]. They show
I3 = −1
2
∑
i 6=j
γijU
(exp−1ξj (ξi)
ǫ
)
+ o(ǫ2)
This proves the lemma.

Proof of Proposition 3.1. The last two lemmas prove (34). We are left to prove that
if ξǫ = (ξ1, . . . , ξk0) is a critical point of Jǫ, then the function Vǫ,ξǫ + φǫ,ξǫ is a
solution to problem (3). For α = 1, ..., k0 and x
α ∈ B(0, r) we let yα = expξα(xα) and
y = (y1, . . . , yk0) ∈Mk0 .
Since ξ is a critical point of Jǫ,
∂
∂xαi
Jǫ(y(x))
∣∣∣
x=0
= 0, for α = 1, ..., k0, i = 1, ..., n. (49)
We write
Sǫ(Vǫ,y(x) + φǫ,y(x)) = Π
⊥
ǫ,ySǫ(Vǫ,y(x) + φǫ,y(x)) + Πǫ,ySǫ(Vǫ,y(x) + φǫ,y(x))
The first term on the right is of course 0 by the construction of φǫ,y(x). We write
the second term as
Πǫ,ySǫ(Vǫ,y(x) + φǫ,y(x)) = Σi,αC
i,α
ǫ Z
i
ǫ,yα
for some functions C i,αǫ : B(0, r)
k0 → R. We have to prove that for each i, α (and
ǫ > 0 small), C i,αǫ (0) = 0. Then fix i, α.
We have
0 =
∂
∂xαi
Jǫ(y(x)) = J
′
ǫ(Vǫ,y(x) + φǫ,y(x))[
∂
∂xαi
(Vǫ,y(x) + φǫ,y(x))] =
= 〈Sǫ(Vǫ,y(x) + φǫ,y(x)), ∂
∂xαi
∣∣∣
x=0
(Vǫ,y(x) + φǫ,y(x))〉ǫ
= 〈
∑
k,β
Ck,βǫ (0)Z
k
ǫ,yβ ,
∂
∂xαi
∣∣∣
x=0
(Vǫ,y(x) + φǫ,y(x))〉ǫ. (50)
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Since φǫ,ξ(y) ∈ K⊥ǫ,ξ(y), for any k and β we have that 〈Zkǫ,yβ , φǫ,y(x)〉ǫ = 0. Then
lim inf
ǫ→0
|〈Zkǫ,yβ , (
∂
∂xαi
φǫ,y(x))
∣∣∣
y=0
〉ǫ| = lim inf
ǫ→0
| − 〈( ∂
∂xαi
Zkǫ,yβ)
∣∣∣
y=0
, φǫ,y(x)〉ǫ|
≤ lim inf
ǫ→0
‖( ∂
∂xαi
Zkǫ,yβ)
∣∣∣
y=0
‖ǫ · ‖φǫ,y(x)‖ǫ = 0, (51)
where the last equality follows from Proposition 2.1 and (31).
Now from (32)
〈
∑
k,β
Ck,βǫ (0)Z
k
ǫ,yβ ,
∂
∂xαi
∣∣∣
x=0
Vǫ,y(x)〉ǫ (52)
= 〈
∑
k,β
Ck,βǫ (0)Z
k
ǫ,yβ ,
∂
∂xαi
∣∣∣
x=0
Wǫ,yα(x)〉ǫ (53)
= 〈
∑
k
Ck,αǫ (0)Z
k
ǫ,yα,
∂
∂xαi
∣∣∣
x=0
Wǫ,yα(x)〉ǫ + 〈
∑
k,β 6=α
Ck,βǫ (0)Z
k
ǫ,yβ ,
∂
∂xαi
∣∣∣
x=0
Wǫ,yα(x)〉ǫ (54)
It follows from (33) that
lim
ǫ→0
〈
∑
k,β 6=α
Ck,βǫ (0)Z
k
ǫ,yβ ,
∂
∂xαi
∣∣∣
x=0
Wǫ,yα(x)〉ǫ = 0. (55)
Also
〈
∑
k
Ck,αǫ (0)Z
k
ǫ,yα,
∂
∂xαi
∣∣∣
x=0
Wǫ,yα(x)〉ǫ = 〈C i,αǫ (0)Z iǫ,yα,
∂
∂xαi
∣∣∣
x=0
Wǫ,yα(x)〉ǫ
+〈
∑
k 6=i
Ck,αǫ (0)Z
k
ǫ,yα,
∂
∂xαi
∣∣∣
x=0
Wǫ,yα(x)〉ǫ
Then it follows from (30) that
lim
ǫ→0
ǫ 〈
∑
k
Ck,αǫ (0)Z
k
ǫ,yα,
∂
∂xαi
∣∣∣
x=0
Wǫ,yα(x)〉ǫ = C i,αǫ (0)C.
And then it follows from (50) that C i,αǫ (0) = 0.

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4. Proof of Theorem 1.1
Proof of Theorem 1.1. We will prove that if ξ¯ǫ ∈ Dk0ǫ,ρ, is such that J ǫ(ξ¯ǫ) = max{J ǫ(ξ¯) :
ξ¯ ∈ Dk0ǫ,ρ}, then ξ¯ǫ ∈ Dk0ǫ,ρ. Then by Proposition 3.1 uǫ = Vǫ,ξ¯ǫ + φǫ,ξ¯ǫ is a solution to
problem (3) and ‖uǫ − Vǫ,ξ¯ǫ‖ = ‖φ¯ǫ,ξ¯ǫ‖ = o(ǫ).
We first construct a particular η¯ǫ ∈ Dk0ǫ,ρ. Let η¯ǫ = (η1, η2, ..., ηk), with ηi = ηi(ǫ) =
expξ0(
√
ǫ ei), for i ∈ {1, 2, ..., k}, where e1, e2, ..., ek are distinct points in Rn.
Then, by direct computation, η¯ǫ verifies the following estimates:
a. dg(ξ0, ηi) =
√
ǫ |ei|.
b. dg(ηi, ηj) = |exp−1ηi ηj | =
√
ǫ (|ei − ej|+ o(1)).
c. U
(
exp−1ηi ηj
ǫ
)
= o(ǫ2), since
U
(
exp−1ηi ηj
ǫ
)
= U
(
dg(ηi, ηj)
ǫ
)
= U
(√
ǫ(|ei − ej|+ o(1))
ǫ
)
= o(ǫ2).
We can then see that J¯(η¯ǫ) = k0α+ (1/2)βǫ
2
∑k0
i=1 sg(ηi) + o(ǫ
2), by combining (c)
and the expansion of J¯(η¯ǫ) in Proposition 3.1.
Note that (a) and (c) imply that, for a fixed ρ > 0 and ǫ small enough , η¯ǫ =
(η1, η2, ..., ηk) ∈ Dk0ǫ,ρ.
Now, since sg(ξ0) is a local minimum, for ǫ small we have an expansion for sg(ηi):
sg(ηi) = sg(ξ0) + s
′′
g(ξ0) (dg(ξ0, ηi))
2 + o(
√
ǫ
3
) = sg(ξ0) + s
′′
g(ξ0) ǫ |ei|2 + o(
√
ǫ
3
),
so in particular sg(ηi) = sg(ξ0) + o(1).
Then we have:
J¯(η¯ǫ) = k0α+ (1/2)βǫ
2
k0∑
i
sg(ηi) + o(ǫ
2) = k0α+ (1/2)βǫ
2
k0∑
i
(sg(ξ0) + o(1)) + o(ǫ
2),
and we obtain
J¯(η¯ǫ) = k0α + k0(1/2)βǫ
2sg(ξ0) + o(ǫ
2). (56)
Now, since ξ¯ǫ is a maximum of J˜ǫ in D
k0
ǫ,ρ, we have
J¯ǫ(ξ¯ǫ) ≥ J¯(η¯ǫ). (57)
Applying Proposition 3.1 to the left side of (57), we get
k0α +
1
2
βǫ2
k0∑
i
sg(ξi)− 1
2
k0∑
i,j=1,i 6=j
γij U
(
exp−1ξi ξj
ǫ
)
≥ k0α + k01
2
βǫ2sg(ξ0) + o(ǫ
2),
that is,
βǫ2
(
k0sg(ξ0)−
k0∑
i
sg(ξi)
)
+
k0∑
i,j=1,i 6=j
γij U
(
exp−1ξi ξj
ǫ
)
≤ o(ǫ2). (58)
Fix ρ, small enough so that ξ0 is the only minimum of sg in Bg(ξ0, ρ). With this
choice of ρ we see that, in fact, each term in the left hand side of inequality (58) is
non-negative and therefore bounded from above by o(ǫ2).
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Since d(ξ0, ξi) ≤ ρ, for each i, 1 ≤ i ≤ k0, we have,
0 ≤ βǫ2
(
k0sg(ξ0)−
k0∑
i
sg(ξi)
)
= o(ǫ2),
that is, since β < 0,
0 ≥ k0sg(ξ0)−
k0∑
i
sg(ξi) = o(1). (59)
It follows that limǫ→0 sg(ξi) = sg(ξ0). And then, since ξ0 is the only minimum point
of sg in Bg(ξ0, ξi), we have limǫ→0 ξi = ξ0. Hence, ǫ small enough implies
dg(ξi, ξ0) < ρ. (60)
Now, recall that γij :=
∫
Rn
Up−1(z)e〈bij ,z〉dz, and that |bij| = 1, for all i, j ≤ k. This
implies that γij is bounded from below by a positive constant. We define
γ := min
{ ∫
Rn
Up−1(z)e〈b,z〉dz : b ∈ Rn, |b| = 1
}
> 0.
Then, by (58) and (59),
o(ǫ2) ≥
k0∑
i,j=1,i 6=j
γij U
(
exp−1ξi ξj
ǫ
)
≥
k0∑
i,j=1,i 6=j
γ U
(
exp−1ξi ξj
ǫ
)
,
that is, for ǫ small enough,
U
(
exp−1ξi ξj
ǫ
)
< ǫ2. (61)
Of course, (61) and (60) imply that ξ¯ǫ ∈ Dk0ǫ,ρ.
5. Profile description of low energy solutions
Consider the Nehari manifold Nǫ, associated to Jǫ,
Nǫ = {u ∈ H1(M)− {0} :
∫
M
(
ǫ2|∇u|2 + (csgǫ2 + 1)u2) dVg =
∫
M
(u+)pdVg}.
It is well known that the critical points of Jǫ restricted to Nǫ are positive solutions of
(3).
Since for u ∈ Nǫ, Jǫ(u) = 1ǫn p−22p
∫
M
(u+)pdVg, it follows that Jǫ(u) restricted to Nǫ
is bounded below. With this in mind we will set
mǫ = inf
u∈Nǫ
Jǫ(u).
A similar setting on Rn is well known.
MULTIPEAK SOLUTIONS FOR THE YAMABE EQUATION 18
Consider the functional E : H1(Rn)→ R,
E(f) =
∫
Rn
(
1
2
|∇f |2 + 1
2
f 2 − 1
q
(f+)q
)
dx,
and the Nehari manifold N(E), associated to E,
N(E) = {f ∈ H1(Rn)− {0} :
∫
Rn
(|∇f |2 + f 2) dx = ∫
Rn
(f+)pdx}.
Of course, U is the minimizer of the functional E, restricted to the Nehari manifold
N(E). We denote the minimum by m(E), note that
m(E) = inf
f∈N(E)
E(f) =
p− 2
2p
||U ||pp. (62)
Remark It is also a known result (cf. in [19], [2]), that, for these settings,
lim
ǫ→0
mǫ = m(E).
Note that for any ǫ > 0, the function Uǫ(x) = U(
x
ǫ
), is a solution of
− ǫ2∆Uǫ + Uǫ = Up−1ǫ . (63)
With this in mind, we define the functional
Eǫ(f) = ǫ
−n
∫
Rn
(
ǫ2
2
|∇f |2 + 1
2
f 2 − 1
p
(f+)p
)
dx,
and the Nehari manifold N(Eǫ), associated to Eǫ,
N(Eǫ) = {f ∈ H1(Rn)− {0} :
∫
Rn
(
ǫ2|∇f |2 + f 2) dx = ∫
Rn
(f+)pdx}.
Of course, Uǫ is a minimizer of the functional Eǫ, restricted to the Nehari manifold
N(Eǫ). Note that
mǫ(E) = inf
f∈N(Eǫ)
Eǫ(f) = m(E). (64)
In order to describe the profile of low energy solutions uǫ of equation (3), for ǫ
small, we start with the observation that they all have at least one maximum at some
point xǫ ∈M .
Given ǫ > 0 and d > 0, we let,
Σǫ,d = {u ∈ Nǫ : Jǫ(u) < d}.
Lemma 5.1. Let uǫ be a solution of (3), such that uǫ ∈ Σǫ,2m(E). Then, for ǫ small
enough, uǫ is not constant.
Proof. This follows directly from computation. If uǫ were constant, then we would
have
Jǫ(uǫ) = ǫ
−n
∫
M
(
1
2
(
sgcǫ
2 + 1
)
u2ǫ −
1
p
(u+ǫ )
p
)
dVg.
That is, Jǫ(uǫ)→∞ as ǫ→ 0, contradicting that Jǫ(uǫ) < 2m(E).

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Using standard regularity theory it can proved that if uǫ is a non-negative solution
of (3), such that uǫ ∈ Σǫ,2m(E), then uǫ ∈ C2(M) (see for example Theorem 4.1 of
[18]).
Since M is compact, it follows that the low energy solutions uǫ have at least one
maximum on M . Hence, if xǫ is a maximum point of a solution uǫ of (3), then
ǫ2∆gu(xǫ) ≤ 0, and then 0 ≥ (sg(xǫ)cǫ2 + 1) u(xǫ) − u(xǫ)p−1. We thus have the
following.
Lemma 5.2. Let xǫ ∈ M be a maximum point of a solution uǫ of (3), with uǫ ∈
Σǫ,2m(E), then uǫ(xǫ)
p−2 ≥ sg(xǫ)cǫ2 + 1 ≥ min sgcǫ2 + 1.
We now show that, locally, around a maximum point, low energy solutions uǫ are
essentially the radial solution U of equation (3) on Rn.
Lemma 5.3. Let δ ∈ R be such that 0 < δ < m(E). For each ǫ > 0 denote by uǫ,
uǫ : M → R, a solution of eq. (3), such that uǫ ∈ Σǫ,m(E)+δ. Denote by xǫ, xǫ ∈ M ,
a maximum point of uǫ. Then:
(1) Given any R˜ > 0 there is some ǫ˜ > 0, such that if ǫ ∈ (0, ǫ˜), then uǫ has only
one maximum in Bg(xǫ, ǫR˜) ⊂M .
(2) Given η ∈ (0, 1), there is some Rη > 0, and some ǫη > 0, such that if ǫ ∈
(0, ǫη), then
Jǫ(uǫ)
∣∣∣∣
Bg(xǫ,ǫRη)
= ǫ−n
∫
Bg(xǫ,ǫRη)
(
1
2
ǫ2|∇uǫ|2 + 1
2
(
sgcǫ
2 + 1
)
u2ǫ −
1
p
(u+ǫ )
p−1
)
dVg
(65)
> η m(E).
Proof. Let {uǫj}j∈N, be any sequnce of solutions of eq. (3), such that limj→∞ ǫj = 0
and such that uǫ ∈ Nǫ and Jǫ(uǫ) < m(E) + δ. Let x0 ∈M be such that xǫj → x0.
Consider a ball, Bg(x0, r) ⊂ M , r < r02 , where r0 is the injectivity radius of M .
Consider also the exponential function, expx0 on this ball. For j big, xǫj ∈ Bg(x0, r),
and we define yj ∈ Rn as yj = exp−1x0 (xǫj ), and the function v¯j : B(0, rǫj ) ⊂ Rn → R,
as
v¯j(z) = uǫj
(
expx0(yj + ǫjz)
)
(66)
Note that v¯j is well defined on B(0,
r
ǫj
) ⊂ Rn: recall that yj → 0 as ǫj → 0, so that
for j big enough, |yj + ǫjz| < r0, since r < r02 .
We now extend the domain of v¯j to all of R
n.
Let χr(t) : R
n → R be a smooth cut-off function such that χr ≤ 1, χr(t) = 1 for
t ∈ [0, r/2), χr(t) = 0 for t ∈ [r,∞), and |χ′r(t)| ≤ 2/t, for t ∈ [r/2, r). We will write
χj(z) := χr(|ǫjz|), and then we define vj : Rn → R as
vj(z) = v¯j(z) χj(z) = v¯j(z) χr(|ǫjz|), (67)
for z ∈ B(0, r
ǫj
) ⊂ Rn, and as vj(z) = 0, for z /∈ B(0, rǫj ).
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We next prove that vj → U , C2loc(Rn), where U is the positive, exponentially
decreasing at infinity, solution of equation (63) on Rn, and the conclusions of the
lemma will follow.
First note that vj is bounded in H
1(Rn), independently of j ∈ N, for j big:
||vj||2H1,2(Rn) =
∫
Rn
(|∇vj|2 + v2j ) dz =
∫
B(0, r
ǫj
)
(|∇vj |2 + v2j ) dz,
by construction, since vj = v¯j χj (eq. (67)). Also, since χ
2
j ≤ 1 and |∇χj |2 ≤
42ǫ2j
r2
, we
have
∫
B(0, r
ǫj
)
(
χ2j |∇v¯j|2 + v¯2j |∇χj|2 + χ2j v¯2j
)
dz ≤
∫
B(0, r
ǫj
)
(|∇v¯j |2 + v¯2j ) dz+42ǫ2jr2
∫
B(0, r
ǫj
)
v¯2jdz
≤ 2
∫
B(0, r
ǫj
)
(|∇v¯j|2 + v¯2j ) dz,
for j big enough. Now, using a change of variables, y = yj + ǫjz, and recalling the
definition of v¯j (eq. (66)) we have∫
B(0, r
ǫj
)
(|∇v¯j|2 + v¯2j ) dz = 1ǫnj
∫
B(0,r)
(
ǫ2j |∇(uǫj(expx0(y)))|2 + u2ǫj(expx0(y))
)
dy.
We now use coordinates on Bg(x0, r) = expx0(B(0, r)) to write,
1
ǫnj
∫
B(0,r)
(
ǫ2j |∇v¯j |2 + v¯2j
)
dy ≤ c 1
ǫnj
∫
M
(
ǫ2j |∇guǫj |2 +
(
sgcǫ
2
j + 1
)
u2ǫj
)
dVg,
for some c independent of j. Finally, by recalling that uǫj is in Nǫj , we have
1
ǫnj
∫
M
(
ǫ2j |∇guǫj |2 +
(
sgcǫ
2
j + 1
)
u2ǫj
)
dVg =
2p
p− 2Jǫj(uǫj),
hence, since by hypothesis Jǫ(uǫ) < 2m(E), we get our bound:
||vj ||2H1,2(Rn) ≤ 2c
2p
p− 2Jǫj (uǫj) ≤ 2c
2p
p− 2 2 m(E).
Then there exists some function w ∈ H1(Rn), such that vj ⇀ w weakly in H1(Rn).
Also, given R˜ > 0, vj → w strongly in Lp(B(0, R˜)) (recall that p = 2(n+m)n+m−2 < 2nn−2 , so
that the Sobolev Embedding (Theorem 7.26 in [10]) is continuous and compact).
Now, since uǫj is a solution of equation (3), we have:
0 = −ǫ2j∆guǫj +
(
sgcǫ
2 + 1
)
uǫj − up−1ǫj . (68)
Given ϕ ∈ C∞0 (Rn), take ǫj small enough so that supp ϕ ⊂ B(0, 12 rǫj ). Also, choose
normal coordinates in Bg(x0, r) = exp(B(0, r)), such that gil(0) = δil.
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We use these coordinates to rewrite eq. (68) on B(0, 1
2
r
ǫj
) ⊂ Rn (recall that, for
z ∈ B(0, r
ǫj
), vj(z) = uǫj(expx0(yj + ǫjz))):
0 =
1
|g(yj + ǫjz)|1/2
∑
il
∂zl
(
|g(yj+ǫjz)|1/2gil(yj+ǫjz) ∂zi vj(z)
)
+
(
sgcǫ
2+1
)
vj(z)−vj(z)p−1
(69)
Multiplying (69) by ϕ and integrating on supp ϕ ⊂ B(0, 1
2
r
ǫj
) ⊂ Rn, yields,
0 =
∫
supp ϕ
(
gil(yj + ǫjz) ∂zivj(z) ∂zlϕ(z) + (sgcǫ
2
j + 1)vj(z)ϕ(z) − vj(z)p−1ϕ(z)
) ∣∣∣g(yj+ǫjz)∣∣∣1/2 dz
Taking into account that, for each z ∈ Rn,
lim
j→∞
gil(yj + ǫjz) = gil(0) = δil.
and taking into account the weak convergence vj → w, on H1,2(Rn), and strong in
Lq(B(0, R˜)), for 2 ≤ q < 2n
n−2 , we have
0 =
∫
supp ϕ
(
δil∂ziw(z) ∂zlϕ(z) + w(z)ϕ(z)− wp−1(z)ϕ(z)
)
dz,
that is
0 =
∫
supp ϕ
(〈∇w(z),∇ϕ(z)〉+ w(z)ϕ(z)− wp−1(z)ϕ(z)) dz.
Thus, w weakly solves −∆w + w = wp−1 on Rn.
We now use regularity theory to prove that, moreover, vj → w in C2loc(Rn).
We use normal coordinates again. By equation (69), for z ∈ B(0, r
ǫj
):
1
|g(yj + ǫjz)|1/2
∑
il
∂zl
(|g(yj + ǫjz)|1/2gil(yj + ǫjz) ∂zi vj(z))
= −(sgcǫ2 + 1)vj(z) + vp−1j (z)
Given R˜ > 0, for j big we have r
2ǫj
> R˜. We define on B(0, 2˜R) ⊂ Rn, for each j:
fj(z) := |g(yj + ǫjz)|1/2
(−(sgcǫ2 + 1) vj(z) + vp−1j (z)) ,
and the strictly elliptic operator,  :
 vj(z) =
∑
il
∂zl
(|g(yj + ǫjz)|1/2gil(yj + ǫjz) ∂zi vj(z)) .
Note that for each j, vj = fj .
By local elliptic regularity (see for example, Theorem 8.10 in [10])
||vj||
H
2,
p
p−1 (B(0,R˜))
≤ C1
(
||vj||
L
p
p−1 (B(0,R˜))
+ ||fj||
L
p
p−1 (B(0,R˜))
)
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for j big such that r
2ǫj
> R˜. On the other hand, since we have strong convergence
of vj in L
p(B(0, R˜)), the fj are uniformly bounded in L
p
p−1 (B(0, R˜)) (recall that
p = 2(n+m)
n+m−2 <
2n
n−2). And then, we have a uniform bound,
||vj||
H
2,
p
p−1 (B(0,R˜))
≤ C1(||vj||
L
p
p−1 (B(0,R˜))
+ ||fj||
L
p
p−1 (B(0,R˜))
) ≤ C2.
In turn, by the Sobolev Embedding Theorem (see for example (Theorem 7.26 in
[10]) this would imply that vj are uniformly bounded in L
q′(B(0, R˜)) with q′ = qn
n−2q
and q = p
p−1 . And then, applying local elliptic regularity again to vj = fj , the vj
would be uniformly bounded in H
2, q
′
q′−1 (B(0, R˜)). Since q′ > q in this process, we
can continue this bootstrap argument to prove that for any s large, fj is uniformly
bounded in Ls(B(0, R˜)) and then, also vj in H
2,s(B(0, R˜)).
It follows, by the second part of the Sobolev Embedding Theorem (Theorem 7.26
in [10]), vj is uniformly bounded in C
0,θ(B(0, R˜)), for 0 < θ < 1, and in consequence,
fj is uniformly bounded as well.
Then we make use of local elliptic regularity again for vj = fj : by the Schauder
estimates (see for example, Thm 6.2 in [10]) vj ∈ C2,θ(M) and:
||vj||C2,θ(B(0,R˜)) ≤ C3(||vj||C0,θ(B(0,R˜)) + ||fj||C0,θ(B(0,R˜))) ≤ C4,
this implies that vj → w in C2(B(0, R˜)). And by Lemma 5.2, w(0) ≥ min sgcǫj + 1,
i.e. w 6= 0. Of course, this implies that w = U , the radial, positive solution of (63)
on Rn.
Recall that, for z ∈ B(0, R˜) ⊂ B(0, r
2ǫj
),
vj(z) = χj v¯j(z) = v¯j(z) = uǫj(expx0(yj + ǫjz)).
n We conclude that uǫj has only one maximum in Bg(xǫj , ǫjR˜) since U has only one
maximum and convergence of vj to U is C
2 in B(0, R˜). Since R˜ was arbitrary, the
first conclusion of the Lemma follows.
We now prove the second part of the Lemma. Let η ∈ (0, 1). Then there is some
Rη > 0 such that ∫
B(0,Rη)
(|∇U |2 + U2)dz > η 2p
p− 2(m(E)). (70)
Since we have local C2 convergence of vj to U , we have, as j →∞,∫
B(0,Rη)
(|∇vj|2 + (sgcǫ2j + 1) v2j ) dz →
∫
B(0,Rη)
(|∇U |2 + U2)dz. (71)
Let sj = sgcǫ
2
j + 1 (note that sj → 1 as j →∞).
By construction, vj = v¯j χj (eq. (67)). Moreover, recall that χj(z) = χr(ǫjz) = 1 for
ǫjz ≤ r2 i.e. for z ≤ r2ǫj . That is for j big enough, χj(z) = 1 in B(0, Rη) and then∫
B(0,Rη)
(|∇vj|2 + sjv2j ) dz =
∫
B(0,Rη)
(|∇v¯j |2 + sj v¯2j ) dz.
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Using a change of variables, y = yj + ǫjz, and recalling the definition of v¯j (eq.
(66)) we have∫
B(0,Rη)
(|∇vj|2 + sjv2j ) dz = 1ǫnj
∫
B(yj ,Rηǫj)
(
ǫ2j |∇(uǫj(expx0(y)))|2+sju2ǫj(expx0(y))
)
dy.
(72)
We make use again of normal coordinates in Bg(x0, r) = expx0(B(0, r)), such that
gil(0) = δil. By continuity, of gil, for each α > 0, there is some j0 such that
(1 + α)−1δildxidxl ≤ gildxidxl ≤ (1 + α)δildxidxl (73)
(1 + α)−1dy ≤ dVg ≤ (1 + α)dy
in B(yj, ǫjRη), for j > j0. That is, we may construct a sequence {αj}j∈⋉, such that
αj → 0 and
(1 + αj)
−1δildx
idxl ≤ gildxidxl ≤ (1 + αj)δildxidxl (74)
(1 + αj)
−1dy ≤ dVg ≤ (1 + αj)dy
in B(yj, ǫjRη). And then
1
ǫnj
∫
Bg(xj ,Rηǫj)
(
ǫ2j |∇g(uǫj(expx0(y)))|2 + sju2ǫj(expx0(y))
)
dVg
≥ (1 + αj)−2 1
ǫnj
∫
B(yj ,Rηǫj)
(
ǫ2j |∇(uǫj(expx0(y)))|2 + sju2ǫj(expx0(y))
)
dy.
This last inequality, and (72) yield,
Jǫj(uǫj)
∣∣∣
Bg(xj ,ǫjRη)
=
(
1
2
− 1
p
)
1
ǫnj
∫
Bg(xj ,ǫjRη)
(
ǫ2j |∇uǫj |2 +
(
sgcǫ
2
j + 1
)
u2ǫj
)
dVg
≥ p− 2
2p
(1 + αj)
−2 1
ǫnj
∫
B(yj ,Rηǫj)
(
ǫ2j |∇(uǫj(expx0(y)))|2 + sju2ǫj(expx0(y))
)
dy
=
p− 2
2p
(1 + αj)
−2
∫
B(0,Rη)
(|∇vj|2 + (sgcǫ2j + 1) v2j ) dz.
Recall that, by (71) and (74),
lim
j→∞
p− 2
2p
(1 + αj)
−2
∫
B(0,Rη)
(|∇vj |2 + (sgcǫ2j + 1) v2j ) dz
=
p− 2
2p
∫
B(0,Rη)
(|∇U |2 + U2)dz > η m(E).
We conclude that for j big enough,
Jǫj(uǫj)
∣∣∣
Bg(xj ,ǫjRη)
> η m(E).

Using lemma 5.3, we prove Theorem 1.2
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Proof. If the theorem were not true, there would exist a sequence ǫj → 0 and corre-
sponding solutions uǫj with at least two local maxima. We will denote them by x
1
ǫj
and x2ǫj .
Since m(E) + δ < 2m(E), then 1
2
+ δ
2m(E)
< 1. Let η > 0, be such that 1
2
+ δ
2m(E)
<
η < 1. For this η there is some Rη and ǫη, as in part (2) of Lemma 5.3. Let R˜ = 2Rη
as in part (1) of Lemma 5.3, with its corresponding ǫ˜. Let ǫ0 = min{ǫη, ǫ˜}.
Then, we consider the open balls Bg(x
i
ǫj
, Rηǫj), i = 1, 2, such that ǫj < ǫ0. We will
denote these balls by B1j and B
2
j respectively. We consider the following cases.
Case 1. There is a subsequence ǫj → 0, such that d(x1ǫj , x2ǫj) < R˜ǫj .
This case is ruled out explicitly by Lemma 5.3, since it would imply that both
maxima, x1ǫj and x
2
ǫj
, are contained in a ball Bg(x
1
ǫj
, R˜ǫj).
Case 2. For each subsequence such that ǫj → 0, we have d(x1ǫj , x2ǫj) ≥ R˜ǫj .
In this case we have B1j ∩ B2j = ∅. And thus, by Lemma 5.3,
Jǫ(uǫj) ≥ Jǫ(uǫj)
∣∣∣
B1j
+ Jǫ(uǫj)
∣∣∣
B2j
> η m(E) + η m(E) = 2η m(E) > m(E) + δ,
we reach a contradiction to a hypothesis of Theorem 1.2.

6. Proof of Proposition 2.1
In this section we sketch a proof for the finite dimensional reduction, Proposition
2.1. A detailed proof in a similar situation can be found in [7, 15].
Proof. Recall the operator
Sǫ = ∇Jǫ : Hǫ → Hǫ.
and eq. (17)
Π⊥
ǫ,ξ
{Sǫ(Vǫ,ξ + φ)} = 0. (75)
We may rewrite eq. (17) as
0 = Π⊥
ǫ,ξ
{Sǫ(Vǫ,ξ+φ)} = Π⊥ǫ,ξ{Sǫ(Vǫ,ξ)+S ′ǫ(Vǫ,ξ) φ+N¯ǫ,ξ¯(φ)} = −Rǫ,ξ¯+Lǫ,ξ¯(φ)−Nǫ,ξ¯(φ).
with the first term being independent of φ:
Rǫ,ξ¯ := Π
⊥
ǫ,ξ
{Sǫ(Vǫ,ξ)} = Π⊥ǫ,ξ¯{i∗ǫ [f(Vǫ,ξ¯)]− Vǫ,ξ¯},
the second term, the linear operator:
Lǫ,ξ¯(φ) = Π
⊥
ǫ,ξ
{S ′ǫ(Vǫ,ξ) φ} = Π⊥ǫ,ξ¯{φ− i∗ǫ [f ′(Vǫ,ξ¯)φ]}
and the last term a remainder:
Nǫ,ξ¯(φ) := Π
⊥
ǫ,ξ¯{N¯ǫ,ξ¯(φ)} = Π⊥ǫ,ξ¯{i∗ǫ [f(Vǫ,ξ¯ + φ)− f(Vǫ,ξ¯)− f ′(Vǫ,ξ¯)φ]}.
Hence, eq. (17) can be written as
Lǫ,ξ¯(φ) = Nǫ,ξ¯(φ) +Rǫ,ξ¯.
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And then, if L is invertible, we may turn eq. (17), into a fixed point problem, for
the operator Tǫ,ξ¯(φ) := L
−1
ǫ,ξ¯
(Nǫ,ξ¯(φ) +Rǫ,ξ¯).
We start by proving that Lǫ,ξ¯ is in fact invertible, for appropriate ξ¯ and ǫ.
Lemma 6.1. There exists ǫ0 > 0 and c > 0, such that for any ǫ ∈ (0, ǫ0) and ξ¯ ∈MK ,
ξ¯ = (ξ1, ξ2, ..., ξK), such that
K∑
i,k=1,i 6=k
U
(
exp−1ξi ξk
ǫ
)
< ǫ2,
we have,
||Lǫ,ξ¯(φ)||ǫ ≥ c||φ||ǫ,
for any φ ∈ K⊥
ǫ,ξ¯
.
Proof. We will proceed by contradiction. Suppose that there are sequences {ǫj}j∈N,
ǫj → 0 and {ξ¯j}j∈N, ξ¯j = (ξ1j , ξ2j , ..., ξKj), such that
K∑
i,k=1,i 6=k
U
(
exp−1ξij ξkj
ǫj
)
< ǫ2j ,
and {φj} ⊂ K⊥ǫ,ξ¯, such that Lǫj ,ξ¯j (φj) = ψj , with ||φj||ǫj = 1 and ||ψj||ǫj → 0.
Let ζj := Πǫj ,ξ¯j{φj − i∗ǫj [f ′(Vǫj,ξ¯j )φj]}. Hence,
φj − i∗ǫj [f ′(Vǫj ,ξ¯j)φj] = ψj + ζj . (76)
That is, for each j, ψj ∈ K⊥ǫj ,ξ¯j and ζj ∈ Kǫj ,ξ¯j . Now, let uj := φj − (ψj + ζj).
We will prove the following contradictory consequences of the existence of such
series:
1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j )u
2
j dµg → 1, (77)
and
1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j )u
2
j dµg → 0, (78)
this will prove that such sequences {ξ¯j}, {φj}, {ǫj} cannot exist. We start by proving
(77).
First we note that:
‖ζj‖ǫj → 0 as j →∞. (79)
Since ζj ∈ Kǫj ,ξ¯j , let ζj :=
K∑
i=1
n∑
k=1
akij Z
k
ǫj ,ξij
. For any h ∈ {1, 2, . . . , n} , and l ∈
{1, 2, . . . , K} we multiply ψj + ζj (eq. (76)) by Zhǫj ,ξlj
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K∑
i=1
n∑
k=1
akij 〈Zkǫj,ξij , Z
h
ǫj ,ξlj
〉ǫj = 〈φj, Zhǫj ,ξlj 〉ǫj − 〈ι
∗
ǫj
[f ′(Vǫj ,ξ¯j)φj], Z
h
ǫj ,ξlj
〉ǫj . (80)
On the other hand, by (28),
K∑
i=1
n∑
k=1
akij 〈Zkǫj ,ξij , Z
h
ǫj,ξlj
〉ǫj = Cahlj + o(1),
combining this and (80):
Cahlj + o(1) =
1
ǫnj
∫
M
[ǫ2j∇gZhǫj ,ξlj∇gφj + (ǫ
2
jcsg + 1)Z
h
ǫj,ξjj
φj − f ′(Vǫj ,ξ¯j)φjZhǫj ,ξlj ] dµg.
(81)
Let
φ˜lj(z) =
{
φlj(expξlj
(ǫjz)χr(ǫjz)) if z ∈ B(0, r/ǫj) ;
0 otherwise,
(82)
Then we have that for some constant c˜, ‖φ˜lj‖H1(Rn) ≤ c˜‖φ˜lj‖ǫj ≤ c˜. Therefore, we
can assume that φ˜lj converges weakly to some φ˜ in H
1(Rn) and strongly in Lqloc(R
n)
for any q ∈ [2, pn). Also note that,
| 1
ǫnj
∫
M
ǫ2jsgZ
h
ǫj ,ξlj
φj dµg| ≤ ǫ2j c1 |
∫
B
(
0, r
ǫj
) ψh(z)χr(ǫjz)φ˜lj (z) |gξlj (ǫjz)|1/2 dz|
= ǫ2j c1
(∫
Rn
ψh φ˜ dz + o(1)
)
≤ ǫ2j c1
(∫
Rn
(ψh)2 dz
)1/2(∫
Rn
φ˜2 dz
)1/2
+ o(ǫ2j)
≤ c1 c2 ǫ2j ||φ˜||L2(Rn) + o(ǫ2j ) ≤ c1 c2 c3 ǫ2j + o(ǫ2j) = o(ǫj), (83)
where c1 is an upper bound for sg, c2 for ||∇U ||L2(Rn) and c3 for ||φ˜||L2(Rn) .
Then we have, by eqs. (81) and (83)
Cahlj + o(1) =
1
ǫnj
∫
M
[ǫ2j∇gZhǫj ,ξlj∇gφj + (ǫ
2
jcsg + 1)Z
h
ǫj ,ξlj
φj − f ′(Vǫj ,ξ¯j )φjZhǫj ,ξlj ] dµg
=
1
ǫnj
∫
M
[ǫ2j∇gZhǫj ,ξlj∇gφj + Z
h
ǫj ,ξlj
φj − f ′(Vǫj ,ξ¯j )φjZhǫj ,ξlj ] dµg + o(ǫj)
=
∫
Rn
(∇ψh∇φ˜+ ψhφ˜− f ′(U)ψhφ˜) dz + o(1) = o(1).
(84)
From (84), we get that ahlj → 0 for any h = 1, · · · , n, and any l = 1, · · · , K and
then (79) follows. We are ready to prove (77).
Recall that uj = φj − (ψj + ζj), since ‖φj‖ǫj = 1, ‖ψj‖ǫj → 0 and ‖ζj‖ǫj → 0 then
‖uj‖ǫj → 1. (85)
MULTIPEAK SOLUTIONS FOR THE YAMABE EQUATION 27
Moreover, by (76) uj = ι
∗
ǫj
[f ′(Wǫj ,ξj )φj], hence, by (24), it satisfies weakly
− ǫ2j△guj + (ǫ2jcsg + 1)uj = f ′(Vǫj ,ξ¯j)uj + f ′(Vǫj ,ξ¯j)(ψj + ζj) in M. (86)
Multiplying (86) by uj, and integrating over M ,
‖uj‖2ǫj =
1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j)u
2
j dµg +
1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j)(ψj + ζj)uj dµg (87)
By Hölder’s inequality and eq. (23) we can find eq. (77):
| 1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j)(ψj + ζj)uj dµg|
≤
(
1
ǫnj
∫
M
(f ′(Vǫj,ξ¯j ) uj)
2 dµg
) 1
2
(
1
ǫnj
∫
M
(ψj + ζj)
2 dµg
) 1
2
≤ c ||uj||ǫj ||ψj + ζj||ǫj = o(1),
since ‖ψj‖ǫj → 0, ‖ζj‖ǫj → 0, and ‖uj‖ǫj → 1 as j →∞. We conclude from eq. (87)
that 1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j )u
2
j dµg → 1.
Finally, we prove eq. (78).
Given l ∈ {1, · · · , K}, we define
u˜lj = uj
(
expξlj
(ǫjz)
)
χr
(
expξlj
(ǫjz)
)
, z ∈ Rn .
Note that ‖u˜lj‖2H1(Rn) ≤ c‖uj‖2ǫj ≤ c. Then, up to a subsequence, u˜lj → u˜l weakly in
H1(Rn) and strongly in Lqloc(R
n) for any q ∈ [2, pn), for some u˜l ∈ H1(Rn) .
We now claim that u˜l solves weakly the problem
−△u˜l + u˜l = f ′(U)u˜l in Rn. (88)
Let ϕ ∈ C0(Rn). Set ϕj(x) := ϕ
(
exp−1
ξlj
(x)
ǫj
)
χr
(
exp−1ξlj (x)
)
, for x in B(ξlj , ǫj R) ⊂
M . For R big enough such that supp ϕ ⊂ B(0, R) and j big enough such that
B(ξlj , ǫj R) ⊂ B(ξlj , r).
Multiplying (86) by ϕj and integrating over M ,
1
ǫn
∫
M
(
ǫ2j∇guj ∇gϕj + (1 + sgcǫ2j) ujϕj
)
dµg
=
1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j) uj ϕj dµg +
1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j)(ψj + ζj) ϕj dµg.
We may rewrite this equation in Rn by setting x = expξlj
(ǫj z):
∫
B(0,R)
(
n∑
s,t=1
gstξlj
(ǫjz)
∂u˜lj
∂zs
∂ϕ
∂zt
+ (1 + sgcǫ
2
j )u˜ljϕ
)
|gξlj (ǫjz)|1/2dz
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=
∫
B(0,R)
f ′
(
U(z)χr(ǫjz) +
∑
i 6=l
U
(
exp−1ξlj expξij (ǫjz)
ǫj
)
χr
(
exp−1ξlj expξij (ǫjz)
))
u˜lj ϕ |gξlj (ǫjz)|1/2dz
+
∫
B(0,R)
f ′
(
U(z)χr(ǫjz) +
∑
i 6=l
U
(
exp−1ξlj expξij (ǫjz)
ǫj
)
χr
(
exp−1ξlj expξij (ǫjz)
))
(89)
(ψ˜j + ζ˜j) ϕ |gξlj (ǫjz)|1/2dz,
where ψ˜j(z) := ψj(expξlj
(ǫj z)) and ζ˜j(z) := ζj(expξlj
(ǫj z)) for z ∈ B(0, R/ǫj).
Note that∫
B(0,R)
sgǫ
2
j u˜ljϕ|gξlj (ǫjz)|1/2dz ≤ c ǫ2j
∫
B(0,R)
u˜ljϕ|gξlj (ǫjz)|1/2dz
≤ c ǫ2j
(∫
B(0,R)
u˜2ljdz
)1/2(∫
B(0,R)
ϕ2|gξlj (ǫjz)|dz
)1/2
≤ c ǫ2j ||u˜lj |||H1(Rn)c2 = o(ǫj).
with c an upper bound for sg, c
2
2 an upper bound for
∫
B(0,R)
ϕ2|gξlj (ǫjz)|dz. Recall also
that ulj is bounded independently of j in H
1(Rn).
Hence, taking the limit as ǫj → 0, in (89)
∫
Rn
(
n∑
s,t=1
δs,t
∂u˜l
∂zs
∂ϕ
∂zt
+ u˜lϕ
)
dz =
∫
Rn
f ′ (U(z)) u˜l ϕ dz, (90)
since ψ˜j , ζ˜j → 0 strongly in H1(Rn). Eq. (90) for each ϕ ∈ C∞0 (Rn), implies the claim
that u˜l solves weakly eq. (88) in R
n.
We now claim that for any h ∈ {1, 2, ...n}, u˜l satisfies also∫
Rn
(∇ψh∇u˜l + ψhu˜l) dz = 0. (91)
To prove (91) we compute
|〈Zhǫj,ξlj , uj〉ǫj | = |〈Z
h
ǫj,ξlj
, φj −ψj − ζj〉ǫj | = |〈Zhǫj,ξlj , ζj〉ǫj | ≤ ‖Z
h
ǫj,ξlj
‖ǫj ‖ζj‖ǫj = o(1),
(92)
since φj, ψj ∈ K⊥ǫj ,ξ¯j and eq. (79). On the other hand, we have
〈Zhǫj ,ξlj , uj〉ǫj =
1
ǫnj
∫
M
[ǫ2j∇gZhǫj ,ξlj∇guj + (ǫ
2
jcsg + 1)Z
h
ǫj ,ξlj
uj] dµg.
Of course, by Hölder’s inequality and eq. (23):∣∣∣∣ 1ǫnj
∫
M
ǫ2jcsgZ
h
ǫj ,ξlj
uj dµg
∣∣∣∣ ≤ c ǫ2j
∣∣∣∣ 1ǫnj
∫
M
Zhǫj,ξlj
uj dµg
∣∣∣∣
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≤ c ǫ2j
(
1
ǫnj
∫
M
(Zhǫj ,ξlj
)2 dµg
) 1
2
(
1
ǫnj
∫
M
(uj)
2 dµg
) 1
2
≤ c ǫ2j
(∫
B(0,r/ǫj)
(
ψh(z) χr(ǫjz)
)2 |gξlj (ǫjz)|1/2dz
) 1
2 (∫
M
u2j dµg
) 1
2
≤ c ǫ2j
(∫
Rn
|∇U |2dz + o(1)
)1/2
||uj||ǫj = o(ǫj),
since ψh(z) = ∂U
∂zh
(z), and ‖uj‖ǫj → 1 as j →∞. Then
〈Zhǫj,ξlj , uj〉ǫj =
1
ǫnj
∫
M
[ ǫ2j∇gZhǫj ,ξlj∇guj + Z
h
ǫj ,ξlj
uj ] dµg + o(ǫj)
=
∫
B(0,r/ǫj)
[
n∑
s,t=1
gstξlj
(ǫjz)
∂
∂zs
(
ψh(z)χr(ǫjz)
) ∂
∂zt
(
u˜lj(z)
)
+ ψh(z)χr(ǫjz)u˜lj (z) ] |gξlj (ǫjz)|
1
2 dz + o(ǫj)
=
∫
Rn
(∇ψh∇u˜+ ψhu˜) dz + o(1). (93)
From (92) and (93) we prove the claim of eq. (91).
Therefore, by (88) and (91) it follows that u˜ = 0.
We now prove eq. (78). We will estimate 1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j)u
2
j dµg by partitioning M
in various subsets. First we will make estimates in small neighborhoods around each
ξlj , l ∈ {1, 2, ..., K}, using the fact that u˜l = 0. Then we will make estimates in the
complement of these neighborhoods using the hypothesis that
K∑
i,k=1,i 6=k
U
(
exp−1ξij ξkj
ǫj
)
< ǫ2j .
Let Rj =
1
2
min{dg
(
ξlj , ξmj
)
, l 6= m}. Let M˜ =
K⋃
l=1
Bg(ξlj , Rj). Then
1
ǫnj
∫
M
f ′(Vǫj ,ξ¯j)u
2
jdµg =
1
ǫnj
K∑
l=1
∫
Bg(ξlj ,Rj)
f ′(Vǫj ,ξ¯j )u
2
jdµg +
1
ǫnj
∫
M\M˜
f ′(Vǫj ,ξ¯j)u
2
jdµg.
(94)
Now, on one hand, for each l, since u˜l = 0,
1
ǫnj
∫
Bg(ξlj ,Rj)
f ′(Vǫj ,ξ¯j)u
2
jdµg
=
∫
B(0, ǫjRj)
f ′
(
U(z)χr(ǫjz) +
K∑
i 6=l
U
(
exp−1ξlj expξij (ǫjz)
ǫj
)
χr
(
exp−1ξlj expξij (ǫjz)
))
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u˜2lj (z) |gξlj (ǫjz)|1/2dz
= o(1). (95)
On the other hand, by Hölder’s inequality
1
ǫnj
∫
M\M˜
f ′(Vǫj ,ξ¯j)u
2
jdµg
≤
(
1
ǫnj
∫
M\M˜
(
f ′(Vǫj ,ξ¯j )
)n/2
dµg
)2/n(
1
ǫnj
∫
M\M˜
u
2n
n−2
j dµg
)n−2
n
≤ c1

 1
ǫnj
∫
M\M˜
(
(p− 1)
K∑
l=1
W
(p−2)
ǫj ,ξlj
)n
2
dµg


2/n
||uj||2ǫj
≤ c2

 1
ǫnj
∫
M\M˜
(
K∑
l=1
U (p−2)
(
exp−1ξlj (x)
ǫj
)
χ(p−2)r
(
exp−1ξlj (x)
ǫj
))n
2
dµg


2/n
≤ c2 1
ǫ2j
K∑
l=1
(∫
Bg(ξlj ,r)\M˜
U
(p−2)n
2
(
exp−1ξlj (x)
ǫj
)
dµg
)2/n
≤ c2 1
ǫ2j
e
−(p−2)Rj
ǫj
K∑
l=1
(∫
Bg(ξlj ,r)\M˜
dµg
)2/n
≤ c3 1
ǫ2j
e
−(p−2)Rj
ǫj = o(1). (96)
Eqs. (94), (95) and (96) prove (78), which contradicts (77) .

Next we study an estimate for the term Rǫ,ξ¯ = Π
⊥
ǫ,ξ¯
{i∗ǫ [f(Vǫ,ξ¯)]− Vǫ,ξ¯}.
Lemma 6.2. There exist ρ0 > 0, ǫ0 > 0, c > 0 and σ > 0 such that for any
ρ ∈ (0, ρ0), ǫ ∈ (0, ǫ0) and ξ¯ ∈ Dk0ǫ,ρ, it holds
‖Rǫ,ξ¯‖ǫ ≤ c
(
ǫ2 +
∑
i 6=j
e−
1+σ
2
dg(ξi,ξj )
ǫ
)
. (97)
Proof. Let Yǫ,ξ = ǫ
2△gWǫ,ξ + (ǫ2csg + 1)Wǫ,ξ, so that by (24): Wǫ,ξ = ι∗ǫ (Yǫ,ξ). Hence,
if Yǫ,ξ :=
∑k0
i=1 Yǫ,ξi, we have
− ǫ2∆gVǫ,ξ + (1 + ǫ2csg)Vǫ,ξ = Yǫ,ξ on M, (98)
that is, Vǫ,ξ¯ = ι
∗
ǫ (Yǫ,ξ¯). Then, using the estimate in (25):
‖Rǫ,ξ¯‖ǫ = ‖ι∗ǫ (f(Vǫ,ξ¯))− Vǫ,ξ¯)‖ǫ ≤ C | f(Vǫ,ξ¯)− Yǫ,ξ¯ |p′,ǫ
≤ C |
(∑k0
i=1Wǫ,ξi
)p−1
−∑k0i=1W p−1ǫ,ξi |p′,ǫ + |∑k0i=1W p−1ǫ,ξi − Yǫ,ξ¯i |p′,ǫ, (99)
MULTIPEAK SOLUTIONS FOR THE YAMABE EQUATION 31
for some C > 0. On one hand, by arguing as in Lemma 3.3 in [7], for some σ > 0, we
get
|
( k0∑
i=1
Wǫ,ξi
)p−1
−
k0∑
i=1
W p−1ǫ,ξi |p′,ǫ= o
(∑
i 6=j
e−
1+σ
2
dg(ξi,ξj )
ǫ
)
(100)
On the other hand,
|
k0∑
i=1
W p−1ǫ,ξi − Yǫ,ξ¯i |p′,ǫ=|
k0∑
i=1
(
W p−1ǫ,ξi − Yǫ,ξi
) |p′,ǫ
≤
k0∑
i=1
|W p−1ǫ,ξi − Yǫ,ξi |p′,ǫ (101)
Let Y˜ǫ,ξ(z) = Yǫ,ξ(expξ(z)) for z ∈ B(0, r), then
Y˜ǫ,ξ = −ǫ2∆gWǫ,ξ + (1 + ǫ2csg)Wǫ,ξ = −ǫ2∆g(Uǫχr) + (1 + ǫ2csg)Uǫχr
= −ǫ2 χr ∆Uǫ + Uǫχr + ǫ2csgUǫχr − ǫ2Uǫ∆χr − 2ǫ2〈∇Uǫ,∇χr〉
+ǫ2(gijξ − δi,j)∂ij(Uǫχr)− ǫ2gijξ Γkij∂k(Uǫχr)
=
(
Up−1ǫ χr − ǫ2Uǫ∆ χr − 2ǫ2〈∇Uǫ,∇χr〉+ ǫ2(gijξ − δi,j)∂ij(Uǫχr)− ǫ2gijξ Γkij∂k(Uǫχr)
)
+
(
ǫ2csgUǫχr
)
Then(
1
ǫn
∫
M
(W p−1ǫ,ξ − Yǫ,ξ)p
′
dµg
) 1
p′
=
(
1
ǫn
∫
B(0,r)
(
(Uǫ(z)χr(z))
p−1 − Y˜ǫ,ξ(z)
)p′
|gξ(z)| dz
) 1
p′
≤ c
(
1
ǫn
∫
B(0,r)
(
Up−1ǫ (χ
p−1
r − χr)
)p′
dz
) 1
p′
+ cǫ2
(
1
ǫn
∫
B(0,r)
(Uǫ∆ χr)
p′dz
) 1
p′
+cǫ2
(
1
ǫn
∫
B(0,r)
(〈∇Uǫ,∇χr〉)p
′
dz
) 1
p′
+cǫ2
(
1
ǫn
∫
B(0,r)
(
(gijξ − δi,j)∂ij(Uǫχr)
)p′
dz
) 1
p′
+cǫ2
(
1
ǫn
∫
B(0,r)
(
gijξ Γ
k
ij∂k(Uǫχr)
)p′
dz
) 1
p′
+cǫ2
(
1
ǫn
∫
B(0,r)
(sgUǫχr)
p′ dz
) 1
p′
by Lemma 3.3 in [15], the first five terms in the last inequality are o(ǫ2). Meanwhile,
for the last term we have:
MULTIPEAK SOLUTIONS FOR THE YAMABE EQUATION 32
(
1
ǫn
∫
B(0,r)
(
ǫ2sgUǫχr
)p′
dz
) 1
p′
≤ c1 ǫ2
(
1
ǫn
∫
B(0,r)
Up
′
ǫ χ
p′
r dz
) 1
p′
≤ c1 ǫ2
(∫
B(0, rǫ )
Up
′
dz
) 1
p′
≤ c2 ǫ2.
Thus, eq. (101) turns into
|
k0∑
i=1
W p−1ǫ,ξi − Yǫ,ξ¯i |p′,ǫ≤
k0∑
i=1
|W p−1ǫ,ξi − Yǫ,ξi |p′,ǫ≤ c ǫ2. (102)
for some c > 0. Eqs. (100) and (102) imply the estimate of the Lemma.

As stated above, in order to solve eq. (17) we need to find a fixed point for the
operator Tǫ,ξ : K
⊥
ǫ,ξ
→ K⊥
ǫ,ξ
defined by
Tǫ,ξ(φ) = L
−1
ǫ,ξ
(Nǫ,ξ(φ) +Rǫ,ξ).
By Lemma 6.1 we have
‖Tǫ,ξ(φ)‖ǫ ≤ c
(
‖Nǫ,ξ(φ)‖ǫ + ‖Rǫ,ξ‖ǫ
)
(103)
and
‖Tǫ,ξ(φ1)− Tǫ,ξ(φ2)‖ǫ ≤ c
(
‖Nǫ,ξ(φ1)‖ǫ − ‖Nǫ,ξ(φ2)‖ǫ
)
.
By (23) and (25), it holds
‖Nǫ,ξ(φ)‖ǫ ≤ C | f(Vǫ,ξ + φ)− f(Vǫ,ξ)− f ′(Vǫ,ξ)φ |p′,ǫ .
And by the mean value Theorem, there is some τ ∈ (0, 1) such that, if ||φ1||ǫ and
||φ2||ǫ are small enough,
| f(Vǫ,ξ + φ1)− f(Vǫ,ξ + φ2)− f ′(Vǫ,ξ)(φ1 − φ2) |p′,ǫ
≤ C | (f ′(Vǫ,ξ + φ2 + τ(φ1 − φ2))− f ′(Vǫ,ξ))(φ1 − φ2) |p′,ǫ
≤ C | f ′(Vǫ,ξ + φ2 + τ(φ1 − φ2))− f ′(Vǫ,ξ) | pp−2 ,ǫ| φ1 − φ2 |p′,ǫ
(104)
It follows from [7], section 3, that
| f ′(Vǫ,ξ + φ2 + τ(φ1 − φ2))− f ′(Vǫ,ξ) | pp−2 ,ǫ| φ1 − φ2 |p′,ǫ
≤ C‖φ1 − φ2‖ǫ. (105)
And then we have
‖Tǫ,ξ(φ1)− Tǫ,ξ(φ2)‖ǫ ≤ ‖Nǫ,ξ(φ1)−Nǫ,ξ(φ2)‖ǫ ≤ c‖φ1 − φ2‖ǫ (106)
for c ∈ (0, 1), provided ||φ1||ǫ and ||φ2||ǫ are small enough.
Hence Tǫ,ξ¯ has a fixed point in a small enough ball in K
⊥
ǫ,ξ¯
, centered at 0.
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Moreover, for such fixed point, we have by eq. (103),
||φǫ,ξ¯||ǫ = ‖Tǫ,ξ(φ)‖ǫ ≤ c
(
‖Nǫ,ξ(φ)‖ǫ + ‖Rǫ,ξ‖ǫ
)
.
On the other hand
||Nǫ,ξ(φ)||ǫ ≤ c||φ||ǫ, (107)
for φ with ||φ||ǫ small enough, since
||Nǫ,ξ(φ)||ǫ ≤ c
(||φ||p−1ǫ + ||φ||2ǫ) ,
by eq (3.35) in [7].
Hence by Lemma 6.2, and inequality (107),
||φǫ,ξ¯||ǫ ≤ c
(
‖Nǫ,ξ(φ)‖ǫ + ‖Rǫ,ξ‖ǫ
)
≤ c1||φǫ,ξ¯||ǫ + c2
(
ǫ2 +
∑
i 6=j
e−
1+σ
2
dg(ξi,ξj )
ǫ
)
This implies the estimate of the Lemma:
||φǫ,ξ¯||ǫ ≤ c3
(
ǫ2 +
∑
i 6=j
e−
1+σ
2
dg(ξi,ξj )
ǫ
)
.
Finally, to prove that the map ξ → φǫ,ξ¯ is in fact a C1 map, given ǫ, we use the
Implicit Function Theorem applied to the function
F (ξ¯, φ) = Tǫ,ξ(φ)− φ.
As stated above, eq. (106) guarantees that there is some φǫ,ξ¯, such that F (ξ¯, φǫ,ξ¯) =
0. Also, Tǫ,ξ(φ) is differentiable, with differentiable inverse Lǫ,ξ(φ). The Implicit
Function Theorem then implies that ξ → φǫ,ξ¯ is a C1 map.

7. Appendix
In this section we compute numerically β of section 3, for low dimensions. Namely
β := c
∫
Rn
U2(z) dz − 1
n(n+ 2)
∫
Rn
|∇U(z)|2|z|2 dz, (108)
which plays an important role in the asymptotic expansion of the energy Jǫ.
β is a dimensional constant that requires knowledge of the unique (up to transla-
tions) positive solution U ∈ H1(Rn) that vanishes at infinity of
−∆U + U = Up−1 in Rn, (109)
with p = 2(m+n)
m+n−2 . The solution is known to exist, and to be unique and radial, see [13]
for details.
Hence, we consider the solution h = hα of
h′′(t) +
n− 1
t
h′(t)− h(t) + h(t)m+n+2m+n−2 = 0. (110)
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m n Vn−1 c
∫∞
0
u2rn−1dr Vn−1
n(n+2)
∫∞
0
u′2rn+1dr β
2 2 1.9502 2.331 -0.38089
2 3 11.959 13.259 -1.2999
2 4 81.771 87.5 -5.7285
2 5 617.47 647.82 -30.353
2 6 5083.3 5268.8 -185.5
2 7 45119 46391 -1272.4
3 2 3.9303 4.4149 -0.48461
3 3 26.196 28.329 -2.1329
3 4 194.26 205.59 -11.324
3 5 1577.6 1647.1 -69.453
3 6 13854 14332 -478.38
4 2 6.2006 6.7579 -0.55731
4 3 45.28 48.231 -2.9513
4 4 363.46 381.54 -18.085
4 5 3162.7 3287.2 -124.58
5 2 8.6442 9.2554 -0.61113
5 3 68.674 72.419 -3.7455
5 4 592.7 618.4 -25.692
6 2 11.199 11.851 -0.65243
6 3 95.938 100.42 -4.4788
Table 1. Numerical values for β, for n +m ≤ 9.
with h(0) = α > 0, h′(0) = 0. By the aforementioned existence and uniqueness
results, there exists only one value α = α0 = α0(m,n) that gives a positive solu-
tion hα0 that vanishes at infinity. Our approach is to find hα0 numerically as the
solution of (110) that vanishes at infinity, and then to integrate it numerically to
find Vn−1 c
∫∞
0
u2rn−1dr and Vn−1
n(n+2)
∫∞
0
u′2rn+1dr, the two terms involved in (108). Of
course u(r) = hα0(r).
In Table 1 we show the numerical results, where β is negative for m+ n ≤ 9.
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