Abstract. We prove that the orthogonal regression estimator for the vector errorsin-variables model is inconsistent and study its asymptotic deviation from the true value of the parameter. We also propose another estimator whose deviation from the true value is smaller than that for the orthogonal regression estimator.
Introduction

Consider a nonlinear errors-in-variables model
where (x i , y i ) ∈ R q × R s are known observations, ξ i are unknown nonrandom constants, {(δ
T , i ≥ 1} are independent identically distributed errors, and β 0 is the parameter to be estimated. All the parameters are vector-valued.
We study the orthogonal regression estimator and its asymptotic properties as n → ∞. This estimator, widely used in the literature and in practice, is consistent for the linear model. Moreover it coincides with the maximum likelihood estimator if the errors have the normal distribution. The linear model is analyzed in the book [1] . The estimator is consistent for the nonlinear model under additional restrictions if ξ i are known to have some specific properties. This holds, for example, in the case of repeated observations [2] or in the case where the errors tend to zero [1] .
In the general case, if the regression function is nonlinear in ξ, the estimator is inconsistent and is isolated from the true value even if the errors are small (and fixed). Section 2 contains the proof of the inconsistency of the estimator. We obtain the principal term of the asymptotic deviation between the estimator and the true value in Section 3. We propose a new estimator in Section 4; the order of the asymptotic deviation between this estimator and the true value is smaller if the errors are small.
The current paper continues the investigations of [4] where the asymptotic deviation is studied for the scalar model, as well as those of [3] where the inconsistency is proved for the model with scalar variables y i and vector variables ξ i . We extend the latter result to the general vector model and study the asymptotic deviation for this model. We also obtain a new estimate for the variance constructed with the help of a goal function.
The inconsistency of the orthogonal regression estimator
By I n and O we denote the unit n × n matrix and the zero matrix of an arbitrary order, respectively. The symbol · stands for the Euclidean norm, U r (x) means the rneighborhood of a point x. Vectors and the regression function are understood as column vectors throughout the paper. On the other hand, the derivatives are understood as row vectors. The superscript denotes the (vector) variable used to evaluate the derivative. For example, g β is the Jacobi matrix for the vector function g with respect to the vector argument β. In what follows we also use the derivatives g ξξ , g βξ , g ξξξ of vector-valued functions g with respect to vector arguments, where g ξξ , g βξ , and g ξξξ are a symmetric bilinear operator assuming values in R s , a bilinear operator assuming values in R s , and a symmetric trilinear operator, respectively. The mathematical expectation and the variance of a random variable ζ are denoted by E ζ and Var ζ, respectively. Now we introduce some notation for sequences of random vectors depending on parameters β ∈ Θ and σ > 0.
where O P (1) is a stochastically and uniformly bounded sequence of random vectors.
Definition 2.2. We write
Below we list the assumptions imposed on the regression model.
where Γ is a known positive definite matrix, and σ > 0 is an unknown number. We allow the errors ε i and δ i to be correlated. Without loss of generality assume that Γ =
(v) lim n→∞ k n > 0, where
The orthogonal regression estimator is defined by
The matrix Γ −1 has the same block structure as Γ. Its blocks are denoted by
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
INCONSISTENT ESTIMATORS
165
where V 11 ∈ R s×s , V 22 ∈ R q×q , and (V 12 ) T = V 21 . We use these superscripts throughout the paper to denote the corresponding blocks of (s + q) × (s + q) block matrices. It is easy to check that
where V := I s − SS T −1 . Note that the matrix Γ is positive definite if and only if V is positive definite.
Consider the function
where x, u ∈ R q , y ∈ R s , and β ∈ Θ. We prove the existence and uniqueness of the minimum of the function G in u under conditions (i)-(iii).
1) Existence. The minimum exists since the function G is continuous in u and therefore
Let h(x, y, β) be one of the minimum points of the function G(x, y, β, u) in u.
2) Uniqueness. The function G(x, y, β, u) is differentiable with respect to u at the minimum point, whence G u u=h(x,y,β) = 0. This means that h(x, y, β) is defined implicitly by 
Proof. We apply the implicit function theorem. It is known that
and
is a positive definite matrix. According to the implicit function theorem, there is a neigh-
q is a single-valued continuously differentiable function. Since the arguments ξ and β vary in compact sets, one can choose ν = ν 0 > 0, common for all points β ∈ Θ and ξ if ξ ≤ a. For any point of the graph 
is an open covering of the compact set A and that it contains a finite subcovering. Thus there is a common ν 0 for all points of the set. The lemma is proved.
The following result is useful when constructing the asymptotic expansions. We consider the model for small σ 2 . The errors are bounded stochastically; thus h(x, y, β) is not always uniquely determined for large errors. To account for this phenomenon we consider the set of indices B n (ν) = {i = 1, . . . , n: ε i ≤ ν, δ i ≤ ν}, where the constant ν ∈ (0, ν 0 ] is such that U ν (β 0 ) ∈ int Θ and ν 0 is defined in Lemma 2.1. Consider the following goal function:
). Then estimator (1) can be rewritten as follows:
where Q 1 (β) is the principal part, while Q 2 (β) is treated as a remainder.
Theorem 2.1. Let conditions (i)-(iv) hold for model (1). Then
where k n is defined by assumption (v).
Proof. We will omit the subscript i for the variables
where C and D are universal constants. Now consider Q 2 (β):
.
We estimate one of the terms on the right hand side of (5):
The other terms in (5) are considered similarly. Thus
to complete the proof of (3). By the Chebyshev inequality,
We prove equality (4). We express the necessary terms by using errors ε i , δ i and values of the function and its derivatives at points (ξ i , β 0 ). For the sake of brevity we do not write the subscript i assuming that i ∈ B n (ν). Recall that Lemma 2.1 holds for i ∈ B n (ν). Define ∆ from the equality h = h(x, y, β 0 ) = ξ + ∆ and note that ∆ = O( ε + δ ). Indeed,
Now expand the functions into a Taylor series in a neighborhood of the points (ξ, β 0 ):
Here and in what follows the symbol O(·) stands for a uniformly bounded variable, that is, O(t) ≤ C t for all β, ξ, σ, i, and n. We treat the derivatives that cannot be represented in the matrix form as operators applied to every component of the vector function g = (g 1 , . . . , g s )
T . For example,
We omit the argument of a function if it is evaluated at the point (ξ, β 0 ). Substituting the above expansions in the equation for the implicit function we get
Now we express ∆ in terms of the errors ε and δ:
where ∆ 1 is the linear part with respect to ε and δ, while ∆ 2 is the quadratic part. Then
To determine ∆ 1 we substitute (7) into (6), find the linear part, and equate it to zero:
To determine ∆ 2 , we again substitute (7) into (6), find the quadratic part, and equate it to zero:
Having obtained ∆ with an essential precision we pass to the evaluation of q β (x, y, β 0 ). By definition,
whence we get that
. Now we substitute the above expansions into the latter expression:
Using the expansion of ∆ in terms of ε and δ instead of ∆, we obtain the linear part L, quadratic part W , and the remainder O ε 3 + δ 3 . We treat the quadratic part W and evaluate its mathematical expectation:
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Below are some technical calculations needed to find E W :
Next we determine E(H∆ 2 ) = H E ∆ 2 :
Each of the two terms is considered separately. a)
If the column i of a matrix X is denoted by X (i) , then (AB) (i) = A · B (i) for all matrices A and B with appropriate sizes. Thus
The mathematical expectation of the second term in the expression for W can be found similarly to a), while the expectation of the third term is zero (the reasoning is similar to b)). Therefore
Further, we find the left s × s block of the matrix in the braces:
The left upper block of the same matrix can be found as follows. If A, B, C, D, and N are matrices with agreed dimensions, then
This implies that
This matrix is such that
and it is easy to check that
Then the left hand side of (8) equals
where
by Lemma 2.2.
Similarly to 1) we prove that S 2 = σ 4 o σP (1). Next we consider the remainder R:
Combining the latter relations we complete the proof of (4).
Theorem 2.2. Let conditions (i)-(v) hold for model (1).
Then for an arbitrary ε > 0 there are τ > 0 and σ ε > 0 such that
, is bounded, since Lemma 2.1 holds for β ∈ U ν (β) and all functions involved in the expression for q(x i , y i , β), i ∈ B n (ν), are continuous and bounded.
2) Representation for Q(β). For β ∈ U ν (β 0 ) and ∆β = β − β 0 , we write the Taylor expansion of the function Q 1 (β):
By Theorem 2.1,
Let ∆β = σ 2 ∆ϕ. The latter equality implies that
Put ∆ϕ = −tk n , where t > 0 is a sufficiently small number. Since k n is bounded,
By the definition ofβ,
Fix ε > 0. Assumption (v) allows one to choose a sufficiently small number t such that R 1 (t) ≥ t 0 > 0 for n ≥ n 0 . For an arbitrary σ, there exists n 1 = n 1 (ε, σ) such that
for all n ≥ n 1 . There exists σ ε > 0 such that, for an arbitrary σ ∈ (0, σ ε ], we have
starting with some number n 1 = n 1 (ε, σ). Therefore the probability that
is not smaller than 1 − ε for all σ ∈ (0, σ ε ] and all n ≥ N (ε, σ) := max(n 0 , n 1 ). This means that the probability that ∆φ is isolated from zero is not smaller than 1 − ε. In other words,
This completes the proof of Theorem 2.2.
Asymptotic deviation
By Theorem 2.2, the estimatorβ is inconsistent and it is isolated from the true value β 0 if errors are small. Below we study the order of deviation between the estimator and the true value of the parameter with respect to σ and construct an estimator with a smaller deviation thanβ for small σ.
In what follows we need the following notation used for a sequence of random variables. Note that η n (σ) =õ σP (1) if η n (σ) = o σP (1) . The converse is not always true.
be the graph of the regression function depending on a parameter β, ρ be the Euclidean distance, and ρ(M, Γ β ) be the distance between the point M and the graph of the function Γ β .
In what follows we also need the following contrast condition (in other words, the condition of the asymptotic separation of the point β 0 from the other points β):
for all δ > 0, lim
The contrast condition guarantees that one can construct a consistent estimator of the parameter β as the variance of errors tends to zero; namely, the following result holds. 
Proof. Consider q ββ (x i , y i , β 0 ) for i ∈ B n (υ) (we do not write the subscript i):
Further, we find the second derivatives of the function G (its first derivatives were already evaluated in the preceding section):
Since Γ is a positive definite matrix, there exist positive numbers C and C 1 such that
The latter result helps us to obtain the principal part of q(x, y, β 0 ) by observing that all x, y, and h(x, y, β 0 ) are bounded. If f (t), t ∈ U , is a function differentiable at the point t 0 ∈ U , then
Putting h = h(x, y, β 0 ) we get
where all functions are considered at the argument (ξ, β 0 ). Next,
and C > 0 is a constant. It remains to apply (8).
The following condition plays an important role when studying the asymptotic deviation between the estimator and the true value.
(vi) lim n→∞ λ min (V n ) > 0, where λ min is the minimal eigenvalue of the matrix V n .
Theorem 3.2. Let conditions (i)-(vi)
and the contrast condition (con) hold. Then
Remark 3.1. If the conditions of Theorem 3.2 hold for the estimatorβ n , then
Proof. 1) Lemma 3.1 implies that, given arbitrary ε > 0 and ν > 0, there are numbers σ εν > 0 and n εν such that P β − β 0 < ν > 1 − ε for all σ ∈ (0, σ εν ] and n ≥ n εν . In the proof below we assume that σ ∈ (0, σ εν ] and n ≥ n εν . Then the probability thatβ ∈ U ν (β 0 ) is not less than 1 − ε.
2) The function q(x i , y i , β) is three times continuously differentiable in β for i ∈ B n (ν); thus Q βββ 1 (β) < const for β ∈ U ν (β 0 ), where Q βββ 1 (β) is a symmetric trilinear form. 3) We expand Q 1 (β) by the Taylor formula for β ∈ U ν (β 0 ):
We use the expressions obtained in Theorems 2.1 and 3.1 instead of Q
Put ∆β = σ 2 ∆ϕ in the latter formula:
Sinceβ − β 0 =õ σP (1) by Lemma 3.1, we rewrite (11) for ∆φ =β
Given arbitrary ε > 0 one can choose σ 0 and n σ,ε such that
and n ≥ n σ,ε . Then (12) implies that ∆φ =Õ σP (1) . Hence
By the definitions of V n and k n and by the assumptions of the theorem, z n is bounded and asymptotically isolated from zero. Now we rewrite (11) for ∆ϕ = z n : (14)
Using the definition ofβ we obtain
by (13) and (14). Using condition (vi) we get lim n→∞ λ min (V n ) = τ > 0. Therefore there exists an integer n 0 such that
for all n ≥ n 0 . We have proved that ∆φ − z n =õ σP (1), so thatβ
4. An improved estimator Theorem 3.1 allows one to estimate the deviation between the orthogonal regression estimator and the true value if σ 2 , k n , and V n are known with sufficient precision. Below we introduce another estimatorβ n as follows:
We show thatβ − β 0 = σ 2õ σP (1) . 
for some constants C and A. Then
Proof. Consider the difference
Every term is estimated separately. First,
since β − β 0 =õ σP (1) by Lemma 3.1.
Lemma 4.2. Let conditions (i)-(vi)
σP (1) . It remains to prove that
The term Q(β 0 ) is expanded in the same way as Q β 1 (β 0 ) in the proof of Theorem 2.1.
for ξ ∈ R q and β ∈ Θ, then k n =k n +õ σP (1) and V n =V n +õ σP (1) by Lemma 4.1. We show that the latter condition follows from the hypotheses of the theorem (however, the constants C and A are different in the hypotheses of the theorem and in the condition above). Let a function f be such that
and f ( 0, β), as a function of β, is bounded on the compact set Θ. Hence
for some constants C 1 and A 1 .
Hence
σP (1) , whence the theorem follows by (10).
Example. The estimatorβ n is inconsistent if condition (v) holds. For example, this is the case if all components of ξ(i), i ≥ 1, are positive and isolated from zero. Letk n andV n be the corresponding estimators of k n and V n , respectively, andσ 2 = Q(β n )/2. Then, for small σ, the improved estimator is given bỹ
Concluding remarks
We considered the orthogonal regression estimatorβ n for the vector errors-in-variables model and proved that it is inconsistent for small but fixed σ. We also proved that the estimator belongs with a large probability to a neighborhood of the point β 0 −σ 2 V −1 n k T n /2. We introduced a new estimatorβ n whose asymptotic deviation from the true value has a smaller order with respect to σ: β n − β 0 =õ σP (1),β n − β 0 =Õ σP (1) .
The estimatorβ n approximates β 0 better thanβ n does for small fixed σ and large n. One can further improve the estimator by finding additional terms of the asymptotic deviation with respect to σ 2 . Another question is that condition (v), basic for the proof of the inconsistency of the estimator, does not hold for some nonlinear models. For example, if g = ξ 1 tan(β 1 ξ 2 +β 2 ) and S = O, then tr g ξξ H −1 ≡ 0, whence k n = 0. It is interesting to find out whether the estimator is consistent in this model and, if this is not the case, to obtain the deviation between the true value and the estimator.
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