Abstract. The present article proposes a new neuro-fuzzy-fusion (NFF) method for combining the output of a set of fuzzy classifiers in a multiple classifier system (MCS) framework. In the proposed method the output of a set of classifiers (i.e., fuzzy class labels) are fed as input to a neural network, which performs the fusion task. The proposed fusion technique is tested on a set of remote sensing images and compared with existing techniques. Experimental study revealed the improved classification capability of the NFF based MCS as it yielded consistently better results.
Introduction
The objective of designing a pattern classification system is to achieve the best possible performance for the problems at hand. This leads to the development of different classification schemes with different performance levels, and hence they may offer complementary information about the patterns to be classified. This motivated fusing/combing classifiers' outputs for improved performance. The idea is not to rely on a single classifier, rather to use all or some of them for consensus decision making by combining their individual performance. Recently many efforts aimed at it have become popular [1, 2, 3, 4, 5, 6, 7, 8, 9] . Moreover, the multiple classifier systems (MCSs) are found to be successful with the combination of diverse classifiers. i.e., the classifiers should not commit the same mistake. Further, the performance of an MCS is highly dependent on the combination scheme. Many studies have been published in this area of research, e.g., if only class labels are available a majority voting [10, 11] or label ranking [12, 13] is used. If continuous outputs like posteriori probabilities are available, an average or some other linear combination can be used [14, 15] . If the classifier outputs are interpreted as fuzzy membership values then fuzzy rules [16, 17] , belief functions and Dempster-Shafer techniques [14, 18] can be used for combination.
Classification of land cover regions of remote sensing images is essential for efficient interpretation of them [19, 20] . This task is very complex because of low illumination quality and low spatial resolution of remotely placed sensors and rapid changes in environmental conditions. Various regions like vegetation, soil, water bodies etc. of a natural scene are often not well separated. Moreover, the gray value assigned to a pixel is an average reflectance of different types of land covers present in the corresponding pixel area. Therefore, a pixel may represent more than one class with varying degree of belonging. Thus assigning unique class label to a pixel with certainty is one of the major problems. Conventional methods cannot deal with this imprecise representation of geological information. Fuzzy set theory introduced in [21] provides a useful technique to allow a pixel to be a member of more than one category or class with graded membership [22] . Many attempts have been made for remote sensing image analysis and classification using fuzzy logic [19, 23, 24, 25, 26, 27] .
We have considered a set of fuzzy classifiers in the design of MCSs in this article. Various existing fuzzy and non-fuzzy fusion methods for combination of classifiers' output are considered and found that the performances are varying with the input data sets and fusion methods. We propose a neuro-fuzzy (NF) fusion method to overcome the risk of selecting a fusion method as neural networks can do this in an adaptive way. The performance is demonstrated on a set of remote sensing images. Experimental study revealed that the MCS with the proposed NF fusion method provided consistently better classification.
Fuzzy Classifiers and Combination Methods
A brief description of the four fuzzy classifiers and six existing combination schemes used for the present study is made in the following sections.
Fuzzy k-nearest neighbor (Fk-NN): k-NN is based on the determination of k number of nearest neighbors of a test pattern and assigning it the class label that majority of the neighbors have. Keller et al. [28] incorporated the concepts of fuzzy set theory [21] into the k-NN voting procedure and proposed a fuzzy version of k-NN rule. The membership degree of a test pattern x to class c is calculated as
(1) where i = 1, 2, ...C (number of classes), and j = 1, 2, ..., k (number of nearest neighbors). μ ij is the membership degree of the pattern x j from the training set to class i, among the k nearest neighbors of x. For this study, the algorithm was implemented with m f = 2 and k = 5 (selected on the basis of performance).
Fuzzy maximum likelihood (FML):
The FML [23] is a fuzzy evaluation of the conventional ML parameters. The mean and variance-covariance matrix
