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ABSTRACT
A central problem in the theory of algorithms for data streams
is to determine which functions on a stream can be approx-
imated in sublinear, and especially sub-polynomial or poly-
logarithmic, space. Given a function g, we study the space
complexity of approximating
∑
n
i=1
g(|fi|), where f ∈ Z
n is
the frequency vector of a turnstile stream. This is a general-
ization of the well-known frequency moments problem, and
previous results apply only when g is monotonic or has a spe-
cial functional form. Our contribution is to give a condition
such that, except for a narrow class of functions g, there is
a space-efficient approximation algorithm for the sum if and
only if g satisfies the condition. The functions g that we are
able to characterize include all convex, concave, monotonic,
polynomial, and trigonometric functions, among many oth-
ers, and is the first such characterization for non-monotonic
functions. Thus, for nearly all functions of one variable, we
answer the open question from the celebrated paper of Alon,
Matias and Szegedy (1996).
1. INTRODUCTION
One of the main open problems in the theory of data
stream computation is to characterize functions of a fre-
quency vector that can be computed, or approximated,
efficiently. Here we characterize nearly all functions of
the form
∑n
i=1 g(|vi|), where v = (v1, . . . , vn) ∈ Zn is
the frequency vector of the stream. This is a generaliza-
tion of the famous frequency moments problem, where
g(x) = xk for some k ≥ 0, described by Alon, Matias,
and Szegedy [1], who also asked:
“It would be interesting to determine or estimate the
space complexity of the approximation of
∑n
i=1 v
k
i for
non-integral values of k for k < 2, or the space com-
plexity of estimating other functions of the numbers vi.”
The first question was answered by Indyk andWoodruff [15]
and Indyk [14] who were the first to determine, up to
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polylogarithmic factors, the space complexity of the fre-
quency moments for all k > 0. We address the second
question.
Braverman and Ostrovsky [6] and Braverman and
Chestnut [5], answer the second question for sums of
the form given above when g is monotone. We ex-
tend their characterizations to nearly all nonmonotone
functions of one variable. Specifically, we character-
ize the set of functions g for which there exists a sub-
polynomial (1±ǫ)-approximation algorithm for the sum
above. Our results can be adapted to characterize the
set of functions approximible in poly-logarithmic, rather
than sub-polynomial, space. Among the main tech-
niques we use is the layering method developed by Indyk
and Woodruff [15] for approximating the frequency mo-
ments, and one may view our results as an exploration
of the power of this technique.
Our results also partially answer an open question
of Guha and Indyk at the IIT Kanpur workshop in
2006 [12] about characterizing sketchable distances -
our results characterize nearly all distances that can
be expressed in the form d(u, v) =
∑
i g(|ui − vi|). Be-
sides the aforementioned work on the frequency mo-
ments and monotone functions, other past work on this
question was done by Guha, Indyk, and McGregor [13]
as well as Andoni, Krauthgamer, and Razenshteyn [2].
Both of those papers address the same problem, but
in domains different from ours. In the realm of gen-
eral streaming algorithms, a result of Li, Nguyen, and
Woodruff [20] shows that for any function g with a
(1± ǫ)-approximation algorithm implementable in sub-
polynomial space, there exists a linear sketch that demon-
strates its tractability. However, a drawback of that
work is that the space complexity of maintaining the
sketching matrix, together with computing the output,
may be polynomially large. Our paper deals with a
smaller class of functions than [20], but we provide a
zero-one law and explicit algorithms.
While several of our lower bounds can be shown via
reduction from the standard index and set-disjointness
communication problems, to prove lower bounds for the
widest class of functions we develop a new class of com-
munication problems and prove lower bounds for them,
which may be of independent interest. The problem,
which we call ShortLinearCombination, is: given a fi-
nite set {0, a1, . . . , ar, b} of possible frequencies, is there
a frequency in the stream of value b? Perhaps sur-
prisingly, the communication complexity of ShortLin-
earCombination depends on the magnitudes of the coeffi-
cients in any linear combination expressing b in terms of
a1, . . . , ar. We develop optimal communication bounds
for this problem. This hints at the subtleties in prov-
ing lower bounds for a wide class of functions g, since
by defining g(b) ≥ n · maxi g(ai), the communication
problem just described is a special case of characteriz-
ing the streaming complexity of all functions g. Our
lower bounds provide a significant generalization of the
set-disjointness problem, which has found many appli-
cations to data streams.
1.1 Applications
We now describe potential applications of this work.
1.1.1 Log-likelihood Approximation
One use for the approximation of non-monotonic func-
tions is the computation of log-likelihoods. Here, the
coordinates of the streamed vector v are taken to be
i.i.d. samples from a discrete probability distribution.
The likelihood of the vector v, under a distribution
with probability mass function p(x), x ∈ Z, is L(v) =∏n
i=1 p(vi), and its log-likelihood is ℓ(v) = −
∑n
i=1 log p(vi).
Notice that ℓ(v) is of the form
∑n
i=1 g(vi), for g(x) =− log p(x). When p(·; θ) is the distribution of a non-
negative random variable or if p(x; θ) is symmetric about
x = 0, our results can be applied to determine whether
there is a streaming algorithm that efficiently approxi-
mates ℓ. In general, − log p(x) is not a monotonic func-
tion of x. For example, p(x) = λx
α
x! e
−α+(1−λ)xβx! e−β is
a mixture of two Poissons, which is generally not mono-
tonic. For any constants λ, α, β > 0, the Poisson mix-
ture log-likelihood − log p(x) satisfies our three criteria
(to be described later), hence the log-likelihood of the
stream can be approximated in poly-logarithmic space.
Continuous distributions can be handled similarly by
discretization.
Suppose that the distribution p comes from a fam-
ily of probability distributions p(·; θ) parameterized by
θ ∈ Θ. When an efficient approximation algorithm ex-
ists, we describe a linear sketch from which a (1 ± ǫ)-
approximation ℓˆ to ℓ(v) can be extracted with probabil-
ity at least 2/3. The form of the sketch is independent
of the function g, so if − log p(x; θ) satisfies our condi-
tions for approximability for all θ ∈ Θ, we derive an
approximation to each of the log-likelihoods ℓ(v; θ) that
are separately correct with probability 2/3 each. If Θ
is a discrete set then this allows us to find an approxi-
mate maximum likelihood estimator for θ with only an
O(log |Θ|) factor increase in storage. Recall, the maxi-
mum likelihood estimator is θˆ = argminθ∈Θ ℓ(θ, v). In-
deed, as usual we can drive the error probability down
to any δ > 0 with O(log 1/δ) repetitions of the algo-
rithm, so an additional factor of O(log |Θ|) in the space
complexity is enough. If ℓˆ(θ; v) denote our approxima-
tions, then tˆ = argminθ∈Θ ℓˆ(θ; v) is the approximate
maximum likelihood estimate, which has the guarantee
that ℓ(tˆ; v) ≤ (1 + ǫ)ℓ(θˆ; v). When Θ is not finite one
may still be able to apply our results by discretizing Θ
with poly(n) points and proceeding as above; whether
this works depends on the behavior of p(x; θ) as a func-
tion of θ.
1.1.2 Utility Aggregates
Consider an online advertising service that charges
its customers based on the number of clicks on the ad
by web users. More clicks should result in a higher
fee, but an exceptionally high number of clicks from
one user make it likely that he is a bot or spammer.
Customers may demand that the service discount the
cost of these spam clicks, which means that the fee is
a non-monotonic function of the number of clicks from
each user.
The ads application is an example of a non-monotonic
utility function. Many utility functions are naturally
non-monotonic, and they can appear in streaming set-
tings. For example, extremely low or high trading vol-
ume in a stock indicates abnormal market conditions.
A low volume of network traffic might be a sign of dam-
aged or malfunctioning equipment whereas a high vol-
ume of network traffic is one indicator of a denial-of-
service attack.
1.1.3 Database Query Optimization
A prominent application for streaming algorithms, in-
deed one of the initial motivations [1], is to database
query optimization. A query optimizer is a piece of
software that uses heuristics and estimates query costs
in order to intelligently organize the processing of a
database query with the goal of reducing resource loads
(time, space, network traffic, etc.). Scalable query opti-
mizers are needed for scalable database processing [22,
16], and poor query efficiency has been cited as one of
the main drawbacks of existing implementations of the
MapReduce framework [19]. Streaming algorithms and
sketches are a natural choice for such heuristics because
of their low computational overhead and amenability
to distributed processing. By expanding the character
of statistics that can be computed efficiently over data
streams, our results could allow database query opti-
mizers more expressive power when creating heuristics
and estimating query costs.
1.1.4 Encoding Higher Order Functions
An obvious generalization of the problem we consider
is to replace the frequency vector fi, i ∈ [n], with a fre-
quency matrix fij , i ∈ [n] and j ∈ [k], and ask whether
there is a space efficient streaming algorithm that ap-
proximates
∑n
i=1 g(fi,1, . . . , fi,k). These could, for ex-
ample, allow one to express more complicated database
queries which first filter records based on one attribute
and then sum up the function values applied to another
attribute on the remaining records.
Let us demonstrate that when the coordinates of f
are bounded and k is not too large, we can replace this
sum with a function of a single variable. Suppose that
0 ≤ fij ≤ b − 1 ∈ N, for all i, j. Upon receiving an
update to coordinate (i, j) we replace it with bj copies
of i. The new frequencies are polynomially bounded if
bk = poly(n).
Call the new frequency vector f ′ ∈ Zn. The se-
quence of values fi1, . . . , fik is immediately available as
the base-b expansion of the number f ′i , so we are able
to write g′(f ′i) = g(fi1, . . . , fik), where g
′ first recovers
the base-b expansion and then applies g. Our desire is
to approximate
∑
i g
′(f ′i). Given even a well behaved
function g, it is very unlikely that g′ will be monotone,
hence the need for an approximation algorithm for non-
monotonic functions if this approach is taken. It is also
very likely that, because of the construction, g′ has high
local variability. This is a significant problem for algo-
rithms that use only one pass over the stream (as we
show by way of a lower bound), but we also present a
two pass algorithm that is not sensitive to local vari-
ability.
1.2 Problem Definition
A stream of length m with domain [n] is a list D =
〈(i1, δ1), (i2, δ2), . . . (im, δm)〉, where ij ∈ [n] and δj ∈ Z
for every j ∈ [m]. The frequency vector of a stream
D is the vector V (D) ∈ Zn with ith coordinate vi =∑
j:ij=i
δj. A processor can read the stream some num-
ber p ≥ 1 times, in the order in which it is given, and
is asked to compute a function of the stream. We allow
the processor to use randomness and we only require
that its output is correct with probability at least 2/3.
Our algorithms are designed for the turnstile stream-
ing model. In particular, there exists M ∈ N and it
is promised that V (D) ∈ {−M,−M + 1, . . . ,M}n and
the same holds for any prefix of the list D. Our lower
bounds, on the other hand, hold in the more restrictive
insertion-only model which has δj = 1, for all j. We
use D(n,m) to denote the set of all turnstile streams
with domain [n] and length at most m.
Given a function g : R→ R and vector V = (v1, v2, . . . , vn),
let
g(V ) :=
n∑
i=1
g(|vi|).
Definition 1. Given g : Z≥0 → R, ǫ > 0, and D ∈
D(n,m) the problem of (g, ǫ)-SUM on stream D is to
output an estimate Gˆ of g(V (D)) such that
P
(
(1− ǫ)g(V (D)) ≤ Gˆ ≤ (1 + ǫ)g(V (D))
)
≥ 2/3.
We often omit ǫ and refer simply to g-SUM when the
value of ǫ is clear from the context.
The choice of 2/3 here is arbitrary, since given a g-SUM
algorithm the success probability can be improved to
1− 1/poly(n) by repeating it O(log n) times in parallel
and taking the median outcome.
Our goal is to classify the space complexity of g-SUM.
We ask: for which functions g can (g, ǫ)-SUM be solved
in space that is sub-polynomial in n? We call such
functions tractable. An Ω(ǫ−1) lower bound applies for
nearly every function g, thus we only require that the
algorithm solve (g, ǫ)-SUM whenever ǫ decreases sub-
polynomially. Our main results separately answer this
question in the case in which the processor is allowed
one pass over the stream and in the case in which O(1)
passes are allowed. We are able to classify the space
complexity of almost all functions, though a small set
of functions remains poorly understood.
1.3 Organization
Section 2 gives a high-level description of our results
and states our main theorems. We put off some of the
more technical definitions until Section 3, which gives
the definitions needed to precisely state our main results
as well as background on the main techniques for our
proofs. Next, Section 4 includes the intuition and proofs
for our main theorems. It describes one and two-pass al-
gorithms and lower bounds. Section 5 and Appendix D
discuss the functions that we are unable to characterize
in more depth.
2. OUR RESULTS
To begin with, we separate the class of functions g :
Z≥0 → R into two complementary classes: “normal
functions” and “nearly periodic functions”. In fact, we
do this differently for 1-pass g-SUM than for multi-pass
g-SUM. We define S-normal functions, for studying one
pass streaming space complexity, and P-normal func-
tions for multiple passes. The complements of these two
sets are the S-nearly periodic functions and P-nearly pe-
riodic functions, respectively. The distinction between
S and P is not important to understand our results at a
high level, so we omit them for the rest of this section.
See Section 5 and Appendix D for more about this class
of functions. We postpone the technical definitions until
Section 3, and give an informal overview here.
We are able to characterize the normal functions based
on three properties which we call slow-jumping, slow-
dropping, and predictable. Slow-jumping depends on the
rate of increase. Roughly, a function is slow-jumping if
it doesn’t grow much faster than y = x2 at every scale.
Slow-dropping governs the rate of decrease of a func-
tion. A function is slow dropping if decreases no faster
than sub-polynomially at every point. Finally, if a func-
tion is predictable then it satisfies a particular tradeoff
between its growth rate and local variability. Interest-
ingly, not just the properties themselves are important
for our proofs, but so is the interplay between them.
Precise definitions for these properties are given in Sec-
tion 3.
Our proofs are by finding heavy hitters, for the upper
bound, and by reductions from communication com-
plexity for the lower bound. See Section 4.1 for more
thorough discussion of how the three properties relate
to heavy-hitters and the other techniques we use.
Zero-One Laws for Normal Functions
A nonnegative function f is called a sub-polynomial
function if, for all α > 0, limx→∞ xαf(x) = ∞ and
limx→∞ x−αf(x) = 0. Formally, we study the class of
functions g such that g-SUM can be solved with sub-
polynomial accuracy ǫ = ǫ(n) using only an amount of
space which is sub-polynomial. We call such functions
p-pass tractable if the algorithm uses p passes. In this
paper we prove the following theorems.
Theorem 2 (1-pass Zero-One Law). A function
g ∈ G is 1-pass tractable and normal if and only if it is
slow-jumping, slow-dropping, and predictable.
Theorem 3 (2-pass Zero-One Law). A function
g ∈ G is 2-pass tractable and normal if and only if it is
slow-dropping and slow-jumping.
The main difference between the two theorems is that
predictability is not needed in two passes. The message
is that large local variability can rule out 1-pass ap-
proximation algorithms but not 2-pass approximation
algorithms. Theorem 3 extends to any subpolynomial
number of passes.
Most functions one encounters are normal, which in-
clude convex, concave, monotonic, polynomial, or trigono-
metric functions, as well as functions of regular varia-
tion and unbounded Lipschitz-continuous functions.
3. PRELIMINARIES
In describing the requirements and space efficiency
of our algorithms for g-SUM, we use the set of sub-
polynomial functions.
Definition 4. A function f : R≥0 → R≥0 is sub-
polynomial if for any α > 0, the following two con-
ditions are satisfied: a) limx→∞ xαf(x) = ∞ and b)
limx→∞ x−αf(x) = 0.
We use subpoly(x) to represent the set of sub-polynomial
functions in the variable x. Examples of sub-polynomial
functions include polylogarithmic functions and some
with faster growth, like 2
√
logn. The set of poly-logarithmic
functions is a subset of the sub-polynomial functions.
Formally, we study the class of functions g such that
(g, ǫ)-SUM can be solved with any accuracy ǫ ∈ subpoly(n),
using only sub-polynomial space. Our algorithms as-
sume an oracle for computing g and that the storage
required for the value g(x) is sub-polynomial in x. Re-
gardless, our sketches are sub-polynomial in size, but
without these assumptions it could take more than sub-
polynomial space to compute the approximation from
the sketch. We restrict ourselves to the case M ∈
poly(n). This restriction is reasonable because if it
grows, say, exponentially in n, then an algorithm can
store the entire frequency vector and compute g(V (D))
exactly in polylog(nM) space.
Definition 5. A function g : Z≥0 → R is p-pass
tractable if given any sub-polynomial function h(x) and
any ǫ ≥ 1/h(nM) there exists a sub-polynomial function
h∗(x) and a p-pass algorithm A that solves (g, ǫ)-SUM
for all streams in D(n,m) and n,M ≥ 1 using no more
than h∗(nM) space in the worst case.
Replacing the storage requirement, which is h∗(nM),
with h∗(n) logM would also be natural, but since we
consider M ∈ poly(n) the two definitions are equiv-
alent. It simplifies our notation a little bit to write
h∗(nM). Unless otherwise noted, for the rest of this
paper we require that g(0) = 0 and g(x) > 0, for all
x > 0. The choice g(0) = 0 is equivalent to requiring
that g(V (D)) does not depend on the particular choice
of n in the model; specifically it avoids the following
behavior: if g(0) 6= 0 then given a single stream D the
value of g(V (D)) differs depending on the choice of the
dimension, even though the stream remains the same.
Functions with g(0) 6= 0 may be of interest for some
applications. The laws for these functions are very sim-
ilar to the case when g(0) = 0 and we provide them in
Appendix A.
As shown in [10], functions with g(x) = 0, for some
integer x > 0, are not nα-pass tractable for any α <
1, unless g is nonnegative and periodic with period
min{x > 0 | g(x) = 0}, which must exist if g is pe-
riodic and g(0) = 0. It is also shown in [10] that if a
non-linear function g takes both positive and negative
values, then g is not nα-pass tractable, for any α < 1.
Without loss of generality, we can assume g(1) = 1 be-
cause a multiplicative approximation algorithm for the
function g′(x) := g(x)/g(1) is also a multiplicative ap-
proximation algorithm for g. Finally, for simplicity of
notation we will often extend the domain of g symmet-
rically to Z, i.e., setting g(x) = g(−x), for all x ∈ Z≥0,
which allows us the simpler notation g(|vi|) = g(vi). In
summary, we study the functions in the class
G ≡ {g : Z≥0 → R, g(0) = 0, g(1) = 1, ∀x > 0, g(x) > 0}
Our results are based on three characterizations of the
variation of the functions. We now state the technical
definitions mentioned in Section 2.
Definition 6. A function g ∈ G is slow-jumping if
for any α > 0, there exists N > 0, such that for any
x < y if y ≥ N , then g(y) ≤ ⌊ yx⌋2+αxαg(x).
Slow-jumping is a characterization of the rate of growth
of a function. Examples of slow-jumping functions are
xp, for p ≤ 2, x22
√
log x, and (2 + sinx) x2, while func-
tions like 2x and xp, for any p > 2, are not slow jumping
because they grow too quickly.
Definition 7. A function g ∈ G is slow-dropping if
for any α > 0 there exists N > 0, such that for any
x < y, if y ≥ N , then g(y) ≥ g(x)/yα.
Whether a function is slow-dropping is determined by
its rate of decrease. The functions1 (log2 1+x)
−11(x >
0) and (2 + sinx) x2 are slow-dropping, but any func-
tion with polynomial decay, i.e. x−p, for p > 0, is not
slow-dropping.
Given a function g, x ∈ N, and ǫ > 0 define the set:
δǫ(g, x) := {y ∈ N | |g(y)− g(x)| ≤ ǫg(x)}.
Definition 8. A function g is predictable if for ev-
ery 0 < γ < 1 and sub-polynomial ǫ, there exists N
1
1(·) denotes the indicator function.
such that for all x ≥ N and y ∈ [1, x1−γ) with x+ y /∈
δǫ(x)(g, x) we have g(y) ≥ x−γg(x).
Predictability is governed by the local variability of a
function and its rate of growth. For example, the func-
tion g(x) = x2 is predictable because g(x + y)/g(x) =
(1+ yx)
2 ≈ 1 when y ≪ x, or more precisely πǫ(x) ⊇ {y |
|x− y| ≤ ǫx/3}. That function has low local variability.
On the other hand, the function (2 + sinx)1(x > 0) is
locally highly variable but still predictable. Notice that
even x+1 /∈ πǫ(x), for say ǫ = 0.01, but g(1)/g(x) ≥ 1/3
so the inequality in the definition of predictability is sat-
isfied. A negative example is the function (2+ sinx)x2,
which is not predictable because it varies quickly (by a
multiplicative factor of 3) and grows with x.
As we will show, the three conditions above can be
used to characterize nearly every function in G in both
the single-pass and O(1)-pass settings. We remark here
that the characterization has already been completed
for monotonic functions. The tractability condition for
nondecreasing g proved by [6] is equivalent to g being
slow-jumping and predictable. For nonincreasing func-
tions, it is a consequence of [5] that polynomially de-
creasing functions are not tractable while sub-polynomially
decreasing functions are tractable. The “nearly peri-
odic” functions are formally defined next.
Let S be the set of non-increasing sub-polynomial
functions on domain Z≥0 and P be the set of strictly
increasing polynomial functions on Z≥0. We now de-
fine the sets of S-nearly periodic functions and P-nearly
periodic functions. The motivation for these definitions
jumps ahead to our lower bounds, but we will explain it
here. The reductions used in some of our lower bounds
boil down to finding three integers x < y and x + y
such that g(x) ≫ g(y) and g(x) 6≈ g(x + y). The re-
ductions fail when g(x) ≈ g(x+ y), where the meaning
of “≈” depends on whether we are bounding 1-pass or
multi-pass algorithms. For the 1-pass reduction to fail
it is necessary that 1g(x) |g(x) − g(x + y)| decreases as
x increases, hence the S-nearly periodic functions. The
2-pass reduction fails as long as max( g(x)g(x+y) ,
g(x+y)
g(x) ) is
not polynomially large in y, hence the P-nearly periodic
functions.
Definition 9. Given a set of functions S, call g(x)
S-nearly periodic, if the following two conditions are
satisfied.
1. There exists α > 0 such that for any constant N >
0 there exists x, y ∈ N, x < y and y ≥ N such that
g(y) ≤ g(x)/yα. Call such a y an α-period of g;
2. For any α > 0 and any error function h ∈ S there
exists N1 > 0 such that for all α-periods y ≥ N1
and all x < y such that g(y)yα ≤ g(x), we have
|g(x+ y)− g(x)| ≤ min{g(x), g(x+ y)}h(y).
A function g is S-normal if it is not S-nearly periodic.
The first condition states that the function is not slow-
dropping. For example, if g is bounded then there is
an increasing subsequence along which g converges to 0
polynomially fast. To understand the second condition,
take h to be a decreasing function or a small constant.
In loose terms, it states that if x < y and g(x)≫ g(y),
then g(x) ≈ g(x+ y). The choice of the set of functions
S determines the relative accuracy implied by “≈”. We
will apply the definition with S set to either S or P, that
is, with either subpolynomially or polynomially small
relative accuracy.
An S-nearly periodic function (it is also P-nearly pe-
riodic) can be constructed as follows. For each x ∈
N, let ix = max{j : 2j |x} and let gnp(0) = 0 and
gnp(x) = 2
−ix . For example, gnp(1) = 1, gnp(2) = 1/2,
gnp(3) = 1, gnp(4) = 1/4, etc. The proof that g is nearly
periodic appears in Appendix D.1, but for now notice
that it satisfies the first part of the definition because
gnp(2
k) = 2−k and, as an example of the second part,
we have gnp(2
k + 1) = gnp(1) = 1. One may guess that
a streaming algorithm for such an erratic function re-
quires a lot of storage. In fact, gnp can be approximated
in polylogarithmic space! Appendix D.1 has the proof.
The following containment follows directly from the
definition of the nearly periodic functions.
Proposition 10. Every S-nearly periodic function is
also P-nearly periodic. Every P-normal function is S-
normal.
3.1 Heavy Hitters, Communication Complex-
ity, and CountSketch
Our sub-polynomial space algorithm is based on the
Recursive Sketch of Braverman and Ostrovsky [7], which
reduces the problem to that of finding heavy hitters.
Definition 11. Given a stream D ∈ D(n,m) and a
function g, call j ∈ [n] a (g, λ)-heavy hitter of V (D)
if g(|vj |) ≥ λ
∑
i6=j g(|vi|). We will use the terminology
λ-heavy hitter when g is clear from the context.
Given a heaviness parameter λ and approximation ac-
curacy ǫ, a heavy hitters algorithm returns a set {i1, i2, . . .}
containing every (g, λ)-heavy hitter and also returns a
(1 ± ǫ)-approximations to g(vij ) for each ij in the set.
Such a collection of pairs is called a (g, λ, ǫ)-cover.
Definition 12. Given a stream D ∈ D(n,m), a (g, λ, ǫ)-
cover of V (D) is a set of pairs {(i1, w1), (i2, w2), . . . , (it, wt)},
where t ≤ n and the following are true:
1. ∀k ∈ [t], |wk − g(|vik |)| ≤ ǫg(|vik |), and
2. if j is a (g, λ)-heavy hitter of V (D), then there
exists k ∈ [t] such that ik = j.
Formally, a p-pass (g, λ, ǫ, δ)-heavy hitter algorithm
is a p-pass streaming algorithm that outputs a (g, λ, ǫ)-
cover of V (D) with probability at least (1− δ).
Theorem 13 ([7]). Let λ = ǫ
2
log3 n
and δ = 1logn .
If there exists a (g, λ, ǫ, δ)-heavy hitter algorithm using
s bits of space, then there exists a (g, ǫ)-SUM algorithm
using O(s log n) bits of space.
A similar approach has been used in other streaming
algorithms; it was pioneered by Indyk andWoodruff [15]
for the problem of approximating the frequency mo-
ments. Their algorithm uses the streaming algorithm
CountSketch of Charikar, Chen, and Farach-Colton [9],
and ours will as well. Given λ, ǫ, and δ, a CountSketch
data structure using space O( 1λǫ2 log
n
δ logM) gives an
approximation vˆi to the frequency of every item i ∈ [n]
with the following guarantee: with probability at least
(1 − δ), |vi − vˆi| ≤ ǫ
√
λF2 for all i ∈ [n]. By ad-
justing the parameters slightly we can treat the out-
put of CountSketch(λ, ǫ, δ) as a set of k = O(1/λ) pairs
(ij , vˆij ) such that {ij}kj=1 contains all of the λ-heavy hit-
ters for F2 and |vij − vˆij | ≤ ǫ
(∑
j>k v¯
2
j
)1/2
≤ ǫ√λF2,
for all j = 1, 2, . . . , k, where (v¯1, . . . , v¯n) is a reordering
of the frequency vector from largest to smallest absolute
magnitude.
We establish our lower bounds using communication
and information complexity. Several of our lower bounds
can be shown by reduction from standard INDEX and
DISJ problems, as well as a combination of them (re-
lated combined problems were used in [10, 21]). In the
INDEX(n) problem, there are two players Alice, given a
set A ⊆ [n], and Bob, given b ∈ [n]. Alice sends a mes-
sage to Bob, and with probability at least 2/3, Bob must
determine whether b ∈ A. Any randomized one-way
protocol for INDEX(n) requires Alice to send Ω(n) bits
[18]. In an instance of DISJ(n, t) there are t players each
receiving a subset of [n] with the promise that either the
sets are pairwise disjoint, or there is a single item that
every set contains and other than this single item, the
sets are pairwise disjoint. The players must determine
which case they are in. The randomized, unrestricted
communication complexity of DISJ(n, t) is Ω(n/t) [4, 8,
11, 17]. In the DISJ+IND(n, t) problem, t+1 players are
given sets A1, A2, . . . , At+1 ⊆ [n], such that |At+1| = 1,
with the promise that either the sets are disjoint or
there is a single element contained in every set and they
are otherwise disjoint. A standard argument shows the
one-way communication complexity of DISJ+IND(n, t)
is Ω(n/t(logn)) (see Theorem 44).
To obtain stronger lower bounds for the nearly peri-
odic function sums, we use the information complexity
framework.
Definition 14 (ShortLinearCombination problem).
Let u = (u1, u2, . . . ur) be a vector in Z
r for some integer
r. Let d > 0 be an integer not in {|u1|, |u2|, . . . , |ur|}. A
stream S with frequency vector v is given to the player,
v is promised to be from V0 = {u1, u2, . . . , ur, 0}n or
V1 = {EMB(v, i, e) | v ∈ V0, i ∈ [n], e ∈ {−d, d}}, where
EMB(v, i, e) is to embed e onto the i-th coordinate. The
(u, d)-DIST problem is to distinguish whether v ∈ V0 or
v ∈ V1.
This problem is in fact a generalization of the DISJ(n, t)
problem. We show a lower bound for this problem of
Ω(n/q2) where q =
∑r
i=1 |qi| and qi are the integers sat-
isfying minq{q1, q2, . . . , qr |
∑r
i=1 qiui = d}. For more
details, we refer the reader to Appendix C.
4. ZERO-ONE LAWS FOR NORMAL FUNC-
TIONS
First, we develop some intuition about why the three
conditions, slow-dropping, slow-jumping, and predictable,
characterize tractable normal functions. Next comes
the two pass and one pass algorithms followed by the
lower bounds. Finally, we prove Theorem 2 and 3 in
Section 4.6.
4.1 Our Techniques
The upper and lower bounds are both established us-
ing heavy hitters. Using a ǫ
2
log3 n
-heavy hitters subrou-
tine that identifies each heavy hitter H and also ap-
proximates g(fH), the algorithm of Braverman and Os-
trovsky [7] (Theorem 13) solves g-SUM with O(log n)
storage overhead. We will show that if g is tractable
then a subpolynomially sized CountSketch suffices to
find heavy hitters for g. On the lower bounds side, typ-
ical streaming lower bounds, going back to the work
of Alon, Matias, and Szegedy, are derived from reduc-
tions to communication complexity that only require
the streaming algorithm to detect the presence of a
heavy hitter. Thus the problem of characterizing tractable
functions can be reduced to characterizing the set of
functions admitting subpolynomial heavy hitters algo-
rithms.
Now let us explain how each of the three proper-
ties relates to heavy hitters. For this discussion let
α = ǫ2/ log3 n be the heaviness parameter needed by
Braverman’s and Ostrovsky’s algorithm and let H ∈ [n]
be the identity of some α-heavy hitter.
Slow-jumping and Slow-dropping.
A function that satisfies these two conditions can-
not increase much faster than a quadratic function nor
can it decreasy rapidly. This means that if H is a
heavy hitter for g then it is also a heavy hitter for
F2. Concretely, suppose that there exists an increas-
ing subpolynomial function h such that g(y)/g(x) ≤
(y/x)2h(y) and g(x) ≥ g(y)/h(y), for all x ≤ y, so that
g is slow-jumping and slow-dropping (Propositions 15
and 16 show that such an h always exists if g is slow-
jumping and slow-dropping). A bit of algebra shows
that g(fH) ≥ α
∑
i g(fi) implies f
2
H ≥ αh(M)2
∑
j f
2
j ,
so H is a α′ := αh(M)2 -heavy hitter for F2. CountS-
ketch suffices to identify all α′-heavy hitters for F2 with
O(α′ log2 n) bits, so this gives an α-heavy hitters algo-
rithm for g that still uses subpolynomial space.
If a function is not slow-jumping then a heavy hit-
ter may be too small to detect and we prove a lower
bound by reduction from DISJ+IND in a very similar
fashion to the original lower bound for approximating
the frequency moments by Alon, Matias, and Szegedy.
If a function is not slow-dropping then fH may be
hidden below many small frequencies. In this case, a re-
duction from the communication complexity of INDEX
usually works to establish a one-pass lower bound (two
player DISJ can be used for a multipass lower bound).
Here is a preview of the reduction that will also explain
the genesis of the nearly periodic functions. Suppose
g(1) = 1 and there is an increasing sequence nk ∈ N
such that g(nk) ≤ 1/nk. Alice and Bob can solve an
instance (A ⊆ [nk], b ∈ [nk]) of INDEX as follows. Alice
creates a stream where every item in A has frequency
nk and the items in [nk] \ A do not appear. To Al-
ice’s stream Bob adds one copy of his item and they
jointly run a streaming algorithm to approximate g(f).
The result is an approximation to either |A|g(nk) + 1
or (|A| − 1)g(nk) + g(nk + 1). If g(nk + 1) differs sig-
nificantly from g(nk) + 1 ≈ 1 then Bob can determine
whether b ∈ A by checking the approximation to g(f).
The reduction fails if g(nk + 1) ≈ 1 and such a fuction
may be tractable! A prime example is gnp from Sec-
tion 3, which we demonstrate in Appendix D.1.
At this point, one might have in mind our two pass
heavy hitters algorithm. The algorithm is to use a
CountSketch on the first pass to identify a subpolyno-
mial size set of items containing all α-heavy hitters and
then use the second pass just to tabulate the frequency
of each of those items exactly. The details and proof of
correctness for that algorithm are in Section 4.2. Local
variability of the function is irrelevant for two passes
because we can compute the frequencies exactly during
the second pass, and that is why a function need not
satisfy predictability to be two pass tractable. A one
pass algorithm will have to get by with approximate
frequencies.
Predictable.
Predictability is a condition on the local variability of
the function. It roughly says that if y ≪ x then either
g(x + y) ≈ g(x) or g(y) is on the same scale2 as g(x).
The first conclusion has an obvious interpretation; it
means that substituting an approximation to x yields
an approximation to g(x). CountSketch returns an ap-
proximation to the frequency of every heavy hitter, so,
in the first case, we can just as well use the approxi-
mation and there is no need to determine the frequency
exactly.
The second conclusion allows local variability, but it
must be accompanied by some “global” property of g,
namely, g does not change a whole lot over the interval
[y, x]. For an illustration of how predictability works,
suppose that H is a heavy hitter and there is some
y ≪ fH such that g(y) ≥ 2g(fH). Our algorithm can-
not substitute fH + y for fH because this could lead
to too much error. But, approximating fH to better
accuracy than ±y using a CountSketch, one would gen-
erally need more than (fH/y)
2 counters, which could
be very large. Notice that y, if it occurs as a frequency
in the stream and suppose it does, is a heavy hitter,
and if g is slow-jumping and slow-dropping then y is
also a heavy hitter for F2 by our previous argument. It
follows that the error in the frequency estimate derived
from the CountSketch is less than y, in particular an
2More precisely, g(y) is not much smaller than g(x), if g is
slow-dropping then g(y) cannot be much larger than g(x),
either.
estimate of fH derived from the CountSketch will be
more accurate than ±y. The result is that we get an er-
ror estimate for the CountSketch that is improved over a
na¨ıve analysis. The approximate frequency fˆH satisfies
g(fˆH) ≈ g(fH) and is accurate enough for Braverman
and Ostrovsky’s algorithm. When g is locally variable
but not predictable, we get a one pass lower bound by
a reduction from INDEX.
4.2 Two Pass Algorithm
We we will now show that any λ-heavy hitter for a
slow-dropping, slow-jumping, S-normal function is also
F2 λ
′-heavy for λ′ modestly smaller than λ. This means
that we can use the CountSketch to identify heavy hit-
ters in one pass for the Recursive Sketch. For a heavy
hitters algorithm we also need a (1 ± ǫ)-approximation
to each item’s contribution to g-SUM, we can easily ac-
complish this in the second pass by exactly tabulating
the frequency of each heavy hitter identified in the first
pass. This algorithm works as long as we identify every
heavy hitter in the first pass, which CountSketch guar-
antees, and the space required remains small provided
that we do not misclassify too many non-heavy hitters
(so that we do not tabulate too many values in the
second pass). The procedure is formally defined in Al-
gorithm 1. Note that by Proposition 10 P-normal func-
tions are also S-normal, hence, the algorithm works for
slow-dropping and slow-jumping P-normal functions.
The next two propositions describe equivalent defini-
tions of slow-dropping and slow-jumping that are useful
in describing the algorithm.
Proposition 15. g ∈ G is slow-dropping if and only
if there exists a sub-polynomial function h such that for
all y ∈ N and x < y we have g(x) ≤ g(y)h(y).
Proof. The “if” direction follows immediately from
the definition of the class of sub-polynomial functions.
For the “only if”, suppose that g(x) is slow-dropping.
Specifically, for any α > 0 there exists N > 0 such that
for all y ≥ N and x < y we have yαg(y) ≥ g(x). Let
Ni be the least integer such that y
1/ig(y) ≥ g(x), for
all y > Ni and x < y. The sequence Ni is nondecreas-
ing. Consider the increasing function i(y) = max{i :
Ni ≤ y} and set h(y) = y1/i(y). For all x < y we have
h(y)g(y) ≥ g(x) by construction.
To see that h is sub-polynomial, let β > 0. First,
h ≥ 1 hence h(y)yβ → ∞. Second, let i∗ ≥ 2/β then
for all y ≥ Ni∗ we have
h(y) ≤ y1/i∗ ≤ yβ/2.
Thus h(y)y−β → 0, which completes the proof.
Proposition 16. g ∈ G is slow-jumping if and only
if there exists a sub-polynomial function h(x) such that
for any x < y we have g(y) ≤ ⌊y/x⌋2h(⌊y/x⌋x)g(x).
Proof. Again, the“if”direction follows immediately
from the definition of the class of sub-polynomial func-
tion. The reverse direction follows from the same argu-
ment as Proposition 15.
Given g and a sub-polynomial accuracy ǫ, Proposi-
tions 15 and 16 each imply the existence of a non-
decreasing sub-polynomial function. By taking the point-
wise maximum, we can assume that these are the same
sub-polynomial function H : N → R. In particular H
satisfies:
• g(y) ≥ g(x)/H(y), for all x < y, and
• g(y) ≤ (y/x)2yαH(y)g(x), for all x < y.
The space used by our algorithm depends on the sub-
polynomial functions governing the slow-dropping and
slow-jumping of g. If these are polylogarithmic then the
algorithm is limited to polylogarithmic space.
Lemma 17. Let g be a function that is slow-jumping
and slow-dropping. There exists a sub-polynomial func-
tion h such that for any D ∈ D(n,m) with frequencies
v1, v2, . . . , vn, if g(vi) ≥ λ
∑
j g(vj) then
v2i ≥
λ
h(|vi|)
∑
|vj |<|vi|
v2j .
Proof. By Proposition 16, there exists a nondecreas-
ing sub-polynomial function h such that for all y ∈ N
and x < y we have g(y) ≤ (y/x)2h(y)g(x).
For any j that satisfies |vj | < |vi|, we have g(vi) ≤
g(vj)(
vi
vj
)2h(|vi|). Therefore,
g(vi) ≥ λ
∑
j
g(vj) ≥ λ
∑
|vj |<|vi|
g(vi)
h(|vi|)
(
vj
vi
)2
.
By rearranging, we find
v2i ≥
λ
h(|vi|)
∑
|vj |<|vi|
v2j ≥
λ
h(|vi|)
∑
|vj |<|vi|
v2j .
Algorithm 1 A 2-pass (g, λ, 0, δ)-heavy hitters algo-
rithm.
1: procedure 2-Pass Heavy Hitters(g, λ, ǫ, δ)
2: First Pass:
3: S ←CountSketch( λ2H(M) , 13 , δ) discarding
the frequency estimates
4: Second Pass:
5: Compute vj for all i ∈ S
6: return (j, vj), for all j ∈ S
Algorithm 1 computes CountSketch3 with r = O(log n)
and b = O(H(M)λǫ2 ) over the stream and extracts the
2H(M)/λ items with the highest estimated frequen-
cies. Denote this list as (ij , vˆij )
2H(M)/λ
j=1 . The 2-pass
algorithm then discards the estimated frequencies vˆij
and tabulates the true frequency of each item ij on the
second pass.
3A CountSketch is a matrix with r and b rows. See [9] for
details about these parameters.
Lemma 18. If g is a function that is slow-dropping
and slow-jumping then the CountSketch used by Algo-
rithm 1 finds all of the (g, λ)-heavy hitters.
Proof. From the slow-dropping condition and Lemma 17,
for every x < y ∈ N we have
1. g(y)H(y) ≥ g(x) and
2. g(vi) ≥ λ
∑
j g(vj) implies
v2i ≥
λ
H(M)
∑
|vj |<|vi|
v2j .
LetD ∈ D(n,m), suppose i satisfies g(vi) ≥ λ
∑n
j g(vj).
Since
g(vi) ≥ λ
∑
|vj |≥|vi|
g(vj) ≥ λ
H(M)
∑
|vj |≥|vi|
g(vi),
there are at most H(M)λ−1 items with frequencies as
large or larger than vi in magnitude.
Thus, a CountSketch for λ/2H(M)-heavy hitters, as
is used by Algorithm 1, serves to identify the λ-heavy
heavy hitters for g in one pass.
Theorem 19. A function g ∈ G is 2-pass tractable
and S-normal if it is slow-dropping and slow-jumping.
Proof. If a function is slow-dropping then it is S-
normal. By Theorem 13, it is sufficient to show that
Algorithm 1 is a sub-polynomial memory (g, λ, ǫ, δ)-
heavy hitters algorithm for λ = ǫ
2
log3 n
, ǫ = 1H(Mn) , and
δ ≤ 1logn .
This is a 2-pass (g, λ, 0, δ)-heavy hitters algorithm,
and it requiresO(h(M)ǫ2 log
4 n lognM log logn) space. The
algorithm is correct with probability at least (1− δ) be-
cause this is true for the CountSketch. Therefore, g is
a 2-pass tractable function.
4.3 One Pass Algorithm
The only impediment to reducing the two pass algo-
rithm to a single pass is local variability of the function.
The algorithm must simultaneously identify heavy hit-
ters and estimate their frequencies, but local variability
could require tighter estimates than seem to be available
from a sub-polynomial space CountSketch data struc-
ture. If an S-normal function is predictable then we
almost immediately overcome this barrier. In particu-
lar, the definition means that given any point x and a
small error y = o(x) either |g(x+ y)− g(x)| ≤ ǫg(x) or
g(y) is reasonably large, and while it is clear how the
first case helps us with the approximation algorithm,
the second is less clear. The slow-dropping and slow-
jumping conditions play a role, as we now explain.
Proposition 20. A function g is predictable if and
only if for every sub-polynomial ǫ > 0 there exists a
sub-polynomial function h such that for all x ∈ N and
y ∈ [1, x/h(x)) satisfying x+y /∈ δǫ(x)(g, x) it holds that
g(y) ≥ g(x)/h(x).
Proof. The “if” direction follows directly from the
definition of sub-polynomial functions.
To prove the “only if” direction, let γi = 1/i. Since
g is predictable, there exists Ni such that either x +
y ∈ δǫ(x)(g, x) or g(y) ≥ x−γg(x) for x ≥ Ni and
y ∈ [1, x1−γ). Let i(z) = max{i ∈ N | Ni ≤ z}, for
z ≥ N1, and define h(z) = z1/i(z), for z ≥ N1, and
h(z) = max1≤x′,y′<N1 g(x
′)/g(y′), for z < N1. Then
h is a sub-polynomial function. The claim is that h
satisfies the conclusion of the lemma. Let x ∈ N and
y ∈ [1, x/h(x)). If x < N1 then y ≤ x < N1 because
h ≥ 1. Furthermore,
g(y)h(x) = g(y) max
1≤x′,y′<N1
g(x′)
g(y′)
≥ g(y)g(x)
g(y)
= g(x).
If x ≥ N1, let i = i(x) ≥ 1, so that x ≥ Ni and h(x) =
x1/i. Since g is predictable, if y ∈ [1, x/h(x)) and y+x /∈
δǫ(x)(g, x) then g(y) ≥ x−1/ig(x) = g(x)/h(x).
Let rǫ(x) := max{y | x+ y′ ∈ δǫ(x), for all |y′| ≤ y}.
Lemma 21 (Predictability Booster). If g is slow-
dropping, slow-jumping, and predictable, then there is a
sub-polynomial function h such that for all y ∈ [rǫ(x) +
1, x/h(x)) we have g(y) ≥ g(x)/h(x).
Proof. According to Proposition 20, there exists a
sub-polynomial function h′ such that for all y ∈ [1, x/h′(x))
if x+ y /∈ δǫ/2(x) then g(y) ≥ g(x)/h′(x). Without loss
of generality h′ governs the slow-jumping of g as well,
hence g(x) ≤ (x/x′)2h′(x)g(x′) for all x′ ≤ x.
We consider two cases:
1. |g(x)− g(x+ rǫ(x) + 1)| > ǫg(x) and
2. |g(x)− g(x− rǫ(x) − 1)| > ǫg(x).
In the first case, by the definition of rǫ and predictabil-
ity we have g(rǫ(x) + 1) ≥ g(x)/h′(x). In the sec-
ond case, let x′ = x − rǫ − 1. If g(x′) ≥ 2g(x) then
|g(x′) − g(x)| > ǫg(x′), as long as ǫ < 1/2. Otherwise,
|g(x′)− g(x)| ≥ ǫg(x) ≥ ǫ2g(x′). Now, from predictabil-
ity at x′ and the definition of h′, we find that
g(rǫ(x) + 1) = g(x− x′) ≥ g(x
′)
h′(x′)
≥ g(x)
4h′(x)2
,
where the last inequality follows because g is slow-jumping
and x′ ≥ x/2 (w.l.o.g., choose h′(x) > 2).
Now, since g satisfies the slow dropping condition
there exists a nondecreasing sub-polynomial function
h′′ such that g(y′) ≥ g(r′)/h′′(y′) for all y′ ∈ N and
r′ ≤ y′. Thus, if y ∈ [rǫ(x) + 1, x/h(x))
g(y) ≥ g(rǫ(x) + 1)
h′′(y)
≥ g(x)
4h′(x)2h′′(x)
,
so we take h to be the product of 4(h′)2 and h′′.
Recall the sub-polynomial function H from the last
section and let it also satisfy Lemma 21 with ǫ replaced
by ǫ/2. In particular H now satisfies three conditions:
• g(y) ≥ g(x)/H(y), for all x < y, and
• g(y) ≤ (y/x)2H(y)g(x), for all x < y.
• for all y ∈ [rǫ/2(x) + 1, x/h(x)) we have g(y) ≥
g(x)/H(x).
Let y be the (additive) error in our estimate of fre-
quency x of a (g, λ)-heavy hitter. If rǫ(x) > |y| then
we are fine. If not, consider the point x+ rǫ(x) + 1 (or
x−rǫ(x)−1), which has |g(x+rǫ(x)+1)−g(x)| > ǫg(x)
and therefore g(rǫ(x) + 1) > g(x)/H(M). Now, since x
is the frequency of a (g, λ)-heavy hitter it happens that
rǫ(x) + 1, were it a frequency in the stream, would be
(g, λ/H(M))-heavy and thus λ/H(M)2-heavy for F2.
Presuming that there are not too many items in the
stream with frequency larger than rǫ(x), this implies
that CountSketch produces an estimate for x with er-
ror smaller than rǫ(x). Now, since g satisfies the slow
dropping condition there cannot be too many frequen-
cies larger than rǫ(x) in the stream because
g(z) ≥ g(rǫ(x) + 1)
H(M)
≥ g(x)
H(M)2
, for all z > rǫ,
which implies that there are at most 1λH(M)
2 frequen-
cies in this range.
Algorithm 2 A 1-pass (g, λ, ǫ, δ)-heavy hitters algo-
rithm.
1: procedure 1-Pass Heavy Hitters(g, λ, ǫ, δ)
2: Sˆ, Vˆ ←CountSketch( λ3H(M) , ǫ2H(M) , δ/2)
3: Fˆ2 ←AMS(ǫ, δ/2)
4: S ← {i ∈ Sˆ : |g(vˆi)− g(vˆi + y)| ≤ ǫg(vˆi + y),
5: for all − ǫ2H(M)
√
Fˆ2 ≤ y ≤ ǫ2H(M)
√
Fˆ2}
6: return (j, vˆj), for all j ∈ S
4.4 One Pass Lower Bounds
The proof of the following theorem is broken up into
Lemmas 23, 24 and 25.
Theorem 22. If g ∈ G is a 1-pass tractable S-normal
function, then g is slow-jumping, slow-dropping, and
predictable.
Proof. Immediate from Lemmas 23 , 24, and 25.
Lemma 23. If an S-normal function g ∈ G is not
slow-dropping, then g is not 1-pass tractable.
Proof. Suppose g is not slow-dropping. Then there
exist 0 < α ≤ 1 and integer sequences y1, y2, . . . ∈ N and
x1, x2, . . . ∈ N, with yk increasing, such that xk < yk
and g(xk) ≥ yαk g(yk), for all k ≥ 1. Furthermore, since
g is S-normal we may choose the sequences so that there
exists a sub-polynomial function h satisfying
|g(xk + yk)− g(xk)| > 1
h(yk)
min{g(xk), g(xk + yk)},
(1)
for all k. We claim that one can take |g(xk + yk) −
g(xk)| > g(xk)/h(yk). If g(xk + yk) < 12g(xk) then this
is true because the constant function 2 is sub-polynomial.
On the other hand, if g(xk + yk) ≥ 12g(xk) then replac-
ing h by 2h in (1) does the job. Also, note that 1/h(x)
is still a sub-polynomial function.
Let A be a 1-pass (g, ǫ)-SUM algorithm with ǫ =
(3h(n))−1. We will show that A uses Ω(nα) bits on a
sequence of g-SUM problems with n = y1, y2, . . ., hence
g is not tractable. Let n = yk and x = xk and consider
the following protocol for INDEX(nα) using A. Alice re-
ceives a set A ⊆ [nα] and Bob receives an index b ∈ [nα].
Alice and Bob jointly create a notional stream D and
run A on it. Alice contributes n copies of i for each
i ∈ A to the stream and Bob contributes x copies of his
index b. If b /∈ A there are |A| items in the stream with
frequency n and one with frequency x; whereas if b ∈ A
then |A|− 1 frequencies are equal to n and one is n+x.
Alice runs A on her portion of the stream and sends
the memory to Bob along with the value |A|. Bob com-
pletes the computation with his portion of the stream.
Let Gˆ be the value returned to Bob by A. Bob decides
that there is an intersection if Gˆ|A|g(n)+g(x) /∈ [1−ǫ, 1+ǫ].
With probability at least 2/3, Gˆ is a (1±ǫ)-approximation
to g(V (D)); suppose that this is so. If b ∈ A then
g(V (D)) = (|A| − 1)g(n) + g(x + n) and otherwise the
result is g(V (D)) = |A|g(n)+g(x). Without loss of gen-
erality g(n) < ǫg(x), thus the difference between these
values is
|g(n) + g(x)− g(x+ n)| > |g(x)− g(x+ n)| − ǫg(x)
≥ 2ǫg(x)
≥ ǫ(g(x) + nαg(n))
≥ ǫ(g(x) + |A|g(n)).
Thus Bob’s decision is correct and g-SUM inherits the
Ω(nα) lower bound from INDEX(nα).
Lemma 24. If an S-normal function g ∈ G is not
slow-jumping, then g is not 1-pass tractable.
Proof. Since g is not slow-jumping, there exist α >
0, a strictly increasing sequence y1, y2, . . . ∈ N, and a
sequence x1, x2, . . . ∈ N such that xk ≤ yk and g(yk) >
s2+αk x
α
kg(xk), where sk = ⌊yk/xk⌋. Without loss of gen-
erality yk is strictly increasing. According to Lemma 23,
we can assume that g is slow-dropping, since otherwise
it is not 1-pass tractable. Hence, there exists N ∈ N
such that for all x ≥ N and r ≤ x we have 12xαg(x) ≥
g(r). If xk ≤ N for all but finitely many k, we may
assume this holds for all k. Otherwise, by taking a sub-
sequence, we can assume xk > N holds for all k.
Let rk = yk − skxk be the sequence remainders. Be-
fore proceeding with the reduction we will establish the
bound 2g(rk) ≤ g(yk). If xk ≤ N , for all k, then
sk is unbounded while xkg(xk) is bounded away from
zero. This means that g(yk) is unbounded while g(rk)
is bounded and we can assume y1 is large enough that
g(yk) ≥ 2g(rk) holds for all k. Otherwise xk > N , for
every k, hence 2g(rk) ≤ xαk g(xk) ≤ g(yk), for each k,
from the definition of N .
Let A be a (g, ǫ)-SUM algorithm with accuracy ǫ =
1/12. Consider the DISJ+IND(n, t) problem, where t =
sk and n = s
2+α
k x
α
k . Denote x := xk, y := yk, s := sk
and r := rk. The t+1 players receive setsA1, A2, . . . , At ⊆
[n] and an index b ∈ [n]. As before, the players jointly
runA on a notional stream and share |Ai|. Each player i
places x copies of each j ∈ Ai into the stream except
for the final player who places r copies of his index
b. Let n′ =
∑
i |Ai| be the total size of the t players’
sets. On an intersecting instance the result of g-SUM is
a1 := (n
′− t)g(x) + g(y), and on a disjoint instance the
result is a2 := n
′g(x) + g(r).
The difference is
a1 − a2 ≥ g(y)− g(r) − tg(x) > 1
2
g(y)− tg(x)
≥ 1
6
(g(y) + (2s2+αxα)g(x)) − sg(x)
=
1
6
(g(y) + (s2+αxα + s2+αxα − 6s)g(x))
≥ 2ǫ(g(y) + s2+αxαg(x))
= 2ǫ(n′g(x) + g(y)), (2)
where the last inequality holds for all sufficiently large n.
Thus, the index player can correctly distinguish which
case has occurred, and the algorithm requires Ω(n/t2) =
Ω(yα) bits.
Lemma 25. If an S-normal function g ∈ G is not
predictable, then g is not 1-pass tractable.
Proof. Since g is not predictable, there exists a sub-
polynomial function ǫ and constant γ > 0 such that
some infinite sequence xk, yk satisfies the following:
• xk →∞ and yk ∈ [1, x1−γk ),
• xk + yk /∈ δǫ(xk)(g, xk), and
• xγkg(yk) < g(xk).
The proof is by a reduction from INDEX(n) with n =
ǫ(xk)x
γ
k/4. Suppose A is an algorithm for (g, ǫ/4)-SUM.
Alice receives a set A ⊆ [n] and Bob receives an index
b ∈ [n]. Alice adds yk copies of i to the stream, for each
i ∈ A, runs A on her portion of the stream, and sends
the contents of the memory to Bob. Bob adds xk copies
of b to the stream and completes the computation.
The stream has |A| frequencies equal to yk and one
equal to xk, if there is no intersection, or |A|−1 equal to
yk and one equal to xk + yk, if there is an intersection.
Recall that xk + yk /∈ δǫ(g, xk), hence |g(xk) − g(xk +
yk)| > ǫg(xk), and by construction
|A|g(yk) ≤ ǫ(xk)
4
xγkg(yk) ≤
ǫ(xk)
4
g(xk).
Therefore, Bob can correctly distinguish whether b ∈ A
when A yields a (1±ǫ/4)-approximation. Thus (g, ǫ/4)-
SUM requires Ω(n) bits.
4.5 Two Pass Lower Bounds
Theorem 26. If a P-normal function g ∈ G is tractable
then g is slow-dropping and slow-jumping.
Proof. Immediate from Lemmas 27 and 28.
Lemma 27. If a P-normal function g ∈ G is not slow-
dropping, then g is not O(1)-pass tractable.
Proof. Suppose A is a p = O(1) pass algorithm that
solves (g, ǫ)-SUM and g does not satisfy slow-dropping
condition. Then there exists α > 0 such that for any
N > 0, there exists y > N and x < y satisfying
g(y) < g(x)/yα. Separately, since g is P-normal, there
exists β > 0 such that for any N > 0 if g has an α-
period y > N then there is an α-period y > N and
x < y such that g(y) ≤ g(x)/yα and |g(x+ y)− g(x)| >
yβ min(g(x), g(x + y)).
Let γ = min(α, β). Consider the following protocol
for DISJ(n, 2), where n = yγ/2.
First, consider g(x + y) ≤ g(x). Since |g(x + y) −
g(x)| > yγg(x + y) and yγg(x + y) ≥ g(x + y), then
g(x) ≥ yγg(x + y). The players jointly create a stream
where Player 1 inserts x copies of each element of her
set S1 into the stream, and Player 2 inserts y copies of
every element a not in her set S2. First Player 1 creates
her portion of the stream, runs the first pass of A on it,
and sends the memory to Player 2. She completes the
first pass with her portion of the stream, and returns
the memory to Player 1. The players continue in this
way for a total of p passes over the stream.
Let V denote the frequency vector of the resulting
stream. If there is an intersection, let S1 ∩ S2 = {a}.
Then S1∩S¯2 = S1\{a}, and g(V ) is r1 = (|S1|−1)g(x+
y) + (n − |S2| − |S1|)g(y) + g(x) + g(y). If there is no
intersection, the value of g(V ) is r2 = (|S1| − 1)g(x +
y) + (n− |S2| − |S1|)g(y) + g(x+ y). Notice that
|r2 − r1|
r1
≥ |g(x+ y)− g(x)|
g(x)
≥ 1
2
,
for sufficiently large n. For any ǫ < 1/2, A is able to
distinguish the 2 cases, which gives a lower bound on
the memory bits used by A is Ω(n/p).
The case g(x + y) > g(x) is the same except Player
2 inserts y copies of each element that is in her set S2.
Thus, A uses Ω(n/p) bits of memory, hence g is not
O(1)-pass tractable.
Lemma 28. If a P-normal function g ∈ G is not slow-
jumping, then g is not O(1)-pass tractable.
Proof. Suppose A is a p = O(1) pass algorithm for
(g, ǫ)-SUM. If g is not slow-jumping, then there exists
α > 0 such that for any N > 0, there exists x < y ∈ N
and y ≥ N but g(y) > ⌊y/x⌋2+αxαg(x). Notice that for
y > x we have ⌊y/x⌋ ≥ y/2x, so by adjusting α we can
assume g(y) > (y/x)2yαg(x).
We can further assume g is slow dropping, since oth-
erwise g is not O(1)-pass tractable by Lemma 27. Thus,
there exists a nondecreasing sub-polynomial function
h(x) > 1 such that g(x) ≤ h(y)g(y).
Consider an instanceA1, A2, . . . , At ⊆ [n] ofDISJ(n, t),
where t = ⌈y/x⌉ and n = ( yx )2 y
α
2h(y) . Each of the first
t − 1 players, inserts x copies of her elements into the
stream and the tth player inserts y− (t−1)x < x copies
of her elements into the stream. The players pass the
memory and repeat to run the p passes of A as before.
Notice that g(y−(t−1)x) ≤ h(x)g(x) by the slow drop-
ping condition.
Let n′ =
∑
i |Ai|, and let V be the frequency vector
of the stream created. If there is no intersection, the
value of g(V ) is
(n′ − |At|)g(x) + |At|g(y − (t− 1)x) ≤ n′h(x)g(x)
≤ nh(x)g(x) ≤ 1
2
g(y).
On the other hand, if there is an intersection then y is
the frequency of some item in the stream, and therefore
g(V ) ≥ g(y). Thus A distinguishes between the cases.
The algorithm uses Ω(n/pt2) = Ω(yα/2/p) bits of mem-
ory, which proves that g is not p-pass tractable.
4.6 Zero-One Law Proofs
Theorem 2 (1-pass Zero-One Law). A function
g ∈ G is 1-pass tractable and S-normal if and only if it
is slow-jumping, slow-dropping, and predictable.
Proof. The lower bound is proved as Theorem 26,
hence the algorithm remains. With the Recursive Sketch
of Theorem 13, it is enough to show that Algorithm 2
is a (g, λ, ǫ, δ)-heavy hitters algorithm for λ = ǫ2/ log3 n
and δ = 1/ logn.
By Lemma 18, the Count Sketch used by Algorithm 2
returns a list of pairs (ij , vˆij ) containing all of the λ/3H(M)-
heavy elements for F2. By definition, any item ij that
survives the pruning stage has |g(vˆij )− g(vj)| ≤ ǫg(vj).
Hence, it only remains to show that every (g, λ)-heavy
hitter survives the pruning stage.
Suppose i′ is the index of the (g, λ)-heavy hitter that
minimizes rǫ/2(vi′). Now suppose that we insert a new
item i′′ in the stream with frequency vi′′ = rǫ/2(vi′ )+1.
Then
g(vi′)
H(M)
≤ g(vi′′ ) ≤ H(M)g(vi′),
where the first inequality follows from Lemma 21 and
the second because g is slow-dropping. Thus, this item
is a (g, λ3H(M) )-heavy hitter and the constant term on
the parameter b for the Count Sketch can be chosen to
guarantee additive error no more than vi′′/3 ≤ rǫ/2(vi′)/3.
The same guarantee holds for the stream without i′′,
thus for every (g, λ)-heavy hitter ij we have
|vˆij − vij | ≤
1
3
rǫ/2(vi′ ) ≤
1
3
rǫ/2(vij ),
where the last inequality holds by the choice of i′. Fur-
thermore, for every −rǫ/2(vi′ )/3 ≤ y ≤ rǫ/2(vi′ )/3 we
have |(vˆij + y)− vij | ≤ rǫ/2(vij ) and thus
|g(vˆij )− g(vˆij + y)| ≤|g(vˆij )− g(vij )|
+ |g(vij )− g(vˆij + y)|
≤ǫg(vˆij + y).
With probability at least 1 − 2δ/2 = 1 − δ both the
Count Sketch and the AMS approximation of F2 meet
their obligations, in this case the output is correct. By
the guarantee of CountSketch, we can safely assume
that rǫ/2(v
′
i) ≥ ǫ/2H(M)
√
Fˆ2, heavy hitters will sur-
vive the pruning stage.
Theorem 3 (2-pass Zero-One Law). A function
g ∈ G is 2-pass tractable and P-normal if and only if it
is slow-dropping and slow-jumping. Furthermore, ev-
ery slow-dropping and slow-jumping S-normal function
is also 2-pass tractable.
Proof. The lower bound is proved as Theorem 26.
The upper bound is governed by Proposition 10 and
Theorem 19.
Here are a few examples. The functions x2 lg(1 +
x), (2 + sin log(1 + x)) x2, and elog
1/2(1+x) are all 1-pass
tractable because they are all slow-dropping, slow-jumping,
and predictable. On the other hand, 1/x is not slow-
dropping, x3 is not slow-jumping, and (2 + sin
√
x)x2
is not predictable, so none of these functions is 1-pass
tractable. The last of the three is, however, slow-jumping
and slow-dropping, and hence it is 2-pass tractable.
5. THE EXOTIC NATURE OF NEARLY PE-
RIODIC FUNCTIONS
Nearly periodic functions are highly constrained to
almost repeat themselves like a periodic function. These
functions admit large changes in value that would imply
a large lower bound on their space complexities, if they
did not satisfy the many constraints.
Appendix D describes some of properties of S-nearly
periodic functions and gives an example of a tractable
nearly periodic function. To illustrate the exotic nature
of these functions we provide two properties of these
functions. These properties suggest that the nearly pe-
riodic functions might not have many applications. The
details of the following results and additional proper-
ties of nearly periodic functions are provided in the Ap-
pendix.
Proposition 29. Let g > 0 be an S-nearly periodic
function that is bounded above by a sub-polynomial func-
tion. There exists α > 0 and an increasing sequence
yk ∈ N such that g(yk) ≤ y−αk and, for every x ∈ N,
limk→∞ g(x+ yk) = g(x).
If an S-nearly periodic function g grows polynomially,
then it can be made normal and intractable by intro-
ducing a small change. Let Lη(g)(x) := g(x) log
η(1+x).
The transformation Lη, for η > 0, separates S-normal
1-pass tractable functions from S-nearly periodic func-
tions in the following sense: For any 1-pass tractable
S-normal function g and η > 0 the function Lη(g) is
also 1-pass tractable, however for any S-nearly periodic
1-pass tractable function and η > 0 the function Lη(g)
is 1-pass intractable.
Theorem 30. An S-nearly periodic function g is ei-
ther 1-pass intractable or Lη(g) is 1-pass intractable for
any η > 0.
Theorem 31. If an S-normal function g is 1-pass
tractable, then Lη(g) is S-normal and 1-pass tractable
for any η ≥ 0.
The set of tractable nearly periodic function can be
further restricted using the ShortLinearCombination prob-
lem discussed in Section 1. In particular we show the
following,
Theorem 32 (Informal). If the periods of a nearly
periodic function g form what we call an indistinguish-
able frequency set, then any algorithm for the g-sum
problem uses polynomial space.
The formal definition and proofs are presented in The-
orem 68. We also prove our lower bounds for ShortLin-
earCombination in Appendix C based on the information
complexity framework. We note that it is non-trivial
to construct an example of a tractable nearly periodic
function. We provide such an example in Appendix D.
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APPENDIX
A. THE CASE OF G(0) 6= 0
When g(0) = 0, we have to re-address the lower bound
of using INDEX since the elements not contributing
to the frequency vector still contribute to the g-SUM.
Therefore, we re-define the nearly periodic functions in
the next section. We further show that functions cross-
ing the axis are not 1-pass tractable and functions with
zero points are not tractable unless they are periodic
in Section A.2. We prove the same 1-pass zero one law
in the remaining 2 sections. The proof turns out to be
very similar to the g(0) = 0 cases with small number
of additional tweaks. Note that we only provide the
turnstile model lower bounds.
A.1 Redefinition of Nearly Periodic
For the g(0) 6= 0 case, we have the following definition
of nearly-periodic.
Definition 33. Given a set of functions S, call g(x)
S-nearly periodic, if the following two conditions are
satisfied.
1. There exists α > 0 such that for any constant N >
0 there exists x, y ∈ N, x < y and y ≥ N such that
g(y) ≤ g(x)/yα. Call such a y α-period of g;
2. For any α > 0 and any error function h ∈ S there
exists N1 > 0 such that for all α-periods y ≥ N1
all x < y such that g(y)yα ≤ g(x) we have |g(x)−
g(x− 2y)| ≤ min{g(x), g(x− 2y)}h(y).
A function g is S-normal if it is not S-nearly periodic.
Let all functions be G∗0 = {g : N → R+, g(x) =
g(−x), and g(0) = 1}.
A.2 Crossing the Axis
If g ∈ G∗0 and there exist x, y ∈ N such that g(x) >
0 > g(y), we have the following lemma.
Lemma 34. Let g ∈ G∗0 , if g(1) < 0, then any algo-
rithm solves g-SUM requires Ω(n) space.
Proof. Consider the following INDEX(n) reduction.
Alice and Bob jointly create a stream as following. Let
A be Alice’s set. n1 = |A|. Let n2 = ⌊n−n1−g(1)⌋. Let
C = (n1 + n2)g(1) + (n− n1). We have 0 ≤ C < g(1).
Alice choose a domain [n + n2] for the algorithm and
output 1 copy of each of her element. Bob receives the
memory content of the algorithm from Alice as well as
n, n1, n2. Bob outputs −1 copy of his index and also
adds to the stream one copy of each of the following
elements: n+ 1, n+ 2, . . . , n+ n2.
If there is an intersection, the result of g-SUM is
(n− n1) + (n1 + n2 − 1)g(1) + g(0) = C + g(0)− g(1);
If there is no intersection, the result is
(n− n1 − 1) + (n1 + n2)g(1) + g(1) = C + g(1)− g(0).
Then a constant approximation algorithm can distin-
guish the two cases. The algorithm inherits an Ω(n)
bound from INDEX.
Lemma 35. Let g ∈ G∗0 and g(1) > 0, if there exists
y ∈ N such that g(y) < 0 < g(1), then there exits z ∈ N
such that g(1 + z) 6= g(1− z).
Proof. If for every z, g(1 + z) = g(1 − z), we have
g(2) = g(0) = 1 and for any w, g(w+2) = g(w). There-
fore 2 is a period of the function. Now, consider the fol-
lowing cases, 1) if y even, then g(y) = g(2⌊y/2⌋)) = g(0)
(2 is a period), which is a contradiction that g(y) < 0;
2) if y odd, then g(y) = g(2⌊y/2⌋ + 1) = g(1) > 0,
contradicting g(y) < 0.
Proposition 36. Let g ∈ G∗0 and g(1) > 0, if there
exists y ∈ N such that g(y) < 0, then any algorithm
solves g-SUM requires Ω(n) space.
Proof. Consider the following reduction from INDEX(n).
Let n′ = ⌊−(n− 1)g(1)/g(y)⌋ and z ∈ N be the integer
given by Lemma 35. Let C = (n− 1)g(1) + n′g(y). We
have 0 < C < −g(y). Alice and Bob jointly create a
data stream in domain n+ n′: Alice outputs 1 copy of
every element in her set, and −1 copy of every element
not in her set. Bob outputs y copy of each of the ele-
ments i+ 1, i+ 2, . . . , i+ n′ and z copy of his index. If
there is no intersection, the result of g-SUM is
(n− 1)g(x) + n′g(y) + g(z − 1) = C + g(z − 1).
If there is an intersection, the result of g-SUM is
(n− 1)g(x) + n′g(y) + g(z + 1) = C + g(z + 1)
Therefore any constant approximation algorithm can
distinguish the two cases, implying an Ω(n) bound for
the memory of the algorithm.
Proposition 37. Let g ∈ G∗0 if g(x) = 0 and g(2x) 6=
g(0) then g is not 1-pass tractable.
Proof. Consider the INDEX(n) reduction. Alice
and Bob jointly create a stream as following, Alice out-
put x for every element in her set, −x for every element
not in her set. Bob output x for his index. If there is
an intersection, the g-SUM result is g(2x). If there is
no intersection, the result is g(0).
Proposition 38. If function g ∈ G∗0 with g(x) = 0
for some x ∈ N is tractable, then g is periodic.
Proof. By reduction from INDEX(n), Alice output
x for each of her elements and −x for each of her non-
elements. Bob output k+ x for his index. If there is an
intersection, the g-SUM result is g(k+2x). If there is no
intersection, g-SUM is g(k). If g(k+2x) 6= g(k) for any
k, a constant approximation algorithm can distinguish
the 2 cases. Therefore, 2x is a period of the function.
Therefore, we only consider the following set of func-
tions,
G0 = {g : N→ R+, g(x) = g(−x) > 0, and g(0) = 1}
A.3 Lower Bounds
Theorem 39. If an S-normal function g ∈ G0 does
not satisfy slow dropping, then g is not 1-pass tractable.
Proof. The reduction to INDEX(nα) is similar to
the case of g(0) = 0. Now Alice outputs n copies of
the elements in A and also outputs −n copies of i if
i 6∈ A. Bob output x − n copies of his index. If there
is an intersection the g-SUM result is g(V (D)) = (nα−
1)g(n)+g(x) and otherwise is g(V (D)) = (nα−1)g(n)+
g(x− 2n). Since g is not nearly periodic, the algorithm
is able to distinguish the two cases.
Theorem 40. If an S-normal function g ∈ G0 is not
slow-jumping, then g is not 1-pass tractable.
Proof. The reduction to DISJ+IND is the same to
the case of g(0) = 0.
Now by slow dropping, there exists a sub-polynomial
function h(x) such that g(0) ≤ g(x)h(x). The g-SUM
result differs from g(0) = 0 case by (n − n′)g(0) (or
(n − n′ + t)g(0)), which is comparable to (n− n′)g(x).
Therefore, we can apply the same analysis.
Theorem 41. If an S-normal function g ∈ G0 is not
predictable, then g is not 1-pass tractable.
Proof. Still use the same reduction to INDEX with
the g(0) = 0 case. Now the g-SUM results differs by
(n − |A|)g(0). By slow dropping, there exists a sub-
polynomial function h(x) such that g(0) ≤ h(y)g(y).
Therefore, all the analyses remain the same.
A.4 Upper Bound
The algorithm should still work by the following 2
lemmas.
Lemma 42. Let g ∈ G0 be an S-normal function that
is slow-jumping and slow-dropping. There exists a sub-
polynomial function h such that for any D ∈ D(n,m)
with frequencies v1, v2, . . . , vn, if g(vi) ≥ λ
∑
j g(vj)
then v2i ≥ λh(|vi|)
∑
|vj |<|vi| v
2
j .
Proof. The proof is the same as in the g(0) = 0 case
with additional care of g(0) = 1.
Lemma 43. If g ∈ G0 is slow-dropping, slow-jumping,
and predictable, then there is a sub-polynomial func-
tion h such that for all y ∈ [rǫ(x) + 1, x/h(x)) we have
g(y) ≥ g(x)/h(x).
Proof. The proof is the same as in the g(0) = 0 case
with additional care of g(0) = 1.
B. LOWER BOUND FOR DISJ+IND
Theorem 44. The randomized one-way communica-
tion complexity of DISJ+IND(n, t) is Ω(n/t logn).
Proof. We give a reduction from DISJ(n, t+1). Let
P be any randomized protocol for DISJ+IND(n, t). Run
in parallel ℓ = ⌈96 logn⌉ independent copies of P through
the first t players. This produces ℓ transcripts. Player
t + 1 now takes the each of the transcripts and com-
putes the final value of each once for every element he
holds, as if it was the only element he held. No com-
munication is need for this part because P is a one-way
protocol and t+ 1 is the final player.
Player t+ 1 then takes the majority vote among the
independent copies of P for each element. If any vote
signals an intersection then he reports intersection; oth-
erwise he reports disjoint.
If every one of the |At+1| ≤ n majorities is correct
then the final player’s report is correct. Let Xi, for
i ∈ At+1, be the number among the ℓ copies of P with
the correct outcome when the final player completes
protocol using i ∈ At+1. Then Xi is Binomially dis-
tributed from ℓ trials with success probability at least
2/3. Using a Chernoff Bound we find
P (Xi ≤ ℓ/2) = P
(
Xi ≤ (1− 1
4
)
2
3
ℓ
)
≤ exp
{−1
32
µ
}
≤ exp
{−1
32
· 2
3
ℓ
}
≤ 1
n2
.
Thus, with probability at least 1 − 1n every majority
vote is correct, hence our DISJ(n, t) protocol is correct
for n ≥ 3.
Let T1, T2, . . . , Tℓ be the transcripts. The total cost
of this DISJ protocol is
∑ℓ
i=1 |Ti|. Since DISJ(n, t + 1)
requires Ω(n/t) bits of communication, at least one of
the protocols has length Ω(n/tℓ) = Ω(n/t logn), hence
|P| = Ω(n/t logn) bits of communication.
C. LOWER BOUND FOR SHORTLINEARCOM-
BINATION
C.1 The 3-frequency Distinguishing Problem
We first define the ShortLinearCombination problem
for three frequencies, which we call (a, b, c)-DIST for
short.
Definition 45. A stream S with frequency vector v
is given to a one-pass streaming algorithm. v is promised
to be from V0 = {−a, a,−b, b, 0}n or V1 = {EMB(v, i, e) |
v ∈ V0, i ∈ [n], e ∈ {−c, c}}, where a, b, c > 0 and
EMB(v, i, e)j =
{
vi i 6= j
e i = j
(in other words, V1 is given by replacing a coordinate
of a vector v from V0 with −c or c). The (a, b, c)-DIST
problem is for the algorithm to distinguish whether v ∈
V0 or v ∈ V1.
To study this problem, we first consider the special
case where c = gcd(a, b) = 1.
Proposition 46. If gcd(a, b) = 1, then any random-
ized algorithm solving (a, b, 1)-DIST with probability at
least 2/3 requires Ω(n/max(a, b)2) bits of memory.
Proof. We use the same notation as in [4], and in
particular refer to that work for background on informa-
tion complexity. Without loss of generality, we assume
a > b. Consider a communication problem in which
Alice is given a vector v1 and Bob is given a vector
v2, for which v = v1 − v2 ∈ V0 ∪ V1. The players are
asked to solve the (a, b, 1)-DIST on v. This problem
is OR-decomposable with primitive DIST(x, y), where
DIST(x, y) = 1 if and only if |x − y| = 1. Consider a
randomized protocol Π which succeeds with probability
at least 2/3 in solving this problem, and suppose Π has
the minimum communication cost of all such protocols.
We now call (a, b, 1)-DIST f for short. The following is
well known (see, e.g., [4]),
R2/3(f) ≥ ICµ,2/3(f),
where R2/3(f) is the communication complexity of the
best randomized protocol (with error probability at most
2/3) on the worst case input, µ is any distribution over
the input space, and ICµ is the information complexity
of the best protocol over the input distribution µ. We
now construct an input distribution µ as follows. Let
D be chosen uniformly at random over {Alice, Bob},
E is chosen uniformly from {a, a+1, a+2, . . . ,m− a},
where m ≫ a is a sufficiently large integer for which
the coordinates of the vector jointly created by Alice
and Bob will never exceed m. Denote by ξ the joint
distribution of (D,E). Based on the value of D and
E, the input distribution γ of Alice and Bob is decided
as follows: if D chooses Alice, then the input X of Al-
ice is chosen uniformly at random from the multiset
{E−a,E−b, E,E,E,E,E+a,E+b}, and Bob is given
E; if D chooses Bob, γ just swaps the role of Alice and
Bob. Clearly, γ is a product distribution conditioned
on (D,E). We have that ζ = (γ, ξ) is a mixture of
product distributions. Let η = ζn, and let µ be the
distribution obtained by marginalizing (D,E) from η.
Since every joint vector created above is from V0, µ is a
collapsing distribution for f (see [4]). Then by Lemma
5.1 and Lemma 5.5 of [4], we have the following direct
sum result:
I(X,Y; Π(X,Y) | D,E) ≥ n · CICζ,2/3(DIST).
We now expand the terms of CICζ,2/3(DIST). Let [a,m−
a] = {a, a + 1, a + 2, . . . ,m − a}, Ue be the random
number from the uniform distribution on multiset K ≡
{e − a, e + a, e, e, e, e, e − b, e + b}, and Ψ be the tran-
script of a communication-optimal randomized protocol
for the primitive function DIST. Let βe,y be the distri-
bution of Ψ(e, y) and βe =
1
8
∑
y∈K βe,y be the aver-
age distribution. The following inequalities follow from
Lemma 2.45 and Lemma 2.52 in Bar-Yossef’s PhD the-
sis [3], the Cauchy-Schwarz inequality, and the triangle
inequality.
CICζ,2/3(DIST)
=
1
2|m− 2a|
∑
e∈[a,m−a]
[I(Ue; Ψ(Ue, e))
+ I(Ue; Ψ(e, Ue))]
=
∑
e∈[a,m−a]
ej∈K
Pr[Ue = ej]
2(m− 2a) [KL(βe,ej ||βe)
+KL(βej,e||βe)]
(Bar-Yossef’s Thesis Proposition 2.45)
≥ 1
8 ln 2(m− 2a)
∑
e∈[a,m−a]
j∈{−a,−b,0,..0,a,b}
[h2(βe+j,e, βe)
+ h2(βe,e+j , βe)]
(Cauchy-Schwarz)
≥ 1
16 ln 2(m− 2a)
∑
e∈[a,m−a]
[(h(βe,e, βe) + h(βe,e+a, βe))
2
+ (h(βe−a,e, βe) + h(βe,e, βe))2
+ (h(βe,e, βe) + h(βe,e+b, βe))
2
+ (h(βe−b,e, βe) + h(βe,e, βe))2]
(Triangle inequality and Cauchy-Schwarz)
≥C
m
∑
e∈[2a,m−2a]
h2(βe,e, βe+a,e+a) + h
2(βe,e, βe+b,e+b),
(3)
where C is a constant. Now we are able to group
the terms. By the Euclidean algorithm, there exist
integers p and q such that pa + qb = 1. Let q be
such an integer with smallest absolute value. We then
have a/b ≤ |q| ≤ a and |p| ≤ |q|. Therefore, for any
i ∈ [4,m/4a − 4], we can select up to |p| + |q| terms
from the range [4ai−2a, 4ai+2a] to group in the above
equation. Without loss of generality, assume y > 0.
First, using the Cauchy-Schwarz inequality, we have
CICζ,2/3(DIST) ≥
C
4ma
∑
i
( ∑
e∈[4ai−2a,4ai+2a]
h(βe,e, βe+a,e+a) + h(βe,e, βe−a,e−a)
+ h(βe,e, βe+b,e+b) + h(βe,e, βe−b,e−b)
)2
.
Next, group the terms using the triangle inequality such
that whenever combining an a-term h(βe,e, βe′+a,e′+a),
follow this by combining ⌊q/p⌋ b-terms h(βe,e, βe′′−b,e′′−b).
Therefore, the combined term e′ is always guaranteed
to be in [4ai− 2a, 4ai+ 2a]. There might be a concern
that a term is combined twice, namely, that there exist
|q1| ≤ |q2| ≤ |q|, |p1| ≤ |p2| ≤ |p| and (q1, p1) 6= (q2, p2)
such that p1a+ q1b = p2a+ q2b. But this is impossible
since gcd(a, b) = 1 and (p−(p2−p1))a+(q−(q2−q1))b =
1 contradicts that q has the smallest absolute value.
Therefore, we are left with,
CICζ,2/3(DIST) ≥
C′
ma
∑
i∈[4,m/4a−4]
e=4ai
h2(βe,e, βe+1,e+1).
(4)
Now invoke the Pythagorean lemma of [4], stating that
h2(βe,e, βe+1,e+1) ≥ 1/2(h2(βe,e, βe+1,e)+h2(βe+1,e, βe+1,e+1)),
as well as the correctness of the protocol, stating that
the h2(βe,e, βe,e+1) terms can each be lower bounded by
a positive constant. Thus,
CICζ,2/3(DIST) ≥
C′′
a2
. (5)
The above proof also makes use of the following lemma.
Lemma 47. Let a, b be two integers such that gcd(a, b) =
1 and b < a. Then there exist integers x, y such that
ax + by = 1. Let y be such an integer with smallest
absolute value. Then b/a ≤ |y| ≤ a and |x| ≤ |y|.
Proof. To see that |y| ≤ a, w.l.o.g., we assume y >
a. Then y = qa+ r, where r < a < y and q < y. Thus
ax + b(qa+ r) = 1, and (qb + x)a + rb = 1 contradicts
that y has the smallest absolute value. It is clear that
|y| ≥ a/b. It remains to show that |x| ≤ |y|. This holds
since x = (1− by)/a and b < a.
Now we look at a more general case.
Theorem 48. Let a, b, c be positive integers such that
c 6= a and c 6= b. Suppose there exist integers p, q such
that ap+ bq = c. Let q be such an integer with smallest
absolute value. Then any randomized algorithm solv-
ing (a, b, c)-DIST with probability at least 2/3 requires
Ω(n/q2) bits of memory.
Proof. The proof of this theorem is a modification
of the proof of the previous proposition. With a similar
distribution (replacing 1 with c), we have that Equation
(3) holds. The remaining task is to show a partition
scheme of the terms such that Θ(m/(|p|+ |q|)2) terms
survive. Choose an arbitrary e ∈ [4a2,m−4a2]. W.l.o.g.
assume p > 0. We can combine the following |p| + |q|
terms,
h2(βe,e, βe+a,e+a) + h
2(βe+a,e+a, βe+2a,e+2a)
+ . . .+
+ h2(βe+pa−a,e+pa−a, βe+pa,e+pa)
+ h2(βe+pa,e+pa, βe+pa−b,e+pa−b)
+ h2(βe+pa−b,e+pa−b, βe+pa−2b,e+pa−2b)
+ . . .+
+ h2(βe+pa+qb+b,e+pa+qb+b, βe+pa+qb,e+pa+qb)
≥ 1|p|+ |q| [
p∑
i=1
h(βe+(i−1)a,e+(i−1)a, βe+ia,e+ia)
+
|q|∑
j=1
h(βe+pa−(j−1)b,e+pa−(j−1)b, βe+pa−jb,e+pa−jb)]
2
(Cauchy-Schwarz)
≥ h
2(βe,e, βe+1,e+1)
|p|+ |q| (Triangle inequality).
Choose an e. This forbids the choice of another e from
the above terms. In fact, e uniquely determines two
arithmetic progressions: e, e+ a, e+ 2a, . . . , e+ pa and
e + pa − b, e + pa − 2b . . . , e + pa + qb. Now, in order
to choose a new e′, the value e′ cannot be a number
from the above two progressions, and the progressions
determined by e′ cannot share a term with one of e.
Therefore, because we chose e, 2(|p|+ |q|) terms are not
available for a new choice of e′. By choosing e from
[4a2,m − 4a2] one at a time, we can find (m − 8a2)/a
different e for the purpose of combining terms. Denote
the set of these e by S. In summary, we have,
CICζ,2/3(DIST) ≥
C
m(|p|+ |q|)
∑
e∈S
h2(βe,e, βe+1,e+1).
(6)
Since h2(βe,e, βe+1,e+1) is bounded below by a constant
as indicated in the previous proposition, and since |S| =
m−8a2 = Ω(m), we have CICζ,2/3(DIST) = Ω(1/q2).
The above lower bound is tight in the sense that there
is a protocol that uses O(n/q2) memory bits and solves
(a, b, c)-DIST.
Proposition 49. Let a, b, c, p, q be integers satisfy-
ing the same conditions as in the previous theorem.
Then there is a randomized algorithm solving (a, b, c)-
DIST with probability at least 2/3 using O(n/q2)·poly(logn)
bits of memory.
Proof. Before the beginning of the stream, we par-
tition [n] into t contiguous pieces each of size n/t, where
t = O˜(n/q2), and the O˜ notation hides logarithmic fac-
tors in n. For the i-th piece of the universe, let the
corresponding substream restricted to elements in the
i-th piece be denoted by Si. For each Si, we maintain
a counter Ci for which
Ci =
∑
l:h[l]=i
vlξl =
∑
x∈{a,b,1}
zi,xx
where ξl ∼ {−1,+1} are uniform 4-wise independent
random bits and zi,x =
∑
l:h[l]=i,|vl|=x ξl. Let yi,x de-
note the number of occurrence of |x| in the i-th stream.
We have yi,x ≤ n/t. By standard concentration ar-
guments, we have that with arbitrarily large constant
probability, |zi,x| = O˜(√yi,x) = O˜(
√
n/t). We can se-
lect an appropriate t = O˜(n/q2) for which this implies
|zi,x| is at most |q|/4. Now the claim is that by read-
ing the value Ci mod a, this is enough to distinguish
whether there is a frequency of absolute value “c” in
the stream or not. This follows since the sets of val-
ues of Ci mod a in the two cases are disjoint. To see
why, note that if z′bb = zbb + c mod a, then we have
(z′b− zb)− ra = c. However, since |z′b− zb| < |q|, by the
minimality of |q|, this is a contradiction.
C.2 ShortLinearCombinationProblem for Multiple
of Frequencies
Definition 50. Let u = (u1, u2, . . . ur) be a vector
in Zr for an integer r. Let d > 0 be an integer not
in the vector u. A stream S with frequency vector v is
given to an algorithm, where v is promised to be from
V0 = {u1, u2, . . . , ur, 0}n or V1 = {EMB(v, i, e) | v ∈
V0, i ∈ [n], e ∈ {−d, d}}. The (u, d)-DIST problem is to
distinguish whether v ∈ V0 or v ∈ V1.
Theorem 51. Let u = (a1, a2, . . . , ar) be a set of in-
tegers and d > 0 be a positive integer such that d =
q1a1 + q2a2 + . . . qrar where q1, q2, . . . qr are integers.
These integers are choosen such that q =
∑
i |qi| is min-
imal. Then any randomized algorithm solving (u, d)-
DIST with probability at least 2/3 requires Ω(n/q2) bits
of memory.
Proof. The proof of the lower bound is a straight-
forward extension of the previous argument for three
frequencies. Let a = max(a1, a2, . . . , ar). The number
of combined terms is m/(|q1| + |q2| + . . . |qr|). There-
fore, the lower bound is Ω(n/q2). The upper bound is a
also a straightforward extension of the three frequency
case.
D. NEARLY PERIODIC FUNCTIONS
To summarize some of the discussion so far, when a
function has a large decrease in value we can often get
a large lower storage bound using an index reduction.
However, the index reduction fails on some functions for
which we have no sub-polynomial space algorithm and
no other bound is known, these are the nearly periodic
functions. This section describes a few, disconnected,
properties of nearly periodic functions. The purpose
is to understand as much as possible about the nearly
periodic functions.
The next subsection presents an example of a 1-pass
tractable nearly periodic functions, this function has a
very nice structure such that it is one pass tractable
by making use of modulo. Section D.5 defines a natu-
ral metric on G and shows that every S-nearly periodic
function, which may or may not be 1-pass tractable, is
arbitrarily close to a 1-pass intractable function while
every 2-pass tractable function is far from every 2-pass
intractable function. Section D.3 defines a transfor-
mation with a similar property to the metric of Sec-
tion D.5 in that it separates S-nearly periodic functions
from 1-pass tractable S-normal functions. Section D.4
establishes a discretized model for the g-SUM problem
and considers counting the analogue of the tractable
and nearly periodic functions. The main result is that
there are many fewer nearly periodic functions because
of the strong constraints on their structure. Finally,
Section D.2 establishes a strange necessary condition
on nearly periodic functions that are bounded above by
a sub-polynomial function.
D.1 A 1-pass Tractable Example
Constructing a tractable nearly periodic function turns
out to be a non-trivial exercise. This section provides
such a construction.
Definition 52. Let x =
∑∞
j=0 aj2
j ∈ N, for aj ∈
{0, 1}, be the binary expansion of the integer x. Define
ix := min{j : aj = 1}, the location of the first non-zero
bit of x. The function is gnp(x) = 2
−ix , for x > 0, and
gnp(0) = 0.
Proposition 53. gnp is S-nearly periodic.
Proof. Since there is an infinite sequence {1, 2, 4, . . . , 2n . . .}
such that gnp(x) = 1/x, the first condition of near-
periodicity is satisfied. It is remains to show that the
second condition is also satisfied.
Let γ > 0 be a constant. Consider any integer x > 0.
By construction gnp(x) = 2
−ix . Let y > x be an-
other integer. Similarly, we have gnp(y) = 2
−iy . If
gnp(x)/gnp(y) = 2
iy−ix ≥ yγ , then iy − ix ≥ γ lg y.
Choose N = ⌈21/γ⌉. For any y > N , we have iy−ix > 1
and therefore ix+y = ix. Thus, gnp(x+ y) = gnp(x).
Proposition 54. gnp is 1-pass tractable.
Proof. We demonstrate that one can find (gnp, λ)-
heavy hitters in poly(λ−1 logn logM) space. It is suffi-
cient to demonstrate an algorithm that will find a single
(gnp, λ)-heavy hitter, since we can reduce the heavy hit-
ters problem to this case by hashing the stream O(λ−2)
ways and running this algorithm on each substream.
Suppose that j∗ is the single (gnp, λ)-heavy hitter
with frequency x. Let v1, v2, . . . , vn ≥ 0 be the fre-
quencies in the stream, and let U = {j : ivj ≤ ix}.
By definition gnp(vj) ≥ gnp(x) for j ∈ U , hence |U | ≤
1 + λ−1 ≤ 2λ−1.
Let C = O(λ−2). Apply a uniform hash function
h : [n]→ [C] to separate the stream into C substreams
S1, S2, . . . , SC . With constant probability, no two ele-
ments of U are in the same substream, so suppose that
this happens.
On each substream Sk with frequencies v
(k)
1 , . . . , v
(k)
n
we run the following algorithm D = O(log n) times in-
dependently and in parallel:
• Sample pairwise independentX1, . . . , Xn ∼ Bernoulli(1/2)
random variables.
• Compute m =∑j Xjv(k)j and im.
• Output 2−im .
Consider the set ofD values output by this algorithm.
If there is a single item j∗ with minimum i∗ := i
v
(k)
j∗
,
then a Chernoff bound implies that very nearly D/2
values are equal to 2−i
∗
, and this is the maximum value
among all of the pairs. In this case, the label j∗ can
be found in post-processing by binary search. Let Xj,ℓ
denote the value of the jth Bernoulli variable on the ℓth
trial. Specifically, one finds the set M ⊆ [D] of trials
for which 2−im is equal to the maximum among the D
values, and with high probability, only j∗ will satisfy
Xj,ℓ = 1 for all ℓ ∈M and Xj,ℓ = 0 for all ℓ ∈ [D] \M .
We can detect the case where there is more than one
item with minimum i
v
(k)
j
because either the number of
maximizing values will be too large or the binary search
will fail to yield a unique element.
The single-heavy-hitter algorithm now outputs the
pair (j∗, 2−i
∗
) if the number of maximizing values is
correct and the binary search yields a unique element or
nothing if either of those conditions fails. With the ex-
tra hashing step mentioned at the beginning this yields
a 1-pass O(λ−4 log n logM)-space (gnp, λ)-heavy hitters
algorithm, thus gnp is 1-pass tractable.
D.2 Asymptotic Behavior of Nearly Periodic
Functions
This section proves a necessary function for a bounded
function to be nearly periodic.
Proposition 29. Let g > 0 be an S-nearly periodic
function that is bounded above by a sub-polynomial func-
tion. There exists α > 0 and an increasing sequence
yk ∈ N such that g(yk) ≤ y−αk and, for every x ∈ N,
limk→∞ g(x+ yk) = g(x).
Proof. Since g is positive and nearly periodic there
exists α > 0, a strictly increasing sequence yk, and
a sequence xk such that g(xk) ≥ y2αk g(yk) for all k.
Since g is bounded above by a sub-polynomial func-
tion this implies that g(yk) ≤ y−αk for all sufficiently
large k, which proves the first claim. Letting ǫk =
(log ykmax{g(x) | x ≤ yk})−1, near periodicity of g
implies |g(x)− g(x+ yk)| ≤ ǫkg(x) for sufficiently large
k. Finally, ǫkg(x)→ 0 since g by definition, which com-
pletes the proof.
It would not be surprising if for every x there exists
a sequence yk such that g(x+ yk)→ g(x). The novelty
in Proposition 29 is that there exists a single sequence
yk such that the convergence holds at every point x.
Let us draw a final comparison with periodic func-
tions. Take, for example, a function g that is peri-
odic with period p = min{x ∈ N : g(x) = 0}. g is
bounded above by a constant, hence any sequence yk of
α-periods has g(yk) → 0. This implies that g(yk) = 0
for all sufficiently large k, and hence yk is a multiple
of the period p (for all sufficiently large k). Of course,
g(x+ yk) = g(x) when yk is a multiple of p, by period-
icity, hence g(x+ yk)→ g(x) trivially.
D.3 A Slow-Varying Transformation
The predictability is preserved under the following
transformation.
Definition 55. Given a function g, we define an
Lη-transformation of g as Lη(g)(x) := g(x) log
η(1 + x)
for η > 0.
Theorem 31. If an S-normal function g is 1-pass
tractable, then Lη(g) is S-normal and 1-pass tractable
for any η ≥ 0.
Proof. Since g is S-normal and 1-pass tractable,
then g is slow-dropping, slow-jumping and predictable.
It is suffice to show that Lη(g) is also predictable.
By definition, if g is predictable, for any sub-polynomial
ǫ′ and 0 < γ < 1, there exists N such that if x > N ,
for all y ∈ [1, x1−γ), if (x + y) /∈ δǫ′(g, x) then g(y) ≥
g(x)x−γ .
Let g′ = Lη(g) for η > 0 . Consider a sub-polynomial
ǫ and 0 < γ < 1, for y ∈ [1, x1−γ), such that x + y 6∈
δǫ(g
′, x), we have: if g′(x+ y) ≥ g′(x) then∣∣∣∣g(x+ y) log
η x(1 + x−γ)
g(x) logη x
− 1
∣∣∣∣ ≥
∣∣∣∣g(x+ y) log
η(x+ y)
g(x) logη(x)
− 1
∣∣∣∣
> ǫ.
Hence
g(x+ y)
g(x)
(
1 +
log(1 + x−γ)
log x
)η
> 1 + ǫ.
Then g(x+ y)/g(y) ≥ 1 + ǫ− ηx−γ/ logx ≥ 1 + ǫ/2 for
sufficiently large x, we have g(y) ≥ x−γg(x).
If g′(x+ y) < g′(x), then we have∣∣∣∣g(x+ y)g(x) − 1
∣∣∣∣ ≥
∣∣∣∣g(x+ y)g(x)
logη x(1 + x−γ)
logη x
− 1
∣∣∣∣ > ǫ
we still have g(y) ≥ x−γg(x) for sufficiently large x.
Theorem 30. An S-nearly periodic function g is ei-
ther 1-pass intractable or Lη(g) is 1-pass intractable for
any η > 0.
Proof. Suppose g is 1-pass tractable. Let l(x) =
log(x)η . By Lemma 56, we can find a sequence {(xi, yi)}∞i=1
such that x1+γi < yi, xi strictly increasing, g(xi) ≥
g(yi)y
α
i for some α > 0 and γ > 0. For any 0 < ǫ <
γη/[2(1 + γη)], |g(xi + yi)− g(xi)| ≤ ǫg(xi) holds after
finite terms. Since xi+ yi ≥ x1+γi , |l(xi+ yi)− l(xi)| ≥
γηl(xi). Note that (1 + c)(1 + γη) > 1 + γη/2 holds for
any c ∈ [−ǫ, ǫ]. Therefore,
|l(xi + yi)g(xi + yi)− l(xi)g(xi)|
l(xi)g(xi)
≥ γη/2 (7)
for sufficiently large i. Thus, l(x)g(x) is not nearly pe-
riodic. Also due to g(xi) ≥ g(yi)yαi , this function is not
slow-dropping.
Lemma 56. If g ∈ G is nearly periodic, then g is ei-
ther 1-pass intractble or there exists α > 0, γ > 0 and
a sequence {(xi, yi)}∞i=1 such that x1+γi < yi, xi strictly
increasing, g(xi) ≥ g(yi)yαi and for any sub-polynomial
ǫ, |g(xi + yi)− g(xi)| ≤ ǫg(xi) after some finite terms.
Proof. Suppose g is 1-pass tractable.
Since g is nearly periodic, there exists α∗ > 0, and
an infinite sequence {(xi, yi)}∞i=1 such that xi < yi, yi
strictly increasing, g(xi) ≥ g(yi)yα∗i and, for any sub-
polynomial ǫ, w.l.o.g., |g(xi + yi) − g(xi)| ≤ ǫ(yi)g(xi)
after some finite terms. For any 0 < β < α∗, γ <
β/2, the claim is that, there exists a subsequence T =
{xij , yij}∞j=0 such that
g(yij ) ≥ y−βij g(2⌈1+γ⌉yijy
γ
ij
).
Otherwise, if y−βi g(2
⌈1+γ⌉yiy
γ
i ) > g(yi) for some infinite
is, we can use a standard reduction from DISJ(2⌈1+γ⌉yγi , y
β
i ),
which contradicts that g is 1-pass tractable. There-
fore, for the sub-sequence T , let α′ = (α∗ − β)/(1 + γ),
g(xij ) ≥ (y1+γij )α
′
g(2⌈1+γ⌉y1+γij ) for any j. Let x
′
ij :=
xij+yij < 2yij and y
′
ij := 2
⌈1+γ⌉y1+γij . We have g(x
′
ij ) ≥
y
′α′(1−0.1)
ij
g(y′ij ), x
′
ij
1+γ
< y′ij for sufficiently large j.
The property of strict increasing can also be guaranteed
by choosing the proper js. Let α = α′(1 − 0.1). T ′ =
{x′ij , y′ij}∞j=0 is the desired sequence since by nearly peri-
odicity, for any sub-polynomial ǫ, |g(x′ij+y′ij )−g(x′ij )| ≤
ǫ(y′ij )g(x
′
ij
) must hold after finite terms.
D.4 Counting Nearly Periodic Functions in a
Discretized Setting
Let us consider functions taking values between 0 and
1 on the interval [M ]0 = {0, 1, 2, . . . ,M} with fixed-
point precision 1/M ′. M,M ′ ∈ N are parameters that
we can choose later (we will choose them to be poly(n)).
Upon rescaling, such a function can be thought of as a
function g : [M ]0 → [M ′]0. As before, we will request
that g(0) = 0 and g(x) > 0, for x > 0. Our previous
scaling choice (i.e. g(1) = 1) becomes g(1) = M ′. Let
GD be the set of all functions g : [M ]0 → [M ′]0 with
g(0) = 0, g(1) = M ′, and g(x) > 0 for x > 0. Hence-
forth, we refer to this as the “discretized model”.
The plan for this section is to translate the tractable
and nearly periodic functions into the discretized model
and show that there are many fewer nearly periodic
functions. The main result is Theorem 57, where Bn is
the discretized analogue of the S-nearly periodic func-
tions and Tn is the discretized analogue of the 1-pass
tractable functions.
Theorem 57. If M,M ′ = poly(n) then
|Bn|
|Tn| ≤ 2
−Ω(M log logn) ≤ 2−nΩ(1) .
The discretized model is a bit different than our pre-
vious one. Perhaps the biggest difference is that here
we choose the size of the problem (i.e. the values n, M ,
and M ′) at the same time as we choose the function.
This is done in order to make it possible to count the
functions.
Remark 58. Some difference is necessary as the def-
initions, from Section 3, of these functions classes (1)
allow values from the continuum and (2) are defined by
their asymptotics. Especially (2) is relevant. Suppose
we, instead, take the set of tractable functions bounded
by 1, round the values up to the nearest multiple of 1/M ′
and restrict the domain to [M ]0. The result, a con-
sequence of the asymptotic nature of the definition of
tractable functions, is that we find every function in GD!
Of course, the same is true for the nearly periodic func-
tions. Hence, it proves impossible to differentiate nor-
mal and nearly peroidic functions by rounding and re-
stricting the functions.
Next we will translate the classes of tractable func-
tions and nearly periodic functions into this discretized
setting and bound their sizes. Clearly |GD| = (M ′)M−1.
Let Tn ⊆ GD be the set of functions for which there ex-
ists a turnstile (1 ± 1/2)-approximation algorithm for
g(f) using O(log3 n logM) bits of storage.
Lemma 59.
|Tn| ≥
(
M ′ − M
′
logn
)M−1
Proof. We can approximate in O(log3 n logM) bits
any function with minimum value at least ⌊M ′/ logn⌋.
The number of such functions is at least(
M ′ − M
′
logn
)M−1
.
The raison d’eˆtre for the class of nearly periodic func-
tions are the following two properties: (1) the func-
tions sustain a large drop in value, infinitely many pairs
x < y satisfy g(x) ≥ yαg(y), but (2) the standard in-
dex reduction fails to give a lower bound because the
function approximately repeats itself after the drop,
|g(x) − g(x + y)| < g(x)/h(y) for any sub-polynomial
function h and sufficiently large y. The lower bound of
Proposition 60 motivates our definition for the nearly
periodic functions in the discretized model. Specifically,
nearly periodic functions in the discrete model will sat-
isfy the first hypothesis, g(x) ≥ sg(y), for large s but
will not satisfy either of items 1 or 2.
We will allow a turnstile component to the reduction,
which makes the proof a little easier. One can make a
different translation of the nearly periodic functions into
this discretized model that avoids the turnstile model,
but we feel that this is the simplest.
Proposition 60. Let x, y ∈ [M ] such that g(x) ≥
sg(y), for some 1 ≤ s ≤ n. If at least one of the follow-
ing holds:
1. |g(x) − g(|y − x|)| ≥ g(x)/ log2 n,
2. x+ y ≤M and |g(x)− g(y + x)| ≥ g(x)/ log2 n
then any algorithm that gets a (1± 1/2)-approximation
to g(f) uses Ω(s/ log2 n) bits of storage in the worst
case.
Proof. This is proved with a simple modification of
the INDEX reduction used in Theorem 22. For case
1, Alice uses the frequency y for each of her items and
Bob use the frequency −x. For case 2, Alice uses the
frequency y for each of her items and Bob uses x.
Let Bn ⊆ GD be the set of functions g for which (1)
there exists x, y ∈ [M ] such that g(x) ≥ (log n)8g(y)
and (2) for all x, y ∈ [M ] satisfying g(x) ≥ 12 (log n)8g(y)
we have |g(x)−g(|y−x|)| < g(x)/ log2 n and also |g(x+
y)− g(x)| < g(x)/ log2 n provided x+ y ≤M .
Condition (1) corresponds to the first condition in the
definition of the nearly periodic functions and condition
(2) to the second, hence Bn contains the analogue of
the nearly periodic functions in this discretized model.
Albeit, in both cases we only request a polylogarithmic
gap, rather than a polynomial one, which means |Bn|
is an over-estimate for the number of nearly periodic
functions in the discretized model.
We will derive an upper bound on |Bn| as follows.
First, we chose the location of the least minimizer y ∈
[M ] of the function and its value g(y) ≤ M ′/ log8 n–
trivially, there are fewer than MM ′ possibilities. The
least maximizer is x = 1 with value g(x) = M ′. Now,
given any point i ∈ [M ], no matter how we choose its
value, we will have either g(i) ≥ g(y) log4 n or g(x) ≥
g(i) log4 n, so that after selecting a value for g(i) we
can try to apply the constraints described above to the
values g(x+ i), g(|x− i|), g(y + i), and g(|y − i|), thus
limiting the number of choices significantly.
The next step is to select the set U = {i ∈ [M ] :
g(i) ≥
√
g(x)g(y)} from the 2M−2 available choices.
Let L = [M ] \ U . Notice that for any i ∈ U we have
g(i) ≥ g(y)
√
g(x)
g(y) ≥ g(y) log4 n, and similarly for i ∈ L
we have g(i) log4 n < g(x).
The following lemma is used in the proof of our bound
on |Bn|.
Lemma 61. Given S ⊆ [M ] and j ∈ [M ], there exists
a set W ⊆ S × [M ] of pairs (i, |i − j|) with size at
least 14 |S|− 1 such that all of the values in the pairs are
distinct.
Proof. Let G be the directed graph with vertices
[M ] and an edge (i, |i− j|), for all i ∈ S \ {j, j/2}. Any
matching W ⊆ E(G) ⊆ S × [M ] is a set of pairs with
all of the values distinct. It remains to show that there
is a matching W with size |W | ≥ 14 |S| − 1. The out-
degree of each vertex k in G is one if k ∈ S and zero
otherwise, and the in-degree of k is zero if k ≥ j and
at most two for k < j. Furthermore, each cycle in G
has only two edges. For each vertex of in-degree two
delete one of the incident edges as follows: if the vertex
is on a cycle delete the cyclic edge (u, v) with u < v,
otherwise delete an arbitrary edge. This removes at
most |E|/2 edges from the graph. The remaining graph
has at least |E|/2 edges and consists entirely of paths
and isolated 2-cycles, thus it contains a matching of size
at least 14 |E| ≥ 14 (|S| − 2).
Lemma 62.
|Bn| ≤ 4
MM(M ′)M+1
(logn)
1
8M−1
Proof. Let x, y ∈ [M ] be the least maximizer and
minimizer, respectively, of the function. Then x = 1
with g(x) = M ′ and there are trivially no more than
MM ′ choices for the values of y and g(y), which must
satisfy g(y) log8 n ≤ g(x). There are 2M−2 choices for
U = {i ∈ [M ] : g(i) ≥
√
g(x)g(y)}.
Suppose that |U | ≥ M/2; the case M − |U | = |L| ≥
M/2 is handled similarly. Apply Lemma 61 with S = U
and j = y to find the set W of size at least 18M − 1.
Next assign the values g(i) for every i ∈ [M ] that is
the first coordinate of a pair in W or is not in any pair
in W . With the trivial bound, there are no more than
(M ′)M−|W | possibilities. For the remaining points |y−i|
we must have that
|g(i)− g(|y − i|)| ≤ g(i)
log2 n
≤ M
′
log2 n
,
so there are no more than 2M ′/ log2 n choices for each
of these |W | remaining points. Hence, the total number
of functions in Bn is no more than
(MM ′)2MM ′M−|W |
(
2M ′
log2 n
)|W |
which completes the proof.
D.5 Metrizing G
Given two functions g, h ∈ G let
Θ(g, h) := sup
x∈N
log
(
max
{
g(x)
h(x)
,
h(x)
g(x)
})
= sup
x∈N
| log g(x) − log h(x)|
= ‖ log g − log h‖∞.
Θ is an extended metric4 on G.
The purpose of this section is to prove that S-nearly
periodic functions are unstable, in a sense described by
Θ, while 2-pass tractable S-normal functions are stable.
More precisely, we can think about a function g and a
perturbed version h of g, where h is found by making
a small, relative change to g at each point. In this case
Θ(g, h) is small. If g is S-normal and 2-pass tractable,
then Proposition 63 shows that h is also 2-pass tractable
(even if the perturbation is very large).
Proposition 63. Let g, h ∈ G with Θ(g, h) < ∞. If
g is slow-dropping and slow-jumping then so is h.
Proof. Let x, y ∈ N. Then
log
h(x)
h(y)
≤ log
(
h(x)g(y)
g(x)h(y)
· g(x)
g(y)
)
≤ Θ(g, h)2 log g(x)
g(y)
.
Thus, h(x)/h(y) ≤ eΘ(g,h)2g(x)/g(y) and the result fol-
lows from the definitions of slow-dropping and slow-
jumping.
4An extended metric satisfies all of the properties of a metric
except that it is allowed to take the value ∞.
To the contrary, if g is S-nearly periodic, then the
next theorem shows that one can always find a nearby
function h that is 1-pass intractable.
Theorem 64. If g ∈ G is S-nearly periodic then for
every δ > 0 there exists a normal 1-pass intractable
function h ∈ G such that Θ(g, h) ≤ δ.
Proof. Since g is S-nearly periodic, there exists α >
0 and a sequence of pairs (xk, yk) such that yk is increas-
ing, xk < yk, and g(xk) ≥ yαk g(yk). By taking a subse-
quence we can ensure that all of the values xk, yk, and
xk + yk are distinct. Define h as follows: h(x) = g(x)
for x /∈ ∪j{xj , xj + yj}, h(xk) = (1 + δ)g(xk), and
h(xk+yk) = g(yk)/(1+δ). Then Θ(g, h) = log(1+δ) ≤
δ.
By construction, h(xk)/h(yk) ≥ g(xk)/g(yk) ≥ yαk ,
but |g(xk)− g(xk + yk)| ≥ (1 + δ)g(xk). Thus h is not
slow-dropping and not S-nearly periodic, so h is not
1-pass tractable by Lemma 23.
D.6 Towards Characterizing Nearly Periodic
Functions
The set of nearly-periodic function defeat the stan-
dard reduction from the DISJ and INDEX problems.
Theorem 68 shows how one can use the ShortLin-
earCombination problem, of Definition 14, to pro-
vide space lower bounds on g-SUM algorithms for some
nearly periodic functions g.
Definition 65. For any N > 0 and non-increasing
sub-polynomial function h(x), define the (N, h)-dropping
set of f to be
DN,h(f) = {x | 1 ≤ x ≤ N, f(x) ≤ h(N)/N}.
Proposition 66. Let f be a nearly-periodic function,
then for all n0 > 0, there exists N > n0 and a sub-
polynomial function h such that |DN,h| > 0.
Proof. Choose N = n0+1, h(x) = f(1)N , i.e. h(x)
is a constant function. Then 1 in DN,h because 1 ≤ N
and f(1) = h(N)/N .
Definition 67. An α-indistinguishable frequency set
of [n] is a tuple (s, d), where s ⊆ [n] is a subset and
d ∈ [n], d /∈ s is a integer such that (s, d)-DIST problem
requires Ω(nα) space.
Theorem 68. Let function f : R→ R+, symmetric,
nearly-periodic and f(0) = 0. If there exists a non-
increasing sub-polynomial function h(x) and constants
α > 0, 0 < δ < 1, such that for any n0 > 0, there exists
N > n0 and a integer set |S| > 0 satisfying the follows,
1. 0 < |DN,h(f)| ≤ N1−δ;
2. S ⊆ |DN,h(f)| and d ∈ [N ] such that (S, d) is a
α-indistinguishable frequency set of N ;
3. f(d) ≥ h(d),
then for any n0 > 0, there exists a stream of domain
N > n0, any one-pass randomized streaming algorithm
A that outputs a 1±ǫ(N) approximation of f -SUM with
probability at least 2/3, requires space Ω(nα0 ) bits, where
ǫ(x) < 1 is a sub-polynomial function.
Proof. Suppose we have an algorithm A that gives
a 1 ± ǫ(N) approximation to f -SUM with probability
at least 2/3. We can now use A to construct a protocol
that solves (S, d)-DIST problem on domain N . The al-
gorithm is straightforward: run A on the input stream.
If the result A outputs is ≤ h(d)/N δ, then there is no
frequency of absolute value d in the stream. This is
so since the g-SUM is at most
∑
a∈S f(a) ≤ N1−δ/N .
Otherwise, if the output is at least h(d)(1 − ǫ(N)). By
the guarantee of A, it can distinguish the 2 cases. The
space needed of A inherits the lower bound of (S, d)-
DIST problem, thus Ω(Nα) bits.
