Abstract. Let F be a finite field, G = (V, E) be an undirected graph on n vertices, and let S (F, G) be the set of all symmetric n × n matrices over F whose nonzero off-diagonal entries occur in exactly the positions corresponding to the edges of G. Let mr(F, G) be the minimum rank of all matrices in S(F, G). If F is a finite field with p t elements, p = 2, it is shown that mr(F, G) ≤ 2 if and only if the complement of G is the join of a complete graph with either the union of at most (p t +1)/2 nonempty complete bipartite graphs or the union of at most two nonempty complete graphs and of at most (p t − 1)/2 nonempty complete bipartite graphs. These graphs are also characterized as those for which 9 specific graphs do not occur as induced subgraphs. If F is a finite field with 2 t elements, then mr(F, G) ≤ 2 if and only if the complement of G is the join of a complete graph with either the union of at most 2 t + 1 nonempty complete graphs or the union of at most one nonempty complete graph and of at most 2 t−1 nonempty complete bipartite graphs. A list of subgraphs that do not occur as induced subgraphs is provided for this case as well.
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of G 2 . We denote the join of G 1 and G 2 by
c . A vertex u of G is a dominating vertex if u is adjacent to all other vertices of G.
We denote the path on n vertices by P n . The complete graph on n vertices will be denoted by K n and by a triangle we mean K 3 . The complete bipartite graph K m,n is the complement of K m ∪ K n . We allow m or n to be equal to 0, in which case K m,0 = mK 1 and K 0,n = nK 1 . The complete tripartite graph K n1,n2,n3 is the complement of K n1 ∪ K n2 ∪ K n3 . Other graphs we will use are depicted in 
. Some special graphs
If F is a finite field with p t elements, p = 2, we show that mr(F, G) ≤ 2 if and only if the complement of G is the join of a complete graph with either the union of at most (p t + 1)/2 nonempty complete bipartite graphs or the union of at most two nonempty complete graphs and of at most (p t − 1)/2 nonempty complete bipartite graphs. If F is a finite field with 2 t elements, we show that mr(F, G) ≤ 2 if and only if the complement of G is the join of a complete graph with either the union of at most 2 t + 1 nonempty complete graphs or the union of at most one nonempty complete graph and of at most 2 t−1 nonempty complete bipartite graphs. The class of graphs G satisfying mr(F, G) ≤ 2 can also be described in terms of forbidden subgraphs. We say that a graph G is H-free if G does not contain H as an induced subgraph. If F is a set of graphs, we say that G is F -free if G is H-free for each H ∈ F. For any field F , a graph G satisfying mr(F, G) ≤ 2 is {P 4 , , dart, P 3 ∪ K 2 , 3K 2 }-free. Furthermore, if F has char F = 2, then G is K 3,3,3 -free, and if F has char F = 2, then G is (P 3 ∪ 2K 3 ) c -free. If F is an infinite field with char F = 2, then P 4 , , dart, P 3 ∪ K 2 , 3K 2 , K 3,3,3 is a complete list of forbidden subgraphs for the class of graphs G with mr(F, G) ≤ 2. If F is an infinite field with ELA 34 W. Barrett, H. van der Holst, and R. Loewy
c is such a list. See [1] for proofs of these claims. In this paper we will give the forbidden subgraphs for the case that F is a finite field. We will see that if F is a finite field with char F = 2, there are 3 more forbidden subgraphs. If F is a finite field with char F = 2, there are 4 more forbidden subgraphs. These additional forbidden subgraphs depend on the number of elements in F . However, if F is the field with two elements, three of these forbidden subgraphs are redundant. In that case there are 7 forbidden subgraphs for graphs G satisfying mr(F, G) ≤ 2. These are P 4 , dart, ,
c , and (P 3 ∪ 2K 1 ) c . As an illustration of the problem of identifying those graphs G with mr(F, G) ≤ 2, we now take a closer look at two specific graphs, (P 3 ∪ 2K 1 ) c and (3K 2 ∪ K 1 ) c . Let F 2 , F 3 be the finite fields with two and three elements, respectively.
If A ∈ S(F 2 , (P 3 ∪ 2K 1 ) c ), then up to permutation similarity, 
and has rank 2. Now consider (3K 2 ∪ K 1 ) c . Although it would be tedious to verify directly, it follows from the results in [1] and those later in this paper that mr(
for all other fields F . Indeed, it follows from the results in this paper that there are infinitely many pairs of distinct fields F, F for which there exists a graph G such that mr(F, G) = mr(F , G). Thus, given an arbitrary finite field F , a systematic approach is needed to classify those graphs G for which mr(F, G) ≤ 2. 
ELA
for some nonnegative m ≤ n, which is a special case of (2.2). So we may assume mr(F, G) = 2. In this case we follow the proof of Theorem 1 in [1] . Let A ∈ S(F, G) with rank A = 2. Then according to Lemma 2, A can be written as U t BU , where B is an invertible 2 × 2 symmetric matrix over F and U is a 2 × n matrix over F .
Since char F = 2, we can assume that 
H. van der Holst, and R. Loewy
Suppose that r of the vectors w 1 , w 2 , . . . , w n are 0; we may assume w n−r+1 = w n−r+2 
This induces a complete bipartite graph in H. Hence H can be expressed as the union of at most 2 complete graphs and of at most (p t − 1)/2 complete bipartite graphs, and so G c is of the form (2.2).
Theorem 4 Let F be a field with p t elements, p prime and p = 2, and let G be a graph whose complement is of the form (2.1) or of the form (2.2). Then mr(F, G) ≤ 2.
Proof. Let us first assume that G has the form (2.1). Take an element −d of 
. . , n denote the columns of U . Choose w n−r+1 = w n−r+2 = · · · = w n = 0. Among w 1 , w 2 , . . . , w n−r we pick the first p 1 equal to x (1) and the q 1 after these equal to y (1) . Since k ≤ (p t + 1)/2, we can continue this process for all p 1 , q 1 , p 2 , q 2 , . . . , p k , q k and obtain a matrix A of rank ≤ 2 in S(F, G).
We now assume that G has the form (2.2). Let
It suffices to show there exists a U ∈ F 2,n such that 
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after these equal to y (1) . Since k ≤ (p t − 1)/2, we can continue this process for all p 1 , q 1 , p 2 , q 2 , . . . , p k , q k and obtain a matrix A of rank ≤ 2 in S(F, G) .
If F is a finite field with char(F ) = 2, then each element is a square.
Theorem 5 Let F be a field with 2 t elements and let G be a graph on n vertices. Then, if mr(F, G) 
Proof. The same proof as the proof of Theorem 3 can be used here. Let A ∈ S(F, G) with rank 2. Let B = (b i,j ) be a 2× 2 symmetric matrix and U a 2× n matrix such that A = U t BU . If b 1,1 = 0 or b 2,2 = 0, we can diagonalize B by a congruence. So in this case we may assume 
4).

Theorem 6 Let F be a field with 2 t elements and let G be a graph whose complement is of the form (2.3) or (2.4). Then mr(F, G) ≤ 2.
Proof. The proof is analogous to the proof of Theorem 4. In the case of (2.3) we take (2.5)
and in the case of (2.4) we take (2.6) E = 1 0 0 1 . 3. Forbidden subgraphs. Let F be a finite field. In the previous section we described the complements of the graphs whose symmetric matrices with entries in F have minimum rank at most 2. These graphs can also be described by means of forbidden subgraphs. (P 4 , paw, diamond) -free.
Proposition 7 [1] A graph G can be expressed as the union of complete graphs and of complete bipartite graphs if and only if G is
Proposition 8 A graph G can be expressed as either the union of at most 2 complete graphs and of at most m complete bipartite graphs or as the union of at most m + 1 complete bipartite graphs if and only if
G is (3K 3 , K 2 ∪ 2K 1 ∪ mP 3 , K 1 ∪ (m + 1)P 3 , (m + 2)K 2 ∪ K 1 , P 4 , paw, diamond)-free.
Proof. (⇒)
. From Proposition 7 it follows that P 4 , paw, and diamond are forbidden subgraphs. If G has (m + 2)K 2 as an induced subgraph, then G has no isolated vertices, and hence G is (m + 2)K 2 ∪ K 1 -free. Since G has at most two components which are complete graphs on 3 or more vertices, 3K 3 is a forbidden subgraph. If G has K 2 ∪ K 1 ∪ mP 3 as an induced subgraph, then G must be the union of two nonempty complete graphs and of m nonempty complete bipartite graphs, and hence G is K 2 ∪ 2K 1 ∪ mP 3 -free. If G has (m + 1)P 3 as an induced subgraph, then G must be the union of m + 1 nonempty complete bipartite graphs, and hence G is
(⇐). By Proposition 7, G is of the form
where the E i for i = 1, . . . , j are complete graphs containing a triangle, the H i for i = 1, 2, . . . , l are complete bipartite graphs containing a P 3 as an induced subgraph, and W is a collection of single edges and isolated vertices. Here we have used the assumption that G is 3K 3 -free to conclude that j ≤ 2, and we have used the assumption that G is K 1 ∪ (m + 1)P 3 -free to conclude that l ≤ m + 1. Since G is (m + 2)K 2 ∪ K 1 -free, the number of single edges in W is at most m + 2 − j − l. We first assume that j > 0. Then l ≤ m or else K 2 ∪2K 1 ∪mP 3 would be induced. If W has m + 2 − j − l single edges, then W has no isolated vertices, and we may add 2 − j single edges to the collection of complete graphs and m − l single edges to the collection of complete bipartite graphs. Now suppose that W has fewer than 2 − j + m − l single edges and l = m so that j = 1. Then as G is K 2 ∪ 2K 1 ∪ mP 3 -free, W is either empty or contains exactly one vertex. If W is nonempty, we add the vertex to the collection of complete graphs. It remains to consider the case in which l < m and W has 2 − j + k single edges, where k < m − l. Add 2 − j single edges to the collection of complete graphs, k single edges to the collection of complete bipartite graphs and all the isolated vertices (as one bipartite graph) to the collection of complete bipartite graphs. In each case we have shown that G can be expressed as the union of at most 2 complete graphs and of at most m complete bipartite graphs.
Next assume that j = 0. Then the number of single edges in W is at most m+2−l. If W has this number of single edges, then W contains at least one single edge and W 
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has no isolated vertices. Since G is 2K 1 ∪ K 2 ∪ mP 3 -free, we know that l ≤ m in this case. We add 2 single edges to the collection of complete graphs and m−l single edges to the collection of complete bipartite graphs. It remains to consider the case that the number of single edges in W is at most m+1−l. If l = m+1, then G can be expressed as the union of m + 1 complete bipartite graphs, as G is K 1 ∪ (m + 1)P 3 -free. If l = m and W contains one single edge, then W contains at most one isolated vertex, as G is 2K 1 ∪ K 2 ∪ mP 3 -free. In this case we add the elements of W to the collection of complete graphs. If l = m and W contains no single edge, then we add all the isolated vertices (as one bipartite graph) to the collection of complete bipartite graphs. Now suppose that l < m and that W contains m + 1 − l single edges. We take 2 of the single edges to be complete graphs, each of the remaining m − 1 − l single edges to be a complete bipartite graph, and all of the isolated vertices to be one complete bipartite graph. If l < m and W contains at most m − l single edges, then we may regard each single edge as a complete bipartite graph, and all the isolated vertices to be one complete bipartite graph. 
Theorem 9 [1] A graph G has the form
(3.1) (K s1 ∪ K s2 ∪ · · · ∪ K st ∪ K p1,q1 ∪ K p2,q2 ∪ · · · ∪ K p k ,q k ) ∨ K r for nonnegative integers t, s 1 , s 2 , . . . , s t , k, p 1 , q 1 , p 2 , q 2 , . . . , p k , q k , r with p i + q i > 0, i = 1, 2, . . . , k if and only if G is (P 4 , paw ∪ K 1 , diamond ∪ K 1 ,Ŵ 4 , K 2,2,2 )-free.
Theorem 10 A graph G is either of the form (2.1) or of the form (2.2) if and only if
G is (P 4 , paw ∪ K 1 , diamond∪ K 1 ,Ŵ 4 , K 2,2,2 , 3K 3 , (m + 2)K 2 ∪ K 1 , K 2 ∪ 2K 1 ∪ mP 3 , K 1 ∪ (m + 1)P 3 )-free, where m = (p t − 1)/2.
Proof. (⇒). From Theorem 9 it follows that
P 4 , paw ∪ K 1 , diamond ∪ K 1 ,Ŵ 4 , K 2,2,2 are forbidden subgraphs. Let F = {3K 3 , (m + 2)K 2 ∪ K 1 , K 2 ∪ 2K 1 ∪ mP 3 , K 1 ∪ (m + 1)P 3 },. So G[C] is (paw, diamond)-free. Since G[C] is (P 4 , 3K 3 , (m + 2)K 2 ∪ K 1 , K 2 ∪ 2K 1 ∪ mP 3 , K 1 ∪ (m + 1)P 3 )-free,
41
So we may assume that G has P 3 as an induced subgraph. By Proposition 7, we may express
where the E i for i = 1, 2, . . . , j are complete graphs containing a triangle, the H i for i = 1, 2, . . . , k are complete bipartite graphs containing a P 3 as an induced subgraph, and W is the collection of single edges and isolated vertices.
As G has P 3 as an induced subgraph, t−1 − k − j single edges and j = 1, then G can be expressed as the union of one complete graph and of at most 2 t−1 complete bipartite graphs, where the complete graph is E 1 and where all isolated vertices are put in one complete bipartite graph. If W has fewer than 2 t−1 − k − j single edges, then we add each single edge to the collection of complete bipartite graphs, and we add all the isolated vertices as one complete bipartite graph to the collection of complete bipartite graphs. Hence also in this case G can be expressed as the union of at most one complete graph and of at most 2 t−1 complete bipartite graphs.
Theorem 14 A graph G is either of the form (2.3) or the form (2.4) if and only if
G is (P 4 , paw ∪ K 1 , diamond ∪ K 1 ,Ŵ 4 , K 2,2,2 , P 3 ∪ 2K 3 , (2 t−1 + 1)K 2 ∪ (2 t−1 + 1)K 1 , P 3 ∪ 2 t−1 K 2 ∪ K 1 , 2K 3 ∪ 2 t K 1 , 2 t−1 P 3 ∪ 2K 1 )-free.
