In dynamical systems theory, a fixed point of the dynamics is called nonhyperbolic if the linearization of the system around the fixed point has at least one eigenvalue with zero real part. The center manifold existence theorem guarantees the local existence of an invariant subspace of the dynamics, known as a center manifold, around such nonhyperbolic fixed points. A growing number of theoretical and experimental studies suggest that some neural systems utilize nonhyperbolic fixed points and corresponding center manifolds to display complex, nonlinear dynamics and to flexibly adapt to wide-ranging sensory input parameters. In this paper, we present a technique to study the statistical properties of high-dimensional, nonhyperbolic dynamical systems with random connectivity and examine which statistical properties determine both the shape of the center manifold and the corresponding reduced dynamics on it. This technique also gives us constraints on the family of center manifold models that could arise from a large-scale random network. We demonstrate this approach on an example network of randomly coupled damped oscillators. *
I. INTRODUCTION
The manifold hypothesis proposes that phenomena in the physical world often lie close to a lower dimensional manifold embedded in the full high-dimensional space [Géron 2017 ].
As technological advancements have allowed the collection of large and often complex data sets, the manifold hypothesis has spurred the creation of a number of manifold learning, or manifold reduction, techniques [Belkin 2003 , Carlsson 2009 , Genovese 2012 , Dasgupta 2008 , Hastie 1989 , Kambhatla 1994 , Kégl 2000 , Narayanan 2009 , Niyogi 2008 , Perrault-Jones 2012 , Roweis 2000 , Smola 2001 , Tenenbaum 2000 , Weinberger 2006 . In this era of "Big Data", dimensionality reduction techniques are often part of the initial step in the data processing pipeline. Reducing dimensions can speed up model fitting, aid in visualization, and avoid the pitfalls of overfitting in high-dimensional data sets [Géron 2017 ].
In the field of neuroscience, where large collections of high-dimensional data are often the focus of research, a growing number of studies suggest that neural systems lie close to a dynamical systems structure known as a center manifold. These studies include entire hemisphere ECoG recordings [Solovey 2012 , Alonso 2014 , Solovey 2015 , experimental studies in premotor and motor cortex [Churchland 2012 ], theoretical [Seung 1998 ] and experimental studies [Seung 2000 ] of slow manifolds (a specific case of center manifolds) in oculomotor control, slow manifolds in decision making [Machens 2005 ], Hopf bifurcation [Poincarè 1893 , Hopf 1942 in the olfactory system [Freeman 2005] and cochlea [Choe 1998 , Eguíluz 2000 , Camalet 2000 , Kern 2003 , Duke 2003 , Magnasco 2003 , Hayton 2018b ], a nonhyperbolic model of primary visual cortex [Hayton 2018a ], and theoretical work on regulated criticality [Bienenstock 1998 ].
To understand center manifolds, we now review some basic ideas and definitions from dynamical systems theory. First, the classical approach to studying behavior in the neighborhood of an equilibrium point is to examine the eigenvalues of the Jacobian of the system at this point. If all eigenvalues have nonzero real part, then the equilibrium point is called hyperbolic. In this case, according to the Hartman-Grobman theorem, the dynamics around the point is topologically conjugate to the linearized system determined by the Jacobian [Grobman 1959 , Hartman 1960a , Hartman 1960b . This implies that solutions of the system near the hyperbolic fixed point exponentially decay (or grow) with time constants determined by the real part of the eigenvalues of the linearization. Thus, locally, the nonlinearities in the system do not play an essential role in determining the dynamics.
This behavior around hyperbolic points is in stark contrast to the dynamics around nonhyperbolic fixed points, where there exists at least one eigenvalue of the Jacobian with zero real part [Izhikevich 2007a , Hoppensteadt 2012 , Wiggins 2003 ]. The linear space spanned by the eigenvectors of the Jacobian corresponding to the eigenvalues on the imaginary axis (critical modes) is called the center subspace. In the case of nonhyperbolicity, the HartmanGrobman theorem does not apply, the dynamics are not enslaved by the exponent of the Jacobian, and nonlinearities play a crucial role in determining dynamical properties around the fixed point. The classical approach to studying this nonlinear behavior around nonhyperbolic fixed points is to investigate the reduced dynamics on an invariant subspace called a center manifold. The center manifold existence theorem [Kelley 1967 , Carr 2012 guarantees the local existence of this invariant subspace. It is tangent to the center subspace, and its dimension is equal to the number of eigenvalues on the imaginary axis. If it is the case that all eigenvalues of the linearization at a nonhyperbolic fixed point have zero or negative real part (no unstable modes), as is often the case in physical systems, then for initial conditions near the fixed point, trajectories exponentially approach solutions on the center manifold [Carr 2012] , and instead of studying the full system, we can study the reduced dynamics on the center manifold.
Dynamics on center manifolds around nonhyperbolic fixed points are complex and can give rise to interesting nonlinear features [Adelmeyer 1999 , Wiggins 2003 , Kuznetsov 2013 .
In general, the greater the number of eigenvalues on the imaginary axis, the more complex the dynamics could be. First, since the dynamics are not enslaved by the exponent of the Jacobian, nonlinearities and input parameters play a crucial role in determining dynamical properties such as relaxation timescales and correlations [Yan 2012 , Hayton 2018a .
Moreover, activity perturbations on the center manifold neither damp out exponentially nor explode, but instead, perturbations depend algebraically on time. If the center manifold is also delocalized, which can occur even with highly local connections between individual units (units not connected on the original network can be connected on the reduced system on a center manifold), activity perturbations can then also propagate over large distances. This is in stark contrast to the behavior in stable systems where perturbations are damped out exponentially and information transfer can only occur on a timescale shorter than the timescale set by the system's exponential damping constants.
Nonhyperbolic equilibrium points are also referred to as critical points [Shnol 2007 , Izhikevich 2007b ] and the resulting dynamics as dynamical criticality. Dynamical criticality is distinct from statistical criticality [Beggs 2012] , which is related to the statistical mechanics of second-order phase transitions. It has been proposed that neural systems [Chialvo 2010] , and more generally biological systems [Mora 2011] , are statistically critical in the sense that they are poised near the critical point of a phase transitions [Silva 1998 , Fraiman 2009 ]. Statistical criticality is characterized by power law behavior such as avalanches [Beggs 2003 , Levina 2007 , Gireesh 2008 and long-range spatiotemporal correlations [Eguíluz 2005 , Kitzbichler 2009 ]. While both dynamical criticality and statistical criticality have had success in neuroscience, their relation is still far from clear [Magnasco 2009 , Mora 2011 , Kanders 2017a .
In light of the growing evidence that center manifolds play a crucial role in neural dynamics, we feel that it is prudent to develop dimensionality reduction techniques aimed at reducing dynamics which contain a prominent center subspace to more simple low-dimensional dynamics on center manifolds. In this paper, we explore center manifold reduction as a statistical nonlinear dimensionality reduction technique on an example network having random connectivity as its base. The random connectivity is inspired by the Sompolinsky family of neural network models [Sompolinsky 1998 ], which assume an interaction structure given by a Gaussian random matrix scaled to have a spectrum in the unit disk. This family of neural networks has led to a number of useful results, including a flurry of recent publications [Stern 2014 , Lalazar 2016 , Rajan 2016 , Ostojic 2014 , Kadmon 2015 , Landau 2016 , Sompolinsky 2014 , Engelken 2016 , Harish 2015 .
We study which statistical properties of the random connectivity are essential in determining both the shape of the center manifold and the corresponding reduced dynamics on it.
We have previously [Moirogiannis 2017 ] presented a naive linear approach of this calculation in another paper, but here we will include the nonlinearities of the center manifolds as well.
Using the center manifold reduction algorithm, we find that the resulting equations depend crucially on the structure and the statistics of the eigenvectors of the connectivity matrix.
Even though the statistical distribution of eigenvalues of a broad class of random matrices has been extensively characterized [Tao 2008 ], the statistical distribution of the eigenvectors is not well understood [Chalker 1998 , Tao 2012 , O'Rourke 2016 . Our analysis shows that the reduced dynamics on the center manifold, and thus the collective dynamics of the full system, can be drastically different from the dynamics of the individual subunits that are randomly coupled. We also find interesting constraints on the family of center manifold models that could arise from a large-scale random network.
In our example, we only consider spontaneous activity; the network is not driven by an external forcing. A number of studies have highlighted the importance of spontaneous activity in cortex [Arieli 1996 , Petersen 2003 , Fox 2005 , Fox 2006 . For example, the spontaneous activity of individual units in primary visual cortex is strongly coupled to global patterns evincing the underlying functional architecture [Tsodyks 1999 , Kenet 2003 ]: during spontaneous activity in the absence of input, global modes are transiently activated that are similar to modes engaged when inputs are presented (Fig. 1) . We therefore feel that it is important to understand center manifold reduction in the context of spontaneous activity, as we do in this paper.
FIG. 1.
Reprinted by permission from Springer Nature: Nature. Spontaneously The general schematics of our dimensionality reduction approach is illustrated in (Fig.   2 ). At the top left we have the original system variables, which lives in dimension N H , ruled by a high-dimensional dynamical law. At the bottom right, we have a low-dimensional space, the reduced variables, which live in dimension N L . On the left branch, we first perform a detailed, costly and precise simulation of every variable in the system, and then we project this high-dimensional solution down into the lower-dimensional space. On the right branch, instead, we first project down the original high-dimensional vector field to obtain the reduced dynamics on the lower-dimensional subspace. We then evolve the reduced dynamics in its low-dimensional space. If both branches give rise to approximately the same low-D trajectories, then the reduction is well defined.
The structure of the paper is as follows. We first introduce some general definitions and the network structure of the specific example we will be using. We then review how the linear projection of the dynamics on the center space can be used for as a reduction approximation for certain simple cases [Moirogiannis 2017 ], but also how it can fail for a wider range of parameters of the system. Next, we introduce the main focus of the paper, the proposed center manifold reduction technique, which can be thought as a nonlinear generalization of the linear projection on the center subspace. Finally, using the resulting approximations as numerical Ansatz to correct both the reduced dynamics equations in the case where the naive approximation fails as well as to describe the dynamics of individual units using the reduced dynamics.
II. DEFINITIONS
Let us now establish the notation to be used in further detail, shown schematically in 
FIG. 3. Operator Definitions
Again, at the top left we have our original full system: many variables x ∈ R N H ruled by a high-dimensional dynamical lawẋ = f (x) given by a vector field f in R N H , stated as Moreover, we need a nontrivial reduction that retains enough information of the statistics of the system in the high-dimensional space. For instance, the diagram always commutes for a single point projection, which of course erases all information of the original system. Thus we define a lift operator Ψ that describes the statistic of the original system as a function of the reduced dynamics.
We will demonstrate the above described methods using the following system of individual
The nonlinearities are captured by the analytic functions f and g with f (0) = g (0) =
Let i ∈ {1, 2, . . . , N } be a parametrization of modules. We replicate the intramodule dynamics (1) for each of the N modules and couple all modules through variable x with a linear connection matrix M (and through layer y with a linear connection matrix L, but we will later consider L = 0 ):
A common way to study such systems is to define M ij = λG ij , where λ is a global coupling constant and G ij a graph connectivity matrix, whose elements are either 0 or 1, which can be used to describe the connections as occurring only along an underlying lattice. This is a standard setting in physics, where the interaction strength is controlled by a physical constant and therefore affects all extant interactions in parallel. This approach leads to a changing effective dimensionality of the dynamical system, because as λ is varied, all dynamical eigenvalues of the system move in unison, and hence the number of modes which can potentially enter the dynamics increases with increasing λ. We will take a different approach. We shall assume the matrix M ij is under control from slow homeostatic processes, and we shall allow either one single real eigenvalue or a couple of complex-conjugate eigenvalues to increase and approach the stability limits from the left (Fig. 4) . The classical approach of doing this in the field of random neural networks is by first generating a base matrix M 0 with a given controlled spectrum. Following a long history of modeling studies, one can assume M 0 to be given by suitably-scaled i.i.d. Gaussian random variables [Sompolinsky 1998 ].
Following this line of thought, in this work we shall either use M 0 as an N × N array of i.i.d
Gaussians of variance 1/N (spectrum in the unit disk in the complex plane, matrix almost surely non-normal) or the antisymmetric component of said
(purely imaginary spectrum, matrix is normal). The simplest way of then moving a single eigenvalue in the spectrum cloud independent of the rest of the eigenvalues and eigenvectors is the Brauer shift formula [Brauer 1952 ]:
where v and w are the corresponding right and left eigenvectors.
We can use this formula to simulate this system with rest of the eigenvalues damping at any value or for simplicity we can assume that the rest of the eigensystem has strongly negative eigenvalues. For large enough d ∈ R + , M = M 0/a − dI has the effect of moving the cloud of eigenvalues from a disk centered at zero to a disk centered at −d. We can then move a single real eigenvalue λ ∈ R (with v and w the corresponding right and left eigenvectors)
to µ ∈ R using the Brauer shift formula [Brauer 1952 ]:
or a pair of complex conjugate eigenvalues λ,λ to µ ± im (λ) i :
.
Antisymmetric matrices are normal. Thus consider M to be given by eqn 4 with M a ,
its eigenvalues are purely imaginary λ = iω with imaginary component distributed like
. Consider one of its null eigenvalues (one is guaranteed to exist if N is odd) and the corresponding eigenvector v. Then define as per Eq (4)
where the left (dual) eigenvector w of v is just it's transpose v . All eigenvalues of M , except for the null one we chose, get moved to −d, while the null one now has value λ.
The Jacobian matrix at the fixed point
Both intermodule and intramodule connectivity and their interplay is essential in evaluating the eigenvalues -eigenvectors pairs of the Jacobian. A useful tool for this evaluation is the following lemma:
Proof: Trivial using that 2 matrices commute iff they are simultaneously diagonalizable.
The system as a whole, then, has a stability structure given by 2N eigenvalues that is a complex interplay of the structured column and the unstructured connections.
III. EXAMPLE NETWORK USED IN THIS PAPER
We now consider a particular case which we can solve in pretty good detail, so as to concentrate on what are the central figures and concepts in this approach. Since each individual unit is 2-D obviously it cannot do much more than have a number of fixed points and limit cycles. In what follows we will deal exclusively with the following N coupled
e. for i ∈ {1, . . . N }:
c n x n is analytic.
For example, in the special case f (x) = −x 3 we have N coupled identical van der Pol oscillators:ẍ
We will show below we can evaluate the reduced dynamics for a Taylor series of f orderby-order, so some of what follows concentrates on f (x) = x α . But the main issue is the structure of M , whether it's normal or non-normal; and whether we control a single real or two complex-conjugate eigenvalues.
As we shall see shortly, our procedure for obtaining the global dynamics from the microscopic dynamics involves both the right and the left eigenvectors of M . In general the matrix of left eigenvectors is the inverse of the matrix of right eigenvectors. However if M is normal, then the inverse reduces to the complex conjugate making their relationship much simpler. Therefore we shall explore first normal matrices and then examine the additional issues raised by non-normality. Within normal matrices we shall, as anticipated in (Fig. 4) , either control a single real eigenvalue or two complex-conjugate ones.
We can evaluate the eigenvalue-eigenvector pairs of the Jacobian of the system from the corresponding eigenvalue-eigenvector pairs of M using the following corollary:
with w xy w yx < 0. Then: 
For any k ∈ {1, . . . , N } and for any sequence of natural numbers of finite length N :
p : {1, . . . , N } → N, and for a given ordered basis (in this case the right eigenvectors with a chosen ordering) let's define:
where × is matrix multiplication and is element-wise multiplication (and the powers V
are elementwise).
In particular for the sequence δ i,• defined by j → δ i,j (8) defines for k = i:
As we will see these random variables play crucial role in describing the essential dynamics of the system. All the results in this part depend on M only through the distribution of the Γ p k s and therefore can be extended to any connectivity type (for instance sparse matrices or only close neighbors connections) as long as we know the statistical properties of the Γ p k s. As we will see the limits:
where n = k 1 + . . . + k N are crucial, and in particular the limits: lim
V. CALCULATE Γ'S FOR NORMAL MATRIX WITH ANTISYMMETRIC GAUS-SIAN I.I.D. ENTRIES
In the case of normal matrices (9) can be written us:
In the case of antisymmetric matrices we numerically observe that the elements of the eigenvectors approximate Gaussians of variance 1 N as N → ∞ with:
given by the moments of Gaussian, where k!! is the double factorial
Similarly :
if k i and n are odd and k j for j = i are even. Else = 0. So the Γ's are given by co-moments of independent Gaussians.
Let us notice that it is known that for random symmetric matrices (Gaussian orthogo- 
VI. LINEAR PROJECTION ONTO THE STABLE AND THE CENTER SPACES -DEFINITIONS
Let
coordinates of activity in the basis of right eigenvalues, so :
where V ,i , for i = 1, ..., N are the right eigenvectors, columns of the matrix V .
Applying 1 √ N W to equations (7) we have, for an eigenvalue µ ∈ spec (M ) :
Equation (14) will be essential in defining the operator Φ as seen in (Fig. 3) . Equation
(13) will be essential in defining the operator Ψ.
The Hartman-Grobman theorem only holds for hyperbolic equilibriums, so as eigenvalues move close to the critical boundary, the nonlinearities:
became essential in describing the dynamics.
Equations (7) (similarly for the general equations (2)) can be written in the basis of right eigenvectors corresponding to the eigenvalues, for µ ∈ spec (M ):
where
Let us consider the system (7) as a single real eigenvalue of M, λ = λ 1 ∈ R, crosses the imaginary axis (4) (the critical boundary for this case, look at corollary 2) becoming slightly positive, while the rest of the eigenvalues µ ∈ {λ 2 , . . . , λ N } have negative real part. The naive approximation would be to consider X µ ≈ 0 for µ ∈ spec (M ) \ {λ} and we can reduce the 2N -dimensional system (7) into the 2-dimensional system :
is given by (15):
Evaluation of the i W λ,i f (x i ) term is the key; assuming conversely that the projection of x i onto the complement of V ,1 (space perpendicular to V ,1 in the normal case) is small (an assumption we shall revisit in detail below) we'd get an ansatz which is our first, naive approximation of the lift operator Ψ, which gives the coordinates in the full space as a function of the coordinates on the center manifold x = Ψ[X]:
Then (18) can be written us :Ẋ
Where :
The coarse-graining operator Φ, which transforms the original full dimensional dynamics to the coarsened, low-dimensional dynamics is defined by
In other words the 2N dimensional equation (14) is reduced to the 2 dimensional equation:
We see that the dynamics of X λ is determined by the random variables:
ϕ,1 = 1 : In the case of normal matrices and f (x) = n≥2 c n x n analytic we have:
The first thing to notice is that Φ is linear in f , meaning we can try to apply it orderby-order in a Taylor expansion of f . Applying Eq (22) to individual integer powers yields, in the large N limit, an evaluation of the moments of a Gaussian distribution:
The most important property to note is that the result is independent of which eigenvector v we chose, because under these circumstances the operator is self-averaging. Then, the powerlaw is unchanged except for a prefactor: the cubic X 3 nonlinearity gets renormalized by a factor of 3, X 5 by 15, X 7 by 105. Curiously this operator destroys all even nonlinearities.
As we shall see later the even nonlinearities get absorbed in the overall shape of the center manifold, which we have assumed in the ansatz Eq (20) to be linear in x i . However the naive reduced equations Eq (18) are not affected.
We first simulate randomly coupled Van der Pol oscillators given by Eq (7) with f (x) = −x 3 and for random matrix M defined using Eq (6) with N = 351 and d = −30. We let λ = 0.1 cross the real line by a small value. We numerically integrate the whole system for random initial values and let it settle after a transient on the limit cycle. In movie:
https://drive.google.com/open?id=14ku9fZlCUAW_mzEHIvezkRw4G6fbAAix we plot at each time frame t the values {(x i (t), y i (t))|i ∈ {1, . . . , N } as black dots. Moreover for each i we plot as a thin black line the orbit of (x i , y i ) for a short time past interval (t − ∆t, t) to visualize the orbits. We plot with a green cycle (X λ , Y λ ) the linear projection of x and y in the critical eigenvector and with a red cross the simulation of Eq (21) with F (X) = −3X 3 (and initial condition the linear projections on the critical mode of the initial conditions used for the high dimensional Eq (7)). Snapshots of the simulation movie are shown in ( Fig   5) . As in the case of individual orbits we also plot part of the past orbits for visualization with green and red colors respectable. As we can see in this case diagram (Fig. 3 ) using our naive definition of our Φ operator Eq (25). Moreover we see that the cubic nonlinearity doesn't survive in the lift Ψ a statement that we shall see theoretically shortly.
In movie: https://drive.google.com/open?id=1Ldn_YvlXaCSRc9L3dS_5smrh_39OqzOP
we can see the corresponding simulation for f (x) = x 2 − x 3 . Snapshots of the simulation movie are shown in (Fig. 6 ). As we can see the added even nonlinearity doesn't survive in the Φ operator and our approximation is still accurate (as we will see later a more accurate statement would be that the even nonlinearity doesn't survive as an even nonlinearity but can have small "leak" into higher order odd nonlinearities). But in this case it becomes apparent that the naive linear approximation of Ψ Eq (20) fails and the even nonlinearity survives in the operator. We will see that theoretically shortly.
VIII. FAILURE OF ABOVE
The above approximation is studied in [Moirogiannis 2017 ] and assumes that the center f (x) = x 2 − x 3 and for random matrix M defined using Eq (6) with N = 351 and Λ = −30. We let λ = 0.1 cross the real line by a small value.
In our model particularly equations (23) predict that the Hopf bifurcation is supercritical iff c 3 < 0 independently of the value of c 2 but as numeric simulations show and as we will prove later the bifurcation is supercritical for large enough |c 2 |.
We can see the failure of our naive Φ approximation Eq (25) by simulating a system as in the last movie with a higher order of even nonlinearity f (x) = 4.1 * x 2 − x 3 . We can see this in movie: https://drive.google.com/open?id=1FpkxPm5kRCjHi_TSl_5Mrk3Jn6HQgAlr.
Snapshots of the simulation movie are shown in (Fig. 7) .
IX. CENTER MANIFOLD REDUCTION
We will follow similar notation and approach as in [Hoppensteadt 2012 ] , in particular look at section 12.7 for the 3rd order approximation of ψ for f (x) = x 2 and 2nd order approximation of ψ for f (x) = ±x 3 in the case of symmetric interaction matrix. Here we care about more general forms of matrices and for any abstract nonlinearity. For more details on center manifolds look at [Ioos 1999 ] or for formal proofs at [Carr 2012].
We can rewrite equation (7) as:
Let us assume that a single real eigenvalue of M, λ = λ 1 ∈ R (with corresponding right eigenvector v 1 ) crosses the imaginary axis. Corollary 2 implies that the corresponding eigenvalues of the whole system are ±i with corresponding eigenvectors
Naive Φ Fail Randomly coupled Van der Pol oscillators given by Eq (7) with f (x) = 4.1 * x 2 − x 3 and for random matrix M defined using Eq (6) with N = 351 and Λ = −30. We let λ = 0.1 cross the real line by a small value.
s the defined by the basis projections. The above projections commute with W since they have the same eigenspaces.
The center manifold theorem ensures that there is a local mapping ψ : E c → E s with ψ(0) = 0 and Dψ(0) = 0 such that the manifold M defined by:
is invariant and locally attractive (emergence theorem). The dynamics reduced on M are
A schematic of a center manifold and the invariance equations can be seen in (Fig. 8) . Using the approximation theorem, we can approximate ψ to any order from the equation:
More precisely, if
ψ approximated by (27) is used to define the lift operator Ψ f and equation (26) . So using symbolic algorithms is essential [Freire 1988 ] .
Even though those questions are in general complicated, when estimating the first nonlinear order of approximation for the center manifold embedding and reduced dynamics on it of (7) with f (x) = c n x n + O (x n+1 ) the corresponding equations are very simple.
, and for
Projecting equation (27) onto the stable modes using Π λ k for k ≥ 2 gives us the equations:
) then after scaling normalization we get:
If f (x) = c 3 x 3 + O (x 4 ) then after scaling normalization we get:
Let us notice that for the matrix M generated as in (6) we have that for Λ → ∞ the 3rd order nonlinearity (odd) doesn't survive on the shape of the center manifold while the 2nd order nonlinearity (even) survives only on the second "layer" and only as even in both x and y. This is not a general result but comes from the interplay between the vertical (module) and horizontal (M) connectivity. For instance similar calculations for coupled simple, unstructured 1D subunits gives a center manifold where even the even nonlinearities go to 0 when Λ → ∞.
XI. SYMMETRIES OF α'S AND β'S
The above observation for the first order of approximation of P si is more general. In particular we can show that:
where P is a polynomial of λ k of order k and P α,k,i , P β,k,i polynomials of order ≤ k. The inequality is streak except for P β,k,i when k and i are even. That would imply that for large Λ only even nonlinearities survive by the operate Ψ as even nonlinearities on the y layer (the layer in which the original equations don't include nonlinearities). We will talk about this in details elsewhere but let us just notice that the coefficients are just determined by determinants of submatrices of the pentadiagonal A 2 + λ k A + id n where:
The reduced equations (26) are then up to order 3:
. . .
So after scaling normalization we get the reduced dynamics equations:
The system (7) undergoes an Andronov-Hopf bifurcation at
The bifurcation is subcritical (supercritical) iff a > 0 (a < 0).
Proof sketch: Proposition 2b ⇒ nonhyperbolicity and transversality condition. For the system:ẋ = y +f (x, y) y = −x +g (x, y) the genericity condition parameter is : 
In particular let us notice that this operator can drastically change the whole dynamics and create a subcritical bifurcation from subunits of supercritical bifurcation.
, and the naive approximation of defining Φ should be appropriate for c 2 √ Λ.
Now we can use the nonlinearities of the newly defined reduced dynamics to define our new Φ. Which is shown as a blue cross in movie https://drive.google.com/open?id= 1NN0wju5Dl_VBD0JkL-PBHvfmJkWKdh8F. Snapshots of the simulation movie are shown in (Fig. 9 ).
XIII. NUMERICAL ANSATZ FOR APPROXIMATING
Let's use the 2nd order nonlinearities of the center manifold (at the bifurcation point) as a guess of the residuals of individual units for small λ 1 > 0 .
If for k ≥ 2 ,λ k ≈ −d then: Fig. 7 adding in blue color the correction using the second order terms in the approximation of Φ to capture the reduced dynamics.
If M is normal then :
We get:
The corrected Ψ is shown in green color in the movie: https://drive.google.com/ open?id=1GAUPMhUs04eMjNSbMxjPw8MK2kIGlTZG . Simulation is in red color. Snapshots of the simulation movie are shown in (Fig. 10) .
We see that higher order even nonlinearities also survive on Ψ . https://drive.google.
com/open?id=1mb3QK2JGSVxShdKyUA_0bNDhOgSAk_tA. Snapshots of the simulation movie are shown in (Fig. 11) .
Assuming that O(2) * O(2) in (27) disappear in the limit and using the highly simplified guess from (28) and adding linear addition O(2)+O(4) we get the approximations on the last movie. In the particular case described here this can intuitively be seen to be an appropriate simplification for Λ → ∞ due to the nonlinearities only surviving on the x layer on Φ and on the y layer on Ψ.
The corrected Ψ is shown in green color in the movie: https://drive.google.com/ open?id=1pXFWluButTHG1jReFUm6Rv9J1ihzrNKe. Snapshots of the simulation movie are shown in (Fig. 12) .
XV. COMPLEX-CONJUGATE PAIR OF EIGENVALUES, NORMAL MATRIX
As shown in (Fig. 4) , the second-simplest case is to control two complex-conjugate eigenvalues, as they can be controlled by a single parameter, their real part, while leaving their imaginary part unchanged. We follow the previous section in using M a , a normal matrix, as our base connectivity structure. Now we choose a pair of complex-conjugate eigenvalues. The corresponding eigenvectors are also complex conjugate. Choosing as e the one corresponding to the eigenvalue with positive imaginary part, the 2D subspace is spanned both by e andē, or by e R ≡ e and e I ≡ e. Corollary 2 implies that the whole system bifurcates with 2 pairs of complex conjugate eigenvalues crossing the imaginary axis with frequencies √ ω 2 + 4 ± ω 2 .
Following the previous section, and remembering that now the left eigenvector is the complex conjugate of the right eigenvector, e † =ē t we define the coarse-grained variable X, now complex, as the normalized projection on e:
Then the linear order approximation of the invariant manifold for the system:
gives us the linear order of Ψ
The naive approximation of Ψ is given by :
Then taking dot product with N 2 e R and − N 2 e L , and ignoring projections other than in e R and e I the system:ẋ distinct frequencies, ω = 1 from the base equation, and ω = Imag(λ), the frequency of the eigenvector, from the complex X equation, and both cross the threshold of stability at the same time. Therefore, in this collective mode, a codimension-2 transition becomes generic, and the system in principle can bifurcate directly from a fixed point onto a torus. In this sense it is similar to a Takens-Bogdanoff normal form, only that it has two distinct and independent frequencies.
Thus the reduced equations are non-generic with respect to perturbations of the individual units in the full system in two ways: first, all even terms are destroyed, and second it can undergo a direct transition from a fixed point to a torus.
XVI. CONCLUSION
We have proposed a statistical center manifold reduction technique based on the three foundational center manifold theorems: existence, stability, and approximation [Kelley 1967 , Carr 2012 . Utilizing these theorems we have constructed two key operators. The first operator Φ connects the statistics of the vector field in the full-dimensional space to the statistics of the reduced vector field in the low-dimensional space. The second operator Ψ lifts the statistical properties of the trajectories produced by these reduced vector fields to the trajectories evolved by the original vector fields. For any given system, these two operators are sufficient to verify that our center manifold dimensionality reduction approach is well defined (the diagram in Fig. 3 commutes) .
In this paper, we have considered a specific example of a simple network of randomly connected, spontaneous oscillators. We have shown that our center manifold dimensionality reduction approach is well defined, successfully capturing the statistical properties of the individual units in the full system. The operators Φ and Ψ depend crucially on the structure of the eigenvectors (through the random variables Γ's). While we now know quite a lot about the statistical nature of the eigenvalues of random matrices [Tao 2008] , little is known about the statistical structure of the eigenvectors of these matrices [Chalker 1998 , Tao 2012 , O'Rourke 2016 . In the considered example, the reduction operator Φ coarse grains out the even nonlinearities present in the full system. But even though the even nonlinearities are coarse-grained out, we have found that they can still leak to higher order odd nonlinearities, which can have drastic effects on the dynamics as a whole, and for example, create a subcritical Hopf bifurcation from subunits of supercritical Hopf bifurcations. Moreover, using simplifying assumptions in the approximation theorem, we were able to construct a lift operator Ψ for higher order nonlinearities. This lift operator has interesting properties like in the limit of d → inf, the even nonlinearities survive only in the y layer and the odd nonlinearities vanish entirely.
We have explored several other systems and it appears that the property of even nonlinearities being coarse-grained out in the reduced dynamics generally holds for a class of similar systems although the exact nature of this class is not yet clear. Furthermore, it should be easily to generalize to other structures such as sparsity by calculating new values for the Γ's. Both these subjects should be a target of future research.
