In this paper we address the problem of disparity estimation required for free navigation in acquired cubicpanorama image datasets. A client server based scheme is assumed and a remote user is assumed to seek information at each navigation step. The initial compression of such image datasets for storage as well as the transmission of the required data is addressed in this work. Regarding the compression of such data for storage, a fast method that uses properties of the epipolar geometry together with the cubic format of panoramas is used to estimate disparity vectors efficiently. Assuming the use of B pictures, the concept of forward and backward prediction is addressed. Regarding the transmission stage, a new disparity vector transcoding-like scheme is introduced and a frame conversion scenario is addressed. Details on how to pick the best vector among candidate disparity vectors is explained. In all the above mentioned cases, results are compared both visually through error images as well as using the objective measure of Peak Signal to Noise Ratio (PSNR) versus time.
INTRODUCTION
Due to advancements in communication technologies, panoramic image datasets are going to be used widely in upcoming applications such as Tele-presence and we expect that this will open up a new venue in the area of multimedia signal processing and communication in the near future. In this work, real images are preferred to computer generated ones due to the lower costs and further realism they can provide. This work is part of the NAVIRE project at the University of Ottawa which aims at developing the necessary technology to allow a user to virtually walk through in an image-based representation of a remote environment. For the processing and storage of collections of panoramic images of a given environment, several representations have been proposed, including cubic, cylindrical, and spherical representations. This paper focuses on a cubic representation of the image panoramas. After the acquisition and preprocessing stage, a group of six raw full RGB images can be used to create a basis panorama which consists of six side images. Following the image dataset analysis stage, 6 our visual data will be ready for compression. In our recent work, 7 two major existing approaches from the literature, i.e., a standardized method based on H.264/MPEG4 AVC and an existing wavelet based method called Dirac were applied and compared. The problem of indexing was addressed considering the compression efficiency, random access, and other requirements of our application. Advantages of using B frames were shown. Based on the above mentioned considerations an appropriate bitstream syntax were introduced for cubic-panorama image dataset compression. Disparity estimation which plays an important role in any compression scheme will be given specific attention in this paper and an efficient method for disparity estimation and disparity vector transcoding based on our previous work 6 on epipolar geometry will be presented.
In video coding, as well as in image dataset compression, motion or disparity estimation compromises 60-70% of the encoding complexity. 1 On the other hand, image datasets which we are dealing with possess specific features that can be exploited in order to decrease the encoding complexity to a great extent. In an existing method for Multiview Image Coding (MIC) that works based on geometric prediction, 2 the essential matrices between three frames are used, i.e., the current frame and the two previously encoded frames, in order to calculate the Disparity Vectors (DV) among the current frame and the reference frame (i.e., one of the previously encoded frames). The epipolar constraint and DV search need to be performed at the encoder and the decoder side. This method achieves some rate-distortion gain, by calculating the DVs at the decoder side, mainly at low bitrates because at this region disparity vectors dominate the residual error as compared to the high bitrates. However, encoding complexity increases 30% and the decoding complexity increases over 1000% when using full search algorithms and 100% when using fast search algorithms with some decrease in the coding efficiency. Nevertheless, since our aim is mainly to decrease the encoding complexity and to keep the decoding complexity the same as before, we will propose a method for disparity estimation for storage which works on two frames.
Subsequently, proposed methods for disparity estimation in the transmission stage include digital video transformation. Different existing types of video transcoding schemes in the literature include: bitrate transcoding, spatial and temporal transcoding, standards transcoding, transcoding quality optimization, and information insertion transcoding.
3 In this paper we propose a new type of video transcoding scheme which converts the input video sequence from cube image format, with six side images, into a planar image format that can be used for view rendering in the virtual navigation system. Our main concern is how to extract and reuse the existing disparity vectors already obtained and stored. As it is shown in Figure 1(b) , the applied view rendering technique uses a planar mapping approach and at each viewing location, renders a novel view based on the user's pan and tilt angles. In this scenario, in each view at most three faces of the current cubic basis image would be visible, e.g. front, right and up side images viewed from inside the cubic-panorama. Now, if the user moves forward to another viewing location, and possibly changes its pan and tilt angles too, then we will have a rendered view similar to what is depicted in figure 1(a). Our aim is to extract up to three sets of disparity vectors for each rendered frame and generate a new set of disparity vectors suitable for new rendered views.
IMAGE DATASET PREDICTION STRUCTURE AND BITSTREAM SYNTAX
In cubic-panoramic image datasets, each basis image consists of six side images. In the only existing work, 5 the whole basis image including all of the side images, is regarded as one single piece of information and a 3D indexing method is used to provide access to the side images and required information within each basis image. In the approach that we have proposed, 7 each image dataset is decomposed into six video sequences and after that each video sequence is processed separately. This will facilitate random access to each cube side image. In Ref. 7 various prediction structures including I, P , B, and hierarchical B frames are used and it is shown that B frames for prediction in image dataset compression are desirable. The reasons and requirements can be listed as the following: problem of occlusion, random access requirement, compression efficiency, view scalability, boundary problem, and memory constraints. Another advantage of using B frames is that they can be removed from the structure without disturbing the existing prediction structure. Different Group Of Picture (GOP) were also compared and it was shown that a GOP of 2, i.e., IB structure for captured cubic-panorama image datasets are suitable. At the end a bitstream syntax was presented for very large sized image datasets captured in extensive environments, either on a trajectory line or on a rectangular grid all over the ground plane. 
DISPARITY ESTIMATION FOR STORAGE
The approach that we present in this section can be considered as a mixture of global displacement estimation and local displacement estimation methods. We use the term global estimation because the essential matrix including the global translational and rotational parameters is involved, and also local estimation because further search on the epipolar line has to be made due to the depth variations of the objects in the environment. Approaches that only rely on local displacement estimation, for example the block matching algorithm used in the standardized video codecs such as H.264/AVC, will not benefit from the existing knowledge of the image datasets, especially the fact that the scene is static and the existing information about the navigation direction. On the other hand, in global displacement estimation approaches, the scene depth is usually assumed to be uniform, or alternatively the camera translation is ignored. 
Using the Epipolar Constraint
If we know the coordinates of a point in the current basis image and insert the value in the epipolar constraint equation, we obtain:
where E · p is called the epipolar plane, a plane that goes through the center of the cube and is denoted by (a, b, c) as its normal. Therefore, the point on the reference basis image would lie somewhere at the intersection of the epipolar plane and the reference basis image, i.e., a cube in the 3D space, as shown in Figure 2 . This intersection forms a quadrilateral in the 3D space and since we know which face of the cube is being used for disparity estimation at any time, the search for the disparity vector will be restricted to one dimension, i.e., on a line denoted as the epipolar line. Similarly, this constraint is known as the epipolar constraint in the literature. We will obtain the epipolar lines corresponding to each cube face using the relation between 3D reference coordinates and 2D side image coordinates. Results are summarized in table 3. Different lines
The functions g i in Table 3 are defined as below:
Roughly speaking, the global displacement for left, right, up, and down faces are similar to vertical or horizontal displacements while in case of front and back faces we witness a zooming in or zooming out effect. Before elaborating on our disparity search method, we explain the motion estimation methods commonly used in the video coding literature. In standardized video compression schemes, each frame is usually divided into small blocks, for example 8 x 8 pixels. For each block in the current frame, a Block Matching Algorithm (BMA) is applied in the reference frame, i.e., usually the previous one. Given a specific search range, Full Search Algorithm (FSA) is the most trivial one in which all possibilities are examined and the best match using a minimization measure is chosen. Minimization criteria include Sum of Squared Differences (SSD) and Sum of Absolute Differences (SAD). FSA method is computationally so exhaustive therefore a number of fast methods have been introduced. They include, but are not limited to, Three
Step Search (TSS) and Cross Search Algorithm (CSA). For example in TSS algorithm, given a Search Range of ±7 pixels, the search is performed in three steps. All eight positions surrounding the coordinate with a step size of 4 are searched first. At each minimum position the search step size is halved and the next eight new positions are searched. This method searches 25 positions to locate the best match. If higher search ranges are desired, then one might start with bigger initial step size, for example 8. In that case it will be a Four
Step Search (4SS) algorithm where the search range will be ±15 and 33 positions are searched to locate the best match. In the same manner one can imagine Five
Step Search (5SS), Six
Step Search (6SS), Seven
Step Search (7SS) algorithms and so on. Search range and computational complexity for each algorithm is summarized in the first part of table 1. Using fast estimation methods computational complexity reduces in a logarithmic scale.
Our method of search along the epipolar line is inspired by the above mentioned TSS algorithm. First, for center coordinates of each block on the current frame, we find the corresponding epipolar line using table 3. Then we find the nearest point on the epipolar line to the center coordinates of corresponding block. This point will be the reference point for our search and since we know the direction of displacement in advance, we need only to search on one side of the reference point on the epipolar line; see figure 4(a) for forward movement and the right reference face. A one dimensional three step search algorithm named Dir, referring to the directional nature of the search operation, is proposed. If N search operations are used in the first step, using initial step size of 4, we achieve search range of ±(4(N − 1) + 3). In this situation, N + 4 search operations will be required to find the best match. If further refinement is desired, eight adjacent pixels around the found match can be searched and therefore the computational complexity will become N + 12 and the search range increments 1. Search range and computational complexity for each algorithm is summarized in the second part of table 1. We will refer again to this table later in the subsequent section.
Since we are working on panoramas in cubic format, there will be occasions where the search algorithm goes beyond one face boundary. Figure 4 (b) depicts a good example for the case of right face. In case the search algorithm stops in the face it was started in, like the case indicated by scenario 1, obtained horizontal and vertical disparities are used directly. In case the best match found is beyond the borders, for example the case of scenario 2 which is on front face, we store the horizontal and vertical disparities as shown in the figure. Since in disparity estimation we are interested in two dimensional disparity vectors, we do not involve 3D coordinates of match points here. Similar awareness exists at the time of disparity vector extraction and if displacements go beyond the coordinates of the existing face, it means data on the corresponding neighbor face shall be used.
As shown in our earlier work, the IB is an appropriate format for storage of cubic-panorama image datasets. In addition to the bitrate efficiency, this structure facilitates entering into the captured sequence at any I frame and as we will show in more detail in this work, the user will be able to walk freely in either direction which is very important. Introduction of B frames brings with it two types of prediction structures, namely forward and backward prediction as shown in figure 5(a) . In other words, if the middle frame in the figure is the current frame, depending on which other frame is considered to be the reference frame, the direction of the search algorithm will vary. Considering the case of front face, in the forward prediction scenario, the search operation must be performed toward the epipolar center, usually in the middle of the cube face, while in the backward prediction structure, search operations must be performed away from the epipolar center. As a result, this forward or backward prediction choice will show up in all the steps used in our work as we will see soon.
Consider disparity estimation corresponding to the right and front faces for example. At the beginning, the essential matrix E between the pair of cubic panoramas is calculated using methods explained in our previous work. First consider the right face. The intersection of the epipolar plane with the cubic shape is calculated and the intersection line is found using the information in table 3. Then the nearest point on this epipolar line to the search reference coordinates, i.e. the center of current 8 by 8 block, is found and used as the reference in the search algorithm. At this stage, if forward prediction is going on, the search operation is performed toward the left side, as shown in figure 4(a) . Otherwise search operation is performed towards the right side. In either case, if the search operation goes beyond the current face, i.e., to the front face or the back face, the first step of search is continued there and the best match coordinates are updated accordingly. Otherwise the next two steps of search are done. At the end, in case refined results are desired, a refinement stage is also applied.
In the case of searching for disparities on the front face, after finding the nearest point on the epipolar line, the corresponding epipolar center is also calculated. In the case of forward prediction, the search operation is performed inwards, i.e., toward the epipolar center. Otherwise the search operation is performed outwards, i.e., away from the epipolar center and towards the face borders. In backward prediction, in case the search operation goes beyond the current face, the search operation is continued on the left (or the right) face and the search results are updated accordingly. The remaining steps are similar to the previous scenario.
Finally, similar to the conventional block-based coding schemes, the disparity vector of each block is predicted as one of its neighboring disparity vectors, and then the difference between the true (or current) and predicted disparity vector is encoded using a variable-length coder. The median predictor is widely used in state-of-theart coding schemes, see figure 5 (b). The predictors are calculated separately for the horizontal and vertical components of the disparity vectors DV1, DV2, and DV3.
Experimental Results
A number of experiments are made on CHPL and LAB cubic-panorama image datasets as explained below. We use front face and right face of cubic panoramas to include all types of displacement. Latest version of Matlab is used for simulations throughout the paper. Our directional method Dir is compared with Full Search Algorithm (FSA) and fast step search algorithms explained earlier as well as the case where no disparity estimation is performed. When using the Three Step Search (TSS) or similar algorithms, disparity vectors are predicted using median predictor. In our Dir algorithm no prediction is required since for each block the reference for search is calculated based on epipolar line calculations independently and we are even aware of the search direction. Disparity compensation error and associated PSNR outcomes are used in objective assessment of performances as well as the computational complexity or time in seconds. Assuming that IB prediction structure is desired, the middle frame must be predicted using it immediate neighbors on both sides. In B frames, disparity compensation is performed forward and backward and the average disparity compensation error is calculated. In order to simulate an encoding procedure, obtained disparity vectors are eventually encoded using median predictor of figure 5 followed by the Huffman variable length coding procedure that is available in Matlab using appropriate category based on search range and maximum absolute value of disparity vector differences.
To start, we pick three consecutive frames of cubic-panoramas, for example right faces number 24, 25, and 26 from CHPL image dataset. Next, the essential matrix for pairs number 24 and 25 and also pairs number 25 and 26 is calculated using the algorithm explained in our earlier work. 6 We compare results with Intra and TSS methods. Intra simply means the case where no disparity estimation is performed and the error image is the difference between the current frame and the reference frame; since in B pictures we have two reference frames, the average of the two is used as the reference. This is shown in figure 6 (a) and shows how the three frames under study differ without processing. For disparity estimation each frame is partitioned into 8 x 8 blocks. We use the luminance component of each image for disparity estimation. The TSS algorithm needs 25 operations for each block as shown in table 1 when search range ±7 pixels is desired. To have a similar computational complexity in the Dir algorithm we set N = 21 so that the computational complexity N + 4 would be the same as in TSS algorithm. In this case the search range would be ±(4(N − 1) + 3) = 83 pixels. At the borders we use the scheme explained in figure 4(b) . No refinement is used at this point to maintain similar computational complexity.
Results for this experiment can be compared in figures 6(b) and (c). Notice that for better visualization, the value of 0.5 is added to disparity compensation error in each case. Notice also that in the CHPL sequence, disparity compensation error is higher where the chairs are placed due to different depths as well as on the walls where we have a large number of vertical columns. With similar computational complexity, a much better outcome is achieved using the proposed Dir method. Similar experiments were made on right faces of CHPL sequence as well as the LAB sequence which has a different visual content. Also FSA is used to see how results will improve when more computational complexity is allowed as compared to TSS algorithm. FSA increases the computational complexity drastically as shown in table 1 from 25 to 255 while our experiments show that negligible quality improvement is achieved and that is mainly due to the same short search range of ±7 pixels. Instead, for a better comparison 4SS or higher step search algorithms are used later in this section.
Our comprehensive simulation results regarding disparity estimation for storage are summarized in table 2. Notice that 7SS algorithm has computational complexity of 57 and search range of ±127, i.e., the first step search algorithm with higher search range as compared to Dir. Experiments are made on all 65 front and right frames of CHPL and LAB image sequence. In one set of experiments using Dir, final refinement is also applied to make an improvement and also be able to compare the results using quality versus computational complexity curves. Time percentage required for estimating the essential matrix is also calculated. That shows the ratio of computational complexity required for global disparity estimation versus local search operations. These results are depicted as disparity compensation error PSNR versus spent time in figure 7 for TBT1 image dataset. One interesting observation is that using step search at higher search ranges in CHPL sequence disparity compensation error increases after a certain point. That means although the overall search range in increasing, the accuracy of vector estimations are decreasing mainly due to large step sizes. Another observation is that overall and in both image datasets, front sequences result in better quality as compared to the right sequences and that is mainly due to larger disparities involved in side wise displacement as compared to the case for forward displacement. It can be observed in these figures that for a given disparity compensation quality, required time can be decreased to a great extent using our proposed smart search algorithm. For example consider horizontal bars in figures 7(b) and (a). It shows that if Median method is used, to maintain similar disparity compensation error, by using our proposed method around 30 to 40 percent of time will be saved respectively, resulting in no less accurate disparity vectors.
DISPARITY ESTIMATION FOR TRANSMISSION
The results obtained in the previous section can be used in the cubic-panorama image dataset compression stage. Disparity vectors can be found faster and with more accuracy using data obtained after analyzing the image dataset. In real time, remote users are interested to interact with the stored image datasets by sending signals backward through the communication channel. In between, there exists a view rendering stage where, given the desired viewing position and angles, a planar view is generated by extracting appropriate information from the dataset. The information to be extracted mainly includes stored residual error as well as the stored disparity vectors. In this section we propose a novel method for extracting and converting the existing disparity vectors efficiently. In other words, our objective is to reuse the existing data obtained in the storage stage, and adapt them to the new coordinate system and frame prediction structure to avoid extra computational complexities at the transmission stage.
Consider required rendered view as shown in figure 1(b) . A new set of disparity vectors is to be calculated, based on three sets of disparity vectors existing between each pair of cube faces at the storage unit. Figure 8 is a schematic plot of our proposed system. It includes disparity vector extraction and transformation. In Ref. 1 a set of candidate motion vectors, from the incoming bitstream, are extracted and used in the new video sequence format. Inspired from techniques used in their approach, we design a new disparity vector transformation scheme that can be embedded in the image sequence transmission stage of our project.
Introducing a New Video Transcoding Scheme
The disparity transformation stage can be summarized as follows. In order to find the image coordinates (X r , Y r ) in the reference picture corresponding to the image coordinates (X c , Y c ) in the current picture, one should take the following steps:
1. First find the coordinates of the point on the cube face in the 3D space (x c , y c ) by applying an inverse mapping transformation.
2. Then, by using the existing information, such as the precalculated disparity vectors at the encoding stage performed on the source image dataset, new coordinates (x r , y r ) in the 3D space on the reference basis image, which is in cube format, can be obtained. Figure 9 . Scenario used for converting the frame prediction structure 3. Finally, by using a forward projection transformation, desired 2D image coordinates (X r , Y r ) can be calculated. At this point, overall Disparity Vector (DV) can be obtained as below:
In order to find all the required disparity vectors, this procedure should be repeated for all the smallest coding units, e.g. 4 x 4 or 8 x 8 blocks, at each frame. Using the explained coordinate mappings properly, we will be able to extract disparity vectors between any two rendered views from the existing disparity vectors already calculated in the compression stage of the virtual navigation system, information which is highly valuable. Since in practice we are working with blocks of pixels and in transformations, from 2D rendered current view coordinates to 3D cube coordinates, the centers of each block on the current rendered view will lie somewhere in the middle of four neighbor blocks on the corresponding current cube face, therefore for each block on the current rendered view we will obtain four different disparity vector candidates, i.e., four disparity vectors corresponding to the four nearest neighbor block centers in the reference cube frame. Therefore, for each block we will have four disparity vector candidates and a decision making criterion should be envisioned. A refinement stage can also be applied around the best choice in each case afterwards. Specifically, we use four different methods: 4 } represent the four adjacent disparity vectors. The distance between each vector and the rest is calculated as the sum of their Euclidean distances as follows:
The median vector is defined as one of these vectors that has the least distance from all, i.e.
med(DV
This method extracts the disparity vector situated in the middle of the rest of the disparity vectors.
Mean To calculate the average or mean of the input disparity vectors, given by
Best To pick the disparity vector with the minimum residual error at the storage stage.
Rand To randomly pick one among four disparity vector candidates. Computational complexities with or without refinement for each case are summarized in table 1. Great computational savings are noticeable here. Input cubic-panorama is assumed to be stored in IB format. Desired views by the user in also assumed to be in IB format, i.e., the same format as the cubic-panoramas are stored.
Details of disparity vector transformations that can be used in aforementioned scenario are explained in more detail here. First, the desired rendered view has a certain Width and Height which does not change throughout the navigation process. Parameters that change include the frame index number 1 (reference frame), frame index number 2 (current frame), pan, tilt, and zoom factors associated with each frame index and the disparity vector index, i.e. the set of stored disparity vectors that are to be used as was already shown in figure 9. This information at each step is provided to the disparity vector transformation unit. This unit is interacting with the stored disparity vectors unit. At each step, four sets of disparity vectors are generated and fed into the disparity compensation unit. At the same time two current and reference views are created using similar data. Based on four different sets of input disparity vectors at this stage, four different error images are obtained.
For each set of input information, 2D block coordinates are calculated first. These block coordinates are converted from rendered view format coordinates, into 3D coordinates on cubic panoramas. For each coordinate on a cube, four disparity vectors are extracted by interaction with the disparity vectors database. Therefore, four new 3D coordinates are found for each 8 x 8 block. These coordinates are mapped again back to 2D rendered view coordinates. Therefore, four sets of disparity vectors are generated for each block in rendered view coordinates.
Experimental Results
Disparity vectors that has been already estimated, encoded, and stored in the previous section, are accessed, decoded, and reused in this section based on simulated navigation scenarios assumed in each experiment in order to obtain a new set of disparity vectors appropriate for the required rendered views format. Figure 10 shows the results, specifically resultant error images for indoor sequence LAB performing disparity estimation between cubic-panoramas number 18 and 19. Values of F OV = π/3, W idth = 512, and Height = 256 are used and in simulations it is assumed that θ = −π/4, that is when the user is looking 45 degrees to the right. Performance of Best, Median, Mean, and Rand can be compared visually in 10(a) to (d) respectively. It is interesting to notice that the Mean operator gives poor results in comparison. The Rand operator also generates salt and pepper effects. The Median operator gives comparable results as compared to the Best operator while requiring less computational complexity. Tests are run on 65 frames of CHPL and TBT1 sequences, indexed from 0 to 64, using θ = −π/4 and θ = 0 respectively. At the beginning, the reference frame index is 0 and the current frame is 1 and we use disparity vector index 1 as shown in figure 9. Immediately after, the reference frame index will become equal to 2 and the current frame will become equal to 1 and we use disparity vector index 2. The indexing scheme is such because we are converting from IB cubic format to IB planar format. Disparity compensation PSNR values using four proposed methods and corresponding required time show that great improvement is achieved in terms of computational complexity compared to that of TSS and 4SS algorithms for example. These two algorithms are applied on rendered views without any reference to the already calculated and stored disparity vectors at the database.
Adopting this scenario, more results are depicted as disparity compensation error PSNR versus spent time in figure 11. One interesting observation is that using step search at higher search ranges in CHPL sequence disparity compensation error increases after a certain point. That means although the overall search range in increasing, the accuracy of vector estimations are decreasing mainly due to large step sizes. After Best method, Median achieves highest performance and this is also in line with out visual observations of figure 10. It can be observed in this figure that for a given disparity compensation quality, required time can be decreased to a great extent using our proposed disparity conversion algorithm. For example consider horizontal bars in figures 11(a) and (b). To maintain similar disparity compensation error, by using our proposed algorithm and Median method around 70 to 75 percent of time will be saved respectively, resulting in no less accurate disparity vectors.
CONCLUSION
Based on our earlier works on cubic-panorama image datasets, in this paper we pursued three major goals. First, we applied the epipolar geometry constraints to sequences in IB format to achieve a fast disparity estimation algorithm. It was shown that to maintain similar disparity compensation error, by using our proposed algorithm and Median method around 30 to 40 percent of time will be saved, resulting in no less accurate disparity vectors. In the second step, an algorithm was explained in detail to extract and reuse the already calculated and stored disparity vectors at the time of virtual navigation. It includes disparity vector extraction and disparity vector transformations followed by an optional refinement stage. It was shown that to maintain similar disparity compensation error, by using our proposed algorithm and Median method around 70 to 75 percent of time will be saved, resulting in no less accurate disparity vectors. Altogether, our approach facilitates free navigation. That means the remote user can enter the sequence at any I frame, that means every second frame. He or she may decide to move to navigation in the right or the left direction. In short, disparity vectors are estimated accurately first hand at the storage time and reused efficiently at the transmission time. Our method can be embedded in any existing standardized video codec.
