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Resumo
O uso de Redes de Sensores sem Fio Industriais (RSSFIs) para implementar aplicações
de monitoramento ou controle apresenta vantagens em comparação ao uso de redes cabeadas,
como a maior flexibilidade e o menor custo de implantação. No entanto, é necessário lidar com
problemas típicos das redes sem fio, como interferência e o alto nível de atenuação em pequena
e larga escala. Além disso, as características do canal sem fio variam com o tempo e uma RSSFI
deve ser capaz de se adaptar a essas variações para manter boa qualidade de serviço durante sua
operação. Estratégias adaptativas, como a alocação dinâmica de canais, permitem lidar com os
problemas mencionados. Para isso, o primeiro passo é estimar a qualidade dos enlaces, de modo
que os nós da rede possam decidir se uma mudança de canal é necessária. Esta tese apresenta
como contribuição um novo estimador de qualidade de enlace (LQE) e um novo tipo de nó, o
nó LQE, que estima a qualidade dos enlaces em tempo real, usando informações obtidas a partir
do transceptor, e informações extraídas de pacotes de dados recebidos. O estimador proposto
considera problemas causados pelo perfil de multipercurso do ambiente na qualidade do canal,
interferência e assimetria. Um protótipo foi desenvolvido e a solução foi validada por meio
de experimentos em um ambiente industrial real. Diferente de outros LQEs encontrados na
literatura, a solução proposta não gera tráfego extra na rede e não causa sobrecarga nos nós
finais. Com base no LQE proposto, um novo protocolo de acesso ao meio foi desenvolvido. O
protocolo usa adaptação de canal para a transmissão de pacotes de dados e salto em frequência
para a transmissão de pacotes em broadcast. A taxa de recepção de pacote média na camada de
aplicação permaneceu perto do pico para todos os cenários avaliados com o protocolo proposto,
mesmo considerando as variações na qualidade dos canais ao longo do tempo. Os resultados
indicam que o protocolo proposto apresenta desempenho superior aos protocolos de acesso ao
meio definidos pelos padrões para RSSFI, em termos de confiabilidade e determinismo. Vários
resultados experimentais obtidos em ambientes industriais também são descritos e é proposto
um novo modelo para simulação de protocolos multicanais. O modelo é capaz de capturar
os efeitos de atenuação por multipercurso, sombreamento, assimetria, as características não-
estacionárias do canal sem fio e a descorrelação entre diferentes canais.
Palavras-chave: Redes de sensores sem fio industriais, estimação de qualidade de enlace,
protocolos adaptativos, simulação de redes de sensores sem fio industriais.
Abstract
Industrial Wireless Sensor Networks (IWSNs), that is used to implement monitoring and
control applications, presents certain advantages when compared to wired networks, including
higher flexibility and lower deployment costs. However, it is necessary to deal with typical
problems of wireless networks, such as interference and a high attenuation, in small and large
scale. In addition, the characteristics of the wireless channel may change over time, and an
IWSN needs to self adapt to these variations to maintain a good quality of service during its
operation. Adaptive mechanisms, such as, dynamic channel allocation, are used to deal with
the aforementioned problems. For this, the first step is to estimate the link quality, so that the
network nodes can decide if a channel change is needed. This thesis presents as a contribution a
novel Link Quality Estimator (LQE), and a new type of node, the LQE node, that estimates the
quality of the links in real-time, using information obtained from the transceiver, and informa-
tion obtained from received data packets. The proposed LQE deals with the problems caused
by the multipath profile of the environment in channel quality, interference and asymmetry.
A prototype was developed and the LQE was validated by experiments in an actual industrial
environment. Different from other LQEs in the literature, the solution proposed in this thesis
does not cause overhead at the end-nodes and on the network. Based on the proposed LQE, a
novel MAC protocol was developed. The protocol uses channel adaptation for the transmission
of unicast data packets, and frequency hopping for the transmission of broadcast packets. The
packet reception rate at the application layer was at the peak for all scenarios that were evalu-
ated using the proposed protocol, even considering the variations in channel quality over time.
The results indicate that the proposed protocol presents a better performance in comparison to
the MAC protocols defined by the standards for IWSN, in terms of reliability and determinism.
Several experimental results obtained in industrial environments are also described, and a new
model for simulation of multi-channel protocols is proposed. The model includes the effects of
multipath fading, shadowing, asymmetry, the non-stationary characteristics of the channel, and
the uncorrelation of the different channels.
Keywords: Industrial wireless sensor networks, link quality estimation, adaptive protocols,
simulation of industrial wireless sensor networks.
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CAPÍTULO 1
Introdução
Tradicionalmente, os sistemas de monitoramento industrial trabalham de forma offline ou
fazem uso de redes cabeadas para transmissão das informações até uma central de monitora-
mento. Em sistemas de monitoramento baseados em redes cabeadas, o processo de instalação
dos cabos e sensores possui usualmente um custo muito mais alto que os próprios sensores [1].
Além disso, essa abordagem apresenta pouca flexibilidade, o que dificulta o processo de insta-
lação e manutenção da rede.
Uma alternativa para a construção de sistemas de monitoramento e controle em ambientes
industriais é a utilização de redes sem fio, que apresentam significativas vantagens, incluindo
maior flexibilidade, baixo custo e facilidade de instalação e manutenção [2]. Mais especifi-
camente, as Redes de Sensores sem Fio (RSSFs) apresentam ainda outras vantagens, como a
capacidade de auto-organização e processamento local e aparecem como uma plataforma pro-
missora para a implementação de sistemas online e remotos de monitoramento e controle em
ambientes industriais.
As RSSFs são formadas por nós equipados com sensores ou atuadores e capacidade de
comunicação via radiofrequência. Os nós podem ainda ter capacidade de processamento, o que
permite a inserção de inteligência nos dispositivos, possibilitando melhorar a utilização do canal
de comunicação [3]. Os nós sensores têm restrições de recursos, possuindo usualmente baixo
poder de processamento e em alguns casos há também restrições de consumo de energia [4].
Em uma RSSF Industrial (RSSFI), sensores são implantados em equipamentos industriais
para monitorar parâmetros críticos, como vibração, temperatura e pressão [5]. As medidas
obtidas pelos sensores são transmitidas sem fio até um nó sorvedouro, que provê as informações
para análise em uma central de monitoramento ou para utilização em sistemas de controle.
Baseado nessas informações, é possível otimizar os processos industriais e reparar ou substituir
equipamentos antes que ocorram prejuízos maiores devido a falhas nesses equipamentos [2].
A utilização de RSSFI para construção de sistemas de monitoramento e controle apresenta
desafios que devem ser enfrentados. As redes sem fio utilizam um meio de comunicação ine-
rentemente não confiável, o que pode ser agravado devido a ruídos e interferências na faixa de
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espectro utilizada para comunicação, além de problemas devidos à atenuação por multipercurso
e sombreamento. A falta de confiabilidade nas redes sem fio torna difícil a definição de garantias
de qualidade de serviço (QoS). Além disso, os nós sensores devem ter baixo custo, o que pode
resultar em um conjunto de restrições, como a baixa taxa de transmissão disponível e a baixa
capacidade de processamento. Por exemplo, a camada física do Padrão IEEE 802.15.4, que é
utilizada pela maioria dos padrões para RSSFI, apresenta uma taxa de transferência nominal de
apenas 250 kbit/s.
Diferentes tipos de fontes de interferência podem ser encontradas em ambientes industri-
ais, como equipamentos de solda, fornos micro-ondas e outros equipamentos de comunicação
sem fio, como redes locais sem fio e redes Bluetooth. Além disso, em ambientes industriais
comumente existem muitas máquinas e objetos (em muitos casos construídos com materiais
metálicos), o que provoca um alto nível de atenuação nos sinais transmitidos, em larga escala e
em pequena escala [6, 7]. Muitos ambientes industriais também apresentam características que
tornam o canal sem fio não estacionário por longos períodos de tempo, o que provoca mudanças
abruptas em suas características no decorrer do tempo [8]. Portanto, uma rede sem fio que apre-
senta bom nível de QoS no momento da implantação pode sofrer degradação de desempenho
após algum tempo devido às mudanças que podem ocorrer nas características do canal sem fio.
Outro problema que pode afetar o desempenho das redes sem fio é a assimetria de enlace,
que é a diferença entre a qualidade do canal sem fio nos dois sentidos da comunicação entre dois
nós [9]. Em uma RSSF geralmente a maioria dos pacotes é transmitida em um sentido, do nó
final até o nó sorvedouro. No entanto, muitos protocolos utilizam reconhecimento de pacotes
ou transmissão de pacotes de controle. Nesses casos é importante garantir que o enlace possua
boa qualidade nos dois sentidos. Dessa forma, do ponto de vista da comunicação entre dois
nós específicos, o enlace apresenta boa qualidade quando o canal sem fio possui boa qualidade
nos dois sentidos e quando há grande disponibilidade; ou seja, o canal utilizado não sofre com
problemas de interferência externa ou interna à rede (a partir de outros nós da mesma RSSF).
Para lidar com essas limitações, mecanismos que permitam à RSSF se adaptar às varia-
ções que ocorrem na qualidade dos enlaces no decorrer do tempo devem ser implementados,
como por exemplo roteamento adaptativo [10] ou Alocação Dinâmica de Canais (ADC) [11].
Mecanismos para ADC podem ser utilizados para melhorar a QoS de RSSFs que operam em
ambientes industriais, por meio da identificação e utilização de canais que sofrem menos com
interferência e problemas de atenuação por multipercurso e sombreamento. Mesmo para pa-
drões que usam salto de frequência, como o WirelessHART e o ISA100.11a [12, 13], o uso de
mecanismos de ADC pode ser vantajoso para configurar corretamente e de forma dinâmica a
lista de canais não considerados no mecanismo de salto em frequência (lista negra).
O primeiro passo para realizar ADC é estimar a qualidade dos enlaces, de modo que os
nós da rede possam decidir se uma troca de canal é necessária e o melhor canal a ser utilizado.
Resultados obtidos por meio de experimentos em ambientes industriais [11, 14] mostraram que
mesmo em cenários sem fontes de interferência, trocar o canal pode melhorar a qualidade de
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comunicação em alguns casos devido ao perfil de multipercurso do ambiente, uma vez que
os canais são descorrelacionados em frequência e o impacto do multipercurso é diferente em
canais diferentes.
Alguns padrões têm sido propostos nos últimos anos com foco em aplicações industriais,
como o WirelessHART e o ISA100.11a. Estes dois padrões são baseados apenas na camada
física do IEEE 802.15.4, mas apresentam diferentes definições para a camada de controle de
acesso ao meio (Medium Access Control - MAC). Em vez de utilizar acesso múltiplo com sen-
soriamento da portadora e prevenção de colisão (Carrier Sense Multiple Access with Collision
Avoidance – CSMA/CA), como definido no Padrão IEEE 802.15.4, os protocolos da camada
MAC destes padrões são baseados em acesso múltiplo por divisão no tempo (Time Division
Multiple Access – TDMA). Por meio da utilização de TDMA, colisões são evitadas e o con-
sumo de energia pode ser otimizado, uma vez que os nós podem desligar o transceptor durante
os intervalos de tempo em que não estão transmitindo ou recebendo pacotes. Esses padrões
também usam salto em frequência e lista negra para mitigar os problemas relacionados à inter-
ferência e atenuação por multipercurso. No entanto, sem um gerenciamento adequado da lista
negra, o desempenho pode ser baixo para redes que utilizam esses padrões [15].
Mais recentemente, em 2012, o Padrão IEEE 802.15.4e foi lançado [16]. O objetivo desse
padrão é propor soluções para aplicações que requerem alta confiabilidade, como aplicações
industriais [17]. Cinco modos de operação são definidos para o IEEE 802.15.4e. Em geral,
esses modos de operação são baseados em TDMA ou salto em frequência para reduzir colisões
e mitigar os efeitos de interferência e atenuação por multipercurso, permitindo satisfazer os
requisitos de aplicações industriais em termos de confiabilidade e determinismo.
Uma das principais diferenças entre o novo Padrão IEEE 802.15.4e, em comparação com o
padrão anterior, é o uso de múltiplos canais. É possível utilizar salto em frequência em alguns
modos ou adaptação de canal, em que um nó permanece utilizando um único canal e apenas
troca de canal quando o canal em uso passa a apresentar baixa qualidade. Para os modos que
utilizam salto em frequência também é possível utilizar lista negra, assim como nos padrões
WirelessHART e ISA100.11a. No entanto, a implementação dos mecanismos para monitora-
mento da qualidade dos enlaces para o uso do mecanismo de adaptação de canal, bem como a
forma como o gerenciamento da lista negra deve ocorrer não são definidos pelo padrão [17].
Embora esses novos protocolos definam mecanismos para lidar com os problemas de con-
fiabilidade em uma RSSFI, alguns problemas ainda podem surgir. Por exemplo, ao usar salto
em frequência, os nós geralmente alternam para um novo canal antes de cada transmissão. No
entanto, sem um gerenciamento adequado da lista negra, o desempenho da rede pode ser signi-
ficativamente degradado [18]. Problemas devido às variações espaciais na qualidade do canal
também podem afetar o desempenho dos protocolos baseados em beacons, como é o caso de
alguns protocolos definidos no Padrão IEEE 802.15.4e [19].
Nesta tese, uma nova arquitetura para RSSFI é proposta, que utiliza nós dedicados para mo-
nitorar a qualidade dos enlaces, denominados nós LQE (Link Quality Estimation). Utilizando os
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nós LQE, métricas de camada física obtidas a partir dos transceptores, como a Indicação da In-
tensidade do Sinal Recebido (Received Signal Strength Indication – RSSI), podem ser utilizadas
de forma mais efetiva. Valores individuais de RSSI não são suficientes para estimar a qualidade
do canal sem fio, mas com uma análise mais detalhada é possível identificar os problemas que
afetam a qualidade do canal. Diferente de outros estimadores de qualidade de enlace descritos
na literatura [20–24], o estimador proposto nesta tese não gera tráfego extra por meio do uso
de pacotes de diagnóstico ou redundância nos pacotes de dados, nem executa processamento
no transmissor. Essa abordagem permite realizar estimação em tempo real usando o nó LQE,
que pode processar muitos valores de RSSI e informações obtidas de pacotes de dados recebi-
dos, enquanto os outros nós da rede executam a aplicação principal, o que implica uma baixa
sobrecarga.
Dois desafios principais são atacados para a implementação do nó LQE e do estimador de
qualidade de enlace propostos nesta tese. O primeiro é o desenvolvimento de métricas para cap-
turar diversos aspectos do canal sem fio que afetam a qualidade do enlace e sua dinamicidade,
como a atenuação por multipercurso, sombreamento, interferência e assimetria de enlace. É
necessário encontrar uma boa relação de compromisso entre a estabilidade e a reatividade, para
permitir a estimação da qualidade dos enlaces de forma acurada, mesmo considerando as varia-
ções pequenas e rápidas na qualidade do canal sem fio devido ao multipercurso. Por outro lado,
é necessário identificar rapidamente mudanças bruscas e persistentes na qualidade dos enlaces.
O segundo desafio é o projeto e a implementação de um estimador que permita monitorar,
em tempo real, a qualidade de vários enlaces de forma simultânea, sem causar sobrecarga nos
nós sensores ou na rede, principalmente nos nós finais, que possuem maiores restrições de
recurso. Dessa forma, os modelos desenvolvidos para implementar o estimador de qualidade de
enlace proposto usam apenas informações obtidas no lado do receptor, e nenhum tráfego extra é
gerado na rede. Além disso, o estimador deve ter baixa complexidade computacional, de modo
que possa ser executado em micro-controladores de baixo custo. Mesmo considerando essas
restrições, o estimador deve ser capaz de avaliar a qualidade dos enlaces nas duas direções e
identificar problemas de interferência.
Outra contribuição deste trabalho é a proposição de um novo protocolo de camada MAC, de-
nominado Protocolo Adaptativo Multicanal Baseado em Beacons (Adaptive and Beacon-based
Multi-Channel Protocol – ABMP), que utiliza a nova arquitetura de RSSFI descrita nesta tese.
O uso de nós dedicados e de um estimador que não causa sobrecarga nos nós sensores e nem
na rede é essencial para implementação de protocolos baseados em TDMA e adaptação de ca-
nal, como no caso do novo protocolo proposto. A sobrecarga para realização da estimação de
qualidade dos enlaces em tempo real pode ser proibitiva, uma vez que os intervalos de tempo
possuem tamanho relativamente pequeno, suficiente apenas para realização da transmissão de
um pacote e, em alguns casos, para recepção do pacote de reconhecimento correspondente. Nos
protocolos que usam salto em frequência também deve haver tempo suficiente para realizar a
troca de canal. Dessa forma, é inviável realizar estimativa de qualidade de enlace em tempo
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real, a menos que intervalos de tempo sejam dedicados apenas para esse fim, o que pode pro-
vocar uma grande sobrecarga, aumentando a latência para a entrega dos pacotes. Dessa forma,
o uso de nós dedicados é uma possível solução para realizar estimação de qualidade de enlace
em tempo real nesse tipo de rede.
O ABMP utiliza tanto salto em frequência como adaptação de canal. Salto em frequência
é utilizado para transmissão de pacotes em broadcast (os beacons), que são usados para sin-
cronizar os nós finais da rede. Isso é feito para lidar com as variações espaciais na qualidade
dos canais, uma vez que pode ser difícil escolher um único canal que apresente boa qualidade
para todos os enlaces. Além disso, a lista de canais utilizados para transmitir os pacotes em
broadcast é configurada dinamicamente para evitar o uso de canais que apresentam uma baixa
qualidade para um número significativo de nós.
Para a transmissão de pacotes de dados unicast é utilizado um mecanismo de adaptação de
canal, em que os canais são selecionados com base nas características dos enlaces específicos
entre os nós finais e os seus receptores. Embora o ABMP seja um protocolo baseado em be-
acons, os nós finais não precisam receber todos os beacons para manter a comunicação. Com
essa abordagem, o desempenho da rede é menos afetado por problemas na recepção dos be-
acons, em comparação com outros protocolos baseados em beacons, como os definidos pelos
padrões IEEE 802.15.4 e IEEE 802.15.4e. Os resultados dos estudos realizados nesta tese in-
dicam que o protocolo proposto apresenta desempenho superior aos protocolos de acesso ao
meio definidos pelos novos padrões para RSSFI em termos de taxa de entrega de pacote, atraso
e determinismo.
Os algoritmos e protocolos desenvolvidos nesta tese foram avaliados e comparados com
outras abordagens por meio de simulações e estudos experimentais. Outra contribuição da
tese é o desenvolvimento de um modelo de simulação para RSSFs industriais, que considera
os efeitos de atenuação por multipercurso, sombreamento, as características não estacionárias
do canal sem fio em longos períodos de tempo, a descorrelação entre diferentes canais e a
assimetria dos enlaces.
1.1 Principais Contribuições
As principais contribuições desta tese são listadas a seguir:
• Realização de estudos experimentais para a caracterização do canal sem fio em ambientes
industriais;
• Desenvolvimento de modelos para realizar a estimativa de qualidade de enlace, consi-
derando as características do canal sem fio nas duas direções, e a influência de fontes
de interferência externas, utilizando amostras de RSSI e informações obtidas a partir de
pacotes de dados recebidos;
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• Projeto, implementação e validação em ambiente industrial de um novo tipo de nó (nó
LQE), e um novo estimador para estimação de qualidade de enlace em tempo real;
• Desenvolvimento de um modelo para simulação de protocolos multicanais para RSSFIs;
• Proposta de um novo protocolo de acesso ao meio, baseado no estimador de qualidade de
enlace desenvolvido nesta tese, que utiliza salto em frequência para pacotes transmitidos
em broadcast e adaptação de canal para a transmissão dos pacotes de dados unicast;
• Avaliação do protocolo proposto e comparação com protocolos empregados nos padrões
para RSSFI, por meio de estudos teóricos e de simulação.
1.2 Organização do Texto
Os capítulos subsequentes estão organizados da seguinte maneira:
• O conceito de Rede de Sensores sem Fio Industrial é apresentado em detalhes no Ca-
pítulo 2, incluindo uma descrição das características desse tipo de rede, exemplos de
aplicações e os padrões existentes;
• No Capítulo 3, os desafios para implementação de uma RSSFI são apresentados, in-
cluindo uma discussão sobre problemas de ruído e interferência e sobre os modelos para
caracterização do canal de comunicação sem fio em ambientes industriais. Resultados ob-
tidos por meio de experimentos em ambientes industriais indoor e outdoor são descritos
para demonstrar as características do canal sem fio nesse tipo de ambiente;
• No Capítulo 4, os conceitos relacionados ao projeto de protocolos multicanais para RSSFs
e sobre estimação de qualidade de enlace são discutidos. Também são descritos vários
trabalhos relacionados à pesquisa realizada nesta tese;
• O Capítulo 5 apresenta um novo modelo para simulação de protocolos multicanais em
RSSFI, que considera diversos aspectos importantes do canal sem fio em ambientes in-
dustriais. No capítulo também é descrito um estudo de simulação para comparação de
diferentes estimadores de qualidade de enlace disponíveis na literatura;
• O Capítulo 6 aborda o estimador de qualidade de enlace proposto nesta tese e o nó LQE.
Experimentos em um ambiente industrial real são descritos para validar a proposta;
• O Capítulo 7 apresenta o novo protocolo de acesso ao meio proposto nesta tese. Estudos
de simulação foram realizados para comparar o protocolo proposto com outros cinco
protocolos, que foram implementados com base nas recomendações dos padrões IEEE
802.15.4 e IEEE 802.15.4e;
• As considerações finais e as propostas de trabalhos futuros são descritas no Capítulo 8.
CAPÍTULO 2
Redes de Sensores sem Fio Industriais
Em uma Rede de Sensores sem Fio Industrial (RSSFI), nós sensores são instalados em má-
quinas e realizam o monitoramento de parâmetros importantes dos processos industriais. Os
dados obtidos por meio dos sensores podem ser processados localmente e as informações ge-
radas são transmitidas por meio de um canal de comunicação sem fio até um nó que recebe
todos os dados gerados pela rede, denominado nó sorvedouro. As informações colhidas pelo nó
sorvedouro são disponibilizadas para análise ou armazenamento em uma central de monitora-
mento, que pode opcionalmente disponibilizar essas informações em outras redes, por meio de
um gateway.
A partir das informações obtidas na central de monitoramento, pode-se reparar ou substituir
equipamentos antes que um prejuízo maior possa ocorrer [2]. Os pacotes podem ser transferidos
diretamente dos nós sensores para o nó sorvedouro ou por meio de roteadores intermediários.
Além disso, as informações obtidas por meio dos nós sensores podem ser utilizadas como en-
trada para sistemas de controle.
Tradicionalmente, sistemas de automação industrial são construídos com o uso de comuni-
cação cabeada [25]. Esses sistemas apresentam alto custo de instalação e manutenção e pouca
flexibilidade. Para que uma rede de sensores cabeada possa ser instalada, uma infraestrutura
de rede precisa ser implantada, o que pode significar altos custos para adaptação da indústria
e transposição de barreiras físicas para instalação de cabos de comunicação. Além disso, caso
seja necessário realizar modificações na topologia da rede, devido à alteração do local de um nó
sensor ou à inserção ou remoção de nós na rede, a infraestrutura de rede precisar ser adaptada,
o que também pode representar um alto custo. Em muitos casos, o custo para instalação dos
cabos e sensores é muito maior que o custo dos próprios sensores [1].
Nesse contexto, a utilização de redes sem fio apresenta um conjunto de vantagens em rela-
ção à utilização de redes cabeadas, como a facilidade e a rapidez na implantação e manutenção
das redes, além do seu baixo custo. Em uma RSSFI, nós sensores podem ser implantados sem
que seja necessário modificar a topologia da fábrica e sem a necessidade de instalação de in-
fraestrutura de rede até os locais de monitoramento. Além disso, os nós sensores podem ser
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implantados em locais de difícil acesso e em sistemas móveis, em que o uso de redes cabeadas
pode ser muito difícil ou inviável (ex: monitoramento de torque no eixo de máquinas giran-
tes [26]).
Apesar das vantagens apresentadas pelo uso de uma RSSFI para implementação de sistemas
de monitoramento e controle em ambientes industriais, a implantação desse tipo de tecnologia
apresenta alguns desafios. As redes sem fio possuem um meio de comunicação inerentemente
não confiável; desta forma, erros de transmissão são muito mais comuns do que em redes cabe-
adas. Os nós em uma RSSFI podem sofrer com interferência a partir de outros nós na rede, de
outras redes de sensores localizadas no mesmo ambiente, de outras redes sem fio que utilizam
a mesma faixa de frequência, como redes Wi-Fi ou Bluetooth [5], além de outros equipamentos
que geram interferência, como fornos micro-ondas [3].
Em ambientes industriais existem muitas obstruções, objetos e máquinas, usualmente cons-
truídos com materiais metálicos, que são muito refletivos. Dessa forma, a perda de percurso
pode ser alta nesses ambientes [6]. Além disso, devido à natureza refletiva dos objetos presen-
tes no ambiente, o canal sem fio no ambiente industrial apresenta um grande espalhamento de
retardo RMS [27, 28], devido ao perfil de multipercurso do ambiente.
Os nós sensores possuem restrições de recursos, apresentando baixo poder de processa-
mento e em alguns casos restrições de consumo de energia [4]. Muitos sistemas de monitora-
mento industrial necessitam processar sinais heterogêneos que mudam rapidamente e devem ser
obtidos utilizando uma alta taxa de amostragem [5] [29]. Além disso, esses sistemas requerem
alta confiabilidade. Para algumas aplicações, como controle em ambiente industrial, além dos
requisitos de confiabilidade, existem outros relacionados ao atraso para a recepção dos pacotes.
Nesse tipo de aplicação a operação da rede deve ocorrer de forma determinística, uma vez que
as informações sendo monitoradas precisam ser entregues aos sistemas de controle de forma
periódica, obedecendo aos prazos de entrega de cada pacote. Devido a essas limitações, princi-
palmente com relação à baixa taxa de transmissão e à falta de confiabilidade, e os requisitos de
aplicações industriais, a implementação de sistemas baseados nessa tecnologia se torna ainda
mais desafiadora.
2.1 Aplicações de Redes de Sensores sem Fio Industriais
Existem na literatura poucos trabalhos sobre o desenvolvimento de aplicações baseadas em
RSSFI para monitoramento e controle em ambiente industrial, devido principalmente à comple-
xidade dos requisitos dos sistemas e às restrições para implementação [29]. Além dos requisitos
funcionais e não funcionais das aplicações industriais, que muitas vezes incluem a alta confiabi-
lidade e baixa latência na transmissão das informações, as RSSFIs precisam ser simples, possuir
uma arquitetura flexível, fácil de instalar e manter, possuir longo tempo de vida, e apresentar
custo baixo [30].
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Tabela 2.1 Classes de aplicações industriais.
Categoria Classe Aplicação Descrição
Segurança 0 Ação de emergência Sempre crítico
1 Controle de malha fechada Frequentemente crítico
2
Controle de malha fechada
com supervisão
Usualmente não crítico
Controle
3 Controle de malha aberta Controlado por humano
4 Alerta
Consequência operacional
de curto prazo
Monitoramento
5 Log (download e upload) Nenhuma consequência imediata
As classes de aplicações industriais definidas pela Sociedade Internacional de Automação
(International Society of Automation – ISA) [31] são mostradas na Tabela 2.1. Dessas classes
de aplicações, apenas as da Classe 0 têm uso em redes sem fio não recomendado [32], devido
à grande criticidade das aplicações que se encaixam nesta classe. Por outro lado, diversas
aplicações, que se encaixam entre as classes 1 e 5, podem fazer uso de redes sem fio para a
sua implementação. No entanto, as tecnologias e protocolos utilizados devem ser capazes de
satisfazer os requisitos de cada uma das classes de aplicação.
Na Figura 2.1 é mostrado um exemplo de taxonomia de aplicações industriais que podem ser
implementadas utilizando RSSFI [30]. De acordo com essa definição, as aplicações se encaixam
em três grandes grupos: sensoriamento ambiental, monitoramento de condição e automação de
processos. As aplicações de sensoriamento ambiental podem explorar o monitoramento de
parâmetros críticos para o funcionamento dos processos industriais, a avaliação do nível de
poluição, monitoramento de riscos e o monitoramento de parâmetros que possam comprometer
a segurança dos processos, dos produtos produzidos e das pessoas envolvidas nos processos.
Figura 2.1 Tipos de aplicações de RSSFI (adaptado de [30]).
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As aplicações para monitoramento de condição podem realizar o monitoramento estrutural,
em que sensores são instalados em elementos da infraestrutura da indústria, como pontes e tú-
neis. Muitas aplicações realizam o monitoramento de equipamentos, visando realizar a detecção
e a predição de falhas, diminuindo os custos com manutenção e evitando que prejuízos ocorram
devido às falhas. A ocorrência de falhas em equipamentos industriais provoca prejuízos tanto
relativos ao conserto ou a substituição dos equipamentos, como relacionados à parada da produ-
ção até que o problema seja solucionado. Nessa categoria de aplicações também se encaixam as
aplicações de monitoramento das condições de saúde de pessoas no ambiente industrial. Essas
aplicações se encaixam no contexto de Body Area Networks (BAN) [33].
Como exemplos de sistemas de monitoramento de equipamentos, alguns trabalhos descre-
vem sistemas baseados em RSSFI para monitoramento de motores de indução trifásicos, que
são os principais equipamentos utilizados para conversão eletromecânica em indústrias e estão
presentes na maioria dos processos industriais [34]. Em [35] é proposto um sistema digital
para avaliação de consumo de energia, diagnóstico, controle e supervisão de sistemas elétricos
por meio de uma RSSFI. O sistema é composto por dois tipos de dispositivo para aquisição,
processamento e transmissão dos dados: módulos sensores inteligentes e unidades remotas de
aquisição de dados. Apenas os primeiros utilizam rede sem fio para transmissão dos dados e
realizam monitoramento de temperatura. O trabalho teve foco principalmente no consumo de
energia dos nós sensores e não apresentou estudos detalhados sobre erros de transmissão e sobre
a qualidade do canal de comunicação.
Em [1] é descrito um sistema de monitoramento de eficiência em motores. Nesse sistema,
os nós transmitem os sinais de tensão e corrente dos motores monitorados, sem processamento
local, por meio da RSSFI. A estimação dos parâmetros é realizada em uma unidade central
de monitoramento. Foram realizados experimentos para verificar a qualidade do canal sem fio
em um ambiente industrial, por meio do indicador de qualidade de link (Link Quality Indica-
tion – LQI). Também foram realizadas medições do ruído de fundo no ambiente. A RSSFI
foi implementada utilizando rádios totalmente compatíveis com o Padrão IEEE 802.15.4. No
entanto, os protocolos de acesso ao meio definidos por esse padrão não são adequados para a
implementação de RSSFI, uma vez que utilizam apenas um canal em toda a rede e não possuem
mecanismos para lidar com as variações espaciais e temporais na qualidade dos canais.
Em [36] é descrito um sistema baseado em sensores de vibração, análise acústica e corrente
para detecção de falhas em motores de indução trifásicos, utilizando processamento embarcado
e transmissão de dados por meio de uma RSSFI. No sistema descrito em [36], apenas um nó
final foi utilizado para validação do sistema em laboratório, ou seja, não foi validado em um
ambiente industrial real.
Em [37,38] é descrito um sistema baseado em um processador digital de sinais para monito-
ramento de torque, fator de potência, eficiência e velocidade em motores de indução utilizando
RSSF. No entanto, os testes do sistema foram conduzidos em laboratório, o que não caracteriza
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um experimento realista, já que não considera o efeito causado pelo perfil de multipercurso dos
ambientes industriais na qualidade do canal sem fio.
Em [3] é descrito um sistema embarcado integrado a uma RSSFI para monitoramento de
torque e eficiência em motores de indução trifásicos. O sistema foi validado em laboratório
considerando uma rede com dois nós finais, em um galpão com características de ambientes
industriais. Estudos sobre a influência da interferência de redes Wi-Fi e fornos micro-ondas na
qualidade de comunicação de rádios IEEE 802.15.4 foram conduzidos. Os resultados mostra-
ram que a Taxa de Perda de Pacote (TPP) da RSSFI pode chegar a 90% caso exista uma rede
Wi-Fi no ambiente operando em um canal que sobrepõe o canal da RSSFI. A interferência do
forno micro-ondas provocou uma TPP de cerca de 60%. O trabalho descrito em [3] não propõe
mecanismos para lidar os problemas de interferência identificados. É possível mitigar os pro-
blemas de interferência por meio de um gerenciamento adequado da alocação de canais ou por
meio de mecanismos de alocação dinâmica de canal.
Em [39] é descrito um sistema de monitoramento de temperatura, para aplicação em am-
bientes industriais hostis, utilizando uma RSSFI. Um protocolo customizado foi desenvolvido,
considerando múltiplos coordenadores, para melhorar a qualidade de serviço da rede e tentar
garantir visada direta para todos os nós sensores. Para aplicações de monitoramento de tempe-
ratura em ambientes industriais, o período entre leituras subsequentes dos sensores deve ser de
no máximo 2,5 s. No sistema descrito em [39] um período igual a 0,25 s foi considerado, que é
o período utilizado por sistemas disponíveis no mercado baseados em redes cabeadas.
As aplicações para automação de processos podem estar relacionadas com a avaliação da
qualidade dos produtos produzidos pelos processos industriais, bem como a avaliação da efici-
ência no uso de recursos no ambiente industrial, como aplicações relacionadas à otimização de
consumo de água e energia. Sistemas inteligentes de monitoramento de consumo de energia e
controle de eficiência se encaixam no contexto de Smart Grid, que faz uso de tecnologias de
informação e comunicação para otimizar os processos de geração, distribuição e utilização de
energia [40].
Aplicações para melhoria de processos envolvem a aquisição de dados por meio de senso-
res para alimentação de sistemas de controle, que utilizam atuadores para controlar e otimizar
os processos. Esse tipo de aplicação vem sendo explorada no contexto de agricultura de preci-
são [41,42]. Um exemplo de sistema para monitoramento e avaliação da qualidade dos produtos
produzidos é descrito em [43], em que uma RSSFI para monitoramento de temperatura e pH
em barris para processamento de couro em ambiente industrial foi implantada. Os resultados
focam principalmente na validação dos valores de temperatura e pH obtidos. Foi realizado um
experimento consistindo no monitoramento de um barril durante 108 horas e foi verificada uma
TPP média de 13%. No experimento foi utilizado apenas um nó final, posicionado a 30 metros
de distância do nó sorvedouro. Não foram fornecidas outras informações, além da TPP, para
análise da qualidade do meio de comunicação.
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A implementação de sistemas de controle industrial utilizando redes sem fio é muito desa-
fiadora devido às restrições de latência e determinismo desses sistemas. Dessa forma, algumas
aplicações podem não suportar perdas de pacote e grandes variações de latência na transmissão
de informações. No entanto, utilizando técnicas para melhoria da qualidade de serviço de redes
de sensores e atuadores sem fio, pode ser possível a implementação de sistemas de controle não
críticos; ou seja, que suportem certo nível de variação na qualidade do canal. Alguns trabalhos
sobre aplicações de controle sem fio na indústria têm como objetivo tornar os controladores
mais robustos e tolerantes a falhas de transmissão e variação do atraso [44].
Em [45] é proposto um sistema de controle preditivo em rede adaptado para utilização de
RSSF. A aplicação de controle utilizada para validação da proposta suporta um erro eficaz me-
nor ou igual a 12. Utilizando a implementação geral do controlador, esse limiar de erro só pode
ser alcançado quando a rede apresenta TPP menor que 40%. Utilizando a nova abordagem,
baseada na predição dos valores medidos em momentos de rajadas de erro de pacote, foi possí-
vel manter o erro eficaz do sistema de controle menor que 12 para taxas de perda de pacote de
até 70%. De toda forma, mesmo para esquemas de controle robustos, uma garantia mínima de
qualidade de serviço deve ser oferecida.
Em [46] um sistema de controle aperiódico é descrito, baseado em uma RSSF que segue
o Padrão IEEE 802.15.4. Para o sistema descrito em [46], taxas de transmissão de pacote
iguais a 0,3 pacotes por segundo e 1,56 pacotes por segundo são consideradas. Resultados
experimentais obtidos em laboratório demonstraram a eficiência do mecanismo proposto com
respeito ao desempenho de controle e de comunicação. No entanto, os experimentos foram
realizados em um ambiente de laboratório e não em ambientes industriais reais. Em ambientes
industriais muitas falhas de transmissão podem ocorrer devido às características do canal sem
fio nesses ambientes.
2.2 Padrões para Redes de Sensores sem Fio Industriais
2.2.1 Padrão IEEE 802.15.4
O Padrão IEEE 802.15.4 é designado para aplicações de RSSF e define as camadas física
e de acesso ao meio, provendo comunicação sem fio com baixo consumo de energia e baixo
custo para aplicações que não requerem alta taxa de transferência de dados. O padrão opera em
bandas não licenciadas e um total de 27 canais para comunicação são definidos. Mais detalhes
sobre a camada física definida pelo Padrão IEEE 802.15.4 [47] são mostrados na Tabela 2.2.
Como as bandas utilizadas pelo padrão são não licenciadas, os rádios que seguem esse
padrão compartilham o meio de comunicação com outros dispositivos que implementam outras
tecnologias, como rádios IEEE 802.11 (Wi-Fi) e IEEE 802.15.1 (Bluetooth). Embora esses
padrões compartilhem a mesma banda, é possível que múltiplas redes coexistam no mesmo
ambiente com mínima interferência entre si, se os canais forem alocados de maneira adequada.
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Tabela 2.2 Informações sobre a camada física definida pelo IEEE 802.15.4.
Faixa de
Frequência
Tipo de Mo-
dulação
Taxa de bits Taxa de sím-
bolos
Quantidade
de Canais
868 MHz BPSK 20 kbit/s 20 kbaud 1
915 MHz BPSK 40 kbit/s 40 kbaud 10
2,4 GHz O-QPSK 250 kbit/s 62,5 kbaud 16
A taxa de bits máxima no Padrão IEEE 802.15.4 é de 250 kbit/s nominal, quando operando
na banda de 2,4 GHz. No entanto, o canal pode ser sub-utilizado, dependendo do protocolo
de acesso ao meio utilizado pelos nós. Por exemplo, se o protocolo de acesso ao meio for o
CSMA/CA, como definido pelo Padrão IEEE 802.15.4, os nós esperam por pelo menos um
período de backoff antes de tentar transmitir um pacote, mesmo se o meio de comunicação
estiver livre. Estudos experimentais descritos em [48] mostraram que a taxa de bits máxima real
é em torno de 153 kbit/s quando o CSMA/CA é utilizado. Para algumas aplicações industriais
essa taxa de transferência pode ser suficiente, mas outras aplicações requerem a aquisição de
uma grande quantidade de dados e necessitam transmitir muitas informações pela rede [3, 5].
Utilizando processamento local nos nós sensores, é possível reduzir a quantidade de dados
transmitidos pela rede.
Além dessa limitação, é importante notar que a taxa de transferência de bits para um de-
terminado nó sensor pode ser muito menor que 153 kbit/s ao considerar o compartilhamento
do meio de comunicação com múltiplos nós na mesma RSSF e o baixo nível de qualidade do
meio de comunicação devido à presença de fontes de interferência e pelo desvanecimento em
pequena e larga escala no ambiente industrial.
O Padrão IEEE 802.15.4, lançado em 2003, define dois modos de operação. O primeiro é
denominado non-beacon mode, e é baseado apenas no CSMA/CA. O segundo modo de ope-
ração é denominado beacon mode, em que uma estrutura denominada superframe é definida.
Os superframes são delimitados por pacotes (beacons) transmitidos pelo coordenador e são en-
tão divididos em 16 intervalos de tempo iguais. O superframe possui uma porção ativa e uma
porção inativa. A porção ativa é dividida em período de acesso por contenção (Contention Ac-
cess Period – CAP) e período livre de contenção (Contention-Free Period – CFP). No CAP
os dispositivos utilizam CSMA/CA baseado em intervalos de tempo (slotted–CSMA/CA) para
se comunicar, enquanto que no CFP as transmissões são realizadas sem o uso do CSMA/CA.
Para aplicações que requerem uma taxa de transferência específica, o coordenador pode dedicar
porções da parte ativa, denominadas Intervalo de Tempo Garantido (Guaranteed Time Slot –
GTS), para determinados nós.
Em uma rede IEEE 802.15.4 os nós podem ser de dois tipos: FFD (Full Function Device)
ou RFD (Reduced Function Device). Um nó FFD pode agir como coordenador, nó final ou
roteador intermediário. Nós RFD podem agir apenas como nós finais [49]. A topologia da rede
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pode ser organizada de três formas: estrela, árvore ou em malha. Na Figura 2.2 são mostradas
as três topologias.
Figura 2.2 Topologias suportadas pelo Padrão IEEE 802.15.4.
Na topologia em estrela todos os nó sensores se comunicam diretamente com o nó coorde-
nador (ou sorvedouro). Nesse caso, o meio de comunicação é compartilhado entre todos os nós
finais e não pode haver transmissões em paralelo, uma vez que todos os nós são capazes de in-
terferir entre si. Uma alternativa para permitir transmissões em simultâneo é utilizar múltiplos
transceptores no nó sorvedouro, de modo que subconjuntos diferentes de nós finais utilizem
canais diferentes para se comunicar. A topologia em estrela é adequada para RSSFs que pos-
suem poucos nós e é implantada em um espaço relativamente pequeno, pois toda a comunicação
ocorre em apenas um salto e a distância entre os nós finais e o nó sorvedouro é limitada pelo
alcance dos rádios.
Uma rede em árvore é formada a partir de uma hierarquia, na qual cada conjunto de nós
finais se comunica com um determinado roteador, que por sua vez se comunica com o coorde-
nador. Esse é o tipo de topologia mais comum para implantação de protocolos multicanais [50].
Nessa topologia pode haver comunicação em simultâneo nas sub-redes. Caso todos os nós da
RSSF se comuniquem utilizando o mesmo canal, pode haver colisões entre pacotes transmiti-
dos em diferentes sub-redes, mas por meio da utilização de múltiplos canais pode-se diminuir
a quantidade de colisões. Esse tipo de topologia é adequado para RSSFs com muitos nós e que
abrangem uma grande área.
Uma rede em malha funciona de modo ad hoc, em que um roteador pode se comunicar
com qualquer outro diretamente; ou seja, sem a necessidade de intermediação por parte do
coordenador. Nessa topologia a rede é auto-organizável, podendo se ajustar automaticamente,
tanto na sua inicialização como na entrada ou saída de novos nós na rede. A topologia em malha
permite também aumentar a abrangência da rede, visto que a comunicação de nós distantes
com o coordenador pode ser feita a partir de múltiplos saltos, por meio dos roteadores. Para
RSSFIs é mais adequado utilizar topologia em estrela ou em árvore, uma vez que a rede pode
ser implantada de forma planejada nesses ambientes. Alguns padrões para RSSFI definem o
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uso de topologias em malha, em que os nós finais podem transmitir pacotes por meio de rotas
redundantes para aumentar a confiabilidade, mas a definição das rotas ocorre geralmente de
forma estática e centralizada.
Alguns padrões para camadas superiores foram propostos para RSSFs baseadas no Padrão
IEEE 802.15.4. Entre eles, um dos mais usados é o padrão ZigBee [51–53], que define as-
pectos da camada de rede e aplicação. Os protocolos definidos pelo padrão ZigBee possuem
características desejáveis para RSSFs, como o baixo consumo de energia e a capacidade de ser
executado em dispositivos com baixo poder de processamento e baixo custo. O ZigBee suporta
diferentes topologias e é muito utilizado para a construção de redes em malha.
O padrão ZigBee não é adequado para aplicações industriais, uma vez que não garante o
atendimento aos requisitos impostos por essas aplicações em termos de confiabilidade e de-
terminismo [54]. O padrão ZigBee não possui mecanismos de coexistência e é utilizada uma
abordagem de alocação estática do canal; ou seja, não existe mecanismo para mudança de ca-
nal, caso o canal em uso passe a oferecer baixa qualidade, devido à existência de fontes de
interferência no ambiente ou problemas de multipercurso.
Os rádios que implementam o padrão ZigBee utilizam apenas o mecanismo de controle de
acesso ao meio para tentar minimizar a quantidade de colisões [55]. No entanto, a utilização do
CSMA/CA não garante a qualidade de serviço da rede. Por exemplo, embora os rádios IEEE
802.15.4 sejam capazes de detectar transmissões de rádios IEEE 802.11, o contrário pode não
ocorrer, uma vez que os rádios IEEE 802.15.4 possuem baixa potência de transmissão [56, 57].
O protocolo MiWi [58], desenvolvido pela Microchip TM, é uma alternativa para construção
de redes baseadas no Padrão IEEE 802.15.4. Esse protocolo também suporta a construção
de redes em malha. Embora seja semelhante ao ZigBee, o MiWi apresenta um mecanismo
para realização de mudança dinâmica de canal, denominado Frequency Agility. Para escolher
o novo canal, um nó FFD, denominado initiator, realiza uma varredura para obter o nível de
energia em todos os canais e após isso envia uma mensagem em broadcast para os outros nós
da rede informando o novo canal a ser utilizado. Caso algum nó não receba o pacote enviado
em broadcast, um processo de ressincronização é realizado após um determinado número de
pacotes serem transmitidos sem sucesso. A ressincronização consiste em verificar todos canais
até encontrar o canal atualmente em uso.
Embora seja uma alternativa para melhorar a qualidade de comunicação, o mecanismo Fre-
quency Agility ainda apresenta uma forte dependência da camada de aplicação, uma vez que a
aplicação determina o momento em que uma possível troca de canal deve ocorrer. Além disso,
deve-se atentar para a relação de compromisso entre a acurácia na escolha do melhor canal para
a rede e a sobrecarga de processamento nos nós. A sobrecarga imposta ao nó initiator é alta
para realizar as varreduras nos canais, de modo a manter a rede sempre em um canal com boa
qualidade. Por outro lado, os nós podem passar muito tempo sem oferecer informações durante
o processo de ressincronização. Outro ponto a se observar é que esse mecanismo não leva em
consideração as variações espaciais na qualidade dos canais.
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O padrão ZigBee Pro inclui um mecanismo para troca de canal semelhante ao proposto no
protocolo MiWi, mas o padrão não especifica como o coordenador da rede deve tomar a decisão
para trocar os canais [59].
Em redes que utilizam os protocolos MAC definidos pelo Padrão IEEE 802.15.4, é difícil
estabelecer limites estritos de latência, devido ao uso de CSMA/CA. Nesse protocolo o acesso
ao meio de comunicação ocorre de forma distribuída e aleatória, em que cada nó decide indi-
vidualmente o melhor momento de realizar uma transmissão, baseado na sua noção local de
disponibilidade do canal. No entanto, problemas de terminal escondido podem ocorrer, em que
dois nós que transmitem para o mesmo receptor não conseguem detectar as transmissões um
do outro. Esse problema pode tornar o comportamento da rede ainda mais imprevisível. Além
disso, os protocolos definidos pelo IEEE 802.15.4 utilizam apenas um canal em toda rede, o que
é um ponto único de falha e aumenta o número de colisões. Devido a essas limitações, novos
protocolos com foco em aplicações industriais foram desenvolvidos, como o WirelessHART, o
ISA100.11a e o IEEE 802.15.4e, que são descritos a seguir. Esses protocolos utilizam a camada
física do IEEE 802.15.4, mas definem novos protocolos de acesso ao meio.
2.2.2 WirelessHart
O WirelessHART é considerado o primeiro padrão aberto voltado para aplicações de moni-
toramento e controle que utilizam redes sem fio em ambiente industrial [60], tendo sido lançado
em 2007. Esse padrão se baseia na camada física do IEEE 802.15.4, mas implementa a camada
de acesso ao meio de forma diferente. O WirelessHART utiliza apenas 15 canais definidos na
banda de 2,4 GHz, uma vez que o canal 26 não é permitido em alguns países [15]. O acesso
ao meio é realizado utilizando TDMA. O uso do TDMA visa reduzir colisões e diminuir o con-
sumo de energia [61], uma vez que os nós apenas permanecem em estado ativo nos intervalos
de tempo destinados a eles.
A comunicação ocorre baseada em uma estrutura denominada superframe, que é composta
por um conjunto de intervalos de tempo e se repete continuamente. Cada intervalo de tempo
dentro do superframe pode ser alocado a um ou mais nós e transmissões simultâneas podem
ocorrer, por meio de canais diferentes, e para receptores diferentes. Os intervalos possuem
duração de 10 ms e acomodam a transmissão de um pacote de dados pelo transmissor e de um
pacote de reconhecimento (ACK) pelo receptor. Para o correto funcionamento do protocolo
definido no WirelessHART, os nós precisam manter a sincronização de relógio durante toda a
operação da rede.
O WirelessHART define a utilização de um mecanismo de salto em frequência para mitigar
os efeitos de interferência. Para evitar que os rádios utilizem canais com baixa qualidade é de-
finido um mecanismo denominado blacklisting (lista negra). Nesse mecanismo, os canais que
apresentarem baixo nível de qualidade não são utilizados na sequência pseudo-aleatória gerada
pelo mecanismo de salto em frequência. No entanto, a configuração da lista negra não é feita
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automaticamente, e sim por um administrador de rede. Levando em consideração as caracte-
rísticas muito dinâmicas dos canais nas RSSFIs, tanto espacialmente como temporalmente [9],
uma abordagem centralizada de definição da lista negra pode não prover boa qualidade de ser-
viço.
Na camada de rede, o WirelessHART é baseado em uma rede em malha com rotas re-
dundantes. Essa característica, que não é encontrada no ZigBee e MiWi, permite aumentar a
confiabilidade e tolerância a falhas. As rotas são definidas de forma centralizada por um admi-
nistrador de rede. Essa unidade centralizada também é responsável por definir o padrão para o
salto em frequência e por escalonar o tempo entre todos os nós da rede, garantindo o correto
funcionamento do mecanismo TDMA. Embora o uso de rotas redundantes não seja suportado
pelos protocolos de rede dos padrões ZigBee e MiWi, protocolos que usam rotas redundan-
tes também podem ser implementados em rádios totalmente compatíveis com o Padrão IEEE
802.15.4.
Para tentar garantir a entrega dos pacotes, os nós podem utilizar três intervalos de tempo em
cada superframe. Os dois primeiros são utilizados para transmissão e retransmissão (em caso
de a primeira tentativa falhar) em uma rota pré-definida. O terceiro intervalo é utilizado para
transmitir o mesmo pacote por meio de uma segunda rota [62]. Como cada intervalo utiliza
um canal diferente, neste cenário cada pacote pode ser transmitido até três vezes dentro de um
mesmo superframe utilizando diferentes parâmetros (rota ou canal), de modo que o enlace se
torna robusto a problemas que afetam canais ou rotas específicas.
Em [15] são apresentados estudos de desempenho de rádios WirelessHART sujeitos à in-
terferência de redes IEEE 802.11g (Wi-Fi), nos canais 1, 6 e 11. Os resultados mostraram que
durante períodos de interferência a TPP chegou a 27,2%. Foi observada uma latência de apro-
ximadamente dois segundos para a rede operando livre de fontes de interferência e em torno de
2,7 segundos quando a rede estava sujeita à interferência das redes Wi-Fi. A latência depende
da estrutura temporal definida, que é influenciada pela quantidade de nós e pela quantidade de
intervalos de tempo alocados para cada nó, e da probabilidade de entrega de pacotes. Observa-
se que, sem um gerenciamento adequado da lista negra, a qualidade de comunicação pode ser
muito prejudicada por fontes de interferência. Em [12] também foram apresentados resulta-
dos experimentais sobre o desempenho de uma rede WirelessHART. Nesses experimentos foi
observada uma latência de um segundo entre o nó final e o gateway da rede. No entanto, os
experimentos foram realizados sem considerar fontes de interferência e em um ambiente de
laboratório, que possui características distintas das encontradas em ambientes industriais reais.
2.2.3 ISA100.11a
A Sociedade Internacional de Automação (ISA) desenvolveu o padrão ISA100.11a [31], que
também é designado para aplicações industriais e teve a sua primeira versão lançada em 2009.
Assim como o WirelessHART, o ISA100.11a é baseado na camada física do IEEE 802.15.4 e
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utiliza os 16 canais da banda de 2,4 GHz (o canal 26 é opcional), mas define sua própria ca-
mada de acesso ao meio. A camada de acesso ao meio também é baseada em TDMA, salto
em frequência e lista negra, para aumentar a imunidade contra fontes de interferência. No
ISA100.11a os intervalos de tempo podem ser configurados para ter 10 ms, como no Wireles-
sHART, ou 12 ms [63].
Uma importante diferença do ISA100.11a com relação ao WirelessHART é que, em nível
de aplicação, ele foi projetado para suportar diversos padrões de redes industriais, e não apenas
o padrão HART. Além disso, o esquema de salto em frequência é mais flexível, fornecendo
três padrões diferentes. O primeiro, denominado slotted, define um canal diferente para cada
transmissão, enquanto que o segundo, denominado slow, realiza troca de canais em intervalos
de tempo bem definidos e mais longos. O uso do padrão slow permite a transmissão de pacotes
com menor latência, mas aumenta o consumo de energia, uma vez que os nós precisam ficar
ativos por um intervalo de tempo maior. O terceiro é uma combinação dos dois primeiros [13].
A utilização de um padrão híbrido para o salto em frequência permite acomodar a transmissão
de pacotes periódicos, que fazem uso do salto em frequência de acordo com o padrão slotted,
e a transmissão de pacotes por parte de nós que trabalham baseados em eventos, que fazem
uso do período de troca lenta de canais para transmitir mensagens que necessitam de um atraso
menor [54]. A camada de rede do ISA100.11a também é diferente, uma vez que permite a
utilização de cabeçalhos compatíveis com o protocolo IP [60].
Em [59] é descrito um estudo para verificar o desempenho de rádios ISA100.11a e Zig-
Bee Pro no contexto de aplicações aeroespaciais. Os rádios ISA100.11a possuem custo con-
sideravelmente maior quando comparados com rádios totalmente compatíveis com o Padrão
IEEE 802.15.4, mas é capaz de suportar melhor a presença de interferências. Nos experimen-
tos realizados em [59] os rádios ISA100.11a mantiveram bom desempenho de comunicação
mesmo na presença de interferência, enquanto que os rádios ZigBee apresentaram uma queda
de desempenho. No entanto, a latência das transmissões no ISA100.11a é bem maior.
Embora os padrões WirelessHART e ISA100.11a apresentem mecanismos para lidar com
coexistência e para oferecer garantias de qualidade de serviço, ainda existe uma dependência
do correto gerenciamento da lista negra para manter a rede operando com boa confiabilidade.
Nesse contexto, estudos sobre identificação de fontes de interferência e estimação de qualidade
de enlace se mostram muito relevantes também para esses padrões.
2.2.4 Padrão IEEE 802.15.4e
Mais recentemente, em 2012, o Padrão IEEE 802.15.4e [16] foi lançado. O objetivo desse
padrão é definir soluções para aplicações que requerem alta confiabilidade, como é o caso de
muitas aplicações industriais. Cinco modos de operação são definidos no IEEE 802.15.4e: Time
Slotted Channel Hopping (TSCH), Deterministic and Synchronous Multi-Channel Extension
(DSME), Low Latency Deterministic Network (LLDN), Asynchronous Multi-Channel Adapta-
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tion (AMCA), e Radio Frequency Identification Blink (BLINK). No entanto, apenas os modos
TSCH, DSME e LLDN têm sido explorados na literatura até recentemente [17]. Em geral, os
modos de operação definidos no IEEE 802.15.4e são baseados em TDMA ou salto em frequên-
cia para reduzir colisões e mitigar os efeitos de interferência e da atenuação por multipercurso,
bem como para satisfazer os requisitos de aplicações industriais em termos de confiabilidade e
determinismo.
Uma das principais diferenças entre o novo Padrão IEEE 802.15.4e, em comparação com o
Padrão IEEE 802.15.4 definido previamente, é o uso de múltiplos canais. O modo TSCH define
o uso de salto em frequência e o modo DSME define o uso de salto em frequência ou adaptação
de canal. Quando a rede usa adaptação de canal, dois nós podem se comunicar utilizando o
mesmo canal por um longo período de tempo. Uma troca de canal apenas ocorre quando o
canal em uso passa a apresentar baixa qualidade. Dessa forma, um procedimento para avaliar
a qualidade dos enlaces de forma contínua se faz necessário para permitir o uso do mecanismo
de adaptação de canal. A implementação desse procedimento não é definida pelo padrão [17].
Modo TSCH
O modo TSCH é baseado em TDMA e salto em frequência, assim como os protocolos de
camada MAC dos padrões WirelessHART e ISA100.11a. Nesse mecanismo, os nós precisam
estar com os relógios sincronizados. No padrão é definido um mecanismo de sincronização, que
pode ser feito baseado em pacotes de dados recebidos ou pacotes de reconhecimento (ACK)
recebidos, de modo a evitar o uso de pacotes extras para sincronização de relógio. O padrão
não define como deve ocorrer o escalonamento no tempo e na frequência, de modo que algumas
pesquisas vêm sendo desenvolvidas para propor mecanismos para o escalonamento de redes
TSCH [64]. O TSCH também permite o uso de lista negra para evitar o uso de canais com
baixa qualidade. No entanto, o padrão não define mecanismos para realizar o gerenciamento da
lista negra de forma dinâmica.
Em redes TSCH, a comunicação ocorre baseada em uma estrutura denominada slotframe.
Cada slotframe é composto por um conjunto de intervalos de tempo, em que cada intervalo
de tempo é dedicado a um ou mais nós. Quando um intervalo de tempo é ocupado por dois
nós que comunicam com o mesmo receptor e usando o mesmo canal, o acesso deve ocorrer
por contenção, dentro do intervalo de tempo, usando um algoritmo baseado no CSMA/CA.
Quando apenas um único nó realiza comunicação em um determinado intervalo de tempo e para
um determinado canal, o acesso ocorre sem contenção. O slotframe repete continuamente de
forma automática, e todos os nós devem manter a mesma noção global de tempo. Tipicamente
a alocação dos intervalos de tempo é configurada por camadas superiores quando um nó vai
entrar na rede. Os nós saltam em frequência utilizando todo o conjunto de canais disponível,
de modo a evitar uma grande queda de desempenho devido a problemas que afetam apenas um
subconjunto dos canais [16].
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Na Figura 7.7 é apresentado um exemplo de slotframe com oito intervalos de tempo (S0
a S7). Cada intervalo de tempo possui 10 ms, assim como ocorre nas redes WirelessHART,
e acomoda a transmissão de um pacote de dados e do pacote ACK correspondente. Se um
determinado transmissor não receber o pacote ACK dentro do mesmo intervalo de tempo, ele
pode retransmitir o pacote no próximo intervalo alocado para ele.
Figura 2.3 Exemplo de slotframe com oito intervalos de tempo para uma rede TSCH.
O canal (ch) a ser utilizado em um determinado intervalo de tempo, e considerando um dado
receptor, é calculado, de forma geral, por meio da expressão [16]
ch = macHoppingSequenceList[COUNTER mod macHoppingSequenceLength],
em que COUNTER consiste em algum contador que deve ser compartilhado entre o transmis-
sor e o receptor [16], macHoppingSequenceList é a lista de canais que podem ser utilizados
pelo mecanismo de salto em frequência e macHoppingSequenceLength é o tamanho da lista
de canais. Caso mais de uma transmissão ocorra no mesmo intervalo de tempo, os valores de
COUNTER para cada par de receptor e transmissor devem idealmente ser diferentes e resulta-
rem em canais diferentes, para evitar colisões. Quanto maior a quantidade de transmissões em
simultâneo e quanto menor a lista de canais, maior a probabilidade de haver colisão na definição
dos canais. No entanto, esses problemas podem ser evitados ou mitigados com um bom plane-
jamento da rede ou a partir do uso de algoritmos de escalonamento que evitem que nós vizinhos
se comuniquem no mesmo intervalo de tempo e usando o mesmo canal de comunicação.
Em [18] um experimento foi realizado para investigar o desempenho de uma rede IEEE
802.15.4e no modo TSCH em um ambiente de cabine de aeronave e com fontes de interferência
devido a redes Wi-Fi. Assim como no experimento descrito em [15], para redes WirelessHART,
o desempenho de uma rede que utiliza TSCH pode sofrer grande degradação caso não se faça
um correto gerenciamento da lista negra. Nos experimentos descritos em [18] a TPP média
da RSSF foi de cerca de 35% no cenário com fontes de interferência e utilizando todos os 16
canais disponíveis no mecanismo de salto em frequência. Em um outro experimento, utilizando
apenas quatro canais, que sofrem menos com interferência, a TPP média foi de 10%. Em um
experimento sem salto em frequência e utilizando um canal livre de interferência, a TPP média
foi de cerca de 5%. Esse resultado encoraja o desenvolvimento de mecanismos adaptativos,
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como os propostos nesta tese, para configurar dinamicamente a lista negra ou para permitir a
troca de canais apenas sob demanda, quando o canal atualmente em uso passa a apresentar baixa
qualidade para um determinado enlace.
Em [65, 66] foi proposto o uso de salto em frequência adaptativo, de modo a evitar canais
afetados por fontes de interferência. Para isso, dois intervalos de tempo em cada ciclo são de-
dicados para obtenção de valores de RSSI e identificação do ruído nos canais. Baseando-se
nas medições de RSSI, a cada novo ciclo, a lista negra é atualizada, de modo a desconsiderar
os canais que apresentam maior nível de ruído. Em [66] foram realizados experimentos con-
siderando dois tipos de filtros para os valores de RSSI (suavização exponencial e suavização
exponencial auxiliada por filtro de Kalman) e considerando diferentes tamanhos da lista negra.
Observou-se que quanto maior o tamanho da lista negra, melhor o desempenho de comunica-
ção. Esse resultado corrobora com os resultados apresentados em [18], em que quanto menor a
quantidade de canais utilizados para comunicação; ou seja, quanto maior a lista negra, melhor
o desempenho de comunicação. No entanto, esse tipo de comportamento só ocorre se houver
um monitoramento da qualidade dos canais, para que a lista negra seja configurada dinamica-
mente. Em cenários em que não ocorre esse monitoramento, o uso de salto em frequência, com
uma maior diversidade de canais, é uma boa alternativa para manter bom nível de qualidade de
comunicação.
Uma limitação da abordagem apresentada em [65, 66] é que apenas problemas de inter-
ferência são considerados. Outros aspectos que podem afetar a qualidade dos enlaces, como
sombreamento e assimetria, não são levados em consideração. Além disso, o monitoramento
da qualidade do canal é realizado por todos os nós da rede e utilizam intervalos de tempo que
poderiam ser utilizados para comunicação, o que gera uma sobrecarga nos nós e provoca um
aumento na latência. Outra limitação do trabalho é que a variação espacial na qualidade dos
canais não é considerada.
Modo DSME
O modo DSME é o mais complexo e flexível entre os cinco modos do IEEE 802.15.4 [17].
Esse modo é derivado do modo beacon do IEEE 802.15.4, descrito na Seção 2.2.1, e é capaz de
acomodar tráfegos periódicos e aperiódicos, por meio do uso de períodos de acesso por conten-
ção (Contention Access Period - CAP) e períodos de acesso livre de contenção (Contention Free
Period - CFP), utilizando intervalos de tempo dedicados (GTS). A maior diferença do DSME
em relação ao modo beacon do IEEE 802.15.4 é que o ele permite o uso de um maior núme-
ros de GTSs e também permite a comunicação em múltiplos canais, durante o período livre de
contenção. Dessa forma, dois ou mais nós podem transmitir simultaneamente em um mesmo
intervalo de tempo, usando canais diferentes, o que aumenta a taxa de transferência geral da
rede.
Alguns nós da rede, denominados coordenadores, transmitem periodicamente pacotes em
broadcast, denominados Enhanced Beacons (EB), que contêm todas as informações necessá-
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rias para sincronizar as transmissões dos nós da rede. A comunicação ocorre de acordo com
uma estrutura denominada superframe. Os superframes são delimitados por pacotes EB, trans-
mitidos pelo coordenador.
Na Figura 2.4 é apresentado um exemplo da estrutura de superframe definida pelo modo
DSME [16]. Cada superframe é composto por um CAP e um CFP. Diferente do modo beacon
do IEEE 802.15.4, não existe período inativo. No CAP, os nós podem acessar o canal de co-
municação usando CSMA/CA ou ALOHA [17]. O CAP pode ser utilizado para transmissão de
pacotes de novos nós que querem ingressar na rede, para pacotes de solicitação de GTS, bem
como para transmissão de pacotes de emergência pelos nós sensores. Os pacotes EB são trans-
mitidos sempre utilizando o mesmo canal, definido no processo de iniciação da rede [16], que é
também usado durante o CAP. No CFP os nós acessam o canal de comunicação sem contenção
e múltiplos canais podem ser utilizados.
Figura 2.4 Exemplo de uma estrutura de superframe para uma rede DSME.
Múltiplos superframes podem ser agrupados em uma estrutura denominada multi-superframe,
e múltiplos multi-superframes podem ser agrupados em um mesmo intervalo de beacon (Beacon
Interval - BI). Essa estrutura temporal é configurada de acordo com alguns parâmetros: mac-
SuperframeOrder (SO), macMultisuperframeOrder (MO) e macBeaconOrder (BO), em que
0 ≤ SO ≤ MO ≤ BO ≤ 14. O parâmetro SO define o tamanho dos superframes, MO define
o tamanho dos multi-superframes, e BO define o BI. No exemplo mostrado na Figura 2.4, é
utilizada a seguinte relação entre os parâmetros: MO = SO + 1 e BO = MO + 1. Cada su-
perframe possui 16 intervalos de tempo. Dessa forma, o valor de SO define a duração de cada
intervalo de tempo. Opcionalmente, o número de CAP pode ser reduzido dentro de um multi-
superframe, por meio de um mecanismo denominado capReduction. Quando o capReduction
está habilitado, apenas o primeiro superframe dentro de cada multi-superframe possui o CAP.
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Nas redes DSME existem três tipos de nós: coordenador PAN, coordenador e nó final. O
coordenador PAN envia um EB a cada BI e é o nó sorvedouro da rede. O coordenador atua
como nó sorvedouro para alguns nós finais da rede. Os coordenadores enviam beacons pelo
menos uma vez em cada multi-superframe, no intervalo de tempo dedicado para a transmissão
de beacons, para registrar sua presença na rede [67]. Na Figura 2.4, o Nó 1 é o coordenador
PAN, o Nó 2 é um coordenador, os outros nós são nós finais. Os coordenadores encaminham
pacotes dos nós finais que não conseguem alcançar o coordenador PAN diretamente. Em uma
mesma rede, múltiplo coordenadores são permitidos.
O modo DSME define dois tipos de diversidade de canal, que podem ser usados durante o
CFP, são eles: salto em frequência e adaptação de canal. A Figura 2.5 ilustra dois exemplos de
escalonamento para o CFP, utilizando salto em frequência em (a), e adaptação de canal em (b).
Figura 2.5 Mecanismos de diversidade de canal definidos para redes DSME.
Quando salto em frequência é utilizado, os nós recebem pacotes em diferentes canais, de-
pendendo do identificador único do nó (chamado de channel offset), o ID do intervalo de tempo
(Slot ID), o ID do superframe e o número sequencial do EB enviado pelo coordenador. Como
todos os nós compartilham essas informações, eles podem determinar o canal em que um deter-
minado receptor irá receber pacotes em um certo intervalo de tempo. Por exemplo, no exemplo
ilustrado na Figura 2.5(a), o Nó 1 recebe pacotes utilizando o Canal 0 no primeiro intervalo
de tempo, o Canal 1 no segundo intervalo de tempo, e assim por diante. Os nós que recebem
pacotes dentro do mesmo superframe precisam ter valores diferentes para o channel offset, de
modo a evitar colisões.
Quando a adaptação de canal é utilizada como o modo de diversidade de canal, um canal fixo
pode ser alocado para um certo intervalo de tempo dentro do superframe, para um determinado
par de transmissor e receptor. No exemplo ilustrado na Figura 2.5(b) o Canal 0 foi alocado
para a comunicação entre o nó 2 e o nó 1 em todos os intervalos de tempo. Uma troca de
canal apenas ocorre quando o canal em uso começa a apresentar baixa qualidade. O padrão
não define como ocorre o monitoramento da qualidade dos canais em uso e também não define
como selecionar os canais a serem usados [17]. Nesta tese é proposto um mecanismo para
estimação de qualidade de enlace em tempo real, descrito no Capítulo 6, que pode ser integrado
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a redes DSME. No Capítulo 7 é descrita e avaliada uma implementação do DSME que utiliza o
estimador de qualidade de enlace proposto.
O modo DSME permite o uso de reconhecimento em grupo (Group ACKnowledgment -
GACK), em que dois intervalos de tempo do multi-superframe são alocados para os pacotes
GACK (G1 e G2). O coordenador usa o G1 para reconhecer todos os pacotes transmitidos
antes do intervalo de tempo do G1 e o G2 para reconhecer todos os pacotes transmitidos após
o intervalo de tempo do G1 e antes do intervalo de tempo do G2. Se GACK não é utilizado,
todos os pacotes transmitidos para os coordenadores são reconhecidos individualmente [16].
Com esse mecanismo, um nó pode retransmitir um pacote perdido dentro do mesmo multi-
superframe, caso um intervalo antes do G1 e outro intervalo entre G1 e G2 sejam alocados para
o nó.
Embora ofereça algumas características interessantes, o modo DSME ainda deixa muitos
aspectos em aberto, como a implementação do mecanismo de adaptação de canal, por exem-
plo. Além disso, ainda não existe uma implementação completa desse modo de operação do
IEEE 802.15.4e [17]. Os resultados descritos nesta tese podem ajudar no desenvolvimento
de soluções para melhorar o desempenho da comunicação multicanal e na implementação dos
mecanismos de adaptação de canal em redes DSME.
Em [68] e [69] o desempenho de redes que usam o modo DSME é avaliado em comparação
com o modo beacon do IEEE 802.15.4. Os experimentos verificaram que para alguns cenários a
taxa de transferência geral da rede pode ser 12 vezes maior para redes DSME e com um menor
consumo de energia, devido ao acesso baseado em TDMA. Nos experimentos foi utilizado
salto em frequência, e não foi empregado gerenciamento dinâmico da lista negra. Em [69] a
influência de interferência a partir de redes Wi-Fi foi avaliada, mas outros problemas que afetam
a qualidade do canal sem fio em ambientes industriais, como sombreamento e atenuação por
multipercurso, não foram considerados.
Em [70] são descritos estudos de simulação para verificar o desempenho de redes DSME
e alguns mecanismos para otimizar o consumo de energia são propostos. No entanto, o artigo
foca principalmente no consumo de energia e não considerou nos experimentos os problemas
que podem afetar a qualidade do canal sem fio, como interferência e atenuação. Além disso,
embora nas simulações descritas em [70] o uso do mecanismo de adaptação de canal tenha sido
considerado, nenhum detalhe sobre a implementação desse mecanismo é fornecido.
Em [67] é realizada uma comparação entre DSME e TSCH, considerando aplicações para
automação de processos. Foram realizadas simulações para verificar o atraso, a confiabilidade e
a escalabilidade de cada modo. O TSCH apresentou melhores resultados para redes pequenas,
com até 30 nós. Para redes maiores, com mais de 30 nós, o DSME apresentou melhores resulta-
dos. As simulações descritas em [67] foram realizadas considerando parâmetros realistas para
o sombreamento log-normal, mas o efeito da atenuação por multipercurso e as características
não estacionárias do canal sem fio não foram consideradas. Além disso, apenas o mecanismo
de salto em frequência do DSME foi analisado.
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Em [71] é descrita uma comparação entre TSCH e DSME, em termos de consumo de ener-
gia e desempenho de comunicação. Nos cenários avaliados, o consumo de energia para a rede
DSME foi ligeiramente melhor do que para a rede TSCH, bem como o desempenho de co-
municação. Para aplicações que enviam poucos dados, o TSCH subutiliza a banda, devido ao
tamanho fixo dos intervalos de tempo. Nos experimentos descritos no artigo, apenas salto em
frequência foi considerado para a rede DSME e sem reconhecimento de pacote em grupo.
Modo LLDN
O modo LLDN é destinado a aplicações que requerem uma baixa latência e um alto deter-
minismo, ou seja, que apresentem pequena variação na latência e no intervalo de tempo entre a
recepção de dois valores consecutivos de um determinado sensor. Apenas topologia em estrela
é considerada e o acesso ao meio é realizado utilizando TDMA. No LLDN os intervalos de
tempo são menores em relação aos utilizados nos modos THSC e DSME. Por definição, em
uma rede LLDN todos os nós se comunicam utilizando um único canal [17].
A comunicação no modo LLDN ocorre de acordo com uma estrutura denominada super-
frame. Cada superframe inicia com um pacote beacon transmitido em broadcast pelo coorde-
nador, e é seguido por até dois intervalos de tempo usados para gerenciamento, que são opci-
onais. Após isso são definidos vários intervalos de tempo dedicados para transmissão dos nós
finais [16]. Quando apenas um nó é associado a um intervalo de tempo, não é necessário utilizar
endereço, uma vez que o nó pode ser identificado pelo identificador do intervalo de tempo, que
já é conhecido pelo coordenador. Dessa forma, é possível transmitir pacotes menores e reduzir
a latência da rede.
Devido ao uso de TDMA, a comunicação entre os nós finais e o coordenador da rede (nó
central da topologia em estrela) é livre de colisões, de modo que é possível garantir boa quali-
dade de comunicação. No entanto, problemas no canal sem fio, relacionados ao sombreamento,
multipercurso, interferência ou assimetria, podem degradar o desempenho da rede. Além disso,
devido à utilização de uma topologia em estrela, pode ser difícil acomodar uma rede com mui-
tos nós. Uma possível solução para esse problema é utilizar um nó coordenador com múltiplos
transceptores e dividir a rede em grupos que utilizem um canal em comum. Estratégias para a
estimação de qualidade de enlace e alocação de canais, como as discutidas nesta tese, poderiam
ser utilizadas para melhorar a qualidade de serviço dessas redes.
Em [72] é descrita uma implementação do LLDN utilizando rádios compatíveis com o Pa-
drão IEEE 802.15.4. O estudo teve como objetivo verificar a viabilidade de implementar apli-
cações que requerem intervalos de até 10 ms entre a recepção de duas medições consecutivas
de um sensor. No cenário em que os nós sensores enviam 2 bytes de carga útil, foi possível
acomodar oito nós finais, com um atraso máximo de 9,996 ms. No cenário em que os nós sen-
sores enviam 4 bytes de carga útil, foi possível acomodar sete nós finais, com atraso máximo de
9,536 ms. Uma limitação da análise realizada em [72] é que os experimentos foram realizados
em um ambiente controlado, sem interferência externa, e com os nós posicionados muito perto
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uns dos outros. Dessa forma, a taxa de entrega de pacote foi de 100% durante todo os experi-
mento. Em um ambiente industrial real pode ser praticamente impossível alcançar uma taxa de
entrega de pacote de 100% e nesse caso os valores de latência podem ser piores na prática em
relação aos demonstrados no artigo.
Alguns autores propuseram técnicas de diversidade de canal e comunicação multicanal para
redes LLDN. Em [73] é proposto um protocolo multicanal baseado no LLDN, denominado MC-
LLDN. O MC-LLDN tem como objetivo aumentar a escalabilidade de redes LLDN por meio
do uso de uma topologia multinível (em árvore), agregação de dados e comunicação utilizando
múltiplos canais. Dessa forma, é possível acomodar transmissões simultâneas na rede, em
canais diferentes. Por meio o uso de agregação de dados nos roteadores, menos intervalos de
tempo precisam ser dedicados para o encaminhamento de pacotes para o coordenador, o que
provoca uma grande redução na latência. A principal limitação do MC-LLDN é que os canais
são alocados de forma estática para as sub-redes, o que torna o protocolo incapaz de lidar com
as variações que podem ocorrer na qualidade dos canais no decorrer do tempo.
O protocolo proposto em [74] é uma evolução do MC-LLDN, denominado PriMuLa, que
incorpora seleção adaptativa de canais para as sub-redes. Uma limitação do PriMuLa, que é
devido às características das redes LLDN, é que o mesmo canal é alocado para todos os nós na
mesma sub-rede. No entanto, variações espaciais na qualidade do canal podem ocorrer, bem
como problemas de assimetria. Além disso, para realizar seleção dinâmica de canais, deve-se
utilizar um mecanismo de estimação de qualidade de enlace que opere em tempo real e que
não cause sobrecarga nos nós sensores. As simulações para avaliar o PriMuLa foram realizadas
considerando apenas problemas de sombreamento, por meio do uso de parâmetros realistas
para o modelo de sombreamento log-normal. No entanto, outros problemas que podem afetar a
qualidade dos enlaces, como a não estacionaridade do canal sem fio em ambientes industriais,
não foram considerados.
2.3 Conclusões do Capítulo
Este capítulo apresenta o conceito de Rede de Sensores sem Fio Industrial e discutiu pos-
síveis aplicações, as vantagens e desafios para a utilização deste tipo de tecnologia. Também
foi realizada uma discussão sobre alguns padrões que são empregados para a implementação de
redes de sensores, incluindo novos padrões designados para aplicações industriais, como o Wi-
relessHART, o ISA100.11a e o IEEE 802.15.4e. Alguns desses padrões apresentam um custo
elevado quando comparado com o Padrão IEEE 802.15.4, devido à necessidade de utilizar nós
sensores com maior capacidade de processamento e fontes de clock mais precisas, para manter
a sincronia necessária para o correto uso de TDMA, como no caso das redes WirelessHART,
ISA100.11a e o modo TSCH do IEEE 802.15.4e. Em contrapartida eles possuem mecanismos
de coexistência que podem prover uma melhor qualidade de serviço para as RSSFIs.
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Embora os padrões ISA100.11a, WirelessHART e o modo TSCH utilizem mecanismos para
minimizar problemas de interferência, sem um correto gerenciamento das redes a qualidade de
serviço pode também ser prejudicada. O modo DSME define o uso de adaptação de canal, mas
não define como esse mecanismo deve ser implementado. Dessa forma, mesmo considerando
os novos padrões para RSSFIs, alguns desafios ainda estão em aberto e devem ser alvos de
pesquisas para o desenvolvimento de soluções adequadas para RSSFIs e que permitam a essas
redes operarem com alta confiabilidade e determinismo. No próximo capítulo, os desafios para a
implantação de uma RSSF em ambientes industriais e as características do canal sem fio nesses
ambientes são discutidos em mais detalhes. Também são abordados possíveis problemas que
podem ocorrer na implantação de redes que utilizam os padrões descritos neste capítulo.
CAPÍTULO 3
Desafios Para a Implantação de Redes de
Sensores sem Fio Industriais
Apesar das vantagens apresentadas pelas RSSFIs, como o baixo custo e a grande flexibi-
lidade, e das possibilidades de aplicações existentes para ambientes industriais, a utilização
desse tipo de tecnologia em ambientes severos apresenta muitos desafios. Este capítulo tem
como objetivo discutir em mais detalhes esses desafios.
Como as RSSFs utilizam bandas não licenciadas para comunicação, problemas de interfe-
rência com outras tecnologias podem ocorrer. O canal sem fio no ambiente industrial apresenta
características não favoráveis à comunicação sem fio, como o alto nível de atenuação e proble-
mas de sombreamento. Muitos ambientes industriais também apresentam características que
tornam o canal sem fio não estacionário em longos períodos de tempo, o que pode provocar
mudanças bruscas nas características dos canais no decorrer do tempo [8, 75, 76].
Devido ao perfil de multipercurso em ambientes industriais refletivos, a largura de banda
de coerência pode ser muito pequena, de modo que as características do canal de comunica-
ção podem ser muito diferentes, mesmo em canais adjacentes. Outro fator importante a ser
considerado é a variação espacial na qualidade dos canais, em que um determinado canal pode
apresentar boa qualidade de comunicação para alguns nós e qualidade muito baixa para outros
nós, mesmo que os nós em questão estejam posicionados próximos uns dos outros. Em alguns
casos também pode haver problemas de assimetria de enlace, em que as duas direções de um
enlace apresentam níveis de qualidade diferentes. Todos esses aspectos são discutidos neste
capítulo.
3.1 Ruído e Interferência Eletromagnética em RSSF
Devido ao aumento na quantidade de aplicações que utilizam tecnologias de comunicação
sem fio, o espectro disponível para comunicação tende a ficar mais congestionado, aumentando
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a interferência e reduzindo a qualidade de serviço das redes que coexistem em um mesmo
ambiente.
A abordagem de alocação estática de espectro tende a não funcionar de maneira satisfatória
à medida que muitos dispositivos presentes no ambiente utilizam a mesma faixa de frequên-
cias [77]. Dessa forma, mecanismos que permitam uma utilização mais inteligente do espectro
devem ser desenvolvidos para mitigar os problemas relativos à interferência de redes coexisten-
tes.
Muitos dispositivos sem fio operam na banda destinada a aplicações industriais, científicas
e médicas (Industrial, Scientific and Medical – ISM) de 2,4 GHz, como rádios Bluetooth, Wi-Fi
e telefones sem fio. Além disso, outros dispositivos que não são destinados para comunicação
podem causar interferência nessa faixa de frequências, como fornos micro-ondas.
Os padrões de comunicação sem fio, como o IEEE 802.11 e o IEEE 802.15.4, definem um
conjunto de canais ao longo da banda. Como eles compartilham a banda, existe uma sobreposi-
ção entre os canais definidos por esses padrões. Na Figura 3.1 são mostrados os canais definidos
pelos padrões IEEE 802.11 (Wi-Fi) e IEEE 802.15.4 na banda de 2,4 GHz. Apenas três canais
(1, 6 e 11) do padrão IEEE 802.11 estão ilustrados na figura, mas o padrão define 14 canais
(apenas 11 permitidos no Brasil) que são dispostos no espectro, de modo que existe sobrepo-
sição entre canais vizinhos. No Padrão IEEE 802.15.4 todos os canais são separados por uma
banda de guarda de 5 MHz. Entretanto, devido à modulação utilizada na camada física, uma
pequena fração do sinal é espalhada para fora do intervalo de 5 MHz [78]. Dessa forma, redes
IEEE 802.15.4 que operam em um mesmo ambiente e em canais adjacentes podem interferir
umas nas outras.
Figura 3.1 Canais definidos pelos padrões IEEE 802.15.4 e IEEE 802.11 na banda de 2,4 GHz.
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3.1.1 Estudos Experimentais para Avaliação do Ruído e Influência das
Fontes de Interferência no Desempenho de RSSFs
Alguns trabalhos foram realizados para identificar possíveis fontes de interferência em di-
ferentes ambientes [27,28,79–81]. Em [80] é descrito um estudo sobre a intensidade do campo
elétrico de trabalho e a distribuição de probabilidade de amplitude (APD) do ruído em uma
indústria de papel. A partir da APD é possível analisar o percentual de tempo em que um sinal
impulsivo excede um determinado limite. Os resultados obtidos mostraram que os equipamen-
tos mais comuns que podem causar interferência na faixa de 2,4 GHz são fornos micro-ondas,
aquecedores industriais, sistemas de iluminação por radiofrequência e equipamentos de solda.
No entanto, esses equipamentos nem sempre estão presentes na indústria.
Outras fontes de interferência usualmente encontradas nos ambientes industriais são moto-
res elétricos, inversores de frequência e equipamentos de comunicação sem fio, como telefones
sem fio e equipamentos para redes locais sem fio. Boa parte dessas interferências, principal-
mente as relacionadas aos equipamentos industriais, como motores e inversores de frequência,
apresentam interferência na faixa de algumas centenas de megahertz, o que pode atrapalhar a
comunicação em sistemas proprietários que utilizam essa faixa de frequência, mas não interfe-
rem em sistemas que usam a banda ISM de 2,4 GHz [27, 28].
Em [81] foram verificadas as faixas de frequência afetadas por um conjunto de fontes de
interferência. Os resultados mostraram que motores de combustão e equipamentos de solda
causam interferência apenas abaixo de 1 GHz. No ambiente onde foram realizadas as medições
observou-se grande poluição no espectro na faixa de 2,4 GHz devido a outros sistemas de baixo
alcance que utilizam essa faixa, como redes Wi-Fi e Bluetooth.
Alguns trabalhos foram realizados para verificar o desempenho de rádios IEEE 802.15.4
sujeitos à interferência de redes IEEE 802.11 (Wi-Fi), Bluetooth e fornos micro-ondas. Em [82]
foi realizado um estudo experimental para verificar a correlação entre a Taxa de Perda de Pacote
(TPP) e a potência média no canal de rádios IEEE 802.15.4 sujeitos à interferência de uma rede
IEEE 802.11 e um forno micro-ondas. Os resultados mostraram que essas fontes de interfe-
rência aumentam significativamente o nível de energia nos canais, tendo influência direta no
desempenho de comunicação dos rádios. Em alguns cenários, a TPP dos rádios IEEE 802.15.4
chegou a 90%, quando sujeitos à interferência da rede IEEE 802.11. Quando sujeitos à interfe-
rência do forno micro-ondas, a TPP no pior caso foi em torno de 50% quando a rede operava
nos canais 21 e 23, que são centralizados nas frequências 2.455 MHz e 2.465 MHz, respectiva-
mente. Observou-se correlação entre o nível de potência médio no canal e a TPP. No entanto, a
relação entre potência média e TPP é diferente para cada tipo de fonte de interferência. Dessa
forma, métricas mais elaboradas precisam ser desenvolvidas para estimar com maior acurácia a
qualidade do canal de comunicação.
Em [3] foram realizados experimentos para investigar o impacto de uma rede IEEE 802.11
e um forno micro-ondas no desempenho de uma RSSF para monitoramento de motores em
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ambiente industrial. Resultados semelhantes aos descritos em [82] foram observados, com
a TPP chegando a cerca de 90% quando a RSSF estava sujeita à interferência de uma rede
IEEE 802.11. Resultados semelhantes também foram descritos em [83]. Em [55] são descritos
experimentos para verificar o impacto da distância entre transmissor e receptor e entre os nós
sensores e as fontes de interferência (rádios Bluetooth, IEEE 802.11 e forno micro-ondas) em
ambiente predial. Observou-se uma TPP de até 25% devido às interferências da rede IEEE
802.11 e forno micro-ondas para os cenários estudados. A interferência por parte dos rádios
Bluetooth foi muito pequena. Isso se deve ao mecanismo de salto em frequência definido pelo
padrão IEEE 802.15.1, que utiliza 79 canais de 1 MHz na faixa de 2,4 GHz.
3.2 Caracterização do Canal sem Fio em Ambientes Indus-
triais
3.2.1 Perda de Percurso em Larga Escala
Em ambientes industriais usualmente existem muitos objetos e obstruções (muitos construí-
dos com materiais metálicos), além de objetos móveis, como robôs, automóveis e pessoas. Isso
influencia tanto no desvanecimento em larga escala como na atenuação em pequena escala. Al-
guns estudos experimentais foram realizados para verificar os efeitos do ambiente industrial no
canal sem fio [6, 84].
A potência do sinal recebido em um receptor depende da potência de transmissão, do ganho
das antenas, da distância entre transmissor e receptor e dos efeitos causados pelo ambiente. A
perda de percurso em dB para uma distância d entre transmissor e receptor é definida de acordo
com a Equação 3.1. Nesse modelo de perda de percurso log-distância [85], a potência média do
sinal recebido diminui logaritmicamente com a distância, sendo dada por
L(d) = L(d0) + 10n log
(
d
d0
)
. (3.1)
A perda de percurso na distância d depende da perda em uma distância de referência d0 e
de um expoente de perda n. A Equação 3.1 considera o valor médio da perda de percurso para
as distâncias d e d0, considerando todos os valores possíveis de perdas de percurso para essas
distâncias. O valor de L(d0) pode ser determinado utilizando a perda de percurso de espaço
livre, por meio da equação L(d0) = 20 log(4pid0/λ) ou por meio de medições em uma distância
apropriada [6, 85], em que λ é o comprimento de onda da portadora.
Existe uma variação na potência do sinal recebido, dependendo do local onde é feita a
medição. Para capturar essa variação, uma variável aleatória Xσ é somada à Equação 3.1 para
obter
L(d) = L(d0) + 10n log
(
d
d0
)
+Xσ, (3.2)
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em que Xσ tem distribuição gaussiana de média zero e desvio padrão σ, com valores expressos
em dB. Essa variação na potência recebida em diferentes pontos com a mesma distância entre
transmissor e receptor é conhecida como sombreamento log-normal [85]. Além da variação
no valor de potência recebida ao se considerar locais diferentes, mas com a mesma distância,
esse valor também pode variar ao se considerar transmissões em diferentes faixas de frequência,
mesmo com o transmissor e o receptor posicionados em locais fixos.
Em [6] são descritos resultados experimentais para determinação do expoente n e do som-
breamento log-normalXσ em ambientes industriais nas frequências de 900, 2.400 e 5.200 MHz.
Foram realizados experimentos em uma indústria de processamento de metal e uma indústria
de processamento de madeira. Foram considerados três tipos de ambientes: o primeiro permitia
visada direta entre o transmissor e o receptor, enquanto que o segundo e terceiro tipos não per-
mitiam visada direta. O terceiro tipo de ambiente apresentava mais estruturas circundantes aos
rádios em comparação com o segundo tipo de ambiente, além de estruturas com altura maior
que as antenas do transmissor (posicionada a 6 m do chão) e receptor (posicionada a 2 m do
chão). Em [84] também foram realizados experimentos para determinação de n e Xσ em al-
guns ambientes representativos no contexto de aplicações de Smart Grids, incluindo ambientes
industriais.
Para cada um dos tipos de ambiente e para cada uma das frequências, foram calculadas
estimativas dos parâmetros n e Xσ do modelo apresentado na Equação 3.2. Foi considerado
d0 = 15 m e o valor de L(d0) foi obtido por meio de medições. Essa estratégia apresentou
maior acurácia em comparação com a utilização de um valor fixo, baseado na perda de espaço
livre. Na Tabela 3.1 são mostrados os parâmetros obtidos em [6] para a banda de 2,4 GHz
nos três tipos de ambiente. Embora o valor do expoente de perda tenha sido semelhante para
os três casos, pode-se observar uma diferença significativa nos valores de perda na distância
de referência, uma vez que esses valores de referência foram obtidos por meio de medições
realizadas nos três tipos de ambiente.
Tabela 3.1 Parâmetros do modelo de perda de percurso log-distância [6].
Tipo do Ambiente L(d0) n Xσ
Ambiente 1 67,43 dB 1,72 4,73 dB
Ambiente 2 72,71 dB 1,52 4,61 dB
Ambiente 3 80,48 dB 1,69 6,62 dB
Considerando os valores da Tabela 3.1 pode-se fazer uma análise teórica de alcance de rádios
IEEE 802.15.4 nos ambientes industriais considerados. Nos gráficos das Figuras 3.2 e 3.3 é
possível observar a potência de recepção considerando potências de transmissão de 0 dBm e
15 dBm, respectivamente. São mostradas curvas para o Ambiente 1 e para o Ambiente 3. Esses
valores de potência de transmissão são encontrados em transceptores disponíveis no mercado.
A potência de recepção é calculada de acordo com [85]
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PR(d) = PT − L(d), (3.3)
em que PT é a potência de transmissão (em dBm) e L(d) é a perda de percurso (em dB), obtida
por meio da Equação 3.1, e utilizando os parâmetros mostrados na Tabela 3.1.
Figura 3.2 Potência de recepção para PT = 0 dBm.
Figura 3.3 Potência de recepção para PT = 15 dBm.
Nos gráficos também foram considerados os valores de desvio padrão para cada caso. Para
avaliar o alcance dos rádios, são mostrados no gráfico o valor médio do ruído de fundo encon-
trado nos experimentos realizados em [6] (-87 dBm) e a sensibilidade dos rádios (-94 dBm). No
entanto, o ruído de fundo pode ser menor para outros ambientes. Nos experimentos descritos
em [1] o ruído de fundo foi em torno de -90 dBm, e em alguns casos ficou um pouco abaixo
desse valor.
Utilizar rádios com baixa potência (0 dBm) em ambientes industriais pode não ser viável,
devido à perda de percurso acentuada observada nos cenários analisados. Se for considerado
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apenas o valor médio da potência recebida em determinada distância pode-se observar que, no
pior caso (Ambiente 3), a uma distância de 30 metros o sinal já apresenta valor médio igual
ao valor médio do ruído de fundo. Utilizando um rádio com 15 dBm o alcance é cerca de 10
vezes maior. Mesmo assim observa-se também uma perda acentuada, uma vez que os rádios
com potência de transmissão de 15 dBm são projetados para alcances de até 1,2 km em visada
direta. No Ambiente 1 (com visada direta), observa-se um alcance mais próximo do alcance
especificado na folha de dados do transceptor.
A utilização de rádios com maior potência aumenta o consumo de energia da RSSF. Caso
existam nós sensores alimentados por bateria, o tempo de vida da rede pode ser bastante redu-
zido. Além disso, aumenta-se o nível de interferência entre nós da mesma RSSF. Uma solução
alternativa para aumentar o alcance da rede é a utilização de múltiplos saltos, por meio de rote-
adores intermediários. Pode-se também explorar técnicas de agrupamento de RSSF, que podem
prolongar o tempo de vida da rede [86]. No entanto, para canais que apresentam altas taxas de
erro de bit, a probabilidade de um pacote ser entregue utilizando múltiplos saltos pode se tornar
muito pequena.
3.2.2 Atenuação em Pequena Escala e Multipercurso
Além da perda de percurso e sombreamento, deve-se também analisar a atenuação em pe-
quena escala, devido a modificações rápidas que ocorrem no perfil de multipercurso do ambiente
causado pelo movimento de objetos ao redor do transmissor e do recetor. Experimentos rea-
lizados em ambientes industriais descritos em [6] mostraram que a atenuação temporal segue
a distribuição de Rice, considerando transmissor e receptor fixos. Essa distribuição descreve
a atenuação em pequena escala quando existe um sinal estacionário dominante e componentes
aleatórios se sobrepõem a esse componente principal [85]. Em ambientes industriais, existem
usualmente vários raios invariantes no tempo, devido ao grande conjunto de estruturas estáticas
no ambiente, e apenas uma pequena porção do perfil de multipercurso é afetada por objetos
móveis [6]. A função densidade de probabilidade que descreve a envoltória de um sinal sujeito
a desvanecimento Rice é
pR(x) =
x
b2
e−
(x2+A2)
2b2 I0
(
Ax
b2
)
, x ≥ 0, (3.4)
em que I0(·) é a função de Bessel modificada de primeira espécie e ordem zero, A2 é a potên-
cia do sinal estacionário dominante e 2b2 é a potência média dos componentes aleatórios dos
múltiplos percursos.
A distribuição de Rice é descrita de acordo com um parâmetro K [87], definido por
K = 10 log
(
A2
2b2
)
, (3.5)
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em que K é a relação entra a potência do componente principal (A2) e a potência nos outros
componentes (2b2). Portanto, o parâmetro K define a severidade da atenuação por multiper-
curso [87].
Nos ambientes industriais estudados em [6] o fator K possui um valor alto, entre 4 dB
e 19 dB, enquanto que em outros tipos de ambiente, como ambientes de escritório, valores
entre -12 dB e -6 dB foram observados, como discutido em [6]. Isso pode ser explicado pela
natureza aberta dos prédios industriais, onde existem muitos objetos metálicos reflexivos, que
permanecem fixos no ambiente. Assim, existem muitos raios invariantes no tempo e apenas
uma pequena parte do perfil de multipercurso é afetada por objetos móveis.
Em [88] é descrito um estudo sobre as propriedades dos erros em nível de bit e de sím-
bolo em ambientes industriais. Para ambientes com atenuação por multipercurso, os erros são
uniformemente distribuídos nos bits dos pacotes corrompidos e a memória do canal é de ape-
nas quatro bits; ou seja, a duração de um símbolo para o IEEE 802.15.4. O uso de Forward
Error Correction (FEC) foi proposto. No entanto, a maioria dos pacotes com erro durante os
experimentos não chegaram a ser recebidos pelo receptor, em cenários com atenuação por mul-
tipercurso. Dessa forma, para obter boa qualidade de serviço é também necessário escolher
canais ou rotas que sofrem menos com os efeitos do multipercurso.
3.2.3 Modelagem do Desvanecimento e Atenuação para Longos Períodos
de Tempo
O canal sem fio pode ser modelado como estacionário no sentido amplo, por um período
curto de tempo, apesar das movimentações ao redor do transmissor e do receptor. No entanto,
as características do canal podem mudar significativamente em um período de poucas horas
devido a mudanças ocorridas na topologia do ambiente. O movimento de objetos, metálicos ou
não, pode causar modificações aleatórias no canal no decorrer do tempo, que não são levadas
em consideração nas distribuições utilizadas para modelar canais sem fio sujeitos a problemas
de multipercurso. Isso pode requerer novo cálculo dos parâmetros das distribuições, uma vez
que esses parâmetros podem se tornar obsoletos no decorrer do tempo [8].
Em [75] uma caracterização do canal em um ambiente industrial foi realizada para avaliar
as características do canal em um longo período de tempo (20 horas). Os resultados mostraram
que a distribuição de Rice apresenta bom ajuste apenas para pequenos períodos de tempo, em
que o valor médio da potência recebida permanece constante. O movimento de uma grande
estrutura metálica pode modificar o perfil de multipercurso relacionado ao conjunto de raios
que permanecem invariantes por um longo período de tempo, o que modifica o valor médio da
potência recebida, embora o transmissor e o receptor permaneçam estáticos. No experimento,
a potência recebida variou em torno de -55 dBm durante sete horas, e após esse período o valor
médio mudou abruptamente para -46 dBm. Em alguns casos, ocorre também a redução na
potência média de forma abrupta. Neste último caso, uma troca de canal ou rota poderia ser
Desafios Para a Implantação de Redes de Sensores sem Fio Industriais 36
necessária para manter a qualidade do enlace, devido à variação do perfil de multipercurso do
ambiente. Um experimento descrito em [76] também apresentou comportamento similar.
Em experimentos realizados durante o desenvolvimento desta tese, comportamento similar
no canal sem fio também foi observado. Na Figura 3.4 é possível ver a potência recebida no
nó sorvedouro, referente a transmissões de três nós finais em simultâneo. Estes dados foram
obtidos durante 50 horas de operação da RSSF no ambiente industrial mostrado na Figura 3.5.
O nó sorvedouro dessa RSSF estava posicionado na sala acima da sala onde os nós finais foram
instalados.
Figura 3.4 Comportamento não estacionário do canal em ambiente industrial.
Figura 3.5 Indústria onde os experimentos foram realizados.
Em geral, os valores de potência foram elevados, uma vez que os nós finais estavam po-
sicionados próximos ao nó sorvedouro (aproximadamente 10 m) e a potência de transmissão
era igual a 15 dBm. Embora os nós finais estivessem posicionados lado a lado, com menos
de um metro de distância de um para outro, é possível observar diferenças nos valores médios
obtidos para cada nó, além de mudanças nas caraterísticas dos canais no decorrer do tempo.
Por exemplo, a potência média dos pacotes recebidos a partir do Nó 1 permaneceu maior que o
Desafios Para a Implantação de Redes de Sensores sem Fio Industriais 37
valor médio dos pacotes recebidos a partir do Nó 2 na maior parte do tempo, mas durante certo
intervalo de tempo a potência média para o Nó 2 foi maior. A Figura 3.6 permite analisar em
mais detalhes as mudanças bruscas que ocorreram na qualidade do canal para a conexão entre
o nó sorvedouro e o Nó 1, considerando um intervalo de 30 min.
Figura 3.6 Comportamento não estacionário do canal em ambiente industrial para um período de
30 min.
A partir dos resultados pode-se comprovar o comportamento não estacionário do canal para
longos períodos de tempo. As mudanças ocorrem de forma independente para diferentes enlaces
e para diferentes canais; ou seja, em um certo momento a qualidade de um enlace pode piorar
bruscamente, enquanto que a qualidade de outro enlace pode apresentar uma melhora em sua
qualidade. Esse aspecto deve ser levado em consideração no projeto de protocolos multicanais
adaptativos, que sejam capazes de lidar com as mudanças que ocorrem na qualidade dos canais
no decorrer do tempo e sejam capazes de alocar canais com boa qualidade para todos os nós na
rede.
Em [8] uma distribuição composta foi usada para capturar tanto os efeitos de sombreamento,
que causam modificações no valor médio de potência recebida no decorrer do tempo, quanto as
alterações devido à atenuação por multipercurso. O modelo foi denominado Nakagami-m/Log-
normal. O parâmetro da distribuição de Nakagami-m define o nível de atenuação e os parâ-
metros da distribuição log-normal definem o efeito do sombreamento. Dependendo do valor
atribuído a m, a distribuição Nakagami-m pode ser aproximada à distribuição de Rice [87].
A validação da distribuição foi realizada utilizando valores obtidos por meio de experi-
mentos em ambientes industriais e considerando a Função Cumulativa de Probabilidade (FCP)
das distribuições de probabilidade de Rice, Rayleigh, Nakagami-m, Log-normal e Nakagami-
m/Log-normal. A validação foi baseada na cauda inferior, uma vez que a maior parte dos
erros de transmissão ocorre para essa faixa de valores [8]. Verificou-se que as distribuições
tradicionalmente utilizadas para modelar a atenuação superestimam em até 10 vezes a ocor-
rência de desvanecimento profundo. A distribuição para sombreamento log-normal apresentou
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maior relação com os valores experimentais, no entanto para a região da cauda inferior a dis-
tribuição subestimou em 10 vezes a ocorrência de desvanecimento profundo. A distribuição
Nakagami-m/Log-normal, por outro lado, conseguiu capturar os efeitos de desvanecimento e
sombreamento para um longo período de tempo.
Em [89] foi aplicada detecção de mudança Bayseana no modelo de canal Nakagami-m para
capturar as modificações bruscas que ocorrem nas características do canal em um longo período
de tempo. A detecção de mudança Bayseana identifica o momento em que a distribuição de
probabilidade de um processo estocástico muda. Para validação, foi gerada uma sequência
de valores com distribuição Nakagami-m e foi realizada uma segmentação manual em quatro
segmentos. Cada segmento apresentou valores diferentes para o parâmetro da distribuição.
Embora os trabalhos descritos em [8] e [89] tenham proposto modelos que capturam as
modificações nas características dos canais em um longo período de tempo, os modelos são
adequados apenas para a avaliação analítica do desempenho de comunicação, uma vez que ao
gerar amostras seguindo as distribuições propostas, os valores instantâneos obtidos não corres-
pondem aos observados na prática, embora a FCP do modelo apresente boa aderência à FCP
obtida por meio de dados experimentais. Por isso, no Capítulo 5 é descrito um modelo de simu-
lação, desenvolvido nesta tese, capaz de capturar as modificações nas características dos canais
em longos períodos de tempo.
3.2.4 Perfil de Atraso de Potência e Largura de Banda de Coerência
Alguns trabalhos foram realizados para verificar o espalhamento de retardo RMS (RMS
delay spread) e o espalhamento de retardo máximo (maximum excess delay) em ambientes
industriais [27,28,90]. O espalhamento de retardo RMS representa a medida do tempo médio de
resposta a um impulso no canal de rádio. O espalhamento de retardo máximo provê informações
sobre o tempo máximo em que uma componente de multipercurso pode chegar ao receptor
após a recepção da primeira componente. Ambientes que apresentam valores altos para essas
métricas podem provocar interferência entre símbolos.
Em [27] [28] foram observadas as características de três tipos de ambientes industriais: am-
bientes muito refletivos, ambientes absortivos e ambientes que se enquadram entre refletivos e
absortivos. Os resultados mostraram que ambientes refletivos apresentam muito mais compo-
nentes de multipercurso e apresentam espalhamento de retardo RMS e espalhamento de retardo
máximo maiores em todas as faixas estudadas. Por exemplo, na faixa de 2,4 GHz, observou-
se uma atraso máximo em excesso de 860 ns no ambiente refletivo e 42 ns no ambiente com
características absortivas. O espalhamento de retardo RMS foi de 294,19 ns e 28,9 ns, respecti-
vamente.
Em [90] foram descritas medições de propagação em ambientes industriais, visando avaliar
fatores ambientais que influenciam na qualidade do canal, como a geometria do ambiente e
as características dos objetos existentes no ambiente. O espalhamento de retardo RMS para
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altas frequências (exemplo: 2,4 GHz) foi de 80 ns no pior caso. A diferença entre esse valor
e os valores encontrados em [27] e [28] deve-se ao fato de os experimentos descritos em [90]
terem sido realizados com antenas direcionais, o que diminui a quantidade de componentes de
multipercurso.
Para ambientes externos o espalhamento de retardo RMS é maior em comparação com o en-
contrado em ambientes industriais internos. Para os canais de rádio móvel o atraso é da ordem
de microssegundos e em ambientes internos os atrasos são na ordem de nanossegundos [85].
Como os rádios utilizados em RSSF possuem uma taxa de símbolos relativamente baixa, inter-
ferência intersimbólica pode não ser um problema para essas redes em ambientes internos. Por
exemplo, o Padrão IEEE 802.15.4 apresenta uma taxa de símbolos de 62,5 kbaud na faixa de
2,4 GHz, o que representa um período de símbolo de 16 µs [91].
A largura de banda de coerência é o intervalo de frequência (∆f) em que os componentes
de frequência são correlacionados. Dois sinais transmitidos em frequências que possuem sepa-
ração maior que ∆f são afetados de maneira diferente pelo ambiente [92]. A largura de banda
de coerência pode ser definida como [93]
∆f ≈ 1
ατrms
, (3.6)
em que τrms é o espalhamento de retardo RMS, em segundos, e α é um fator que pode variar de
acordo com a forma do perfil de atraso de potência.
O valor de α pode ser igual a 50 quando a correlação entre frequências é maior que 90% ou
igual a 5 quando a correlação entre frequências é maior que 50% [94]. Considerando τrms =
294, 19 ns para um ambiente industrial [27] e considerando α = 5, ∆f ≈ 109
5×294.19 ≈ 680 kHz.
O Padrão IEEE 802.15.4 define 16 canais na faixa de 2,4 GHz, com largura de banda de
2 MHz e espaçamento entre canais de 5 MHz. Dessa forma, os canais são fracamente cor-
relacionados em frequência. Experimentos descritos em [95] mostram que trocar o canal de
comunicação pode levar a uma diferença de até 30 dB na potência recebida, em um ambiente
de escritório. Em [96] são descritos experimentos para uma curta distância, em um ambiente
sem efeitos de multipercurso e com visada direta. Mesmo considerando as características ideais
do ambiente, diferenças de até 10 dB foram observadas para alguns canais. Nos experimentos
descritos em [97], em um ambiente de escritório, foi observado que para distâncias maiores que
6,5 m entre transmissor e receptor, mesmo os canais adjacentes são descorrelacionados. Essa
diferença pode ser ainda maior em canais com grande espalhamento de retardo RMS, como é o
caso de muitos ambientes industriais.
Além do efeito do ambiente, os nós sensores possuem padrões de radiação que podem mu-
dar significativamente de um canal para outro. Nos experimentos descritos em [96], para um
ambiente outdoor, verificou-se que o Canal 11 apresentou melhor qualidade devido ao padrão
de radiação da antena. Em experimentos indoor verificou-se que, em geral, o Canal 11 é me-
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lhor, no entanto para algumas posições, a qualidade do Canal 11 foi bem pior em comparação
como outros canais. Isso é explicado pelo efeito do perfil de multipercurso nos diferentes ca-
nais. Dessa forma, esses dois aspectos juntos, o padrão de radiação do nó sensor e os efeitos do
ambiente, influenciam a qualidade do canal sem fio. Além disso, deve-se considerar a influên-
cia de fontes de interferência e a assimetria para determinar a qualidade dos canais de forma
holística.
Experimentos realizados nesta tese também verificaram os efeitos da descorrelação entre os
canais. Na Figura 3.7 são mostrados os valores de potência de recepção para pacotes recebidos
em nove diferentes canais. Os valores foram filtrados utilizando um filtro da média, com janela
de 20 amostras, de modo a permitir uma melhor análise do efeito do sombreamento em cada
canal. No experimento, o receptor recebeu pacotes em cada canal durante três minutos, com
uma taxa de 1 pacote/s. O transmissor (Figura 3.8) foi posicionado a 23 metros de distância do
receptor. Foram utilizados rádios IEEE 802.15.4 (MRF24J40MA, da microchip) com potência
de transmissão de 0 dBm e uma antena com 2,09 dBi de ganho. Os nós foram configurados
remotamente utilizando um terceiro nó, que foi projetado para comunicar a cada nó envolvido
no experimento o canal a ser utilizado em cada replicação. Isso foi feito para evitar modificações
na posição dos nós envolvidos no experimento.
Figura 3.7 Resultado experimental com canais descorrelacionados.
É possível observar que o perfil de multipercurso afeta de forma diferente cada canal. Por
exemplo, os canais 11 e 13 apresentaram uma diferença de aproximadamente 15 dB no valor
médio de potência recebida.
Outro experimento foi realizado para investigar a Taxa de Recepção de Pacote (TRP) para
diferentes canais, considerando nós estáticos, na indústria mostrada na Figura 3.8. Dois nós
(transmissor e receptor) foram configurados para operar no Canal 11 e o transmissor foi confi-
gurado para transmitir pacotes durante 60 segundos. Após isso, os nós mudaram para o Canal 19
e o transmissor transmitiu pacotes durante 60 segundos. O transmissor e o receptor foram po-
sicionados a 30 metros de distância, sem linha de visada direta. O resultado desse experimento
pode ser visto na Figura 3.9. A TRP foi igual a 91% para o Canal 11 e igual a 51% para o
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Figura 3.8 Ambiente onde os experimentos foram realizados.
Canal 19. É possível notar que, mesmo para o mesmo ambiente, distância, e praticamente o
mesmo tempo, os canais apresentaram características bem distintas neste experimento, o que
provocou uma diferença significativa no desempenho de comunicação.
Figura 3.9 Potência recebida obtida nos experimentos utilizando diferentes canais.
Existem três soluções para lidar com as variações na qualidade dos enlaces em uma RSSF:
modificar a posição dos nós, modificar a rota ou trocar de canal. As duas primeiras soluções
não são aplicáveis em muitos casos, enquanto que a terceira solução sempre é possível. Experi-
mentos descritos em [98] mostraram que para redes que utilizam múltiplos saltos, comunicação
multicanal e roteamento adaptativo apresentaram desempenho similar para redes muito densas,
mas para redes esparsas, o uso de comunicação multicanal apresentou melhor desempenho,
uma vez que para esse cenário o roteamento adaptativo apresenta menor flexibilidade. Para re-
des com topologia em estrela, alocação dinâmica de canais pode ser a única alternativa. Como
discutido no Capítulo 2, redes em estrela podem ser implementadas utilizando todos os padrões
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para RSSFI. O modo LLDN do IEEE 802.15.4e, em seu formato original, só permite redes em
estrela.
Além disso, embora trocar a rota ou a posição dos nós possa ser útil para lidar com proble-
mas de atenuação por multipercurso e sombreamento, em alguns casos esses mecanismos não
são capazes de lidar com problemas de interferência. As RSSFIs usualmente são planejadas e
fazem uso de topologias em estrela, em árvore ou topologias em malha com rotas redundantes,
com decisões centralizadas e estáticas de roteamento. Quando não é possível modificar a posi-
ção ou a rota de um nó, trocar o canal de comunicação pode melhorar a qualidade do enlace,
considerando a descorrelação entre os diferentes canais.
3.3 Avaliação da Comunicação Multicanal em um Ambiente
Industrial Outdoor
No decorrer da tese, vários resultados experimentais são descritos, obtidos principalmente
em ambientes industriais indoor, como é o caso dos resultados mostrados nas outras seções
deste capítulo e os resultados mostrados no Capítulo 6. Nesta seção, as características do canal
sem fio são analisadas por meio de experimentos realizados em um ambiente industrial outdoor.
Mesmo considerando os mecanismos definidos pelos padrões discutidos no Capítulo 2 para
lidar com os problemas de confiabilidade em RSSFIs, faz-se necessário discutir em mais de-
talhes as características do canal sem fio nos ambientes industriais, de modo a implantar essas
redes de forma adequada. Por exemplo, quando usando salto em frequência, os nós geralmente
saltam para um novo canal antes de cada transmissão. No entanto, sem um gerenciamento
adequado da lista negra o desempenho da rede pode ser degradado de forma significante [18].
Problemas relacionados à variação espacial na qualidade dos canais podem também afetar sig-
nificativamente o desempenho de protocolos baseados em beacon, como é o caso do protocolo
definido no modo DSME do IEEE 802.15.4e [19].
Baseado nos resultados experimentais descritos nesta seção, comentários sobre possíveis
problemas e soluções para a implantação de RSSFIs, de acordo com as características dos di-
versos padrões definidos para esse tipo de rede, são discutidos. No Capítulo 7 um novo pro-
tocolo para RSSFI é proposto, que leva em consideração todas as características e problemas
discutidos neste capítulo.
3.3.1 Metodologia do Experimento
Os nós sensores utilizados neste experimento possuem um transceptor MRF24J40MA, da
microchip, com potência de transmissão de 0 dBm, uma antena PCB com ganho de 2,09 dBi e
um micro-controlador PIC18F46J50. Oito nós finais (Nó 1 ao Nó 8) e um coordenador (Nó 9)
foram posicionados no ambiente industrial outdoor ilustrado na Figura 3.10, de acordo com
o esquemático mostrado na Figura 3.11. O ambiente industrial consiste em uma unidade de
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tratamento de água e estação de injeção, que trata a água que vem junto com o petróleo, a par-
tir de um campo de exploração, e envia a água, pressurizada, para um grupo de plataformas
posicionadas a cerca de 25 km da estação, onde a água tratada é injetada dentro de um reserva-
tório de hidrocarboneto. Durante os experimentos a estação estava operando normalmente. Os
nós sensores foram posicionados ao lado de sensores cabeados que atualmente estão instalados
na unidade. Na Figura 3.12 são mostrados dois nós sensores posicionados dentro da unidade
industrial, ao lado dos sensores atualmente instalados.
Figura 3.10 Ambiente onde o experimento foi realizado.
Figura 3.11 Esquemático do ambiente.
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Figura 3.12 Nós sensores instalados na unidade industrial.
Para permitir que os nós se comuniquem utilizando todos os canais, e sem colisões, um
protocolo simples baseado em TDMA e salto em frequência foi implementado. No protocolo, o
acesso ao meio é realizado baseado em uma estrutura chamada slotframe, semelhante à definida
pelo TSCH, mas com uso de pacotes de beacon a partir do coordenador para sincronizar os nós
finais em cada ciclo. A estrutura de slotframe é ilustrada na Figura 7.7.
Figura 3.13 Estrutura de slotframe do protocolo implementado.
O slotframe se repete continuamente e é composto por 10 intervalos de tempo, um dedicado
para cada nó na rede. No primeiro intervalo o coordenador transmite um pacote em broadcast
(o pacote beacon) para todos os nós finais da rede, e espera por pacotes de dados que são
transmitidos nos oito intervalos de tempo seguintes (S1 a S8). Existe um intervalo inativo no
final do slotframe (IS). Quando um nó final recebe um pacote beacon a partir do coordenador,
ele espera até o intervalo de tempo alocado para ele e realiza a transmissão de um pacote de
dados em unicast para o coordenador. Cada intervalo de tempo tem a duração de 100 ms. Esse
protocolo foi desenvolvido para permitir a caracterização da comunicação utilizando múltiplos
canais, para diferentes nós, em simultâneo, mas não foi desenvolvido considerando qualquer
aplicação em específico.
Em cada slotframe um canal diferente é utilizado, de forma sequencial. Para acomodar
o uso de salto em frequência, é necessário implementar um mecanismo para manter a rede
sincronizada em caso de falha durante a recepção dos beacons. Para isto, um temporizador
é utilizado nos nós finais para identificar que um beacon foi perdido. O coordenador envia
um novo pacote beacon a cada 1 segundo, e o temporizador é configurado para expirar após
1,1 segundos. Se o nó receber um novo beacon antes de o temporizador expirar, ele é reiniciado.
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Caso contrário, o nó passa a usar o próximo canal e espera pelo próximo beacon, o que mantém
a sincronização.
Após a recepção de um beacon, os nós finais obtêm o RSSI do beacon e transmitem essa in-
formação de volta para o coordenador. Para todos os pacotes recebidos no coordenador, o RSSI
do pacote recebido, bem como o RSSI do beacon, transmitido pelo nó final, são passados para
um computador por meio de uma porta serial. Dessa forma, é possível observar as variações
espaciais na qualidade dos canais dos enlaces entre o coordenador e todos os nós finais, bem
como problemas de assimetria nos enlaces.
Os valores de RSSI providos pelo transceptor MRF24J40 variam entre 0 e 255. A folha
de dados do transceptor possui uma tabela que relaciona os valores de RSSI com os valores
correspondentes de potência em dBm. Uma limitação é que para valores abaixo de -90 dBm o
RSSI é igual a zero. Como a sensibilidade do transceptor é igual a -94 dBm, o RSSI de todos os
pacotes recebidos com potências entre -94 dBm e -90 dBm é igual a zero. No entanto, apesar
dessa limitação, é possível analisar as características dos canais e tirar importantes conclusões
sobre a comunicação multicanal em um ambiente industrial outdoor.
Dois experimentos foram realizados, em dois dias diferentes, com os nós posicionados no
mesmo lugar. A rede operou durante cerca de 4 h e 11 h, no primeiro e segundo dias, respectiva-
mente. A partir dos resultados é possível avaliar as diferenças nas características dos diferentes
canais, as variações espaciais na qualidade dos canais e o comportamento não estacionário do
canal sem fio em longos períodos de tempo.
3.3.2 Resultados
A potência de recepção média e o desvio padrão para cada nó são mostrados na Figura 3.14,
considerando os dados obtidos no experimento realizado no primeiro dia. É possível verificar
que a potência média de recepção pode variar significativamente, mesmo para canais adjacentes
e para o mesmo nó. Por exemplo, para o Nó 1 as diferenças para alguns canais foram maiores
que 10 dB (ex: Canal 20 e Canal 25). Para os nós 4 e 5, que estavam posicionados em um
local com muitas obstruções e sem linha de visada direta (como pode ser visto na Figura 3.11),
nenhuma comunicação ocorreu enquanto os nós estavam operando no Canal 22, devido a um
problema de desvanecimento profundo no canal, para alguma das direções (ou as duas) do
enlace. A qualidade de todos os canais foi baixa para o Nó 5, mas para o Nó 4 alguns canais
apresentaram boa qualidade, como o Canal 17. Problemas de desvanecimento profundo também
ocorreram em alguns outros nós e canais, nos quais o número de pacotes recebidos foi muito
baixo (ou igual a zero), como foi o caso do Canal 14 para os nós 3 e 4.
A partir da Figura 3.14 também é possível analisar as variações espaciais na qualidade dos
canais. Como um exemplo, os valores de potência de recepção para os nós 3 e 7 são analisados
em detalhes para dois canais diferentes. Esses nós foram posicionados a uma mesma distância
do coordenador, e com 1,6 m de diferença na altura. O Canal 17 apresentou alta qualidade para
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Figura 3.14 Variações espaciais na qualidade dos canais para diferentes nós, no primeiro dia de experi-
mentos.
o Nó 3, mas uma qualidade significativamente menor para o Nó 7. Por outro lado, o Canal 21
apresentou alta qualidade para o Nó 7, mas uma baixa qualidade para o Nó 3. Na Figura 3.14
são mostrados os valores de potência de recepção para os dois sentidos dos enlaces. Existe uma
alta correlação entre os valores observados nos dois sentidos, mas com uma pequena diferença
no valor médio. Quando a potência de recepção está próxima ao limiar de sensibilidade do
transceptor, como é o caso do Canal 21 para o Nó 3, essas pequenas diferenças podem provocar
problemas de assimetria na qualidade do enlace, em que a taxa de entrega de pacote em uma
das direções é significativamente inferior do que na outra.
Como evidenciado pelos resultados apresentados, é difícil garantir boa qualidade de serviço
para todos os nós na rede quando apenas um canal é utilizado em toda a rede, como ocorre nos
protocolos de acesso ao meio definidos pelo Padrão IEEE 802.15.4.
Mesmo para os novos padrões desenvolvidos para RSSFI, alguns problemas podem surgir
devido às variações espaciais na qualidade dos canais, bem como problemas de assimetria. Por
exemplo, no modo LLDN do Padrão IEEE 802.15.4e, acesso baseado em TDMA é usado para
evitar colisões, considerando uma topologia em estrela e uma simples estrutura de superframe,
de modo a alcançar valores de latência muito baixos [72]. No entanto, apenas um único canal é
utilizado para todos os nós finais. Uma possível solução é utilizar múltiplos nós sorvedouros, em
que cada um utiliza um canal diferente. Neste caso, quando o canal em uso por um determinado
nó final passa a apresentar baixa qualidade, este nó pode trocar o canal e passar a se comunicar
com outro nó sorvedouro. Para isto, algum mecanismo para estimar a qualidade dos enlaces em
tempo real precisa ser utilizado, como a solução descrita nesta tese, no Capítulo 6. Também
é necessário definir algum mecanismo para sincronizar a operação dos nós e a alocação dos
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intervalos de tempo, em cenários com múltiplos nós sorvedouros. O protocolo descrito em [74]
utiliza topologia em árvore e comunicação multicanal para redes LLDN, com seleção adaptativa
de canal, mas o mesmo canal é utilizado dentro das sub-redes, de modo que ainda podem ocorrer
problemas devido à variação espacial na qualidade dos canais dentro das sub-redes.
Mesmo para os protocolos que utilizam salto em frequência ou adaptação de canal, alguns
problemas podem aparecer. Por exemplo, o modo TSCH do Padrão IEEE 802.15.4e, bem com
os protocolos definidos nos padrões WirelessHART e ISA100.11a, usam TDMA e salto em
frequência. Nesta abordagem, todos os canais podem ser utilizados pelo nós para realizarem
as transmissões. No entanto, deve haver um correto gerenciamento da lista negra para garantir
bom desempenho.
Um problema enfrentado na configuração da lista negra é que quando um canal é colocado
na lista todos os nós param de usá-lo. Por exemplo, no resultado mostrado na Figura 3.14 o
Canal 21 apresenta baixa qualidade para quatro nós, e poderia ser colocado na lista negra. No
entanto, este canal é o que apresenta melhor qualidade para o Nó 7 e também apresenta boa
qualidade para os nós 1 e 6. Caso o Canal 21 fosse colocado na lista negra, a qualidade de
serviço para os nós 1, 6 e 7 poderia ser reduzida. Quando a qualidade de um canal é afetada
por fontes de interferência externa, como considerado na solução descrita em [66], colocar um
canal na lista negra para toda a rede pode ser uma boa solução, mas quando a variação espacial
devido a problemas de multipercurso é considerada, realizar um bom gerenciamento da lista
negra se torna uma tarefa mais desafiadora.
O modo DSME do Padrão IEEE 802.15.4e emprega salto em frequência ou adaptação de
canal, durante os períodos livre de contenção. Utilizando adaptação de canal é possível lidar
com as variações espaciais na qualidade dos canais, uma vez que a decisão sobre o canal a ser
utilizado por cada nó é baseada apenas nas informações sobre a qualidade do enlace específico
entre um dado par de transmissor e receptor. Além disso, o mesmo canal pode ser utilizado
por um longo período de tempo, caso não ocorra queda de qualidade. As redes DSME utilizam
beacons, que são pacotes transmitidos em broadcast para sincronizar todos os nós da rede. O
padrão define que um único canal deve ser utilizado para a transmissão dos beacons, bem como
para as transmissões no período de acesso por contenção [16]. Caso a qualidade do enlace entre
o coordenador e um dado nó final fique muito baixa para o canal utilizado para transmissão dos
beacons (ex: um problema de desvanecimento profundo), o nó final pode permanecer muito
tempo desconectado. O uso de adaptação de canal pode ser uma boa solução para transmissão
de pacotes de dados unicast, mas para transmissão de pacotes em broadcast o uso de apenas
um canal pode apresentar problemas. Nesse último caso, o uso de salto em frequência pode ser
uma solução para lidar com as variações espaciais na qualidade dos canais.
Na Figura 3.15 é realizada uma comparação entre os resultados obtidos nos dois dias. Na
Figura 3.15(a) é mostrada a potência média recebida e a variância para todos os canais. A
variância foi alta em todos os canais, uma vez que o mesmo canal apresenta características
diferentes para os diferentes enlaces. Na Figura 3.15(b) é mostrada a potência média recebida e
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a variância para os oito diferentes enlaces, considerando os 16 canais. Há também uma variância
significativa, devido às diferenças nas características dos diferentes canais em cada enlace.
Figura 3.15 Resultados comparativos entre os dois dias de experimento.
Figura 3.16 Mudança abrupta nas características do canal.
Na Figura 3.15(c) pode-se analisar os resultados para um nó específico (Nó 2) e para todos
os canais em ambos os dias. Vale ressaltar que enquanto alguns canais tiveram um aumento
na qualidade, a qualidade de outros canais diminuiu significativamente no segundo dia. Por
exemplo, o Canal 18 apresentou uma boa qualidade no primeiro dia para o Nó 2, mas apresentou
um problema de desvanecimento profundo durante o segundo dia. Na Figura 3.15(d) pode-se
analisar os resultados para um canal específico (Canal 21), e para os oito diferentes enlaces.
É possível notar que as características dos canais variam de forma diferente para os diferentes
enlaces. Por exemplo, o Canal 21 apresentou uma alta qualidade para o Nó 6 no primeiro dia,
mas uma baixa qualidade no segundo dia. Por outro lado, esse mesmo canal apresentou uma
maior qualidade no segundo dia para o Nó 2 em comparação com o primeiro dia.
Algumas variações abruptas na potência de recepção de alguns nós e canais também foram
observadas durante o segundo dia, como pode ser visto na Figura 3.16. A qualidade do Canal 24
diminuiu após algum tempo para o Nó 7, enquanto que ao mesmo tempo a qualidade deste
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mesmo canal aumentou para o Nó 6. Novamente, observou-se uma elevada correlação entre as
duas direcções dos enlaces, mas com uma pequena diferença no valor médio de cada direção do
enlace.
O gráfico na Figura 3.17 relaciona a perda de percurso com a distância (d) entre transmissor
e receptor, em que d0 é a distância de referência. Os valores obtidos para o Nó 1 foram utilizados
como referência (d0 = 16, 5 m).
Figura 3.17 Relação entre a perda de percurso e a distância entre transmissor e receptor.
A partir deste experimento, o expoente de perda (n), o sombreamento log-normal (σ), e a
perda de percurso na distância de referência L(d0) foram obtidos. Esses parâmetros podem ser
aplicados na Equação 3.2 para obter a perda de percurso nos ambientes estudados. As curvas
do modelo são mostradas na Figura 3.17 considerando três diferentes cenários: com todos os
nós, apenas com os nós com linha de visada direta (Nós LOS) (nós 3, 6, 7 e 8) e apenas com os
nós sem linha de visada direta (Nós NLOS) (nós 2, 4 e 5). O Nó 1 foi considerado em todos os
casos como referência.
Tabela 3.2 Parâmetros do modelo de sombreamento log-normal.
Expoente de
Perda (n)
Sombreamento
Log-normal (σ)
L(d0)
Todos 2,0 4,53 dB 81,182 dB
Nós LOS 2,43 4,54 dB 78,351 dB
Nós NLOS 4,03 4,98 dB 80,352 dB
A Tabela 3.2 contém os parâmetros obtidos para os três cenários. Esses valores podem ser
utilizados para simular RSSFIs outdoor. Para permitir uma simulação mais realista, é impor-
tante considerar todos os aspectos e conclusões discutidos neste capítulo, e também nós com
linha de visada e sem linha de visada, com diferentes parâmetros para a perda de percurso e
sombreamento. Além disso, os níveis de sombreamento em cada canal para os diferentes enla-
ces precisam ser modificados ao longo do tempo. Às vezes podem ocorrer mudanças abruptas
nas características dos canais e as modificações ocorrem de forma diferente para os diferentes
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canais e enlaces. Os protocolos para RSSFI precisam ser capazes de lidar com essas variações
temporais e espaciais para manter uma boa qualidade de serviço ao longo do tempo.
3.4 Conclusões do Capítulo
Este capítulo apresentou os desafios para a implantação de RSSFs em ambientes industriais.
As RSSFIs podem ser empregadas em diversas aplicações de monitoramento e controle na
indústria, oferecendo uma solução de baixo custo e grande flexibilidade, quando comparadas
com soluções que utilizam redes cabeadas.
Devido às características dos ambientes industriais, que apresentam muitos equipamentos
e obstruções, problemas de interferência e atenuação podem surgir, tornando a qualidade de
serviço dessas redes muito baixa em alguns casos. Para resolver o problema de falta de confi-
abilidade, novos mecanismos e protocolos, que levam em consideração as variações temporais
e espaciais na qualidade dos canais, devem ser desenvolvidos. Também deve-se levar em con-
sideração a descorrelação entre canais diferentes e problemas de assimetria de enlace. Neste
capítulo vários resultados experimentais, obtidos a partir de estudos realizados durante o desen-
volvimento desta tese, foram descritos, incluíndo resultados em ambientes industriais indoor e
outdoor.
É possível lidar com os problemas descritos neste capítulo por meio do uso de protocolos
que permitam que a rede se adapte às variações que ocorrem na qualidade dos enlaces no decor-
rer do tempo. Alguns trabalhos focam no uso de roteamento adaptativo, em que os nós trocam
de rota quando a qualidade da rota em uso se torna baixa, como é o caso do Collection Tree
Protocol (CTP) [10]. Outros trabalhos focam no uso de alocação dinâmica de canais, em que
os nós trocam o canal de comunicação quando o seu enlace com o receptor passa a apresentar
baixa qualidade [11,99]. O Capítulo 4 apresenta uma discussão mais detalhada sobre protocolos
multicanais e alocação dinâmica de canais.
Para avaliar protocolos para RSSFI, é necessário implementar modelos de simulação re-
alistas, que levam em consideração os aspectos discutidos neste capítulo. No Capítulo 5 é
descrito um novo modelo de simulação, que é capaz de capturar os efeitos de desvanecimento
em larga escala, atenuação em pequena escala, sombreamento log-normal e as características
não-estacionárias do canal sem fio em longos períodos de tempo. O modelo também considera
as diferenças nas características dos diferentes canais e a assimetria dos enlaces. A partir do
modelo, é possível simular protocolos multicanais para RSSFI de forma mais realista.
CAPÍTULO 4
Protocolos Multicanais e Estimação de
Qualidade de Enlace em RSSF
Uma alternativa para lidar com os problemas da comunicação sem fio em ambientes indus-
triais, e com a variação na qualidade dos canais no decorrer do tempo, é o desenvolvimento
de protocolos que utilizam múltiplos canais. O uso de protocolos multicanais permite alcançar
uma melhor utilização do espectro, aumentando a capacidade de transmissão da rede por meio
da transmissão em simultâneo usando vários canais diferentes. Também é possível lidar com as
variações espaciais na qualidade dos canais [100].
Algumas soluções usam múltiplos canais simultaneamente, com múltiplos transceptores nos
nós, ou com a transmissão por diferentes canais em diversos locais da rede [54]. Outras solu-
ções utilizam salto em frequência, como os protocolos definidos nos padrões WirelessHART,
ISA100.11a e alguns modos do IEEE 802.15.4e [12,13,17]. Esses mecanismos são tipicamente
implementados na camada MAC. Alguns trabalhos focam no uso de mecanismos de alocação
dinâmica de canais [11,99,101], em que a RSSF troca de canal sob demanda, se a qualidade do
canal em uso se torna baixa.
Nas próximas seções são discutidas as arquiteturas geralmente utilizadas para a implemen-
tação de protocolos multicanais e as diferenças das abordagens estáticas, dinâmicas e semidi-
nâmicas. Também são discutidas estratégias para estimação de qualidade de enlace para RSSF.
4.1 Arquiteturas de RSSFs Multicanais
Os protocolos multicanais possuem uma grande dependência da arquitetura da RSSF. A
arquitetura mais simples que pode ser utilizada para a implementação de protocolos multicanais
é baseada em uma rede com topologia em estrela, em que os nós finais são agrupados em um
conjunto de sub-redes [50]. Cada sub-rede pode operar em um canal diferente. Na Figura 4.1 é
ilustrado um exemplo dessa arquitetura, considerando a existência de três sub-redes.
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Figura 4.1 Arquitetura baseada em topologia estrela.
Caso um canal diferente seja utilizado em cada sub-rede, é possível se adaptar às variações
espaciais na qualidade dos canais para as sub-redes diferentes, mas não é possível lidar com
as variações espaciais dentro das sub-redes em alguns casos. Caso o nó sorvedouro possua
apenas um transceptor, é necessário algum mecanismo de sincronização para permitir que o
nó sorvedouro esteja no canal correto no momento de receber dados a partir dos nós de cada
sub-rede. Nesse caso, não é possível que transmissões em simultâneo em canais diferentes
ocorram. Se o nó sorvedouro for equipado com múltiplos transceptores, os nós de sub-redes
diferentes podem transmitir em simultâneo. Caso seja feita uma alocação inteligente dos canais
para cada sub-rede, não há interferência entre nós finais de sub-redes diferentes, mas pode
haver interferência entre nós de uma mesma sub-rede, caso estratégias baseadas em contenção
sejam utilizadas. Colisões podem ser evitadas por meio de acesso baseado em TDMA, como
empregado na maioria dos protocolos definidos pelos novos padrões para RSSFI.
Devido às variações nas características dos canais que ocorrem em longos períodos de
tempo, como discutido no Capítulo 3, para que a rede continue operando com certo nível de
qualidade de serviço durante todo o tempo, pode ser necessário empregar estratégias para alo-
cação dinâmica de canais para as sub-redes. A alocação deve levar em consideração a topologia
da rede, de modo a evitar que sub-redes vizinhas utilizem o mesmo canal. Deve também existir
algum mecanismo para estimar a qualidade dos enlaces em cada sub-rede, uma vez que pode
haver variação espacial na qualidade dos canais. Também podem ocorrer problemas de varia-
ção espacial na qualidade dos canais dentro das sub-redes. Neste caso, deve-se escolher canais
que ofereçam um mínimo de qualidade de serviço para todos os nós dentro da sub-rede. Outra
estratégia é definir um canal independente para cada nó dentro de cada sub-rede ou utilizar salto
em frequência. Em todos os casos, deve-se realizar a alocação de canais e o escalonamento do
acesso aos canais de modo a evitar colisões entre as diferentes sub-redes.
A arquitetura ilustrada na Figura 4.1 é simples, mas apresenta pouca flexibilidade e não
permite que ocorram transmissões em simultâneo dentro de uma mesma sub-rede, o que pode
inviabilizar aplicações que requerem altas taxas de transferência [50]. Uma alternativa mais
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flexível é a utilização de uma arquitetura em três camadas, em que cada sub-rede se comunica
com um nó intermediário, denominado agregador ou líder de grupo (Cluster Head – CH). Com
essa arquitetura é possível que haja comunicação em simultâneo em diferentes sub-redes e o
CH de cada cluster fica responsável por agregar os pacotes dos nós finais para encaminhar para
o nó sorvedouro. Para aumentar a capacidade da rede, o CH pode ser equipado com múltiplos
transceptores, de modo que cada sub-rede pode ser subdividida. Nesse cenário, que é ilustrado
pela Figura 4.2, os nós finais de cada sub-rede podem transmitir em simultâneo utilizando canais
diferentes e os nós CH também podem transmitir em simultâneo para o nó sorvedouro, caso
ele também possua múltiplos transceptores. As RSSFIs geralmente podem ser implantadas de
forma planejada e os nós sorvedouro e CH podem ser instalados em locais com alimentação
disponível.
Figura 4.2 Arquitetura em três camadas.
Nas Figuras 4.1 e 4.2 cada traçado diferente representa um canal diferente. Pode-se observar
na Figura 4.2 que um mesmo canal pode ser utilizado em diferentes sub-redes. Isso se deve à
limitação na quantidade de canais disponíveis. No entanto, o mecanismo de alocação de canais
deve tentar reutilizar canais ao mesmo tempo em que minimiza a interferência entre os nós.
Uma possível evolução da arquitetura em três camadas é o uso de uma rede em malha entre
os nós CH. Esse tipo de arquitetura pode ser empregada para redes que abrangem uma grande
área geográfica [50]. A melhor arquitetura a ser utilizada depende dos requisitos da aplicação
sendo considerada. Como as RSSFIs podem ser implantadas de maneira planejada, deve-se
analisar as características das aplicações e as restrições existentes antes de definir a arquitetura
a ser utilizada.
4.2 Classificação de Protocolos Multicanais
Os protocolos multicanais podem ser divididos em estáticos, dinâmicos e semidinâmicos [100].
Essa classificação considera RSSFs em que os nós sensores possuem apenas um transceptor,
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com exceção do nó sorvedouro ou dos nós CH, em alguns casos. Esse cenário é o mais comum,
uma vez que os nós sensores precisam ter baixo custo. A classificação possui relação com a
frequência em que ocorre troca de canais na rede.
4.2.1 Protocolos Estáticos
As abordagens estáticas são as mais simples de implementar, uma vez que nenhum meca-
nismo de sincronização é necessário para garantir a comunicação entre os nós durante o funci-
onamento da rede. Além disso, nesses mecanismos não existe sobrecarga relacionada à troca
de canais. Embora esses protocolos permitam otimizar a rede no momento da sua implantação,
alocando canais de forma inteligente em diferentes partes da rede, eles não possuem a capaci-
dade de se adaptar a variações nas características dos canais no decorrer do tempo, uma vez que
a alocação dos canais é feita apenas no momento da configuração inicial da rede.
O protocolo Tree-Based Multi-Channel Protocol (TMCP) [102] é um exemplo de protocolo
multicanal estático. No artigo são descritos experimentos que mostram que o uso de protocolos
multicanais dinâmicos e síncronos podem ser inviáveis para RSSFs devido à sobrecarga ne-
cessária para manter sincronia de relógio entre os nós e à sobrecarga para trocas frequentes de
canais. Para manter um bom desempenho se faz necessário executar algoritmos para ressincro-
nização da rede de forma constante, o que é muito custoso para os nós sensores, que possuem
poucos recursos computacionais, e também pode atrapalhar o funcionamento de aplicações que
requerem altas taxas de transmissão de dados. O primeiro passo do protocolo TMCP é a di-
visão da RSSF em subárvores disjuntas (ou sub-redes), possuindo o nó sorvedouro como raiz.
Para construir as subárvores foi utilizado o algoritmo de busca em largura. Após isso, canais
ortogonais são alocados para cada subárvore.
O algoritmo permite aumentar a taxa de transferência da rede por meio da transmissão em
simultâneo nas diferentes subárvores, mas não é capaz de eliminar a interferência entre nós de
uma mesma subárvore. Uma limitação do trabalho é que as variações dinâmicas na qualidade
dos canais não são levadas em consideração. Em ambientes dinâmicos, como ambientes indus-
triais, as características dos canais podem mudar drasticamente no decorrer do tempo, o que
pode implicar em mudanças de topologia, devido à perda de conectividade entre nós. Além
disso, os canais podem apresentar baixa qualidade em certos períodos de tempo, o que invia-
bilizaria a utilização desses canais em alguns momentos. Em [103] também é utilizada uma
abordagem estática para alocação de canais baseado em subárvores disjuntas, visando minimi-
zar o atraso da rede.
4.2.2 Protocolos Dinâmicos
Os protocolos multicanais dinâmicos permitem o uso de múltiplos canais em simultâneo,
visando diminuir colisões por meio de estratégias de escalonamento que evitem que um mesmo
canal seja utilizado em um mesmo intervalo de tempo por nós que podem causar interferência
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entre si. Esses protocolos necessitam de um mecanismo de sincronização para garantir que o
transmissor e o receptor estejam no mesmo canal no momento da comunicação.
Além da necessidade de sincronização, alguns problemas podem aparecer nessas aborda-
gens, como problemas para transmissão de pacotes em broadcast e problemas para inclusão de
novos nós na rede [100]. Em protocolos dinâmicos um rádio pode utilizar diferentes canais para
realizar diferentes transmissões, de modo que é possível lidar com variações na qualidade dos
canais. Usualmente o canal é escolhido antes de cada transmissão. No entanto, para melhorar
o desempenho da rede é necessário algum mecanismo de estimação de qualidade dos enlaces
e um correto gerenciamento da lista de canais que não devem ser utilizados em cada período
de tempo [50]. Devido à sobrecarga relativa às frequentes trocas de canal em protocolos dinâ-
micos, essa abordagem apenas é adequada para aplicações que não possuam requisitos muito
críticos de atraso [50]. Por exemplo, o modo LLDN do IEEE 802.15.4e usa apenas um único
canal, além de outras estratégias, para alcançar valores de latência muito baixos [72].
Em [104] é proposto um protocolo multicanal dinâmico, implementado na camada MAC,
em que o canal a ser utilizado é definido antes de cada transmissão. Quando os nós não estão
transmitindo, medições são feitas para verificar se existem fontes de interferência externas cau-
sando ruído nos canais. Com base nessas medições, os canais recebem pesos e apenas canais
com peso acima de um certo limiar são considerados na busca antes das transmissões. Uma
vantagem dessa abordagem é que uma mesma RSSF pode operar com diferentes canais em di-
ferentes localidades, respeitando a variação espacial na qualidade dos canais, mas o protocolo
não garante convergência. Por exemplo, ao tentar transmitir, o transmissor pode escolher um
canal que não está no grupo de canais aceitáveis do receptor.
Uma alternativa à utilização de mecanismos de sincronização nos nós para protocolos mul-
ticanais dinâmicos é a utilização de uma abordagem assíncrona, por meio da utilização de um
canal de controle. Nesse caso, transmissão em broadcast também pode ser suportada por meio
do canal de controle [100]. Essa estratégia possui a vantagem de não necessitar de sincroni-
zação de relógio entre os nós sensores, mas apresenta uma limitação devido à sobrecarga do
processo de negociação no canal de controle, uma vez que periodicamente os nós precisam pas-
sar a escutar o canal de controle à espera de uma mensagem que indique o início de um período
para troca de dados. Quando os nós estão esperando as mensagens de controle, os outros ca-
nais permanecem ociosos. Outra desvantagem é o gargalo com relação ao canal de controle,
que pode passar a apresentar baixa qualidade em determinados momentos, principalmente em
ambientes com variações dinâmicas na qualidade dos canais.
Os padrões para RSSFI WirelessHART, ISA100.11a, e os modos TSCH e DSME do IEEE
802.15.4e, apresentados no Capítulo 2, também utilizam uma abordagem dinâmica para comu-
nicação, por meio da utilização de salto em frequência, que tem como objetivo tornar a rede
mais imune a interferências e problemas de multipercurso.
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4.2.3 Protocolos Semidinâmicos
Protocolos semidinâmicos apresentam um meio termo entre estático e dinâmico, permi-
tindo troca de canais e transmissão em simultâneo em canais diferentes, mas as trocas de canal
ocorrem menos frequentemente [50]. A troca de canais nesse tipo de protocolo pode ocorrer
periodicamente ou responder a certos eventos. Essa abordagem é útil para aplicações que re-
querem uma alta taxa de transferência e também aplicações sensíveis ao atraso. Em algumas
abordagens semidinâmicas, receptores são associados a canais fixos, enquanto que transmis-
sores mudam para o canal de cada receptor quando desejam transmitir para ele [100]. Nesse
caso, um mecanismo de sincronização também pode ser necessário, caso haja possibilidade de
os canais dos receptores mudarem com o tempo.
Em [105] é descrito um mecanismo para utilizar múltiplos canais em RSSF, para minimizar
o atraso fim a fim. Eles consideraram a existência de um backbone no ambiente, que oferece
múltiplos caminhos até o nó sorvedouro, utilizando múltiplos canais. Antes de entrar na rede os
nós realizam uma leitura de canal, de modo a descobrir o caminho até o sorvedouro que oferece
menor atraso. Os nós também realizam medições periódicas para se manterem em um bom
canal. Uma limitação desse trabalho é a suposição da existência de um backbone previamente
implantado no ambiente que permite comunicação entre o nó final e o sorvedouro por múltiplos
canais, o que pode tornar a implantação da rede muito custosa, principalmente se a rede abranger
um grande espaço. Além disso, é feita apenas uma avaliação periódica da conexão de um salto
entre o nó final e o backbone. Para avaliar a qualidade da conexão de um salto foi utilizado
o LQI. Essa abordagem de estimação de qualidade do canal é limitada, como é discutido na
Seção 4.3.
Em [106] são propostas três abordagens para alocação de canais de modo a minimizar os
conflitos entre transmissões simultâneas. A primeira abordagem é baseada no receptor, em
que os canais são alocados para os receptores da rede. A segunda abordagem é baseada nas
conexões entre os nós, em que os canais são alocados para cada enlace entre dois nós, de
modo que um mesmo nó pode receber pacotes por canais diferentes, a partir de transmissores
diferentes. Essas duas primeiras abordagens visam tornar a rede livre de conflito de canais,
sem interferência devido a transmissões simultâneas em um mesmo canal na rede. Nos dois
casos a rede foi modelada como um grafo e foi criado um grafo auxiliar denominado grafo de
conflitos, em que as arestas representam nós que interferem entre si. Após a modelagem do
grafo de interferência, um algoritmo de coloração de grafos pode ser utilizado para minimizar
a quantidade de canais utilizados, em que os canais são modelados como as cores no algoritmo.
Devido à limitação na quantidade de canais disponíveis, um terceiro mecanismo foi pro-
posto, denominado MinMax. Esse mecanismo visa minimizar a quantidade máxima de interfe-
rência nos nós. Essa abordagem também utiliza um grafo de interferência. Os algoritmos são
distribuídos e executados de forma iterativa. Como essa última abordagem não é capaz de dei-
xar a rede totalmente livre de colisões, também foi implementada uma fase de escalonamento no
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tempo para evitar colisões. A estratégia proposta em [106] realiza primeiro uma fase estática e
distribuída de alocação de canais de modo a diminuir colisões. Após essa fase o protocolo pode
funcionar de forma dinâmica, quando é utilizada uma abordagem baseada na conexão, uma vez
que um nó precisa trocar de canal para receber pacotes de nós transmissores diferentes. Uma
desvantagem do algoritmo é que ele foca apenas na mitigação de problemas de colisões entre
os nós da rede, mas não provê algoritmos e mecanismos para adaptação a variações dinâmicas
na qualidade dos canais. Outra desvantagem é a necessidade de sincronia de relógio entre os
nós, o que pode ser um problema para implementações práticas, como discutido em [102].
Em [107] é descrita uma avaliação de estratégias de roteamento baseadas em árvores para
aplicações convergecast utilizando um protocolo multicanal, levando em consideração as carac-
terísticas do canal em ambientes representativos para aplicações de smart grid. Os ambientes
considerados no estudo apresentam características de ambientes industriais, com obstruções e
efeitos de multipercurso. Em aplicações convergecast os nós finais transmitem informações que
convergem até um nó sorvedouro central. Para avaliar as estratégias de roteamento foi consi-
derado o algoritmo Received-Based Channel Assignment (RBCA), que foi proposto em [108] e
consiste em um mecanismo de alocação de canais em que canais são atribuídos aos receptores,
de modo que os transmissores trocam de canal antes das transmissões para se adaptar aos canais
dos receptores. O mecanismo associa a atribuição de múltiplos canais com TDMA, para evitar
colisões e aumentar a capacidade da rede. Uma limitação desse trabalho é que foram levados
em consideração valores de medições previamente realizadas para obter a perda de percurso
de acordo com o modelo de sombreamento log-normal. No entanto, não foram consideradas
as características não estacionárias do canal e nem os efeitos de atenuação por multipercurso.
Mesmo se medições forem realizadas no momento da implantação da rede para estimação da
qualidade dos enlaces entre todos os nós, a configuração da rede se tornará obsoleta com o
tempo devido às variações que ocorrem em longos períodos de tempo.
4.3 Estimação de Qualidade de Enlace para RSSF
Os estimadores de qualidade de enlace (Link Quality Estimators - LQE) para RSSF devem
levar em consideração as restrições de recurso dos nós sensores. Assim, algumas técnicas clás-
sicas aplicadas a redes cognitivas podem não ser aplicáveis em RSSFs [104]. Para uma RSSFI
o LQE precisa apresentar boa acurácia e boa estabilidade, para evitar que os protocolos reali-
zem muitas trocas de rota ou de canal, devido a variações pequenas e rápidas na qualidade dos
enlaces, o que causaria uma grande sobrecarga na rede. Por outro lado, os LQEs precisam iden-
tificar rapidamente mudanças abruptas e persistentes nas características do canal. Além disso,
a estimação precisa ser realizada sem causar grande sobrecarga nos nós e na rede.
Alguns LQEs são baseados em métricas de camada física (estimadores baseados em hard-
ware), como o LQI e o RSSI, e outros em métricas de camadas superiores (estimadores baseados
em software), como a taxa de entrega de pacote e o número de retransmissões [9].
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4.3.1 Estimadores de Qualidade de Enlace Baseados em Hardware
Os LQEs baseados em hardware não demandam muitos recursos computacionais dos nós
sensores, uma vez que as métricas são providas diretamente pelo transceptor. No entanto, utili-
zar diretamente as informações providas pelo transceptor pode não ser suficiente, de modo que
é necessário realizar algum processamento para extrair informações úteis das métricas.
Cada pacote recebido pelos rádios IEEE 802.15.4 possui um valor de RSSI e um valor
de LQI associados a ele. O RSSI também pode ser obtido independente da recepção de um
pacote e o seu valor é influenciado por qualquer dispositivo que gere interferência na faixa de
frequência do canal em uso pelo rádio. O LQI pode ser medido apenas durante a recepção de
um pacote, uma vez que o seu cálculo é baseado na análise do nível de distorção dos símbolos
iniciais dos pacotes recebidos. Estudos experimentais mostraram que o LQI apresenta grande
variância [9] [55], o que pode prejudicar a estimação da qualidade do canal. Esse problema
pode ser mitigado utilizando uma média de vários valores de LQI [109].
Como o LQI é calculado apenas para pacotes recebidos, o LQI pode superestimar a quali-
dade do canal, quando a rede está sujeita a grandes taxas de perda de pacote [7]. Por exemplo,
em um cenário em que existe uma fonte de ruído impulsivo no ambiente, vários pacotes podem
ser perdidos no ar, enquanto que alguns pacotes podem ser recebidos com alta qualidade, du-
rante momentos em que a fonte de interferência está inativa. Dessa forma, embora a taxa de
perda de pacote seja alta, os valores de LQI obtidos podem indicar um canal com boa qualidade.
Além disso, como a implementação do LQI varia de acordo com o fabricante [110], é di-
fícil desenvolver uma solução geral utilizado essa métrica. Por exemplo, em [9] e [55] o LQI
apresentou grande variância nos experimentos, utilizando o transceptor CC2420 da Texas Ins-
truments, e em [11] e [111] os valores de LQI variaram muito pouco, utilizando o transceptor
MR24J40 da Microchip, mesmo para cenários diferentes.
Valores individuais de RSSI ou a média de poucos valores de RSSI possuem baixa corre-
lação com a taxa de recepção de pacote em ambientes muito refletivos e com um alto nível
de atenuação em pequena escala [7, 9], devido às variações aleatórias na potência recebida ob-
servada nesses ambientes. Em cenários com fontes de interferência, também se faz necessário
obter valores de RSSI em momentos em que não há transmissão de pacotes pela RSSF, de modo
a identificar fontes externas que geram interferência no canal. Caso sejam obtidos apenas va-
lores de RSSI durante a recepção dos pacotes, a estimação usando RSSI pode superestimar a
qualidade do canal, assim como pode ocorrer com o uso de LQI.
A partir do uso de LQEs baseadas em hardware, considerando valores obtidos apenas do
lado do receptor, é possível apenas estimar a qualidade do canal sem fio, considerando um
dos sentidos do enlace. Para obter uma visão geral da qualidade do enlace, considerando os
dois sentidos, faz-se necessário obter dados também no transmissor, ou utilizar outros métodos
baseados em software, como é o caso dos estimadores descritos na Seção 4.3.2, bem como do
estimador de qualidade de enlace proposto nesta tese.
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Alguns trabalhos utilizaram RSSI ou LQI para estimar a qualidade do canal sem fio em
RSSF. Em [112] são propostas duas métricas para identificar a qualidade do canal baseado em
vacâncias do canal. Embora essa métrica possa identificar a influência de fontes de interfe-
rência nos canais, ela não é capaz de identificar problemas de sombreamento e atenuação por
multipercurso. Em [113] é proposto um algoritmo para identificar a presença de redes Wi-Fi,
redes Bluetooth e fornos micro-ondas, utilizando amostras de RSSI. A análise é baseada na pe-
riodicidade das fontes de interferência. Assim como no trabalho descrito em [112], o algoritmo
descrito em [113] também só considera problemas de interferência.
Em [114] é proposta uma métrica para estimar a qualidade do canal sem fio usando RSSI
e LQI. Essa métrica mostrou boa correlação com a taxa de perda de pacote, nos experimentos
realizados, e uma menor variância quando comparado com o uso de apenas RSSI ou LQI. Na
presença de fontes de interferência e problemas de multipercurso essa abordagem pode apre-
sentar resultados errôneos, uma vez que considera valores individuais de RSSI e LQI. Em [109]
foi estudada a correlação entre RSSI, LQI e a TRP. O RSSI apresentou baixa acurácia nos
experimentos descritos em [109]. Dessa forma, o trabalho focou apenas no uso de LQI. No
entanto, métricas baseadas em LQI podem superestimar a qualidade do canal. Além disso, a
implementação do LQI é dependente do fabricante.
Em [115] é proposto um classificador para identificar perturbações no canal sem fio, que
é capaz de identificar se um canal possui linha de visada direta ou não e se existem fontes de
interferência no ambiente. No entanto, a técnica proposta em [115] é capaz apenas de identifi-
car a existência das perturbações, mas não provê qualquer métrica que possa ser utilizada por
protocolos para otimizar o desempenho da rede de forma dinâmica. Além disso, a análise é
realizada no nível de modulação, por meio de um rádio definido por software, o que pode ser
impraticável utilizando rádios de prateleira para RSSF.
4.3.2 Estimadores de Qualidade de Enlace Baseados em Software
Os LQEs baseados em software usam informações obtidas a partir de camadas superiores,
como a Taxa de Recepção de Pacote (TRP) e o número requerido de transmissões de pacote
(Required Number of Packet Transmissions – RNP). O uso de métricas baseadas em TRP per-
mite uma boa estimação para enlaces que possuem qualidade muito alta ou muito baixa, mas
apresenta alguns problemas para enlaces intermediários. Em protocolos que usam retransmis-
são de pacotes, as métricas baseadas em TRP podem superestimar a qualidade do enlace, uma
vez que não consideram o número de tentativas de transmissão antes de uma recepção com su-
cesso. As métricas baseadas em RNP estimam a quantidade de transmissões até uma recepção
com sucesso no receptor. Os estimadores Expected Transmission Count (ETX) e Four-Bit (FB)
são exemplos de estimadores baseados em RNP.
O ETX [20] é um estimador baseado no receptor, que considera assimetria de enlace a partir
da estimação da TRP nos dois sentidos, de acordo com
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e(w) =
1
pb(w)× pf (w) , (4.1)
em que e(w) é o valor de ETX, pb(w) é a TRP do sentido inverso do enlace; ou seja, do receptor
para o transmissor (backward link), que é usado para transmissão de pacotes de reconhecimento
ou pacotes de controle. pf (w) é a TRP do sentido direto do enlace (forward link); ou seja, do
transmissor para o receptor, que é usado para transmissão de pacotes de dados. pb(w) e pf (w)
são calculados utilizando um conjunto de w pacotes recebidos.
Pacotes de diagnóstico enviados em broadcast são utilizados para calcular pb e pf , o que
causa sobrecarga em todos os nós e gera tráfego extra na rede. A correlação entre ETX, RSSI e
LQI foi verificada em [116], para um ambiente de escritório indoor e para diferentes ambientes
outdoor, usando valores individuais de RSSI e LQI. Nos experimentos não foi encontrada ne-
nhuma correlação significante entre essas três métricas. Como discutido na Seção 4.3.1, valores
individuais de RSSI e LQI não são suficientes para estimar de forma adequada a qualidade do
enlace. As duas estratégias para estimação de qualidade de enlace (uma passiva e uma ativa)
implementadas no IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) foram ava-
liadas em [117]. A estratégia que usa estimação ativa é baseada em pacotes de diagnóstico e
ETX. Nos experimentos descritos em [117] o desempenho do estimador ativo foi melhor, mas
essa abordagem causa sobrecarga nos nós sensores e na rede.
O FB implementa um estimador híbrido ativo/passivo e executado no transmissor [21], que
usa quatro bits de informação. O primeiro bit é obtido a partir de uma métrica de camada física,
para identificar a qualidade do canal durante a recepção de um pacote. O segundo bit (ACK bit)
é obtido na camada de enlace, e considera os dois sentidos do enlace. Os outros dois bits são
obtidos na camada de rede, e são úteis para decisões de roteamento [9].
O bit ACK é determinado utilizando pacotes de dados e pacotes de diagnóstico enviados em
broadcast, que são combinados para calcular uma estimativa do ETX. O valor de ETX calculado
utilizando pacotes de broadcast (eb) é calculado de acordo com
eb =
1
pf (wb, α)
, (4.2)
em que pf (wb, α) é uma estimativa da TRP, utilizando um filtro do tipo média móvel exponen-
cialmente ponderada (Exponentially Weighted Moving Average – EWMA) com fator de ponde-
ração α, e utilizando uma janela de wb pacotes de diagnóstico.
O valor de ETX calculado utilizando pacotes de dados (ed) é computado de acordo com
ed =
wd
a
, (4.3)
em que a é o número de pacotes de reconhecimento recebidos para cada wd pacotes de dados
transmitidos. Se a é igual a zero, ed é igual ao número de transmissões após o último pacote
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de reconhecimento recebido. Os valores de eb e ed são combinados utilizando um filtro EWMA
para obter o i-ésimo valor da métrica FB, de acordo com [21]
FBi = α× FBi−1 + (1− α)× e. (4.4)
Para wb pacotes de diagnóstico recebidos, um novo valor de FB é calculado substituindo e
por eb na Equação 4.4. Para wd pacotes de dados transmitidos, um novo valor de FB é calculado
substituindo e por ed na Equação 4.4. Dessa forma, informações dos dois sentidos do enlace
são consideradas, usando tanto pacotes de diagnóstico transmitidos em broadcast como pacotes
de dados.
Em [118] é descrito um estudo de simulação para comparar cinco LQEs (incluindo ETX
e FB) aplicadas ao protocolo CTP, para ambientes relevantes para aplicações de smart-grid.
O CTP usa informações obtidas a partir dos LQEs para realizar roteamento adaptativo. Nos
experimentos descritos no artigo, o ETX e o FB apresentaram melhor desempenho, uma vez
que apenas estes estimadores consideram assimetria de enlace, entre os LQEs avaliados.
A maioria dos LQEs propostos na literatura não são suficientemente acurados porque eles
usam apenas uma única métrica (ex: RSSI ou TRP) para realizar a estimação, o que provê
apenas uma caracterização parcial do enlace [9]. Alguns LQEs que usam lógica Fuzzy para
combinar diferentes aspectos da qualidade do enlace foram propostos na literatura. Em [119] foi
proposto um LQE denominado Fuzzy logic based Link quality Indicator (FLI). O FLI usa a TRP,
o coeficiente de variância da TRP e uma métrica para avaliar a distribuição de erros na recepção
dos pacotes. As métricas são calculadas utilizando o número de pacotes de reconhecimento
recebidos e perdidos no transmissor. O FLI apresentou um desempenho melhor que o FB nos
experimentos descritos em [119]. No FLI a sobrecarga também é no transmissor, como é o caso
do FB.
O F-LQE [22] é um estimador baseado em lógica fuzzy e executado no receptor. Quatro
diferentes aspectos do enlace são utilizados para obter uma caracterização holística, são eles:
taxa de entrega de pacote suavizada (SPRR), estabilidade (SF), assimetria (ASL) e qualidade do
canal (SNR or LQI). O SPRR é a TRP filtrada utilizando um filtro EWMA. O SF é o coeficiente
de variação da TRP. Para calcular a assimetria do enlace a TRP calculada nos nós vizinhos é
utilizada. Os valores de TRP em cada nó são calculados por meio de pacotes de diagnóstico
transmitidos em broadcast, e os valores calculados são transmitidos para os vizinhos junto dos
pacotes de dados. Para calcular o valor da relação sinal-ruído (SNR) são utilizados dois valores
de RSSI: o primeiro é obtido a partir de um pacote recebido e o segundo é obtido logo após
a recepção do pacote e representa o ruído de fundo. A SNR é calculada subtraindo esses dois
valores.
Finalmente, as quatro métricas são combinadas utilizando lógica fuzzy para computar a qua-
lidade do enlace i de acordo com
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µ(i) = βmin(µSPRR(i), µSF (i), µASL(i), µSNR(i)) (4.5)
+(1− β)média(µSPRR(i), µSF (i), µASL(i), µSNR(i)),
em que µSPRR(i), µSF (i), µASL(i), e µSNR(i) são as funções de aderência de cada mé-
trica, que provêm um valor entre [0, 1], que indica o nível em que o enlace pode ser considerado
como tendo alta taxa de entrega de pacote, grande estabilidade, baixa assimetria e alta qualidade
de canal, respectivamente. Em [22], o valor β = 0, 6 foi utilizado. As funções de aderência são
definidas como
µSPRR =

0, se SPRR ≤ 0, 25;
1, se SPRR ≥ 0, 95;
4SPRR−1
3
, caso contrário.
(4.6)
µSF =
{
0, se SF ≥ 0, 7;
−10SF+7
7
, caso contrário.
(4.7)
µASL =

0, se ASL ≥ 0, 5;
1, se ASL ≤ 0, 01;
−100ASL+50
49
, caso contrário.
(4.8)
µSNR =

0, se SNR ≤ 1;
1, se SNR ≥ 8;
SNR−1
7
, caso contrário.
(4.9)
Para obter o valor final do F-LQE, o valor de µ(i) é normalizado para ficar entre 0 e 100 e su-
avizado utilizando um filtro EWMA. Nos experimentos descritos em [22], o F-LQE apresentou
melhor desempenho do que o ETX e o FB.
O Opt-FLQE [23] é uma modificação do F-LQE para melhorar a reatividade e reduzir a
complexidade computacional. Ele não usa o SF e para substituí-lo o Opt-FLQE usa uma mé-
trica calculada no transmissor, o RNP suavizado (SRNP). Os valores de SRNP calculados no
transmissor são transmitidos junto dos pacotes de dados para permitir que o receptor calcule a
métrica Opt-FLQE. No Opt-FLQE, a função de aderência do SRNP (µSRNP ) substitui o µSF na
Equação 4.5. A função de aderência do SRNP é definida de acordo com
µSRNP =

0, se SRNP ≥ 4;
1, se SRNP ≤ 1;
4−SRNP
3
, caso contrário.
(4.10)
O estudo de desempenho descrito em [23] mostrou que o Opt-FLQE é mais reativo que o
F-LQE, e se mostrou mais confiável para ambientes de smart-grid. Em [120] o Opt-FLQE foi
comparado com o ETX e o FB, aplicados ao algoritmo de roteamento RPL, para ambientes de
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smart-grid. Para essa avaliação a métrica ASL não foi considerada, para reduzir a complexidade
computacional, uma vez que as métricas SRNP e SPRR são suficientes para avaliar a assimetria
do enlace. Nas simulações descritas em [120] o Opt-FLQE apresentou melhor desempenho em
comparação com ETX e FB para todas as métricas avaliadas.
Em [24] é proposto o uso de FEC para realizar diagnóstico do canal sem fio para RSSF
em ambientes industriais. A solução proposta é denominada Lightweight Packet Error Discri-
minator (LPED), e usa apenas informações obtidas por meio de pacotes de dados recebidos,
sem o uso de pacotes de diagnóstico. Para identificar o tipo de perturbação no canal sem fio, a
distribuição de erros dentro dos pacotes corrompidos é analisada, uma vez que tipos diferentes
de perturbações provocam diferentes distribuições de erro dentro dos pacotes corrompidos.
Assim como na solução descrita em [115], o LPED é capaz de identificar problemas de
atenuação por multipercurso e interferência no canal sem fio, mas não provê qualquer métrica
para avaliar a qualidade do enlace em termos de algum indicador de desempenho da rede, como
TRP ou RNP. O uso de métodos que apenas identificam a presença de perturbações no canal
sem fio, usando informações de poucos pacotes recebidos, pode levar a rede a fazer mudanças
nas rotas ou canais devido a variações rápidas na qualidade dos canais, o que pode prejudicar
a estabilidade da rede. É importante diferenciar variações rápidas na qualidade do canal de
variações persistentes.
O uso de FEC pode ser útil também para recuperar alguns pacotes corrompidos, mas quando
bons canais ou rotas são utilizados (o que também é o objetivo do LPED), a SNR aumenta, e
o uso de FEC pode se tornar desvantajoso, devido à redundância acrescentada nos pacotes.
Usando a solução para estimação de qualidade de enlace proposta nesta tese, FEC também
pode ser usado como complemento, dependendo da aplicação, e a informação obtida a partir
do estimador de qualidade de enlace pode ser utilizada para decidir quando o uso de FEC é
vantajoso.
Embora o LPED tenha baixa complexidade computacional, o tempo de execução no pior
caso pode chegar a 30 ms, o que pode causar uma sobrecarga significativa nos nós responsáveis
por realizar os cálculos, principalmente se o número de enlaces sendo monitorados for grande.
Nos experimentos descritos em [24], pacotes com 30 bytes ou mais foram considerados. No
entanto, para algumas RSSFIs, como redes LLDN, os pacotes podem ser significativamente
menores (com apenas um ou dois bytes) [72]. Além disso, mesmo considerando que o tempo de
decodificação é significativamente maior que o tempo de codificação, como discutido em [88], o
uso de FEC pode causar sobrecarga significante nos nós finais, uma vez que ocorre um aumento
no tamanho dos pacotes transmitidos, o que causa um aumento no consumo de energia. Na
solução proposta nesta tese, nenhuma sobrecarga é imposta aos nós finais e o estimador pode
ser utilizado considerando pacotes de qualquer tamanho.
Pode ser difícil integrar os LQEs baseados em software descritos nesta seção com RSS-
FIs baseadas em TDMA, como é o caso dos padrões WirelessHART, ISA100.11a ou IEEE
802.15.4e, devido às restrições temporais dessas redes. Em alguns casos, pode ser difícil alo-
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car intervalos de tempo dedicados à estimação de qualidade de enlace ou à transmissão de
pacotes de diagnóstico. Além disso, o tempo necessário pra estimar a qualidade dos enlaces
pode ser muito maior que o tamanho dos intervalos de tempo da rede. Os intervalos de tempo
nas redes WirelessHART, ISA100.11a e nas redes TSCH possuem 10 ms de duração (em re-
des ISA100.11a intervalos de 12 ms também são usados) [17, 63]. O modo DSME do IEEE
802.15.4e é mais flexível e pode usar intervalos de tempo menores [17]. Em redes LLDN os
intervalos de tempo podem ter duração de aproximadamente 1 ms [72]. Assim, o uso de nós
dedicados, como proposto nesta tese, é uma possível solução para integrar a estimação de qua-
lidade de enlace em tempo real em RSSFI, mesmo para as redes que possuem restrições severas
de tempo.
É importante notar que o uso de nós dedicados ao monitoramento de qualidade de enlace não
foi considerado nos trabalho citados nesta seção. Também não foi considerado o uso de grandes
conjuntos de amostras de RSSI para identificar a influência do perfil de multipercurso do am-
biente na qualidade dos enlaces em uma RSSFI. Uma desvantagem da maioria das abordagens
descritas nesta seção é que elas geram tráfego extra na rede, devido aos pacotes de diagnós-
tico. Além disso, elas causam sobrecarga em todos os nós da rede para calcular as métricas,
incluindo os nós finais, que possuem restrições adicionais de recurso. O LPED não usa pacotes
de diagnóstico, mas gera tráfego extra devido ao uso de FEC e também causa sobrecarga nos
nós finais da rede.
Uma vantagem do LPED em comparação com as outras abordagens baseadas em software
discutidas nesta seção é que é possível identificar o tipo de perturbação (atenuação por mul-
tipercurso ou interferência), o que pode ajudar os protocolos a tomarem a melhor decisão em
cada caso. A desvantagem é que apenas uma direção do enlace é avaliada, o que pode não ser
suficiente para protocolos que utilizam reconhecimento de pacotes. O protocolos CSMA/CA do
Padrão IEEE 802.15.4, bem como os protocolos descritos em outros padrões para RSSFI con-
sideram o uso de reconhecimento por pacote, como nos padrões WirelessHART, ISA100.11a,
TSCH e DSME [17, 63].
A solução proposta nesta tese, descrita no Capítulo 6, é capaz de avaliar a qualidade do
enlace nos dois sentidos e de identificar problemas de interferência e multipercurso de forma
separada. Com o uso de nós dedicados, a sobrecarga imposta aos nós sensores é mínima,
o que permite a estimação de qualidade de enlace em tempo real mesmo para RSSFIs com
restrições severas de tempo, bem como para RSSFIs que usam reconhecimento por pacote. O
LQE proposto foi comparado com o Opt-FLQE [23] em um ambiente industrial. O Opt-FLQE
é o LQE mais recente entre os citados nesta seção, e é capaz de estimar a qualidade dos enlaces
nos dois sentidos. Além disso, ele foi desenvolvido para ser apropriado para aplicações de
smart-grid, em ambientes severos.
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4.4 Conclusões do Capítulo
Este capítulo discutiu o uso de múltiplos canais em protocolos para RSSF. Como os nós
sensores são capazes de utilizar diferentes canais, é possível explorar essa característica para
aumentar a capacidade da rede ou mitigar os problemas que afetam a qualidade dos canais.
Foram discutidas as arquiteturas utilizadas por protocolos multicanais e as características
de protocolos estáticos, dinâmicos e semidinâmicos. Os protocolos estáticos são mais simples,
mas menos flexíveis, uma vez que não são capazes de se adaptar a variações na qualidade dos
canais. Os protocolos dinâmicos permitem a utilização de múltiplos canais em simultâneo e
permitem lidar melhor com as variações na qualidade dos canais e com problemas de interfe-
rência. No entanto esses protocolos podem apresentar grande sobrecarga para sincronização
dos nós sensores e também pode ser necessário realizar o gerenciamento dinâmico da lista de
canais considerados para comunicação, de modo a manter uma boa qualidade de serviço. Os
protocolos semidinâmicos aparecem como um meio termo, em que os nós sensores utilizam
diferentes canais, mas as trocas de canal ocorrem com menos frequência.
Independente da abordagem utilizada, para que a RSSF permaneça operando com boa qua-
lidade de serviço no decorrer do tempo, deve-se utilizar uma abordagem de alocação dinâmica
de canais, em que os canais sendo utilizados pela RSSF são trocados caso passem a apresen-
tar um baixo nível de qualidade. O primeiro passo para realizar alocação dinâmica de canais
é realizar a estimação da qualidade dos enlaces. Neste capitulo também foram apresentados
alguns conceitos sobre estimação de qualidade de enlace e foram apresentados vários trabalhos
relacionados.
No próximo capítulo um novo modelo para simulação de protocolos multicanais, que consi-
dera as características do canal sem fio em ambientes industriais, é apresentado. Alguns estima-
dores de qualidade de enlace apresentados neste capítulo são avaliados por meio de um estudo
de simulação, usando o novo modelo proposto. No Capítulo 6 um novo estimador de qualidade
de enlace é proposto e validado por meio de estudos experimentais. Finalmente, no Capítulo 7
um novo protocolo multicanal adaptativo é proposto e avaliado.
CAPÍTULO 5
Modelo para Simulação de Protocolos
Multicanais em Redes de Sensores sem Fio
Industriais
Embora vários protocolos multicanais tenham sido propostos na literatura, existe uma difi-
culdade em avaliá-los e comparar as diferentes abordagens, devido à falta de um testbed comum
e a carência de simuladores que apresentem modelos acurados para simular ou emular caracte-
rísticas dos múltiplos canais simultaneamente. Muitos protocolos multicanais são implementa-
dos apenas em simuladores com suposições simplistas [100]. Para avaliar os reais benefícios de
protocolos multicanais deve-se levar em consideração um modelo realista de propagação e tam-
bém o atraso relativo à troca de canais [50]. Alguns artigos descreveram estudos de simulação
para RSSFI [23,67,121,122], mas nenhum deles considerou as características não estacionárias
do canal sem fio em um longo período de tempo e nem a descorrelação entre diferentes canais.
Em ambientes industriais, diferenças nas características dos canais podem ser observadas
devido ao perfil de multipercurso do ambiente, uma vez que os canais são descorrelacionados
em frequência e a influência do multipercurso é diferente em canais diferentes [14]. Além disso,
mudanças na topologia do ambiente (ex: a movimentação de uma grande estrutura metálica)
podem provocar mudanças nas características dos canais ao longo do tempo, o que pode causar
diferenças no valor médio da potência recebida, mesmo o transmissor e receptor permanecendo
estáticos. Dessa forma, o canal sem fio no ambiente industrial pode permanecer com as mesmas
características durante várias horas e após esse período uma mudança brusca nas características
do canal pode ocorrer [75].
O modelo de simulação proposto neste capítulo foi implementado e integrado ao simulador
Castalia [123], que é baseado no framework Omnet++ [124]. Castalia é um simulador baseado
em eventos discretos desenvolvido em C++. Seu módulo de rádio é baseado em rádios reais uti-
lizados em plataformas embarcadas para RSSF, incluíndo o suporte aos transceptores CC2420
e CC1000, e ao modelo de sombreamento log-normal. Castalia é um simulador específico para
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redes de sensores, diferente de outros simuladores de código aberto utilizados pela comunidade
acadêmica, como o Network Simulator 3 e o OPNET, ou outros frameworks do OMNeT++,
como o INET. O Castalia permite simular variações temporais na potência recebida utilizando
amostras pré-definidas, que simulam o comportamento de um canal sujeito à atenuação por
multipercurso. No entanto, por padrão o modelo implementado no simulador considera que o
canal é estacionário, ou seja, suas características permanecem as mesmas durante todo o tempo.
A implementação padrão do simulador também não considera a descorrelação entre diferentes
canais.
Um estudo de simulação foi realizado para avaliar alguns estimadores de qualidade de en-
lace (LQEs) descritos na literatura. A partir desse estudo foi possível verificar que entre os
LQEs avaliados, o Opt-FLQE apresenta o melhor desempenho para RSSFIs, uma vez que é
capaz de reagir mais rapidamente às mudanças bruscas que ocorrem na qualidade do enlace, em
comparação com os outros LQEs, e apresenta boa acurácia. No entanto, alguns problemas com
esse estimador foram identificados e discutidos. No Capítulo 6 o Opt-FLQE é comparado com
o LQE proposto nesta tese, por meio de estudos experimentais em um ambiente industrial. No
Capítulo 7 é descrito um estudo de simulação mais detalhado, considerando várias topologias
de rede e vários protocolos multicanais.
5.1 Modelo de Simulação para o Desvanecimento em Longos
Períodos de Tempo
Para modelar o canal sem fio por um longo período de tempo utilizou-se uma abordagem
baseada em uma cadeia de Markov de dois estados. Uma cadeia de Markov é um processo
estocástico de Markov que toma valores inteiros. Em geral, as variáveis aleatórias que definem
um processo estocástico não são independentes, podendo apresentar relações de dependência
bastante complexas. Os processos de Markov, por outro lado, apresentam uma forma simples
de dependência e são úteis para a modelagem de vários problemas encontrados na prática [125].
Um processo estocástico é denominado processo de Markov se satisfizer à propriedade de Mar-
kov. A propriedade de Markov diz que a probabilidade do estado do processo no instante k + 1
depende apenas do estado do processo no instante k. As cadeias de Markov podem se represen-
tadas graficamente por um diagrama de estados.
No modelo proposto neste capítulo, o efeito do desvanecimento no canal ao longo do tempo
pode ser modelado como uma cadeia de Markov de dois estados, como ilustrado na Figura 5.1.
Enquanto a cadeia de Markov permanece no estado P , as características do canal perma-
necem inalteradas. Os valores de potência recebida de um determinado enlace entre dois nós
podem ser gerados considerando um sinal sob desvanecimento Rice. A perda de percurso em
larga escala é modelada utilizando o modelo de sombreamento log-normal. A transição para
o estado T ocorre com probabilidade p. Quando isso ocorre, os parâmetros do modelo do ca-
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Figura 5.1 Diagrama de transição de estados de uma cadeia de Markov com dois estados.
nal são modificados e portanto uma mudança abrupta acontece na qualidade dos canais. Após
modificar os parâmetros dos modelos, a cadeia de Markov retorna para o estado P com proba-
bilidade igual a um.
É definido um tempo médio de mudança (Tc) para o modelo, em minutos, que é usado para
definir o valor de p. Na implementação do modelo, o intervalo de mudança de estado da cadeia
de Markov foi configurado para ser igual a um minuto, o que resulta em p = 1
Tc
. Com esse
parâmetro, é possível simular ambientes que permanecem inalterados por muito tempo, bem
como ambientes em que ocorrem mudanças mais frequentes na topologia. Os resultados de
simulação obtidos usando o modelo são compatíveis com resultados experimentais realizados
em ambientes industriais [8, 14, 76]. A distribuição de Rice foi utilizada para modelar a atenu-
ação por multipercurso, mas outras distribuições poderiam ser utilizadas, como a distribuição
Nakagami-m. Diferentes modelos para a atenuação podem ser integrados de forma simples ao
modelo de simulação.
O primeiro passo para redefinir os parâmetros do canal, quando a cadeia de Markov atinge
o estado T , é a definição do valor médio da potência de recepção PR(d)dBm, considerando uma
distância d entre transmissor e receptor, de acordo com
PR(d)dBm = PT − L(d), (5.1)
em que PT é a potência de transmissão, L(d) é a perda de percurso, calculada utilizando a
Equação 3.2. Considerando uma mesma distância entre transmissor e receptor, PR(d)dBm pode
apresentar uma variação aleatória, referente ao sombreamento log-normal (Xσ), o que pode
aumentar ou diminuir o valor médio de potência recebida.
Os valores instantâneos de potência recebida são obtidos somando o valor de PR(d)dBm com
o valor relativo à atenuação em pequena escala, que é obtido por meio da simulação de um canal
sujeito a desvanecimento Rice. Em [6] são descritos experimentos para determinar o fator de
Rice (K) para diferentes cenários em um ambiente industrial. Esses valores foram usados como
parâmetros para as simulações realizadas nesta tese. O fator K de Rice é definido de acordo
com a Equação 3.5.
Para gerar os valores relativos à atenuação em pequena escala, seguindo a distribuição de
Rice, foi utilizada uma biblioteca implementada em C++ denominada IT++ [126]. Essa bi-
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blioteca possui um conjunto de classes e funções que podem ser utilizadas em aplicações de
processamento de sinais e simulação de sistemas de comunicações, incluindo a implementa-
ção da distribuição de Rice para a simulação da transmissão de sinais sujeitos à atenuação por
multipercurso.
Para modelar as variações que podem ocorrer na severidade da atenuação em pequena es-
cala, é possível também configurar um valor de desvio padrão para o fator K (Kσ). Assim,
sempre que uma mudança nas características do canal ocorre, um novo valor de K é defi-
nido, usando uma distribuição normal com o valor médio de K e o desvio padrão Kσ como
parâmetros. Nos experimentos realizados nesta tese, descritos no Capítulo 3, bem como em ex-
perimentos descritos em outros trabalhos [8], foi observado que a severidade da atenuação por
multipercurso também pode mudar de forma abrupta, junto com modificações no valor médio
de potência recebida.
Como os diferentes canais são descorrelacionados em frequência, para simular protocolos
multicanais todos os canais disponíveis devem ser simulados de forma simultânea com parâ-
metros individuais por canal. Neste cenário, trocar o canal de comunicação pode melhorar a
qualidade de serviço da rede, quando o canal em uso apresenta baixa qualidade. Mais especifi-
camente, para cada enlace entre dois nós, é necessário armazenar 32 valores de PR(d, t)dBm eK,
que são os parâmetros para modelar o sombreamento e a atenuação em pequena escala para as
duas direções do enlace, nos 16 canais disponíveis para comunicação. Quando um novo pacote
é transmitido na rede, o valor de potência recebida é gerado considerando os parâmetros arma-
zenados para o enlace e canal usado na transmissão. Isso permite capturar as características dos
canais descorrelacionados e também a assimetria dos enlaces.
Os parâmetros do canal sem fio são definidos no script de simulação do simulador Castalia
de acordo com a Tabela 5.1
Tabela 5.1 Definição dos parâmetros do canal sem fio no script de simulação do Castalia.
SN.wirelessChannel.pathLossExponent = 1.69
SN.wirelessChannel.PLd0 = 80.48
SN.wirelessChannel.d0 = 15
SN.wirelessChannel.sigma = 6.62
SN.wirelessChannel.K = 12.3
SN.wirelessChannel.K_sigma = 5.4
SN.wirelessChannel.meanTimeChange = 85
SN.wirelessChannel.seed = 0
Os quatro primeiros parâmetros são usados para calcular a perda de percurso e o sombre-
amento, e os parâmetros K e Kσ são usados para calcular a atenuação em pequena escala. O
parâmetro meanTimeChange define o tempo médio em que uma mudança ocorre nas carac-
terísticas dos canais, em minutos. O parâmetro seed define a semente utilizada para gerar os
valores aleatórios de potência recebida durante a simulação. Se o valor de seed for igual a zero,
uma semente diferente é gerada para cada simulação realizada, caso contrário a mesma sequên-
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cia de valores é gerada para diferentes simulações. O uso de um valor fixo para o seed é útil
para comparar diferentes protocolos e algoritmos considerando as mesmas condições de canal.
Para realizar a integração do modelo proposto com o Castalia foram feitas modificações
na classe WirelessChannel. Após a integração, uma simulação foi realizada, considerando um
transmissor e um receptor. Os parâmetros utilizados nessa simulação são detalhados na Ta-
bela 5.2. O tempo médio de mudança adotado é consistente com valores experimentais descritos
em [8, 75, 89], em que o canal permanece estacionário por algumas horas, em alguns casos.
Para os parâmetros dos modelos de sombreamento log-normal e de Rice, foram utilizados
valores obtidos em experimentos realizados em um ambiente industrial, descritos em [6], con-
siderando um cenário sem visada direta entre transmissor e receptor. Foi utilizada uma potência
de transmissão de 0 dBm, uma vez que essa é a potência de transmissão dos rádios utilizados
nos experimentos descritos nesta tese. Para esse teste inicial, foi considerada uma taxa de trans-
missão de pacote de 0,2 pacotes/s, que é suficiente para algumas aplicações de monitoramento.
No entanto, o objetivo principal desse primeiro teste foi observar o comportamento do canal
sem fio nos múltiplos canais, a partir do uso do novo modelo proposto.
Tabela 5.2 Parâmetros usados na simulação.
Distância entre os nós 20 metros
Camada física e MAC IEEE 802.15.4 - CSMA/CA
Taxa de bits 250 kbit/s
Potência de transmissão 0 dBm
Taxa de transmissão de pacotes 0,2 pacotes/s
Tempo médio de mudança (Tc) 85 minutos
Expoente de perda de percurso (n) 1,69
Distância de referência (d0) 15 metros
Perda de percurso na distância de referência (L(d0)) 80,48 dB
Desvio padrão do sombreamento (Xσ) 8,13 dB
Fator de Rice (K) 12,3 dB
Desvio padrão do fator de Rice (Kσ) 5,4 dB
Na Figura 5.2 são mostradas as curvas de potência dos sinais captados no receptor (obtida a
partir dos pacotes recebidos) e no transmissor (obtida a partir dos pacotes de reconhecimento),
durante quatro horas de simulação. É possível observar uma mudança abrupta que ocorre nas
características do canal, bem como a assimetria entre as duas direções do enlace. Este compor-
tamento é realista em ambientes dinâmicos, que causa variações no decorrer do tempo, como é o
caso de muitos ambientes industriais. Os resultados obtidos a partir do modelo de simulação são
consistentes com resultados obtidos a partir de experimentos em ambientes industriais realiza-
dos durante esta tese, e também resultados descritos em outros trabalhos que avaliaram o canal
sem fio por longos períodos de tempo em ambientes industriais [8, 75, 89], como demonstrado
no Capítulo 3.
Para construir o gráfico mostrado na Figura 5.2, foi realizada uma simulação utilizando o
Canal 11. Outras sete replicações da simulação foram realizadas, utilizando diferentes canais, e
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Figura 5.2 Assimetria no enlace e variações temporais nas potências de recepção nos dois sentidos do
enlace.
com o mesmo valor para o parâmetro seed. Na Figura 5.3 são mostrados os valores de potência
de recepção para os oito canais considerados. As primeiras 100 amostras obtidas para cada
replicação foram utilizadas para plotar o gráfico. Os valores foram filtrados com um filtro da
média, de modo a analisar melhor os efeitos do sombreamento e para permitir uma melhor
comparação com os resultados experimentais descritos no Capítulo 3. Os resultados mostrados
nas Figuras 5.2 e 5.3 são similares com os resultados experimentais mostrados nas Figuras 3.6
e 3.7 do Capítulo 3.
Figura 5.3 Potência recebida para diferentes canais.
5.2 Avaliação de Estimadores de Qualidade de Enlace
Nesta seção é descrito um estudo de simulação para avaliar alguns estimadores de qualidade
de enlace (Link Quality Estimators - LQE) que foram descritos no Capítulo 4: ETX [20], Four-
Bit [21], F-LQE [22] e Opt-FLQE [23]. Por meio da utilização do modelo de simulação descrito
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neste capítulo, é possível analisar a acurácia e a reatividade desses estimadores, considerando o
comportamento não estacionário do canal sem fio em ambientes industriais.
5.2.1 Parâmetros da Simulação
Dois nós foram utilizados, um transmissor e um receptor, com reconhecimento de pacote e
retransmissão (máximo de quatro tentativas de retransmissão por pacote). Os dois nós enviam
pacotes de diagnóstico (beacons) periodicamente. Os beacons são transmitidos em broadcast,
sem reconhecimento de pacote e sem retransmissão, e são utilizados por todos os estimadores.
Os parâmetros da simulação são detalhados na Tabela 5.3.
Tabela 5.3 Parâmetros usados na simulação.
Distância entre os nós 20 e 35 metros
Camada física e MAC IEEE 802.15.4 - CSMA/CA
Taxa de bits 250 kbit/s
Potência de transmissão 0 dBm
Tempo de simulação 5 horas
Taxa de transmissão de pacote 1 pacote/s
Taxa de transmissão de beacons 0.2 pacotes/s
Tempo médio de mudança (Tc) 85 minutos
Expoente de perda de percurso (n) 1,52
Distância de referência (d0) 15 metros
Perda de percurso na distância de referência (L(d0)) 72,71 dB
Desvio padrão do sombreamento (Xσ) 4,61 dB
Fator de Rice (K) 12,3 dB
Desvio padrão do fator de Rice (Kσ) 5,4 dB
Ruído de fundo -90 dBm
Os valores utilizados para o modelo de sombreamento log-normal, para a distribuição de
Rice e para o ruído de fundo foram obtidos a partir dos experimentos descritos em [6], em
ambientes industriais. A taxa de transmissão de pacote utilizada na simulação (1 pacote/s) é
suficiente para muitas aplicações de monitoramento, como monitoramento de temperatura ou
diagnóstico de falhas em motores [127]. A taxa de transmissão de beacons é menor, de modo a
causar menor sobrecarga na aplicação.
Como os dados sobre a operação de todos os nós em todos os instantes de tempo podem ser
obtidos a partir do trace gerado pelo simulador, é possível saber o número exato de transmissões
e de recepções em um dado período de tempo, o que é praticamente impossível considerando
apenas os dados disponíveis em um nó específico. Dessa forma, foi possível calcular a Taxa
de Recepção de Pacote (TRP) para as duas direções do enlace, considerando todos os pacotes
transmitidos na rede (pacotes de dados, pacotes retransmitidos, pacotes de reconhecimento e
beacons). Dessa forma, uma métrica denominada TRP Real (TRPR) foi utilizada como valor
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de referência para todas as métricas. a TRPR é calculada a partir da multiplicação da TRP nas
duas direções do enlace em um dado intervalo de tempo. O intervalo de tempo para o cálculo
de novos valores de TRP considerados neste estudo foi de 10 s.
5.2.2 Resultados
Todos os LQEs avaliados apresentaram boa acurácia para enlaces com qualidade muito
alta. Assim, os resultados mostrados nesta seção focam na avaliação dos LQEs para enlaces de
qualidade intermediária, e durante mudanças bruscas nas características do canal sem fio. Nos
gráficos, os valores de F-LQE e Opt-FLQE são plotados juntos, com o TRPR como referência.
As métricas ETX e Four-Bit são plotadas juntas, utilizando o valor de 1TRPR como referência.
Os resultados são mostrados para dois cenários: Cenário 1, com 20 metros de distância entre os
nós, e Cenário 2, com 35 metros de distância entre os nós.
Resultados para o Cenário 1
No Cenário 1, a distância era relativamente pequena, e a qualidade geral do enlace foi boa
durante a simulação. No entanto, algumas variações podem ocorrer, e os LQEs precisam es-
tar aptos a identificar rapidamente mudanças abruptas que ocorrem na qualidade do canal sem
fio. Os gráficos nas Figuras 5.4(a) (F-LQE e Opt-FLQE) e Fig. 5.4(b) (ETX e Four-Bit) mos-
tram a qualidade do enlace para um período de 42 minutos, em que uma mudança abrupta nas
características do canal ocorreu, e a TRPR caiu aproximadamente 15%, em média.
Todos LQEs identificaram a mudança brusca que ocorreu na qualidade do enlace. O Opt-
LQE e o Four-Bit reagiram após aproximadamente um minuto, enquanto que F-LQE e ETX co-
meçaram a reagir apenas após cerca de sete minutos. Os gráficos nas Figuras 5.4(c) e Fig. 5.4(d)
ajudam a entender este comportamento. Após 54 minutos, uma mudança abrupta nas caracte-
rísticas do canal ocorreu, mas apenas o up link (do transmissor para o receptor) apresentou uma
queda de qualidade. O F-LQE e o ETX são estimadores baseados no receptor, e usam bea-
cons para estimar a qualidade do enlace. Dessa forma, como a taxa de transmissão de beacons
é relativamente pequena (um beacon é transmitido a cada cinco segundos), e considerando a
baixa TRP do up link, esses LQEs apresentaram um grande atraso para identificar a mudança
na qualidade do enlace. Com uma taxa de transmissão de beacons maior é possível tornar o
F-LQE e o ETX mais reativos, mas isso causaria uma sobrecarga maior nos nós sensores.
O Four-Bit é um estimador executado no transmissor, dessa forma ele pode identificar ra-
pidamente uma queda na qualidade do up link, uma vez que ele utiliza pacotes de dados para
calcular o valor de ed, como descrito na Seção 4.3.2. O Opt-FLQE é executado no receptor, mas
usa uma métrica calculada no transmissor, a RNP suavizada (SRNP). Como os valores de SRNP
são transmitidos junto com os pacotes de dados, que são transmitidos com uma taxa cinco vezes
maior que os beacons, o receptor obtém mais rapidamente uma atualização do valor de SRNP,
e pode ajustar o valor da métrica.
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Figura 5.4 Gráficos na parte de cima - qualidade do enlace durante 42 minutos para o Cenário 1. Gráfi-
cos na parte de baixo - TRPR e potência recebida para as duas direções do enlace durante 42 minutos.
Figura 5.5 Gráficos na parte de cima - qualidade do enlace durante 34 minutos para o Cenário 1. Gráfi-
cos na parte de baixo - TRPR e potência recebida para as duas direções do enlace durante 34 minutos.
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A partir dos gráficos mostrados nas Figuras 5.5(a) e Fig. 5.5(b) pode-se ver a qualidade
do enlace em um período de 34 minutos, em que duas mudanças abruptas nas características
do canal ocorrem. A TRPR caiu cerca de 5% e depois aumentou cerca de 5%. Nesse caso,
todas as métricas notaram a mudança na qualidade do enlace de forma rápida. Isso pode ser
explicado pela análise dos gráficos das Figuras 5.5(c) e Fig. 5.5(d). Os dois sentidos do enlace
tiveram uma pequena queda de qualidade e após cerca de 20 minutos um pequeno aumento
na qualidade, mas o valor médio de TRP permaneceu maior que 95% durante todo o tempo,
para as duas direções, o que permitiu que os LQEs conseguissem notar rapidamente a pequena
mudança na qualidade do enlace.
Resultados para o Cenário 2
Neste cenário a distância foi maior e a qualidade geral do enlace foi menor do que no Ce-
nário 1. A partir dos gráficos das Figuras 5.6(a) e Figure 5.6(b) pode-se ver a qualidade do
enlace para um período de 32 minutos, em que uma mudança abrupta nas características do
canal ocorreu e a TRPR caiu aproximadamente 50%. Diferente dos resultados mostrados na
Figura 5.4, todas as métricas notaram a mudança na qualidade do enlace de forma rápida. Isso
ocorreu porque apenas a qualidade do down link caiu significativamente, o que permitiu que
tanto os estimadores que usam métricas calculadas no receptor quanto no transmissor conse-
guissem identificar rapidamente a queda na qualidade do enlace.
Figura 5.6 Gráficos na parte de cima - qualidade do enlace durante 32 minutos para o Cenário 2. Gráfi-
cos na parte de baixo - TRPR e potência recebida para as duas direções do enlace durante 32 minutos.
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A partir dos gráficos das Figuras 5.7(a) e Fig. 5.7(b) pode-se ver a qualidade do enlace
para um período de 35 minutos, em que uma mudança abrupta ocorreu nas características do
canal, e a TRPR caiu mais de 80%. Neste caso, o down link apresentou uma queda significativa
de qualidade, o que levou a TRPR para um valor próximo de 0, uma vez que os pacotes de
reconhecimento raramente foram entregues durante esse período, já que a potência de recepção
ficou próxima do ruído de fundo.
Figura 5.7 Gráficos na parte de cima - qualidade do enlace durante 35 minutos para o Cenário 2. Gráfi-
cos na parte de baixo - TRPR e potência recebida para as duas direções do enlace durante 35 minutos.
Tanto F-LQE quanto Opt-FLQE reagiram relativamente rápido, uma vez que o down link
apresentou uma maior queda de qualidade. No entanto, eles superestimaram a qualidade do
enlace. Isso ocorreu pois a métrica ASL, que captura a assimetria de enlace, não pôde ser
computada, uma vez que a maioria dos pacotes de beacon transmitidos pelo receptor foram
perdidos durante esse período. Por outro lado, altos valores de SPRR e SNR, calculados do
lado do receptor, tiveram uma maior influência nas estimativas. O Opt-FLQE apresentou um
valor menor que o F-LQE, devido ao uso dos valores de SRNP, que são obtidos no transmissor.
Neste cenário, o ETX apresentou boa acurácia, mas penas reagiu após cerca de 10 minutos,
uma vez que poucos pacotes beacon foram recebidos no transmissor, devido à qualidade muito
baixa do down link. O Four-Bit reagiu rápido, mas como o número máximo de tentativas de
retransmissão foi configurado em quatro, o valor de ed ficou limitado a cinco, e durante este pe-
ríodo o valor de eb, que usa os pacotes beacon, não pôde ser calculado devido à baixa qualidade
do down link.
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Em geral, todos os LQEs apresentaram boa acurácia em quase todos os cenários, mas Four-
Bit e Opt-FLQE apresentaram melhor reatividade às mudanças bruscas que ocorreram na qua-
lidade do canal. O ETX apresentou baixa estabilidade, o que pode prejudicar o processo de
decisão dos protocolos adaptativos que usam a informação provida pelo estimador. O F-LQE
e o Opt-FLQE também apresentaram baixa estabilidade, em alguns casos, devido a variações
rápidas na qualidade do canal. O Four-Bit apresentou a melhor estabilidade, mas com baixa
acurácia em alguns casos, como ilustrado na Figura 5.7.
5.3 Conclusões do Capítulo
Este capítulo apresentou um modelo de simulação realista para protocolos multicanais em
RSSFI. O modelo considera as variações temporais na qualidade do canal, e leva em conta suas
características não estacionárias. Além disso, o modelo considera as características distintas dos
diferentes canais e a assimetria de enlace. Utilizando o modelo é possível simular o compor-
tamento de protocolos multicanais e algoritmos de alocação dinâmica de canais. Os resultados
obtidos a partir dos testes mostraram que o modelo permitiu capturar a dinâmica do canal sem
fio em ambientes industriais, e apresentou resultados similares aos observados em experimentos
realizados em ambientes industriais, que foram descritos no Capítulo 3, bem como resultados
descritos em outros trabalhos [8, 75, 76, 89].
Foi realizado um estudo utilizando o modelo de simulação proposto para comparar quatro
LQEs apresentados na literatura e que foram descritos no Capítulo 4. A partir desse estudo,
foi possível identificar os estimadores que apresentam melhor acurácia e reatividade. Embora
alguns LQEs avaliados tenham apresentado boa acurácia e uma reatividade relativamente boa,
como o Four-Bit e o Opt-FLQE, alguns desafios ainda existem. A reatividade pode ser otimi-
zada, uma vez que o estimador mais reativo ainda demorou cerca de um minuto para reagir
em alguns cenários, o que pode prejudicar o desempenho de algumas aplicações. Além disso,
todos os LQEs utilizam estimação ativa, ou seja, por meio do uso de pacotes de diagnóstico,
e realizam algum processamento no transmissor, que é usualmente o nó final da RSSF e pos-
sui restrições adicionais de recurso. No Capítulo 6 um novo estimador de qualidade de enlace é
proposto e comparado com o Opt-FLQE por meio de experimentos em um ambiente industrial.
CAPÍTULO 6
Estimação de Qualidade de Enlace em
Tempo Real Utilizando Nós Dedicados
Mecanismos adaptativos, como alocação dinâmica de canal ou roteamento adaptativo, po-
dem ser utilizados para lidar com as variações na qualidade dos enlaces em uma RSSF. Em
ambos os mecanismos, o primeiro passo é estimar a qualidade dos enlaces, de modo que os
nós da rede possam decidir se uma troca de canal ou rota é necessária. Este capítulo descreve
um novo estimador de qualidade de enlace (Link Quality Estimator - LQE) para RSSFIs, e um
novo tipo de nó, denominado nó LQE, que realiza a estimação em tempo real da qualidade de
um conjunto de enlaces, utilizando o RSSI e informações obtidas a partir de pacotes de dados
recebidos. O LQE proposto é capaz de capturar os efeitos causados pelo perfil de multipercurso
do ambiente, a influência de fontes de interferência e a assimetria do enlace.
Foram realizados experimentos em um ambiente industrial utilizando rádios IEEE 802.15.4,
e modelos foram desenvolvidos para permitir o uso do RSSI na estimação de qualidade de
enlace. O LQE proposto neste capítulo foi validado e comparado com o Opt-FLQE a partir de
experimentos realizados em um ambiente industrial e os resultados mostraram que o estimador
proposto é mais acurado e mais reativo para o tipo de ambiente em estudo. Diferente de outros
LQEs propostos na literatura [20–24], o LQE proposto nesta tese não gera tráfego extra na rede
por meio do uso de pacotes de diagnóstico ou redundância nos pacotes de dados, nem realiza
qualquer processamento no lado do transmissor. Essa abordagem permite realizar a estimação
em tempo real utilizando o nó LQE, que pode processar vários valores de RSSI e informações
extraídas de pacotes de dados recebidos, enquanto os outros nós da RSSF continuam operando
normalmente, o que resulta em uma baixa sobrecarga.
6.1 O Nó LQE
Além dos nós finais, roteadores e nós sorvedouro, esta tese propõe um novo tipo de nó,
denominado nó LQE. Os nós finais são responsáveis por adquirir dados a partir de sensores,
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realizar processamento local e transmitir as informações até um nó sorvedouro. As transmissões
podem ocorrer diretamente, ou indiretamente utilizando roteadores intermediários. Em alguns
casos os nós finais podem também realizar alguma ação utilizando atuadores. Em algumas
redes, alguns nós podem fazer o papel tanto de nó final como de roteador intermediário para
outros nós finais da rede.
O nó LQE realiza a estimação em tempo real da qualidade dos enlaces da RSSF, por meio
de uma análise detalhada dos valores de RSSI, enquanto que os outros nós da rede permane-
cem operando normalmente. Valores brutos de RSSI ou LQI não são suficientes para estimar
a qualidade do canal sem fio, mas com uma análise mais detalhada de vários valores coleta-
dos é possível utilizar essas métricas para identificar os problemas que afetam a qualidade do
canal sem fio. Na solução proposta nesta tese, o RSSI é utilizado para estimar a qualidade do
canal, com relação à influência do perfil de multipercurso do ambiente e à influência de fontes
de interferência. Além disso, o número de pacotes duplicados é usado para estimar a quali-
dade do enlace no sentido inverso, de modo que problemas de assimetria também podem ser
identificados.
O nó LQE pode ser associado aos nós que recebem pacotes de dados na rede, ou seja,
roteadores e nós sorvedouro. No entanto, quando reconhecimento e retransmissão de pacotes
são utilizados, os nós finais precisam receber os pacotes de reconhecimento (pacotes ACK).
Além disso, pacotes de controle podem também ser transmitidos para os nós finais. Nestes
casos, a qualidade do enlace nas duas direções deve ser garantida e o nó LQE precisa ser capaz
de estimar a qualidade dos enlaces considerando os dois sentidos.
Em redes com topologia em estrela, apenas um nó LQE é suficiente para ser integrado ao nó
sorvedouro. Idealmente o nó LQE precisa ser posicionado na mesma placa de circuito impresso
do nó ao qual está associado, com os transceptores e antenas dos dois nós posicionados o mais
perto possível um do outro. Assim, problemas que podem aparecer devido à variação espacial
na qualidade do canal podem ser mitigados, uma vez que o perfil de multipercurso e a influência
de fontes de interferência variam dependendo do local. Nos experimentos descritos em [97] foi
observado um comprimento de coerência de 5,5 cm entre transceptores IEEE 802.15.4. Duas
antenas separadas por uma distância maior que esta podem ser consideradas completamente
descorrelacionadas.
Na Figura 6.1 é ilustrada uma possível topologia de rede que pode ser utilizada para im-
plementar uma RSSFI, baseada na arquitetura proposta. Nesta topologia, os nós finais são
organizados em sub-redes e cada sub-rede pode utilizar diferentes canais [50]. Os nós finais
transmitem pacotes para um nó intermediário (chamado na figura de nó CH), que encaminha
os pacotes para o nó sorvedouro. Alguns padrões projetados para RSSF consideram o uso de
topologias em estrela e em árvore, como o Padrão IEEE 802.15.4e [17], que possui como foco
aplicações industriais.
A solução proposta também pode ser utilizada para implementar redes que usam rotas redun-
dantes, como definido nos padrões WirelessHART e ISA100.11a. Neste caso, um determinado
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Figura 6.1 Uma topologia em árvore de três camadas para uma RSSFI, utilizando nós LQE.
nó final pode se conectar simultaneamente com múltiplos nós CH e a qualidade de cada en-
lace pode ser monitorada também de forma simultânea pelos nós LQE integrados aos nós CH.
O nó LQE também pode ser usado para ajudar no processo de ressincronização da rede após
uma troca de canal. No Capítulo 7, é descrito um protocolo multicanal adaptativo, que utiliza a
arquitetura proposta.
A adição dos nós LQE provoca apenas um pequeno aumento no custo, uma vez que eles são
associados apenas a alguns nós da rede. Por exemplo, em redes pequenas que usam topologia
em estrela, é necessário utilizar apenas um nó LQE associado ao nó sorvedouro. No Capítulo 7
uma rede com 53 nós utilizando a arquitetura proposta foi avaliada, e apenas 5 nós da rede foram
associados a um nó LQE (menos de 10% dos nós da rede). Existem transceptores IEEE 802.15.4
que custam menos que US$ 10 (se forem adquiridos em larga escala o custo se torna ainda
menor). Os nós LQE são compostos por um microcontrolador de baixo custo e um transceptor.
Além disso, como as RSSFIs podem ser implantadas de forma planejada, os nós LQE, CH e
sorvedouros podem ser instalados em locais com fonte de alimentação disponível, o que nem
sempre é possível para os nós finais, que são instalados ao longo da fábrica para monitorar ou
controlar equipamentos, pessoas ou processos.
6.1.1 Projeto e Implementação do Nó LQE
Na Figura 6.2 é ilustrado um diagrama de blocos do nó LQE associado a um nó da RSSF,
e uma imagem do protótipo desenvolvido para realizar os experimentos. Este sistema embar-
cado é composto por dois microcontroladores e dois transceptores IEEE 802.15.4, que operam
na faixa de 2,4 GHz. Cada microcontrolador é conectado a um transceptor por meio de um
barramento Serial Peripheral Interface (SPI), e a uma porta serial, utilizada para enviar dados
para um computador. Os dois microcontroladores são conectados por meio de um barramento
de 10 bits, que pode ser usado para troca de dados entre o nó LQE e o nó da RSSF que está
associado a ele (ex: um nó CH ou sorvedouro). O barramento de 10 bits é composto por um
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bit de interrupção e nove bits para transferência de dados. Nos experimentos descritos neste
capítulo, apenas esses 10 bits foram utilizados, mas é possível estender o barramento em mais
sete bits, utilizando o barramento de extensão disponível, caso necessário. Foram utilizados
transceptores MRF24J40MA e microcontroladores PIC18LF4620 para implementar o protó-
tipo. O MRF24J40MA possui uma antena Printed Circuit Board (PCB) com ganho de 2,09 dBi
e potência de transmissão de 0 dBm.
Figura 6.2 Diagrama de blocos do nó LQE e o protótipo desenvolvido para realizar os experimentos.
Um experimento foi realizado para verificar a correlação entre os valores de RSSI obtidos
em cada nó, para nove diferentes canais. Na Figura 6.3 são mostrados os valores de potência
de recepção em cada nó, calculada utilizando os valores de RSSI obtidos a partir de pacotes
recebidos. Os valores foram filtrados utilizando um filtro da média, considerando uma janela
de 20 amostras, para permitir uma melhor análise do sombreamento em cada canal. Os nós
receberam pacotes em cada canal durante aproximadamente três minutos, com uma taxa de 1
pacote/s. Como o objetivo do experimento foi analisar a correlação entre os sinais recebidos nos
dois transceptores, a taxa usada não é relacionada a qualquer aplicação específica, mas existem
aplicações que utilizam taxas similares. Por exemplo, no sistema descrito em [46], taxas iguais
a 0,3 e 1,56 pacotes por segundo foram consideradas.
Neste experimento o transmissor foi posicionado a cerca de 23 metros do nó LQE, sem li-
nha de visada direta. Os nós foram configurados remotamente para evitar modificar a posição
dos nós durante o experimento. É possível observar que o perfil de multipercurso do ambi-
ente afeta de forma diferente os canais, como discutido no Capítulo 3. Embora seja possível
notar certa correlação entre os sinais adquiridos em cada transceptor, a correlação geral foi de
aproximadamente 47% (correlação de Pearson). As antenas são separadas por uma distância de
aproximadamente 2 cm. Essa correlação é compatível com os resultados descritos em [97] para
essa distância. A diferença mais significativa foi observada quando os nós estavam configura-
dos para utilizar o Canal 21. Durante essa replicação, uma troca de equipe ocorreu na fábrica, o
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Figura 6.3 Potência recebida no nó da RSSF e no nó LQE.
que causou uma grande movimentação de pessoas ao redor dos nós. Isso pode ter gerado uma
diferença significativa no conjunto de raios recebidos por cada antena.
Devido a essa correlação relativamente pequena, o estimador proposto utiliza valores de
RSSI obtidos a partir do nó da RSSF para realizar a estimação da qualidade do canal, com
relação ao efeito do multipercurso. No entanto, todo processamento é realizado no nó LQE.
Para cada pacote recebido, o nó da RSSF associado ao nó LQE transfere o valor de RSSI do
pacote recebido utilizando o barramento de 10 bits que conecta os dois microcontroladores.
Além do valor de RSSI, um bit também é passado ao nó LQE para indicar se o pacote recebido
é duplicado; ou seja, se possui o mesmo identificador do último pacote recebido anteriormente.
Essa informação é utilizada para estimar a qualidade do sentido inverso do enlace. Este pro-
cedimento é realizado utilizando poucas instruções. No protótipo, um clock de 32 MHz (fonte
de clock de 8 MHz e 4X Phase Lock Loop) foi utilizado. No PIC18LF4620 cada instrução é
executada em quatro ciclos de clock, de modo que o tempo gasto para verificar se o pacote é
duplicado e repassar as informações para o nó LQE é menor que 4 µs (32 ciclos de instrução),
o que causa uma pequena sobrecarga no nó da RSSF. Na próxima seção o estimador proposto é
descrito e são fornecidos mais detalhes sobre a sua implementação no protótipo.
6.2 O Estimador de Qualidade de Enlace
Esta seção descreve experimentos realizados em ambientes industriais reais. Os dados ob-
tidos a partir dos experimentos foram utilizados para desenvolver modelos que são utilizados
para implementar o estimador. O LQE proposto é executado do lado do receptor, e combina
três métricas: Pf , Ca, e Pb. A métrica Pf é baseada na análise de valores de RSSI obtidos
de pacotes de dados recebidos e é capaz de capturar problemas de sombreamento e atenuação
por multipercurso na qualidade do canal. Essa métrica possui alta correlação com a taxa de
recepção de pacote no receptor (denominada daqui em diante de TRP direta). A métrica Ca é
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baseada na análise de valores de RSSI obtidos em períodos sem recepção de pacotes e captura
a influência de fontes de interferência externas na qualidade do canal. A métrica Pb é baseada
no número de pacotes duplicados recebidos, e possui alta correlação com a taxa de entrega de
pacote no transmissor (denominada daqui em diante de TRP inversa). Usando estas três mé-
tricas é possível obter uma caracterização geral do enlace, que considera diferentes fatores que
influenciam em sua qualidade.
Foram utilizados transceptores compatíveis com o Padrão IEEE 802.15.4 para realizar os
experimentos, que implementam o mecanismo CSMA/CA na camada de acesso ao meio. No
entanto, os modelos desenvolvidos são independentes do protocolo CSMA/CA, uma vez que
usam informações de camada física (RSSI) e informações sobre pacotes duplicados, que tam-
bém são independentes do protocolo de acesso ao meio. Portanto, os modelos podem ser utiliza-
dos considerando transceptores que implementam outros protocolos de acesso ao meio, como
nos padrões WirelessHART, ISA100.11a e IEEE 802.15.4e, que também utilizam a camada
física definida pelo Padrão IEEE 802.15.4.
6.2.1 Estimação da Qualidade do Sentido Direto do Enlace
Foram realizados experimentos em um ambiente industrial para obter amostras de RSSI,
LQI e TRP, para diferentes canais e dois cenários diferentes. Dois nós foram utilizados, um
como transmissor e um como receptor. Cinco replicações foram realizadas para cada cenário e
para cada canal considerado. Em cada replicação, o transmissor foi configurado para transmitir
1.000 pacotes em broadcast (sem reconhecimento de pacote e sem retransmissão) com uma
taxa de 10 pacotes/s. Cada pacote possuía 70 bytes de carga útil, incluíndo um identificador.
O receptor foi configurado para obter o RSSI, o LQI e o identificador de cada pacote recebido.
As informações obtidas foram transmitidas para um computador por meio de uma porta serial.
Antes de cada replicação, os nós foram configurados remotamente utilizando um terceiro nó,
de modo a evitar mudanças nas posições do transmissor e do receptor.
Nenhuma aplicação específica foi considerada neste experimento. No entanto, existem apli-
cações que utilizam taxas de transmissão semelhantes. Por exemplo, no sistema descrito em [3]
os pacotes carregam 72 bytes de carga útil e os nós sensores transmitem a uma taxa de 20 paco-
tes/s, durante os períodos de transmissão. Para o sistema descrito em [39], pacotes com 96 bytes
de carga útil são transmitidos a uma taxa de 4 pacotes/s.
Os nós utilizados neste experimento são compostos por um microcontrolador PIC18LF4620
e um transceptor IEEE 802.15.4, o MRF24J40, com potência de transmissão de 0 dBm, e uma
antena omnidirecional com um ganho de 3 dBi.
No primeiro cenário, os nós foram colocados a uma distância de cerca de 13 m, com linha
de visada direta, e havia poucos objetos metálicos perto dos nós. Na Figura 6.4 é possível ver
o transmissor e o local onde o receptor foi posicionado no primeiro cenário. Foram realizados
experimentos para os canais 11, 13, 15, 19 e 21. No segundo cenário, os nós foram colocados a
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uma distância de cerca de 30 m, sem linha de visada direta. Nesse cenário, havia vários objetos
metálicos perto dos nós. Na Figura 6.5 é possível ver o transmissor no segundo cenário. O
receptor foi posicionado no mesmo local do primeiro cenário e foram realizados experimentos
para os canais 11, 15, 19 e 21.
Figura 6.4 Ambiente onde os experimentos foram realizados para o Cenário 1.
Figura 6.5 Ambiente onde os experimentos foram realizados para o Cenário 2.
Para analisar as características do canal, duas métricas foram obtidas a partir das amostras
de RSSI e LQI. A primeira métrica, denominada Ravg, é o valor médio normalizado do RSSI
ou do LQI, e a segunda métrica, denominada davg, representa a variação média do sinal em
relação ao valor médio. Antes de calcular Ravg, as amostras de RSSI e LQI foram filtradas
usando um filtro da mediana, para eliminar possíveis outliers. A métrica Ravg é obtida usando
a Equação 6.1 e a métrica davg é obtida usando a Equação 6.2.
Ravg =
∑
Vi∈MR Vi
|MR| , (6.1)
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davg =
∑
Vi∈MR |1− ViRavg |
|MR| , (6.2)
em que MR é o conjunto de valores de RSSI ou LQI obtidos em uma replicação, com os valores
já normalizados para ficar entre 0 e 1, e |MR| é o número de amostras no conjunto MR.
Como nenhuma fonte de interferência estava presente no ambiente durante este experi-
mento, as diferenças nos valores de TRP, Ravg e davg em cada replicação são apenas devidas
ao sombreamento e à atenuação por multipercurso. Assim, o modelo descrito nesta seção é
capaz de capturar a qualidade do canal, em relação aos efeitos causados no canal pelo perfil de
multipercurso do ambiente.
No Cenário 1 a TRP foi alta, uma vez que havia uma linha de visada direta entre transmissor
e receptor, com uma pequena distância entre eles. No entanto, houve diferença nos valores
obtidos com cada canal, e o Canal 15 apresentou a melhor qualidade, com 99,8% de TRP, em
média, enquanto que o Canal 13 apresentou a pior qualidade, com 96,8 % de TRP, em média.
No Cenário 2, a TRP foi menor, uma vez que não havia linha de visada direta entre transmissor
e receptor, e a distância era de cerca de 30 m. Além disso, havia vários objetos metálicos perto
do transmissor. Neste cenário, o Canal 15 também apresentou a melhor qualidade, com uma
TRP de cerca de 84,2%, em média. O Canal 19 apresentou a pior qualidade, com 66,6% de
TRP, em média.
Nas Figuras 6.6 e 6.7 são mostrados os resultados ao usar RSSI e LQI para calcular as mé-
tricas, respectivamente. Em todos os gráficos, a TRP é mostrada no eixo Y. Todos os valores são
apresentados em percentual. Na Figura 6.6(a) é mostrada a relação entre a métrica Ravg[RSSI]
e a TRP considerando os dois cenários juntos e na Figura 6.6(b) é mostrada a relação entre a
métrica davg[RSSI] e a TRP. Na Figura 6.7(a) é mostrada a relação entre a métrica Ravg[LQI]
e a TRP considerando os dois cenários juntos e na Figura 6.7(b) é mostrada a relação entre a
métrica davg[LQI] e a TRP.
Figura 6.6 (a) Relação entre Ravg e TRP, usando RSSI. (b) Relação entre davg e TRP, usando RSSI.
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Figura 6.7 (a)) Relação entre Ravg e TRP, usando LQI. (b) Relação entre davg e TRP, usando LQI.
Nos gráficos mostrados nas Figuras 6.6(a) e 6.7(a), os valores relativos ao Cenário 2 es-
tão concentrados à esquerda, uma vez que o valor máximo de Ravg[RSSI] para esse cenário
foi de 12,46% e o valor máximo de Ravg[LQI] foi de 42,6%. Nos gráficos mostrados nas
Figuras 6.6(b) e 6.7(b), os valores relativos ao Cenário 2 estão concentrados à direita, com
davg[RSSI] maior que 28%, e com maior dispersão, e com davg[LQI] maior que 2,9%.
A métrica davg[RSSI] apresentou uma maior correlação com a TRP no Cenário 1 e a mé-
trica Ravg[RSSI] teve melhor correlação no Cenário 2. Isto pode ser explicado devido à baixa
quantidade de objetos metálicos fixos perto dos nós no Cenário 1, o que diminui a quantidade
de raios invariantes no tempo, e assim a variação em pequena escala domina no Cenário 1. Por
outro lado, havia muitos objetos metálicos fixos perto do transmissor no Cenário 2, causando a
presença de muitos raios invariantes no tempo que influenciam o sombreamento.
Ao usar LQI, o davg[LQI] apresentou uma correlação maior que o Ravg[LQI]. Como discu-
tido no Capítulo 4, na Seção 4.3.1, a implementação do LQI é específica do fabricante [110], o
que torna difícil desenvolver uma solução geral usando esta métrica. Por exemplo, em [9] e [55]
o LQI apresentou grande variação nos experimentos, usando o transceptor CC2420, da Texas
Instruments, e em [11] e [111], os valores de LQI variaram muito pouco usando o transceptor
MRF24J40 da Microchip, mesmo em cenários muito diferentes. Nos experimentos descritos
nesta tese, foram utilizados transceptores MRF24J40. É possível ver a partir da Figura 6.7 que
os valores das métricas permaneceram dentro de um pequeno intervalo ao usar LQI, devido
à baixa variação dessa métrica em transceptores MRF24J40. Ao utilizar o RSSI foi possível
observar uma maior diferença entre os valores obtidos para os dois cenários diferentes. De-
vido a essas limitações do LQI, o RSSI foi escolhido para desenvolver o modelo para estimar a
qualidade do enlace no sentido direto.
Com base nos resultados, foram implementadas duas abordagens para estimar a qualidade
do sentido direto do enlace. A primeira é baseada em duas Redes Neurais Artificiais (RNA),
usando as métricas davg[RSSI] e Ravg[RSSI] como parâmetros. No restante deste capítulo,
davg[RSSI] será referido simplesmente como davg e Ravg[RSSI] como Ravg.
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Uma RNA consiste em uma rede de unidades de processamento (os neurônios) que são
conectadas por meio de sinapses. Cada sinapse possui um peso, e cada neurônio trabalha como
um combinador linear, que soma um conjunto de entradas ponderadas por pesos e provê uma
saída por meio de uma função de ativação [128]. A função de ativação pode ser, por exemplo,
uma função de limiar (saídas são 0 ou 1) ou uma função sigmóide, que provê uma saída real
entre 0 e 1 ou entre -1 e 1. Os valores de entrada e saída da RNA devem ser normalizados para
ficarem entre 0 e 1 ou entre -1 e 1.
Uma RNA é capaz de aprender a partir do seu ambiente. Os pesos das ligações entre os
neurônios armazenam o conhecimento da RNA. Outra importante característica é a capacidade
de generalização; ou seja, prover respostas corretas para entradas que não foram utilizadas no
processo de treinamento [129]. Os tipos mais comuns de técnicas de aprendizado são o apren-
dizado não supervisionado, aprendizado supervisionado e aprendizado por reforço [128]. No
aprendizado supervisionado a RNA é submetida a um conjunto de entradas e às saídas deseja-
das para cada entrada. Após isso, outras entradas, diferentes daquelas utilizadas no processo de
treinamento, são utilizadas para realizar a validação da RNA.
Na primeira RNA implementada, existem dois neurônios na camada de entrada, que rece-
bem como entrada as métricas davg e Ravg, respectivamente, oito neurônios na camada oculta
e um neurônio na camada de saída, que gera o valor de Pf como saída. Na segunda RNA, há
apenas um neurônio na camada de entrada, que recebe a métrica Ravg como entrada. Foram
realizados testes variando o número de neurônios ocultos de um a dez neurônios, e o melhor
resultado foi obtido para oito neurônios. Essa topologia é simples e pode ser executada facil-
mente em um nó sensor. Como os valores processados pela RNA são reais, variando de 0 a 1,
uma função sigmóide foi usada como função de ativação.
Metade dos valores obtidos nos experimentos foi utilizada para treinar a RNA, e a outra
metade foi utilizada para validação. Valores obtidos a partir de um terceiro experimento (em
campo aberto, sem objetos metálicos e com linha de visada direta) também foram utilizados
para validação. O erro desejado para as RNAs foi definido como 0,0001. A primeira RNA
convergiu após 3.560 épocas, com um erro de 0,0001. A segunda RNA convergiu após 800.000
épocas, com um erro de 0,000116.
Como a métrica Ravg captura uma característica importante para cenários em que há muitos
raios invariantes no tempo, como no Cenário 2, para este tipo de cenário apenas essa métrica
foi usada. Para o Cenário 2, o uso da métrica davg causa um erro maior na estimativa em
comparação com o uso de apenas a métrica Ravg. Por outro lado, para o Cenário 1 o valor de
davg é muito importante, pois fornece informações sobre a atenuação em pequena escala. Nesse
cenário, o efeito do sombreamento não causou uma grande diferença na TRP.
Assim, para valores de Ravg superiores a 0,1, a primeira RNA é usada (com davg e Ravg
como parâmetros), e para valores de Ravg menores ou iguais a 0,1 a segunda RNA é usada (com
Ravg como parâmetro). De acordo com os resultados mostrados na Figura 6.6, este limiar é uma
boa aproximação para distinguir os dois tipos de cenários considerados nos experimentos.
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A segunda abordagem desenvolvida para estimar a qualidade da ligação direta do enlace
é baseada em um modelo polinomial, usando apenas Ravg como parâmetro. O melhor ajuste
para a curva foi obtido com um polinômio de grau seis, com um coeficiente de determinação
R2 = 0, 9464. Com o modelo polinomial a métrica Pf pode ser obtida usando
Pf = −3943, 5R6avg + 6506, 6R5avg − 4279R4avg (6.3)
+1430, 9R3avg − 256, 47R2avg + 23, 77Ravg + 0, 022.
Na Figura 6.8(a) é mostrada a TRP medida para todas as replicações realizadas nos três
cenários (Cenários 1 e 2 na indústria e Cenário 3 em um campo aberto) e os valores estimados
usando o modelo baseado em RNA, e usando o Modelo Polinomial (MP) de acordo com a
Equação 6.3.
Figura 6.8 (a) Validação dos valores obtidos a partir do modelo baseado em RNA e do modelo polino-
mial (MP). (b) Valores fornecidos pelos modelos para todos os valores possíveis de Ravg.
Na Tabela 6.1 são mostrados a correlação de Spearman, o p-value e o erro absoluto médio
para cada abordagem.
Tabela 6.1 Correlação entre Pf e a TRP para cada modelo.
Modelo baseado em RNA Modelo polinomial
Correlação 82,5% 88,1%
p-value 4, 97× 10−16 1, 5× 10−20
Valor absoluto médio 1,74 2,23
A partir do resultado, é possível observar que os modelos foram capazes de estimar a TRP
para todos os cenários considerados para validação, com boa precisão. No entanto, como o
conjunto de dados usado para treinar a RNA não cobre todas as faixas de valores de TRP e
Ravg, o modelo baseado em RNA não generalizou para valores de TRP inferiores a 50%. Por
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outro lado, o modelo polinomial é capaz de fornecer resposta para todos os valores de Ravg e
TRP, como pode ser visto na Figura 6.8(b). Além disso, o modelo polinomial forneceu uma
maior correlação com o valor de TRP medido e é menos complexo computacionalmente do que
o modelo baseado em RNA. Portanto, o modelo polinomial foi utilizado para implementar o
estimador proposto.
O ruído de fundo pode variar para diferentes nós na rede e ao longo do tempo [130]. Assim,
para obter uma melhor precisão, pode ser necessário usar o valor da relação sinal-ruído em vez
do RSSI diretamente. No entanto, nos experimentos realizados o ruído de fundo permaneceu
abaixo do limiar de sensibilidade do transceptor para todos os canais durante quase 100% do
tempo. Por exemplo, durante os experimentos descritos na Seção 6.2.2, para identificar proble-
mas de interferência, mais de 97% dos valores de RSSI adquiridos no Canal 26 foram iguais a
zero, e para os outros canais o RSSI também permaneceu a maior parte do tempo igual a zero,
exceto no caso de picos devido a fontes de interferência externa. O Canal 26 é o único canal do
Padrão IEEE 802.15.4 que está livre de interferência de redes IEEE 802.11 [130].
Em outros ambientes, pode ser necessário subtrair o valor de RSSI relacionado ao ruído
de fundo dos valores de RSSI dos pacotes, antes de computar as métricas, a fim de obter uma
melhor precisão. Usando o nó LQE, os valores de RSSI são adquiridos continuamente para
identificar problemas de interferência, então também é possível medir o nível de ruído de fundo
em tempo real usando as amostras de RSSI adquiridas no nó LQE, sem causar sobrecarga no
nó da RSSF.
Os valores de RSSI associados aos pacotes são medidos durante a recepção dos primeiros
oito símbolos do pacote. Assim, o RSSI medido é independente do tamanho do pacote. Para
pacotes maiores, a probabilidade de recepção pode ser menor em alguns casos. No entanto, a
distribuição de erro de bits é uniforme para pacotes corrompidos devido a problemas de atenu-
ação por multipercurso, como observado nos experimentos descritos em [88]. Por outro lado,
para pacotes corrompidos por interferência de redes Wi-Fi, quanto mais distante um bit está do
início do pacote, maior a probabilidade de que ele será corrompido [88].
Assim, somente em cenários com interferência externa o tamanho do pacote pode causar
um impacto significativo na estimativa. No entanto, como a métrica Pf é usada apenas para
estimar a qualidade do canal com relação aos problemas de sombreamento e atenuação por
multipercurso, o tamanho do pacote pode não influenciar significativamente a estimativa. Além
disso, pacotes com 70 bytes de carga útil foram considerados nos experimentos, que é grande o
suficiente para muitas aplicações. Em cenários com interferência externa, se apenas a métrica
Pf for utilizada a qualidade do enlace pode ser superestimada, mas na abordagem proposta nesta
tese a influência de fontes de interferência também é considerada, por meio de outra métrica,
chamada Ca (descrita na Seção 6.2.2). Assim, é possível estimar com precisão a qualidade do
enlace tanto em cenários com interferência quanto sem interferência.
O modelo descrito nesta seção é capaz de capturar a qualidade do canal no lado do receptor,
com relação aos efeitos causados pelo perfil de multipercurso do ambiente. Como discutido
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no Capítulo 3, mudanças bruscas podem ocorrer nas características dos canais ao longo do
tempo. Assim, um canal pode apresentar boa qualidade por vários minutos ou horas, e começar
a apresentar baixa qualidade, devido a alguma alteração significativa no perfil de multipercurso
do ambiente. O modelo descrito é capaz de identificar essas mudanças na qualidade do canal.
O uso de um nó dedicado é importante nesta abordagem, uma vez que muitos valores de
RSSI precisam ser adquiridos e processados para calcular as métricas com precisão e em tempo
real. Além disso, é necessário monitorar múltiplos enlaces simultaneamente. Usando um nó
dedicado, a execução do estimador pode ser feita sem causar sobrecarga na RSSF.
Avaliação para Diferentes Taxas de Transmissão de Pacote
Os resultados mostrados na Seção 6.2.1 consideraram os valores de RSSI obtidos a partir
de todos os pacotes recebidos durante um período de 100 segundos. Durante este intervalo
de tempo, 1.000 pacotes foram transmitidos com uma taxa de 10 pacotes/s. No entanto, em
algumas aplicações, a Taxa de Transmissão de Pacote (TTP) pode ser inferior a 10 pacotes/s.
Para investigar a acurácia do estimador para outros valores de TTP, foi realizada uma avaliação
considerando uma TTP igual a 10, 5, 1, 0,5 e 0,2 pacotes/s, e considerando um intervalo de
tempo de aquisição menor. Nas análises feitas nesta seção, a TRP medida foi obtida calculando
um novo valor para cada 200 pacotes recebidos. Para obter o valor de Pf considerando valores
de TTP menores que 10 pacotes/s, os valores de RSSI foram descartados da amostra original de
maneira uniforme. Assim, para cada estimativa foi utilizado um conjunto de 200, 100, 20, 10 e
4 valores de RSSI, para TTPs iguais a 10, 5, 1, 0,5 e 0,2 pacotes/s, respectivamente.
Na Figura 6.9 são mostradas as curvas da TRP medida e da estimada para cada TTP con-
siderada. Por meio de uma análise visual da Figura 6.9 é possível observar um aumento na
diferença entre a TRP medida e a estimada para os valores mais baixos de TTP (0,2 e 0,5 pa-
cotes/s), conforme esperado. No entanto, as diferenças são menos evidentes para TTPs iguais a
1 pacote/s, 5 pacotes/s e 10 pacotes/s.
Na Tabela 6.2 são mostrados a correlação de Spearman e o p-value, para cada TTP, consi-
derando os dois cenários no ambiente industrial. Neste caso, para todos os valores de TTP a
correlação foi alta e a correlação para 5 pacotes/s e 10 pacotes/s foi a mesma. A Tabela 6.3
contém os valores de correlação considerando apenas o Cenário 2, no qual uma maior variação
na TRP é observada. Neste caso, a correlação para 0,2 pacotes/s foi baixa, e maiores diferenças
foram observadas para os diferentes valores de TTP.
Mesmo com valores mais baixos de TTP é possível estimar a qualidade do enlace no sentido
direto. Para valores de TTP superiores a 0,5 pacotes/s, a correlação entre a TRP medida e a esti-
mada foi alta para o intervalo de aquisição utilizado, mesmo considerando apenas o Cenário 2.
No entanto, se a TTP é muito baixa, é necessário utilizar um intervalo de aquisição maior, uma
vez que não é possível estimar adequadamente a qualidade do canal usando apenas algumas
amostras de RSSI, conforme discutido na Seção 4.3.1 do Capítulo 4. Por exemplo, conside-
rando uma TTP igual a 0,2 pacotes/s, é necessário adquirir valores durante alguns minutos para
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Figura 6.9 Valores obtidos a partir do modelo polinomial para diferentes taxas de transmissão de pacote.
Tabela 6.2 Correlação entre Pf e TRP para cada TTP, usando o modelo polinomial, considerando todos
os cenários.
Correlação p-value
0,2 pacotes/s 80,4% 5, 55× 10−40
0,5 pacotes/s 82,4% 1, 5× 10−43
1 pacote/s 84,0% 9, 93× 10−47
5 pacotes/s 84,7% 2, 37× 10−48
10 pacotes/s 84,7% 3, 45× 10−48
Tabela 6.3 Correlação entre Pf e TRP para cada TTP, usando o modelo polinomial, considerando apenas
o Cenário 2.
Correlação p-value
0,2 pacotes/s 56,6% 6, 01× 10−7
0,5 pacotes/s 70,2% 3, 60× 10−11
1 pacote/s 77,4% 1, 5× 10−14
5 pacotes/s 81,7% 3, 39× 10−17
10 pacotes/s 82,5% 9, 99× 10−18
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obter uma boa precisão. No entanto, para muitas RSSFIs, tais como as descritas em [3], [39],
e [46], que utilizam TTPs maiores que 1 pacote/s, intervalos de aquisição menores podem ser
utilizados.
Em ambientes menos dinâmicos, como nos experimentos descritos em [75], a aquisição de
valores durante alguns minutos é aceitável, uma vez que o canal permanece estacionário por
um período de tempo longo (até 7 horas no experimento descrito em [75]), em que a potência
média de recepção permanece constante. Outra alternativa é transmitir alguns pacotes vazios
durante tempos de ausência de operação dos nós sensores, o que permite melhorar o processo
de estimação, mas consome mais recursos. A análise dessa relação de compromisso é específica
da aplicação.
A métrica Pf é usada apenas para estimar a qualidade do canal com relação aos problemas de
sombreamento e atenuação por multipercurso. Na abordagem proposta nesta tese, a influência
da interferência é avaliada por meio de outra métrica (explicada na Seção 6.2.2). Assim, mesmo
para RSSFs que usam uma baixa TTP, os problemas de interferência podem ser identificados
rapidamente usando o nó LQE e a métrica descrita na Seção 6.2.2. Na Seção 6.3 foi utilizada
uma TTP igual a 1 pacote/s para validar o LQE proposto e o nó LQE, usando o modelo descrito
nesta seção, e os modelos descritos nas seções 6.2.2 e 6.2.3.
6.2.2 Estimação da Influência de Fontes de Interferência
Alguns dispositivos podem causar interferência na banda de 2,4 GHz, como fornos micro-
ondas, mas esses dispositivos não estão normalmente presentes na indústria [80]. A maioria dos
dispositivos industriais, tais como motores elétricos e inversores de frequência, não causam in-
terferência na banda de 2,4 GHz [27]. Por outro lado, redes Wi-Fi podem causar interferências
muito destrutivas em RSSFs [3].
Apesar de as redes Wi-Fi causarem grande interferência em RSSFs, é possível obter uma
boa qualidade de serviço, dependendo dos requisitos da aplicação e do tráfego das redes Wi-Fi
presentes no ambiente. Por exemplo, nos experimentos descritos em [131] o canal permaneceu
livre durante cerca de 60% do tempo em períodos com tráfego Wi-Fi ativo. Além disso, o
tráfego Wi-Fi é geralmente baseado em rajadas e deixa espaços que podem ser usados pelos nós
da RSSF para se comunicar. No entanto, canais livres de interferência devem ser priorizados
pela RSSF e os estimadores de qualidade de enlace devem ser capazes de identificar a presença
de fontes de interferência. Além disso, é importante saber o nível de interferência causada nos
canais, de modo a escolher o melhor canal, quando não é possível escolher um canal totalmente
livre de interferência.
O modelo descrito na Seção 6.2.1 é capaz de identificar problemas devido ao perfil de mul-
tipercurso do ambiente, mas não captura o efeito da interferência. Como apenas os valores de
RSSI dos pacotes recebidos são usados para calcular Pf , esta métrica pode apresentar um valor
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alto, mesmo com um número elevado de pacotes perdidos devido a colisões. Assim, é necessá-
rio capturar os efeitos de interferência para estimar adequadamente a qualidade do enlace.
Nos experimentos descritos na Seção 6.2.1 nenhuma fonte de interferência estava presente
no ambiente. Outros experimentos na mesma indústria foram realizados em um ambiente com
interferência externa causada por redes Wi-Fi, operando nos canais 1, 6 e 11. Uma varredura foi
feita usando um laptop, e sete redes Wi-Fi no Canal 1, quatro no Canal 6 e cinco no Canal 11
foram identificadas. No momento da varredura, a potência média do sinal das redes Wi-Fi foi
de -64,8 dBm para o Canal 1, -75,3 dBm para o Canal 6 e -66,2 dBm para o Canal 11.
Na Figura 6.10 são mostrados os valores de RSSI (de 0 a 255) obtidos para os canais 13,
17 e 23 do IEEE 802.15.4, durante 5 s, com uma taxa de 200 amostras/s, com apenas as redes
Wi-Fi ativas. O Canal 13 sobrepõe-se ao Canal 1 do Wi-Fi, o Canal 17 sobrepõe-se ao Canal 6
do Wi-Fi e o Canal 23 sobrepõe-se ao Canal 11 do Wi-Fi. A interferência foi mais elevada para
o Canal 13. Isso é compatível com a quantidade de redes Wi-Fi operando em cada canal. Os
valores de RSSI obtidos a partir do Canal 17 são menores, devido à menor potência de sinal
das redes Wi-Fi no Canal 6. No gráfico foi incluída uma linha de limiar, que corresponde a um
RSSI igual a 10.
Figura 6.10 Interferência nos canais 13, 17 e 23.
Para estimar a influência da interferência, utilizou-se a disponibilidade do canal (Ca) como
métrica, semelhante à métrica descrita em [112]. Para calcular Ca o nó LQE adquire valores de
RSSI usando seu transceptor, durante os períodos sem recepção de pacote. Usando o nó LQE
é possível adquirir muitos valores de RSSI para analisar a influência de fontes de interferência,
sem impor sobrecarga ao nó da RSSF associado a ele. A disponibilidade do canal é calculada
por
Ca = 1−
∑i<n
i=0 bi
n
, (6.4)
em que n é o número de amostras utilizadas para calcular Ca, e bi é igual a 0 ou 1 dependendo
do valor de um limiar (τ ). Os valores de bi são calculados usando
Estimação de Qualidade de Enlace em Tempo Real Utilizando Nós Dedicados 94
bi =
{
0, se Ri < τ ;
1, se Ri ≥ τ ;
, (6.5)
em que Ri é o valor de RSSI adquirido na i-ésima amostra.
Como discutido na Seção 6.1.1, a correlação entre os sinais recebidos nos transceptores do
nó LQE e do nó da RSSF pode ser relativamente baixa em alguns casos. Dessa forma, foi
investigado se é possível calcular a métrica Ca de forma acurada utilizando valores de RSSI
obtidos no nó LQE.
Na Figura 6.11 são mostrados os valores médios de Ca, em percentual, para nove canais
diferentes, e calculados usando valores de RSSI adquiridos a partir dos dois transceptores si-
multaneamente. Para calcular os valores de Ca foi usado um valor de n = 200 (um intervalo
de 1 s). Os nós adquiriram valores de RSSI em cada canal durante aproximadamente um mi-
nuto. Foi utilizado um nível de confiança de 95% para os intervalos de confiança. Um limiar
τ = 10 foi usado, o que é suficiente para diferenciar entre o ruído de fundo e a interferência.
Analisando os valores obtidos para o canal 26, que não se sobrepõe a qualquer canal de Wi-Fi,
o RSSI apresentou um valor médio igual a 0,021 e um desvio padrão igual a 1,074.
Figura 6.11 Disponibilidade do canal para nove canais diferente.
Apenas os valores para o Canal 19 apresentaram diferença significativa, em que o valor
médio para o nó LQE foi igual a 0,99 e o valor médio para o nó da RSSF foi 0,97. Como para
calcularCa é utilizado um limiar, as diferenças entre os valores individuais de RSSI adquiridos a
partir de cada transceptor causam um impacto menor para esta métrica. Assim, é viável calcular
o Ca usando valores de RSSI adquiridos a partir do nó LQE.
Mesmo com a presença de muitas redes Wi-Fi nos canais 1, 6 e 11, alguns canais da RSSF
permaneceram livres de interferência. A partir da Figura 6.11 é possível ver que os canais 11
e 13 da RSSF, que se sobrepõem com o Canal 1 do Wi-Fi, têm a menor disponibilidade entre
todos os canais avaliados.
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6.2.3 Estimação da Qualidade do Enlace no Sentido Inverso
As métricas Pf e Ca são capazes de identificar a qualidade do canal no receptor, com rela-
ção a problemas devido ao perfil de multipercurso do ambiente e interferência. No entanto, para
caracterizar a qualidade geral do enlace é necessário considerar a qualidade do sentido inverso,
uma vez que os enlaces geralmente são assimétricos [9]. Muitas aplicações usam reconheci-
mento de pacote e retransmissão. Pacotes de controle também podem ser transmitidos a partir
do nó sorvedouro para os nós finais.
Os estimadores que consideram a assimetria de enlace geralmente usam pacotes de diag-
nóstico transmitidos em broadcast, como os LQEs ETX [20], Four-Bit [21], F-LQE [22] e Opt-
FLQE [23]. Alguns estimadores, como Four-Bit e Opt-FLQE, também calculam uma estimativa
do RNP no transmissor, que permite capturar de forma implícita a qualidade das duas direções
do enlace. Esses estimadores causam sobrecarga na rede devido aos pacotes de diagnóstico
e executam processamento no transmissor. Geralmente os transmissores são os nós finais da
RSSF e possuem restrições de recursos mais severas em comparação com os nós sorvedouro e
nós CH. Dessa forma, o estimador proposto neste trabalho utiliza apenas as informações obtidas
no receptor (ex: nó sorvedouro ou nó CH associado ao nó LQE) e executa todo o processamento
no nó LQE.
Para cada pacote recebido, o nó da RSSF que está associado ao nó LQE transfere o valor do
RSSI do pacote e um bit para indicar se o pacote recebido é duplicado, utilizando o barramento
de 10 bits que conecta os dois microcontroladores. Uma duplicação de pacote ocorre quando o
pacote é recebido com êxito, mas o pacote de reconhecimento (ACK) não é recebido correta-
mente no transmissor. Assim, foi estudada a correlação entre o número de pacotes duplicados
e a TRP no sentido inverso e foi desenvolvido um modelo para estimar a qualidade do sentido
inverso do enlace usando esta informação.
Foram realizados experimentos para obter o número total de pacotes recebidos e o número
de pacotes duplicados no receptor para três canais diferentes (11, 15 e 25). Em cada replicação o
transmissor foi configurado para transmitir 1.800 pacotes com uma taxa de 1 pacote/s (duração
de 30 minutos). Cada pacote tinha 70 bytes de carga útil, incluindo um identificador. O número
máximo de tentativas de retransmissão por pacote foi igual a dois.
Para obter a TRP real no sentido inverso, o transmissor foi configurado para guardar em
memória o número total de pacotes transmitidos (incluindo as retransmissões) e o número to-
tal de ACKs recebidos em intervalos de 10 segundos, durante toda a replicação. No final da
replicação, os dados salvos no transmissor foram recuperados utilizando uma porta serial. Os
nós utilizados neste experimento possuem um transceptor MRF24J40MA, com uma potência
de transmissão de 0 dBm e uma antena PCB com um ganho de 2,09 dBi. O local onde o
transmissor foi posicionado é mostrado na Figura 6.14, do lado esquerdo (na Seção 6.3).
Considerando uma janela de n pacotes recebidos para realizar a estimação, o número médio
de retransmissões por pacote (Nr) é calculado usando a expressão
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Nr =
Nd
n−Nd , (6.6)
em que Nd é o número de pacotes duplicados dentro do conjunto de n pacotes.
Na Figura 6.12(a) é mostrada a relação entre o Nr e a TRP medida para o sentido inverso do
enlace. Como o número máximo de tentativas de retransmissão é dois, este é o valor máximo
de Nr. Foi utilizado n = 10 neste experimento.
Figura 6.12 (a) Relação entre Nr e TRP. (b) Validação dos valores obtidos a partir do modelo.
Com base nessas medições, foi desenvolvido um modelo polinomial para calcular a estima-
tiva da qualidade do enlace no sentido inverso (Pb) usando os valores de Nr como parâmetro.
O melhor ajuste para a curva foi obtido com um polinômio de grau dois, com um coeficiente de
determinação R2 = 0, 9387. Com o modelo polinomial o Pb pode ser obtido usando
Pb = 0, 1785N
2
r − 0, 8485Nr + 0, 997. (6.7)
Na Figura 6.12(b) são mostrados os valores de TRP medidos, para as três replicações, e os
valores estimados usando a Equação 6.7. A correlação de Spearman entre Pb e a TRP medida
foi de 88% e o erro absoluto médio foi de 3,06. Na análise de correlação, o p-value foi 4, 93×
10−174.
A TRP no sentido inverso do enlace foi menor no Canal 11, provavelmente devido a proble-
mas de interferência. Os canais 15 e 25 estavam livres de interferência, como pode ser visto na
Figura 6.11. Analisando os pacotes duplicados, a qualidade do enlace no sentido inverso pode
ser estimada, independente das causas que provocaram falhas na recepção dos pacotes ACK.
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6.3 Validação
Para validar o estimador proposto, foi realizado um conjunto de experimentos para verificar
se o estimador é capaz de identificar com precisão a qualidade do enlace e reagir rapidamente a
mudanças persistentes em sua qualidade.
6.3.1 Caracterização do Ambiente Industrial
O ambiente em que os experimentos foram realizados, tanto para obter os modelos quanto
para validar a abordagem proposta, tem características semelhantes às de outros ambientes in-
dustriais, considerados em trabalhos que realizaram estudos experimentais para caracterizar o
canal sem fio, como em [6] e [84].
Com os valores de RSSI obtidos nos experimentos descritos na Seção 6.2.1 e nos experi-
mentos descritos nesta seção foi possível obter os parâmetros para o modelo de sombreamento
log-normal, considerando os valores obtidos para quatro distâncias (13, 17, 23 e 30 m) e vá-
rios canais diferentes. Na Figura 6.13 a relação entre a perda de percurso e a distância entre
transmissor e receptor. No eixo X foi considerado o valor de 10 log10(d/d0), em que d é a
distância entre transmissor e receptor e d0 é a distância de referência. Para obter os parâmetros
do modelo, foram utilizados como referência os valores obtidos no Cenário 1 (ver Seção 6.2.1).
Assim, d0 = 13 m e a perda de percurso na distância de referência (L(d0)) é igual à potência
média de recepção, considerando todas as replicações realizadas para este cenário.
Figura 6.13 Relação entre a perda de percurso e a distância entre transmissor e receptor.
A Tabela 6.4 contém os valores dos parâmetros obtidos para o modelo de sombreamento
log-normal. Mesmo considerando apenas algumas amostras de distância para obter os parâme-
tros, os valores obtidos são semelhantes aos encontrados em [6] para um ambiente industrial e
para a banda de 2,4 GHz. Em [6] pode ser encontrada uma caracterização mais detalhada, em
termos de perda de percurso e atenuação em um ambiente industrial. Em [84] os parâmetros
para o modelo de sombreamento log-normal foram encontrados para diferentes ambientes no
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Tabela 6.4 Parâmetros para o modelo de sombreamento log-normal do ambiente industrial onde os
experimentos foram realizados.
Expoente de
Perda (n)
Sombreamento
Log-normal (σ)
d0 L(d0)
4,47 5,49 dB 13 m 70,3 dB
contexto de aplicações de smart-grid, incluindo ambientes industriais. No Capítulo 3 desta tese,
é descrita a caracterização de um ambiente industrial outdoor.
6.3.2 Validação do Estimador
As métricas Pf , Ca e Pb podem ser analisadas separadamente ou combinadas para calcular
a qualidade geral do enlace (Lq), de acordo com
Lq = Pf × Ca × Pb. (6.8)
O estimador proposto nesta tese e o estimador Opt-FLQE foram implementados para serem
executados no protótipo mostrado na Figura 6.2. Dois nós sensores foram configurados para
transmitir pacotes unicast (com ACK e retransmissão) com uma taxa de 1 pacote/s e pacotes de
diagnóstico, transmitidos em broadcast, com uma taxa de 0,2 pacotes/s. O nó LQE também foi
configurado para enviar pacotes de diagnóstico em broadcast com uma taxa de 0,2 pacotes/s.
Os pacotes de diagnóstico foram utilizados para calcular o estimador Opt-FLQE, uma vez que
o LQE proposto nesta tese utiliza apenas informações obtidas a partir dos pacotes de dados
transmitidos na rede. O primeiro nó final foi colocado a 23 metros de distância do nó sorvedouro
(Figura 6.14 do lado esquerdo) e o segundo transmissor a 17 metros de distância (Figura 6.14
do lado direito), sem linha de visada direta.
Figura 6.14 Transmissores na planta industrial.
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Para os experimentos descritos nesta seção, uma janela de n = 20 pacotes de dados foi
usada para calcular Pf e Pb, que é um intervalo de 20 s, no melhor caso, considerando a taxa
de transmissão de pacotes utilizada. Para calcular Ca foi utilizado um número variável de
amostras, dependendo do número de aquisições entre duas recepções de pacote. O nó LQE foi
configurado para adquirir RSSI com uma taxa de 200 amostras/s, em períodos sem recepção do
pacotes. Um filtro do tipo média móvel exponencialmente ponderada (Exponentially Weighted
Moving Average – EWMA) EWMA foi usado para suavizar os valores de Pf , Pb e Lq, tornando-
os mais estáveis e resistentes a variações pequenas e rápidas na qualidade do enlace. O valor
α = 0, 6 foi usado para o filtro EWMA. Em [23] α = 0, 9 foi usado para o filtro EWMA para
calcular o valor final do estimador Opt-FLQE, mas para este experimento usou-se α = 0, 6 para
obter mais reatividade. As métricas usadas pelo Opt-FLQE foram calculadas utilizando uma
janela de cinco pacotes de diagnóstico, o que consiste em um intervalo de 25 s, no melhor do
caso, para este experimento.
Na primeira replicação do experimento, o Canal 20 foi utilizado durante 30 minutos. Na
segunda replicação, o Canal 16 foi usado durante 60 minutos. Assim como nos experimentos
descritos na Seção 6.2.3, os transmissores salvaram na memória o número total de pacotes
transmitidos e o número total de ACKs recebidos em cada intervalo de 10 segundos, durante
toda a replicação. O receptor foi configurado para transmitir o identificador de todos os pacotes
recebidos para um computador usando uma porta serial. Com os dados obtidos a partir dos
transmissores, e a partir do receptor, é possível calcular a TRP real em ambos os sentidos para
cada enlace após os experimentos, para ser usado como um valor de referência.
Como dois transmissores foram usados, um bit do barramento de 10 bits foi usado para
transmitir ao nó LQE um identificador do transmissor. Assim, apenas sete bits foram utilizados
para transmitir os valores RSSI para o nó LQE. Uma vez que para este cenário os valores de
RSSI são sempre inferiores a 127, o uso de sete bits é possível. Além disso, para valores de
RSSI maiores ou iguais a 127 o valor de Pf é muito próximo a 1, de modo que pode-se sempre
utilizar sete bits para transmitir os valores de RSSI, sem perda de acurácia. Para monitorar a
qualidade de um maior número de enlaces em simultâneo, são necessários mais bits para passar
os valores de RSSI, o identificador do transmissor e o bit indicando a duplicação de pacote para
o nó LQE. Isso pode ser feito com um barramento maior ou usando duas operações de escrita
no barramento. Uma vez que o tempo gasto para transmitir dados usando o barramento é muito
pequeno (menos de 4 µs), esta abordagem é viável. Com o protótipo desenvolvido, é possível
estender o barramento em mais sete bits, usando o barramento de extensão, o que permitira
monitorar vários enlaces, com transmissores diferentes, em simultâneo.
Como referência aos valores estimados, utilizou-se a Taxa de Recepção de Pacote Real
(TRPR) medida, isto é, a multiplicação da TRP em ambos os sentidos, que foram calculadas
off-line, utilizando os dados guardados nos transmissores, e com os dados gerados pelo receptor.
Na Figura 6.15 são mostrados os valores fornecidos pelo estimador proposto (Lq), os valores
gerados pelo estimador Opt-FLQE e a TRPR medida, para a replicação com o Canal 20. Na
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Figura 6.16 são mostrados os resultados para a replicação usando o Canal 16. O enlace do
Transmissor 1 apresentou uma qualidade inferior em ambos os casos, uma vez que ele estava
posicionado em um local mais distante do receptor que o Transmissor 2.
Figura 6.15 Resultados para o Canal 20, durante 30 minutos.
Figura 6.16 Resultados para o Canal 16, durante 60 minutos.
Os valores de Opt-FLQE variaram em torno de 50 para ambos os enlaces ao usar o Canal 20,
mas para o Transmissor 1 a variação foi maior, devido à maior variação da qualidade do enlace
para este transmissor. Para a replicação com o Canal 16, o valor de Opt-FLQE variou em torno
de 25 para o enlace com o Transmissor 1, e cerca de 50 para o enlace com o Transmissor 2.
Os valores fornecidos pelo estimador Opt-FLQE, que são mostrados nas Figuras 6.15 e
6.16, são compatíveis com os resultados descritos em [23], para os experimentos considerando
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enlaces com qualidades intermediárias. O Opt-FLQE é muito estável, mas em alguns casos
apresenta baixa reatividade a variações mais persistentes na qualidade do enlace, como pode
ser observado para os resultados da Figura 6.15. Para este cenário, a mudança na qualidade
do enlace que ocorreu no minuto 15 apenas foi observada pelo Opt-FLQE após cerca de três
minutos, enquanto que o Lq reagiu prontamente.
O estimador proposto (Lq) apresentou boa precisão e reatividade, mas é menos estável do
que o Opt-FLQE. No entanto, é capaz de identificar rapidamente mudanças abruptas e persis-
tentes na qualidade do enlace. A estabilidade pode ser melhorada usando um fator mais elevado
para o filtro EWMA. Os valores de Opt-FLQE não necessariamente representam uma estima-
tiva direta da TRPR, o que explica a alta diferença absoluta entre a TRPR e o Opt-FLQE. No
entanto, essas duas métricas precisam apresentar uma alta correlação, uma vez que ambas estão
relacionadas com a qualidade global do enlace.
Para comparar a precisão do Opt-FLQE e do estimador proposto, calculou-se a correlação de
Spearman utilizando como referência o TRPR medido e os dados obtidos nas duas replicações
e para ambos os transmissores. A correlação entre os valores fornecidos pelos estimadores e a
TRPR medida, bem como o p-value correspondente, são mostrados na Tabela 6.5. Ambos os
estimadores têm uma correlação de Spearman relativamente alta com a TRPR medida, mas a
correlação para o estimador proposto é significativamente maior que a correlação para o Opt-
FLQE. O Opt-FLQE usa funções lineares para calcular as funções de aderência da lógica fuzzy,
o que é muito simplista. O estimador proposto utiliza modelos mais elaborados na estimativa,
com base em dados obtidos de experimentos realizados em ambientes industriais reais.
Tabela 6.5 Correlação entre os valores fornecidos pelos estimadores avaliados e a TRPR medida.
Opt-FLQE Estimador proposto (Lq)
Correlação 59,4% 72,5%
p-value 8, 67× 10−102 8, 99× 10−173
Na Figura 6.17 é possível observar a análise das métricas individualmente, considerando
o enlace com o Transmissor 1, nos canais 16 (Ch 16) e 20 (Ch 20). É possível notar que o
Canal 20 foi mais afetado por fontes de interferência, como pode ser visto nas Figuras 6.17(c)
e 6.17(g), o que causou uma grande influência na qualidade da enlace em alguns intervalos de
tempo. Por exemplo, para o Canal 20, durante os primeiros três minutos, e em torno do minuto
18, o Ca foi baixo, o que causou uma queda na qualidade para ambos os enlaces (Transmissor 1
e Transmissor 2), como pode ser visto na Figura 6.15. Outras variações na qualidade do enlace,
para o Canal 20, foram devidas às variações na qualidade do canal, como pode ser visto na
Figura 6.17(b), que mostra os valores de Pf durante toda a replicação.
No Canal 16 toda a variação na qualidade dos enlaces foi devido à qualidade do canal sem
fio, como pode ser visto na Figura 6.17(f). As Figuras 6.17(d) e 6.17(h) mostra a qualidade do
enlace no sentido inverso, tanto o valor medido quanto o valor estimado. Para o Canal 20, a
qualidade do enlace no sentido inverso também foi afetada pelas fontes de interferência, o que
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Figura 6.17 Análise das métricas individualmente.
explica as semelhanças com o gráfico da Figura 6.17(c). Em geral, a qualidade do enlace no
sentido inverso foi melhor para ambos os canais, o que mostra a assimetria do canal sem fio.
Diferente de outros estimadores, tais como ETX, Four-Bit, F-LQE e Opt-FLQE, o estimador
proposto permite identificar as principais causas de uma baixa qualidade no enlace (qualidade
de canal, influência de interferência ou assimetria) por meio da análise das métricas individual-
mente. Isso pode ajudar os protocolos a tomar a melhor decisão para cada caso. Por exemplo,
quando o enlace é afetado por fontes de interferência, como no caso ilustrado na Figura 6.17(c),
a mudança de rota pode não ser muito útil, principalmente se a fonte de interferência também
afeta o transmissor, como no caso ilustrado na Figura 6.17(d). Além disso, um mecanismo de
alocação dinâmica de canais precisa escolher um canal com um certo espaçamento em frequên-
cia neste caso, uma vez que a maior parte das fontes de interferência afeta canais adjacentes.
Quando a baixa qualidade de enlace é apenas devido à baixa qualidade de canal, como no caso
ilustrado na Figura 6.17(f), ou devido a assimetria, alterar rota ou canal pode ajudar a melhorar
a qualidade do enlace.
O tempo de execução dos algoritmos, para calcular Pf , Ca e Pb, foi de aproximadamente
40 ms (usando um compilador C não otimizado e gratuito). Usando a memória disponível no
microcontrolador PIC18LF4620 é possível monitorar até 60 enlaces simultaneamente. Com um
compilador C otimizado (a versão Pro), o tempo de execução pode ser menor. Existem modelos
semelhantes de microcontroladores, também de baixo custo, que possuem mais memória, caso
seja necessário implementar um nó LQE capaz de monitorar a qualidade de mais enlaces. Para
monitorar 60 enlaces simultaneamente, o estimador levaria 2,4 s para realizar os cálculos para
todos os enlaces, o que permite monitorar em tempo real a qualidade do link usando o nó LQE,
mesmo em cenários com muitos transmissores, já que o canal sem fio permanece estacionário
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por um período muito maior do que o tempo necessário para estimar a qualidade dos enlaces,
como pode ser visto em [75] e [76]. Além disso, o estimador proposto reage rapidamente a
mudanças abruptas e persistentes na qualidade do enlace, como demonstrado nesta seção.
O estimador proposto não sobrecarrega os nós da RSSF, ou a rede, já que todo o processa-
mento é executado no lado do receptor, usando os nós LQE, e as métricas são calculadas usando
informações extraídas dos pacotes de dados recebidos. Nos experimentos descritos nesta seção,
o Opt-FLQE aumentou o tráfego de rede em 20%, devido à transmissão dos pacotes de diag-
nóstico, e também foram gastos recursos dos transmissores, para calcular as métricas usadas no
Opt-FLQE, e para enviar e receber pacotes de diagnóstico, o que pode causar um aumento sig-
nificativo no consumo de energia, e pode prejudicar a execução da aplicação principal. Mesmo
com este aumento elevado no tráfego de rede, o Opt-FLQE apresentou baixa reatividade em
comparação com o LQE proposto nesta tese.
Foi utilizada uma janela de 20 valores de RSSI (e informações sobre duplicidade de pacote)
para calcular as métricas. Assim, o tempo para adquirir todas as amostras pode ser de alguns
minutos se a qualidade do enlace se tornar muito baixa. Para mitigar esse problema, uma janela
deslizante poderia ser usada para permitir a computação de novos valores com maior frequência.
Além disso, o estimador proposto nesta tese é capaz de identificar problemas de interferência
em tempo real e independente da recepção de pacotes na rede. Dessa forma, para problemas
de interferência, o estimador é capaz de detectar rapidamente a queda na qualidade do enlace,
mesmo que nenhum pacote de dados seja recebido. Para detectar problemas na qualidade do
canal sem fio e problemas de assimetria, o estimador depende da recepção de pacotes de dados.
Idealmente, os protocolos adaptativos também precisam implementar mecanismos para iden-
tificar problemas de desvanecimento profundo nos canais, uma vez que nesses casos poucos
pacotes de dados são recebidos (em alguns casos, nenhum pacote). Como o estimador necessita
que pacotes sejam recebidos para realizar a estimação da qualidade do canal, os nós podem
passar muito tempo desconectados até que o estimador note a queda na qualidade do enlace,
caso mecanismos auxiliares para identificação de desvanecimento profundo não sejam imple-
mentados. O protocolo descrito no Capítulo 7 considera este problema.
6.4 Conclusões do Capítulo
Este capítulo descreveu uma solução baseada no uso de nós dedicados (nós LQE) para
monitorar a qualidade dos enlaces em uma RSSFI. Os nós LQE são associados a receptores (por
exemplo, o nó sorvedouro) e usam o RSSI e informações obtidas a partir de pacotes de dados
recebidos para identificar interferência e problemas de multipercurso que afetam a qualidade
do enlace em ambas as direções. Esta abordagem é viável para uma RSSFI, uma vez que a
rede pode ser implantada de forma planejada; ou seja, os nós sorvedouro, roteadores e nós LQE
podem ser instalados em locais com alimentação disponível, o que nem sempre é possível com
os nós finais.
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Os canais definidos pelo Padrão IEEE 802.15.4 são fracamente correlacionados em frequên-
cia, e trocar o canal pode melhorar a qualidade de serviço da rede, quando o canal em uso
apresenta baixa qualidade. O estimador proposto e o nó LQE podem ser usados para imple-
mentar mecanismos de alocação dinâmica de canais e também outros tipos de protocolos, como
protocolos de roteamento adaptativo.
Um conjunto de experimentos foi realizado em um ambiente industrial real para investigar
como as amostras de RSSI podem ser usadas para implementar o nó LQE. Modelos foram de-
senvolvidos para identificar a qualidade do canal sem fio, com relação a problemas de atenuação
e sombreamento, e problemas de interferência, usando informações obtidas a partir de amostras
de RSSI, o que não é possível com a análise individual, ou valores médios de pequenas amos-
tras de RSSI. A qualidade no sentido inverso do enlace é estimada usando a informação sobre
pacotes duplicados no receptor. Assim, diferente de outros LQEs propostos na literatura, o LQE
proposto neste trabalho não gera tráfego extra por meio do uso de pacotes de diagnóstico ou re-
dundância nos pacotes de dados, nem executa processamento no transmissor, que é usualmente
o nó final da RSSF.
O LQE proposto foi validado por meio de experimentos em ambiente industrial, e foi com-
parado com o Opt-FLQE. O LQE proposto teve uma maior correlação com a TRP geral medida
e uma maior reatividade a alterações bruscas na qualidade dos enlaces. A solução proposta
pode ser aplicada para diferentes RSSFs, considerando diferentes protocolos de acesso ao meio
(ex: CSMA/CA ou TDMA) e mecanismos adaptativos (ex: alocação dinâmica de canais ou
roteamento adaptativo).
Como exemplo, o modo DSME do Padrão IEEE 802.15.4e define um mecanismo de adapta-
ção de canal, no qual uma troca de canal só ocorre quando o canal em uso começa a apresentar
baixa qualidade. Portanto, um procedimento é necessário para avaliar a qualidade dos enlaces
continuamente, a fim de usar corretamente o mecanismo de adaptação de canal. No entanto, a
implementação deste procedimento não é definida pelo padrão [17]. A solução proposta neste
trabalho pode ser utilizada para implementar o mecanismo de adaptação de canal do modo
DSME.
No próximo capítulo, é descrito um novo protocolo multicanal adaptativo, que faz uso da
arquitetura proposta neste capítulo. Além disso, a solução do nó LQE também foi utilizada
para implementar dois protocolos baseados no modo DSME que usam adaptação de canal.
Estes protocolos, além do protocolo CSMA/CA e um protocolo baseado no modo TSCH, foram
comparados com o novo protocolo proposto nesta tese por meio de estudos de simulação.
CAPÍTULO 7
Protocolo Adaptativo Multicanal Baseado
em Beacons
Para lidar com os problemas de confiabilidade em uma RSSFI, mecanismos que permitem
que a rede se auto-adapte às variações que ocorrem na qualidade dos enlaces ao longo do tempo
precisam ser implementados. Alguns padrões foram propostos nos últimos anos com foco em
aplicações industriais, como o WirelessHART e o ISA100.11a. Ambos são baseados na ca-
mada física de IEEE 802.15.4, mas definem sua própria camada MAC, baseada em TDMA e
salto em frequência para mitigar os problemas que afetam a qualidade do canal sem fio. Mais
recentemente, o Padrão IEEE 802.15.4e foi lançado, com foco em aplicações que exigem alta
confiabilidade, como aplicações industriais [17]. Em geral, os protocolos definidos no Padrão
IEEE 802.15.4e são baseados em TDMA ou salto em frequência (ou a combinação dos dois),
para satisfazer os requisitos das aplicações industriais em termos de confiabilidade e determi-
nismo.
Embora os protocolos definidos nestes padrões usem mecanismos para lidar com os pro-
blemas de confiabilidade em uma RSSFI, alguns problemas ainda podem surgir. Por exemplo,
ao usar o salto em frequência, os nós geralmente alternam para um novo canal antes de cada
transmissão. No entanto, sem um gerenciamento adequado da lista negra, o desempenho da
rede pode ser significativamente degradado [15] [18]. Problemas decorrentes das variações es-
paciais na qualidade dos canais também podem afetar o desempenho dos protocolos baseados
em beacons, como é o caso das redes DSME [19].
Os experimentos descritos em [18, 66] mostraram que usando apenas um canal é possível
obter um desempenho de comunicação maior em comparação ao uso de um mecanismo de
salto em frequência, utilizando múltiplos canais. No entanto, o canal a ser usado precisa ser
escolhido corretamente, e diferentes canais precisam ser usados em diferentes partes da rede,
devido às variações espaciais. Além disso, a qualidade dos canais utilizados na rede precisa ser
continuamente monitorada, uma vez que o canal sem fio é não-estacionário no longo prazo [75].
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Neste capítulo, um novo protocolo para RSSFI é proposto, denominado Protocolo Adapta-
tivo Multicanal Baseado em Beacons (Adaptive and Beacon-based Multi-Channel Protocol –
ABMP). Este protocolo utiliza tanto salto em frequência como adaptação de canal. O salto em
frequência é utilizado para transmitir pacotes em broadcast (os beacons). Isso é feito para lidar
com as variações espaciais na qualidade dos canais. Além disso, a lista de canais utilizados para
transmitir os beacons é configurada dinamicamente para evitar o uso de canais que apresentam
uma baixa qualidade para um número significativo de nós. Para a transmissão de pacotes de
dados unicast, a adaptação de canal é utilizada e os canais são selecionados com base nas carac-
terísticas do enlace específico entre um determinado nó final e o seu receptor. Embora o ABMP
seja um protocolo baseado em beacons, os nós finais não precisam receber todos os beacons
para manter a comunicação. Com essa abordagem, o desempenho da rede é menos afetado por
problemas na recepção dos beacons, em comparação com outros protocolos, tais como o DSME
e o modo beacon-enabled do Padrão IEEE 802.15.4.
Para implementar mecanismos de adaptação de canal ou para realizar a configuração dinâ-
mica da lista negra em protocolos que usam salto em frequência, é necessário um estimador
de qualidade de enlace (LQE) para fornecer informações sobre a qualidade dos enlaces aos nós
da rede. A arquitetura proposta no Capítulo 6 foi utilizada, com nós dedicados à estimação
em tempo real da qualidade dos enlaces. O protocolo ABMP foi desenvolvido levando em
consideração as características do canal sem fio nos ambientes industriais.
7.1 Trabalhos Relacionados
Alguns trabalhos recentes propuseram novos protocolos MAC para comunicação em tempo
real com base na camada física do Padrão IEEE 802.15.4 [101,132–134]. Outros trabalhos pro-
puseram mecanismos para melhorar o desempenho dos protocolos definidos nos padrões para
RSSF industriais [65, 66, 72–74, 135, 136]. Esses padrões foram descritos de forma detalhada
no Capítulo 2.
Em [132] é proposto um protocolo MAC baseado em CSMA/CA e TDMA para redes com
topologia em estrela. A comunicação é controlada por um coordenador de rede usando beacons.
A estrutura definida para o protocolo é semelhante à usada em redes DSME, que inclui um
período de acesso por contenção (usando CSMA/CA) para comunicação acíclica (ex: pacotes
de gerenciamento de rede) e um período para acesso sem contenção, baseado em TDMA, para
comunicação periódica. Uma limitação do protocolo é que apenas dois canais são usados em
toda a rede, o Canal de Comunicação (CC) e o Canal de Reserva (BC). Os canais são definidos
pelo coordenador e a decisão é baseada em medições de RSSI para identificar os canais com o
menor nível de ruído. O coordenador informa aos nós, por meio dos beacons, se eles devem usar
o CC ou o BC para a transmissão de dados em cada ciclo. Embora os canais sejam escolhidos
com base nas medições do ruído no coordenador, problemas de atenuação e sombreamento
também podem afetar a qualidade dos canais e esses aspectos não podem ser avaliados por meio
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de medições do ruído de fundo. Além disso, o protocolo não é capaz de lidar com variações
espaciais na qualidade dos canais. Por isso, este protocolo parece não ser apropriado para
RSSFIs que são implantadas em ambientes industriais severos e dinâmicos.
Em [133] é descrito o protocolo Wireless Flexible Time Triggered (WFTT), para redes com
restrições de tempo estritas. O WFTT é baseado na técnica de bandjacking, em que o meio
de comunicação é ocupado por um gerador de ruído de forma sincronizada, para evitar a inter-
ferência de tecnologias de comunicação baseadas em contenção, como Wi-Fi ou outras redes
de sensores. Foram consideradas apenas as interferências externas causadas por rádios que uti-
lizam protocolos MAC baseados em contenção (ex: CSMA/CA). Problemas de interferência
de rádios que usam protocolos sem contenção, ou outros equipamentos (ex: fornos de micro-
ondas) não são evitados pelo protocolo. O WFTT também utiliza beacons (denominados de
trigger packets), mas apenas um canal é usado para transmitir os trigger packets, o que cons-
titui um ponto único de falha. Além disso, o protocolo não é capaz de lidar com os problemas
de multipercurso que podem afetar a qualidade dos enlaces. Todos os nós finais também usam
o mesmo canal para comunicação (o canal protegido pela técnica bandjacking), mas o mesmo
canal pode apresentar características diferentes para diferentes nós na rede, devido às variações
espaciais na qualidade do canal. Em resumo, este protocolo não lida com todos os problemas
existentes no canal sem fio em ambientes industriais.
O protocolo Wireless Budget Sharing Token (WBuST) é descrito em [134]. O WBuST é
um protocolo MAC híbrido, que usa tanto comunicação baseada em contenção como comuni-
cação livre de contenção. No WBuST a rede é dividida em sub-redes e cada sub-rede possui
um coordenador. Diferentes canais são usados para diferentes sub-redes para evitar colisões e a
comunicação ocorre com base em uma estrutura chamada de janela de comunicação. As janelas
de comunicação subsequentes são separadas por pacotes beacon, que são transmitidos periodi-
camente pelo coordenador da sub-rede. A comunicação entre as diferentes sub-redes é feita por
meio dos coordenadores, o que permite construir redes com diferentes topologias (ex: estrela
ou em árvore). A principal limitação do protocolo MAC proposto em [134] é a ausência de um
mecanismo de diversidade de canal para lidar com os problemas que podem afetar a qualidade
dos enlaces ao longo do tempo, como interferência, sombreamento e atenuação por multiper-
curso. Embora canais diferentes sejam utilizados em diferentes sub-redes, toda a comunicação
dentro das sub-redes ocorre usando apenas um canal, o que constitui um ponto único de falha.
Em [101] é proposto o protocolo DynMAC, que utiliza reconfiguração dinâmica de canal.
O protocolo MAC descrito no artigo é baseado em TDMA e o canal a ser utilizado por todos
os nós na rede (o melhor canal global) é definido pelo nó sorvedouro, usando informações
coletadas dos outros nós da rede, por meio de amostras de RSSI ou da taxa de erro de pacote
calculada pelos nós. A principal limitação do protocolo DynMAC é o uso de apenas um canal
em toda a rede. A avaliação do protocolo foi feita utilizando um modelo de simulação simplista
(com modelo Unit Disk Graph Model), e com uma distância muito pequena entre os nós. Os
experimentos também não foram realizados em um ambiente realista. Este protocolo poderia
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funcionar bem em um cenário em que existem apenas perturbações no canal sem fio devido a
interferências externas. No entanto, em ambientes industriais também é necessário considerar
os efeitos causados pelo perfil de multipercurso do ambiente nas características do canal sem
fio, bem como as variações espaciais e temporais que podem ocorrer na qualidade dos enlaces
em tais ambientes, como discutido no Capítulo 3.
Em [135] é proposto um novo protocolo MAC para redes com topologia em estrela, base-
ado no modo DSME do IEEE 802.15.4e, com o objetivo de reduzir o tempo de descoberta e
otimizar o uso da largura de banda. Para reduzir o tempo de descoberta, foi proposto o uso de
transmissões de beacons adicionais, em canais diferentes. Uma vez que o coordenador utiliza
todos os canais disponíveis para transmitir os beacons, quando um nó vai iniciar o processo de
adesão à rede, um canal é escolhido aleatoriamente e o nó espera por uma transmissão de bea-
con nesse canal. No entanto, se o canal selecionado apresentar problemas de desvanecimento
profundo para o enlace entre o novo nó e o coordenador, o tempo de acesso pode ser muito
alto. Esse problema não foi considerado na solução proposta no artigo. Para otimizar o uso
da largura de banda e reduzir o atraso, ACK em grupo foi empregado usando os beacons e os
nós usam o período de acesso por contenção para realizar retransmissões, em vez de usar um
intervalo de tempo dedicado para as retransmissões, conforme definido no algoritmo original
do DSME [17]. Uma limitação do protocolo proposto é que os mecanismos de diversidade de
canal do DSME não foram avaliados, o que é um aspecto muito importante a ser analisado para
aplicações industriais.
Alguns autores propuseram o uso de técnicas para a diversidade de canais e comunicação
multicanal para redes LLDN. Na especificação padrão, as redes LLDN operam com apenas um
canal. Em [73] foi proposto o protocolo MC-LLDN, com o objetivo de aumentar a escala-
bilidade de redes LLDN por meio do uso de uma topologia multinível, agregação de pacotes
e comunicação utilizando múltiplos canais. A desvantagem é que os canais são alocados de
forma estática para as sub-redes. Assim, não é capaz de lidar com as variações que ocorrem
na qualidade dos canais ao longo do tempo. O protocolo descrito em [74] é uma evolução do
MC-LLDN, chamado PriMuLa, que incorpora seleção dinâmica de canal. No entanto, como no
MC-LLDN, o mesmo canal é usado por todos os nós na mesma sub-rede. Variações espaciais
na qualidade do canal, bem como problemas de assimetria, podem ocorrer, o que pode dificultar
a escolha de um único canal que apresenta boa qualidade para todos os nós em uma sub-rede.
O uso do salto de frequência adaptativo para redes TSCH foi proposto em [65, 66], para
evitar o uso de canais afetados por fontes de interferência. Nesta abordagem, dois intervalos de
tempo em cada ciclo são usados para executar leituras de valores de RSSI, para identificar fon-
tes de interferência. Com base nessas medições, a lista negra é atualizada para evitar os canais
com um alto nível de interferência. Foram realizados experimentos considerando diferentes
tamanhos para a lista negra. Quanto maior o tamanho da lista negra, melhor o desempenho
de comunicação. Este resultado corrobora os resultados apresentados em [18]. No entanto,
esse tipo de comportamento só ocorre se um monitoramento adequado da qualidade dos canais
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é realizada, a fim de configurar corretamente a lista negra em tempo real. Uma limitação da
abordagem apresentada em [65, 66] é que apenas problemas de interferência são considerados.
Outros aspectos que podem afetar a qualidade dos enlaces não são considerados, como o som-
breamento e a atenuação por multipercurso. Além disso, o monitoramento da qualidade dos
canais é realizado por todos os nós e usando intervalos de tempo que poderiam ser usados para
comunicação, o que provoca uma grande sobrecarga nos nós e aumenta a latência da rede.
Em [136] um mecanismo denominado Adaptive Channel Diversity (ACD) é proposto para
redes ISA100.11a. No protocolo proposto, a rede é dividida em grupos e os nós finais dentro
do mesmo grupo compartilham os intervalos de tempo alocados ao grupo e acessam o canal
usando contenção. O mecanismo ACD usa informações sobre a qualidade dos canais para evi-
tar o uso de canais afetados por fontes de interferência. A duração do período de comunicação
é dividida em quatro segmentos de tempo, em que três deles são dedicados ao mecanismo de
ACD, o que provoca uma sobrecarga elevada. A solução descrita em [136] possui as mesmas
limitações da solução descrita em [65, 66] para redes TSCH, uma vez que apenas os problemas
relacionados à interferência são considerados. Além disso, muitos intervalos de tempo são de-
dicados ao mecanismo ACD, o que aumenta a sobrecarga do protocolo e a latência da rede. Em
ambientes industriais reais, o perfil de multipercurso do ambiente pode afetar significativamente
a qualidade dos canais e esse aspecto precisa ser considerado em mecanismos para estimação
de qualidade de enlace e alocação dinâmica de canais.
Como discutido e demonstrado no Capítulo 3, um problema em usar lista negra no protocolo
TSCH e nos protocolos definidos nos padrões WirelessHART e ISA100.11a, é que quando um
canal está na lista negra, todos os nós param de usar este canal. Assim, mesmo considerando
que a qualidade de serviço para um conjunto de nós pode ser aumentada ao colocar um canal na
lista negra, a qualidade para outros nós pode diminuir. Quando a qualidade do canal é afetada
por interferências externas, como considerado em [66] e [136], colocar um canal na lista negra
para toda a rede pode ser uma boa solução, mas o desafio é maior quando as variações espaciais
na qualidade do canal, devido a problemas de multipercurso, afetam os enlaces. Além disso,
para realizar configuração dinâmica da lista negra é necessário alocar intervalos de tempo para
que o coordenador envie a lista atualizada para os nós. Também é necessário implementar
algum mecanismo para garantir a sincronização de todos os nós, como foi implementado para
o ABMP por meio do uso de beacons.
Diferente dos demais protocolos descritos nesta seção, o ABMP utiliza múltiplos canais de
forma dinâmica, com base nas características específicas dos enlaces entre os nós finais indivi-
duais e seus coordenadores. Além disso, os pacotes em broadcast (os beacons) são transmitidos
usando salto em frequência e a lista de canais usados para transmitir esses pacotes é configurada
dinamicamente, para lidar com as variações espaciais e temporais na qualidade dos canais para
os diferentes enlaces. Além disso, diferente dos outros protocolos baseados em beacon descri-
tos nesta seção, no ABMP os nós finais não precisam receber todos os beacons para manter a
comunicação, o que reduz a sobrecarga causada por este método de sincronização.
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O ABMP é comparado com os protocolos TSCH, DSME e CSMA/CA neste capítulo. Os
protocolos definidos pelos padrões WirelessHART e ISA100.11a são semelhantes ao TSCH,
que utiliza TDMA e salto em frequência. Foram analisadas três implementações diferentes
do DSME. A primeira é baseada em salto em frequência nos períodos livres de contenção, a
segunda é baseada em adaptação de canal e a terceira é uma abordagem híbrida, que usa tanto
salto em frequência (para os beacons) quanto adaptação de canal (para os pacotes de dados
unicast). O ABMP é descrito em detalhes na Seção 7.2 e os detalhes sobre a implementação
dos outros protocolos avaliados são fornecidos na Seção 7.3.1.
7.2 Descrição do Protocolo ABMP
O ABMP pode ser usado em redes com topologia em árvore ou em estrela. Na Figura 7.1
é apresentado um exemplo de rede com topologia em árvore e os tipos de nós considerados no
ABMP.
Figura 7.1 Um exemplo de uma rede ABMP com topologia em árvore.
O Coordenador Principal (CP) é o nó sorvedouro da rede e recebe todos os pacotes transmi-
tidos pelos nós finais. Os nós finais podem transmitir diretamente ao CP ou por meio de um nó
intermediário, chamado coordenador. Os coordenadores atuam como um nó sorvedouro para os
nós finais, mas encaminham os pacotes de dados recebidos para o CP. Na rede ilustrada na Fi-
gura 7.1 existe um quarto tipo de nó, o nó LQE. O uso de rotas redundantes não foi considerado
nas análises descritas neste capítulo, mas é possível integrar esse recurso no ABMP. Para isso,
é preciso alocar intervalos de tempo para um determinado nó final em múltiplas sub-redes.
Os nós LQE são integrados aos coordenadores e são responsáveis por estimar a qualidade
de todos os enlaces da rede. Esta arquitetura foi discutida em detalhes no Capítulo 6 e permite a
estimação da qualidade dos enlaces em tempo real sem impor sobrecarga nos nós sensores e nem
na rede. Embora esta solução tenha sido utilizada, o ABMP pode ser implementado utilizando
outras abordagens para estimar a qualidade dos enlaces. Na implementação feita para este
trabalho, a qualidade dos enlaces é monitorada usando processamento paralelo, por meio do
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uso do nó LQE e modelos que utilizam apenas informações obtidas a partir de pacotes de dados
recebidos. Os nós LQE também adquirem amostras de RSSI continuamente para identificar
problemas de interferência. Assim, não é necessário transmitir pacotes de diagnóstico, como
em outras soluções para a estimação de qualidade de enlace [22, 120].
No ABMP, o acesso ao meio é realizado com base em uma estrutura denominada multi-
slotframe, semelhante às estruturas definidas para as redes DSME e TSCH. Cada multi-slotframe
é formado por um conjunto de slotframes, e cada slotframe é composto por um conjunto de
intervalos de tempo, em que o primeiro é utilizado para a transmissão dos beacons e os rema-
nescentes podem ser utilizados pelos nós para realizarem transmissões de pacotes de dados. É
possível alocar alguns intervalos de tempo no primeiro slotframe para acesso baseado em con-
tenção, para permitir que novos nós entrem na rede, como ocorre nas redes DSME. Também
é possível usar intervalos de tempo de configuração dentro do multi-slotframe, a fim de recon-
figurar a rede dinamicamente, como nas redes LLDN [16]. Em redes planejadas, em que o
número de nós de sensores é fixo, o período para o acesso baseado em contenção (ou os interva-
los de configuração) pode ser removido. Nas análises descritas neste capítulo, o último cenário
foi considerado, portanto, não foi utilizado período de acesso por contenção nem intervalos de
configuração.
A Figura 7.2 ilustra o exemplo de um multi-slotframe para uma rede ABMP, com k slot-
frames. No i-ésimo slotframe (i < k), há um intervalo para transmissão do beacon (Bi) e
T intervalos de tempo para transmissão de pacotes de dados (S0 a ST−1). O multi-slotframe
mostrado na Figura 7.2 pode ser aplicado a uma rede com topologia em estrela. Para redes
com topologia em árvore, há intervalos de tempo adicionais para permitir que os coordenado-
res encaminhem os beacons para os nós finais. O número de intervalos de tempo atribuídos à
transmissão de beacons é igual ao número de níveis da topologia. Essa idéia também foi usada
em [74] para implementar redes LLDN com topologia em árvore.
Figura 7.2 Estrutura de tempo (multi-slotframe) definida pelo ABMP.
Todos os slotframes dentro de um multi-slotframe possuem a mesma estrutura, com os in-
tervalos de tempo alocados para os mesmos nós. Assim, os nós finais da rede têm um ou mais
intervalos de tempo dentro de cada slotframe e, portanto, eles têm pelo menos k intervalos
dentro de um multi-slotframe. A alocação de intervalos de tempo é baseada nos requisitos da
aplicação executada por cada nó final. Quando uma topologia em estrela é utilizada, apenas
uma transmissão ocorre durante um intervalo de tempo. Quando uma topologia em árvore é
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utilizada, transmissões em simultâneo podem ocorrer, mas cada transmissor transmite a um
receptor diferente, e utilizando um canal diferente.
Os beacons são usados para manter a sincronização, e para permitir o uso de adaptação de
canal. No ABMP eles também são usados para realizar reconhecimento de pacote (ACK) em
grupo, como também ocorre nas redes LLDN. Ao usar beacons, os nós finais não precisam
compartilhar a mesma noção global de tempo. Se beacons são recebidos com frequência, os
nós finais podem se comunicar usando TDMA sem enfrentar problemas devido a diferenças na
deriva das fontes de clock nos diferentes nós. No entanto, em protocolos baseados em beacons,
como o modo beacon-enabled do IEEE 802.15.4 e o modo DSME do IEEE 802.15.4e, os
nós finais apenas transmitem seus pacotes se os beacons forem recebidos corretamente. Desse
modo, o desempenho global da rede é degradado se muitos beacons forem perdidos.
O ABMP é um protocolo baseado em beacons, mas os nós finais não precisam receber todos
os beacons para manter a comunicação. Os nós finais só precisam receber um dos beacons
transmitidos dentro de um multi-slotframe. Por exemplo, se um determinado nó final recebe o
primeiro beacon, ele pode se comunicar durante os k slotframes seguintes, independentemente
da recepção dos outros beacons dentro do mesmo multi-slotframe. Isso é feito para mitigar a
sobrecarga causada pelo uso de beacons, como ocorre em redes DSME.
Os beacons são transmitidos em broadcast para todos os nós finais conectados ao coorde-
nador e, portanto, o canal usado para transmitir esses pacotes precisa apresentar boa qualidade
para todos os enlaces entre o coordenador e os nós finais. No entanto, podem ocorrer varia-
ções espaciais na qualidade do canal para diferentes enlaces. Dessa forma, o ABMP utiliza
uma abordagem híbrida, baseada em adaptação de canal para a transmissão de pacotes de da-
dos e salto em frequência para a transmissão dos beacons. Usando esse mecanismo, os nós
finais não permanecem desconectados por um longo período de tempo, quando a qualidade de
um determinado canal diminui com relação a algum enlace entre o coordenador e um nó final.
Além disso, a lista de canais utilizados no mecanismo de salto em frequência pode ser alte-
rada ao longo do tempo pelo CP, para evitar o uso de canais com interferência ou problemas de
desvanecimento que afetam um número significativo de enlaces.
O número de canais utilizados para as transmissões dos beacons pode ser configurado pela
aplicação. Recomenda-se a utilização de múltiplos canais, para lidar com a variação espacial na
qualidade dos canais para os diferentes nós finais. As informações sobre os canais utilizados nas
transmissões são passadas para os nós finais por meio de um bitmap dentro do beacon. Quando
o CP muda a lista de canais usados para transmitir os beacons, ele atualiza os valores do bitmap
e informa aos outros nós da rede a nova configuração. No entanto, a nova lista de canais só é
utilizada no próximo multi-slotframe, a fim de alcançar uma alta probabilidade de que todos os
nós finais receberão as informações atualizadas. Dentro de um multi-slotframe k beacons são
transmitidos usando canais diferentes e todos eles carregam a informação atualizada. Se um
determinado nó final permanece sem receber beacons durante muitos slotframes consecutivos e
perder a sincronia com o seu coordenador, ele entra em um estado de recuperação, como melhor
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explicado na Seção 7.2.2. Na Seção 7.2.1 todos os campos de um beacon são explicados em
detalhes.
Os canais utilizados pelos nós finais para transmitir pacotes de dados dentro dos slotframes
são definidos pelo coordenador, que envia esta informação para os nós finais utilizando os be-
acons. Como é utilizada adaptação de canal para a transmissão de pacotes de dados, os nós
finais usam o mesmo canal enquanto o enlace com o coordenador apresentar boa qualidade.
Para utilizar este mecanismo, é necessário estimar continuamente a qualidade dos enlaces. Na
Seção 7.2.3 a integração da abordagem apresentada no Capítulo 6 com o ABMP é descrita.
7.2.1 Operação dos Coordenadores
O CP transmite beacons periodicamente, usando salto em frequência, e espera para receber
pacotes de dados nos outros intervalos de tempo. O CP é responsável pela definição da lista
de canais utilizados para transmitir os beacons em toda a rede e também por definir os canais
utilizados pelos nós conectados diretamente a ele para transmitir os pacotes de dados.
Para estimar a qualidade dos enlaces utilizando a abordagem proposta no Capítulo 6, o
coordenador precisa receber pacotes de dados. No entanto, se um canal entra em um estado
de desvanecimento profundo para algum enlace, nenhum pacote pode ser recebido a partir do
nó final conectado por meio desse enlace. Para lidar com esse problema, os coordenadores
mantêm uma flag para cada nó conectado a ele. Periodicamente as flags são verificadas, e se
alguma flag possuir valor igual a um, o coordenador altera o canal do enlace correspondente.
Após realizar a verificação, o coordenador atribui valor um a todas as flags. Quando um pacote
de dados é recebido, a flag relativa ao enlace no qual o pacote foi recebido é definida como zero,
para indicar a ausência de problemas de desvanecimento profundo nesse enlace, para o período
corrente.
O período de tempo para verificar as flags pode ser configurado pela aplicação. Como nas
análises realizadas neste capítulo uma taxa de transmissão de pacote de 1 pacote/s foi usada
na camada de aplicação, o coordenador foi configurado para verificar as flags em intervalos de
dois segundos. Assim, se um nó falhar em transmitir dois pacotes consecutivos (o que pode
envolver várias tentativas de retransmissão), o coordenador conclui que o canal utilizado nas
transmissões está em um estado de desvanecimento profundo e escolhe um novo canal para o
enlace.
Quando é utilizada uma topologia em árvore, múltiplos slotframes são processados simul-
taneamente. A Figura 7.3 ilustra o exemplo de slotframe para uma rede com um CP e dois
coordenadores; ou seja, uma rede com topologia em árvore e duas sub-redes. Neste caso, os
coordenadores recebem o beacon do CP no primeiro intervalo de tempo e o encaminham para
os nós finais no segundo intervalo de tempo. A transmissão dos beacons a partir dos coorde-
nadores ocorre simultaneamente, utilizando canais diferentes. Embora a lista de canais usados
para transmitir os beacons seja a mesma para todos os coordenadores, cada um usa um offset
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diferente. Por exemplo, o CP transmite o primeiro beacon usando o primeiro canal da lista, en-
quanto o Coordenador 1 e o Coordenador 2 encaminham o beacon usando o segundo e terceiro
canais da lista, respectivamente.
Figura 7.3 Um exemplo de slotframe para uma rede com topologia em árvore.
Os canais a serem utilizados por cada nó final nas sub-redes, para transmitir os pacotes
de dados, são definidos pelo coordenador da sub-rede, uma vez que a decisão é baseada na
qualidade do enlace específico entre o nó final e o seu coordenador.
A Figura 7.4 ilustra a estrutura do pacote beacon transmitido pelos coordenadores. O campo
Sequence Number do frame de camada MAC do IEEE 802.15.4 é usado como o Beacon ID e
o campo Addressing Field é usado para armazenar um conjunto de campos usados no ABMP.
É utilizada a opção Short Address, com quatro bytes. Cada coordenador na rede tem um ID
diferente, que é usado como o offset para definir os canais usados para transmitir os beacons e
como o endereço de destino nas transmissões executadas pelos nós finais.
Figura 7.4 Campos do pacote beacon no ABMP.
Dois bytes do campo Addressing Field são usados para armazenar o bitmap que contém as
informações sobre os canais usados para transmitir os beacons (Channel Bitmap). Como há
16 canais disponíveis na camada física do Padrão IEEE 802.15.4, cada bit do Channel Bitmap
corresponde a um canal. Somente os canais cujo bit possui valor igual a um são usados para
transmitir os beacons. Quatro bits do Addressing Field são usados para armazenar o ID do
primeiro canal (First Channel), que é o canal usado pelo CP para transmitir o beacon B0.
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Com o ID do primeiro canal e o Channel Bitmap é possível identificar a sequência de canais
utilizados para transmitir os beacons dentro de um multi-slotframe. Por exemplo, se o campo
First Channel for igual a 12 e o campo Channel Bitmap for igual a 01101111000010102, o
beacon B0 é transmitido usando o Canal 12, o beacon B1 é transmitido usando o Canal 14, o
beacon B2 é transmitido usando o Canal 1, e assim por diante. Os Canais 0 a 15 correspondem
aos Canais 11 a 26 do Padrão IEEE 802.15.4. Como todos os nós sempre aguardam obriga-
toriamente para receber o beacon B0, o algoritmo tenta usar o melhor canal possível como o
primeiro canal.
No campo de Payload, T × 4 bits (Channels) são usados para transmitir os canais a serem
usados em cada intervalo de tempo e T bits (ACK Bitmap) são usados para reconhecer os pa-
cotes transmitidos em cada intervalo de tempo durante o último slotframe. Quando um nó final
transmite um pacote, ele espera pelo próximo beacon, para ler o ACK Bitmap e verificar se o
pacote foi recebido pelo coordenador. Para redes que não usam retransmissão de pacotes esse
campo pode ser removido.
Como alguns campos utilizados pelo ABMP são armazenados em campos predefinidos do
IEEE 802.15.4, apenas uma parte dos campos são armazenados usando a carga útil do pacote.
Com a configuração usada, é possível armazenar até 118 bytes na carga útil. Assim, é possível
gerenciar uma rede com até 188 intervalos de tempo por slotframe. Dessa forma, uma rede em
estrela com até 188 nós finais poderia ser definida. Ao usar topologia em árvore, o número
de nós pode ser muito maior, devido às transmissões simultâneas, e é possível usar agregação
de pacotes nos coordenadores, a fim de alocar menos intervalos para os coordenadores enca-
minharem os pacotes para o CP. Assim, mesmo para redes com muitos nós finais, é possível
usar a estrutura de pacotes definida para o ABMP. A definição sobre o número de nós finais e o
número de intervalos de tempo a serem usados é específico da aplicação.
Para redes maiores, também é possível escalonar o uso do campo Channels. Neste caso,
para cada multi-slotframe, apenas os canais de um subconjunto de nós são atualizados. Essa
abordagem permite implementar redes com mais nós finais, mas o mecanismo de adaptação de
canal torna-se menos reativo.
7.2.2 Operação do Nó Final
Na Figura 7.5 é mostrado um diagrama de atividades para explicar o funcionamento do
ABMP no lado do nó final. Se a lista de canais usados para transmitir os beacons não é conhe-
cida a priori, o nó final escuta em cada um dos 16 canais durante k períodos de slotframe até que
um beacon seja recebido e então ele pode obter as informações atualizadas sobre a operação da
rede e começar a transmitir seus pacotes.
Em cada multi-slotframe o nó final inicia sua operação aguardando o primeiro beacon (B0).
Se ocorrer uma falha na recepção do beacon, o nó final passa a escutar com o próximo canal
da lista e aguarda o próximo beacon. Isso é feito com o auxílio de um temporizador, que é
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Figura 7.5 Diagrama de atividades da operação do protocolo no nó final.
inicializado após o nó final executar a troca de canal para aguardar o beacon, e é configurado
para expirar após o intervalo de tempo no qual o beacon deve ser recebido. Se o beacon é
recebido, o temporizador é desabilitado, caso contrário ele é redefinido para identificar um
possível erro na recepção do próximo beacon.
Quando um beacon é recebido, o nó final obtém todas as informações necessárias para
executar a comunicação dentro do multi-slotframe e vai para o primeiro intervalo de tempo do
slotframe atual. As informações obtidas a partir do beacon incluem o canal a ser utilizado pelo
nó no multi-slotframe e a lista de canais utilizados para transmitir os beacons. Se o CP atualizar
o campo Channel Bitmap ou o campo First Channel o campo Change List (ver Figura 7.4) é
definido como um para indicar aos nós finais que eles precisam armazenar a nova lista de canais
e começar a usar a nova configuração somente no próximo multi-slotframe.
Após a recepção do beacon, os nós podem desabilitar o transceptor durante os intervalos
de tempo em que não estão realizando comunicação, para economizar energia. Após o último
intervalo de tempo (ST−1) em um slotframe, o nó final pode pular o próximo beacon e aguardar
o início do próximo slotframe, caso ainda restem outros slotframes no multi-slotframe atual.
Após o k-ésimo slotframe, o nó muda para o primeiro canal da lista para aguardar o primeiro
beacon (B0) do próximo multi-slotframe.
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Se o nó final transmite um pacote dentro de um slotframe, ele também precisa trocar o canal
e aguardar o próximo beacon, para verificar o ACK Bitmap. No entanto, quando um nó final
está aguardando apenas o ACK, ele pode continuar a processar o multi-slotframe se o beacon
for perdido, uma vez que ele já possui as informações necessárias para o multi-slotframe atual,
obtidas a partir de um beacon anterior.
Finalmente, se muitos beacons são perdidos em sequência (esse limiar pode ser configu-
rado), o nó final entra em um estado de recuperação, no qual ele escuta em cada um dos 16
canais durante k períodos de slotframe, até que um beacon seja recebido. Como múltiplos be-
acons são transmitidos dentro de um multi-slotframe, usando canais diferentes, a probabilidade
de um nó entrar em estado de recuperação é baixa. Na implementação do ABMP avaliada
neste capítulo, um nó final entra em estado de recuperação quando 16 beacons consecutivos são
perdidos.
7.2.3 Operação do nó LQE
Na implementação do ABMP realizada nesta tese, a abordagem descrita no Capítulo 6 foi
usada para realizar a estimação da qualidade dos enlaces em tempo real, com o uso de nós
dedicados (os nós LQE). Nesta abordagem, três métricas são analisadas para estimar a qualidade
do enlace. A métrica Pf é usada para estimar a qualidade do enlace no sentido direto, Pb é usada
para estimar a qualidade do enlace no sentido inverso e Ca é usada para estimar a influência de
fontes de interferência externas.
Na implementação do ABMP foi utilizada uma janela deslizante de 10 amostras de RSSI
para calcular a métrica Pf . Ca é calculada por meio da aquisição contínua de amostras de
RSSI pelo nó LQE em todos os canais. Usando o nó LQE, muitos valores de RSSI podem ser
adquiridos e processados continuamente, sem afetar a operação da RSSF.
A métrica Pb é calculada usando informações sobre pacotes duplicados. Uma vez que no
ABMP o ACK é realizado usando os beacons, essa métrica é usada para estimar a qualidade dos
canais usados para transmitir os beacons. Assim, um contador de pacotes duplicados é usado
para cada um dos k canais usados para transmitir os beacons dentro de um multi-slotframe.
Quando um pacote duplicado é recebido, o contador do canal usado na transmissão do beacon
anterior é incrementado. Um pacote duplicado é recebido quando o pacote de dados é recebido
corretamente no coordenador, mas o beacon com o ACK não é recebido no nó transmissor.
Deste modo, existe uma correlação entre o número de pacotes duplicados e a qualidade do
canal utilizado para transmitir o beacon.
Uma vez que os nós sempre esperam para receber o beacon B0, uma abordagem diferente
é usada para estimar mais rapidamente a qualidade do canal usado para transmitir B0. Um bit
é usado na carga útil dos pacotes de dados transmitidos pelos nós, para indicar se o beacon B0
foi perdido dentro do multi-slotframe atual. A sobrecarga para realizar isso é muito pequena
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para os nós, uma vez que apenas uma verificação rápida é feita durante o primeiro intervalo de
tempo de um multi-slotframe, e apenas um bit é adicionado à carga útil.
A operação do nó LQE é baseada em dois parâmetros definidos pela camada de aplicação,
o período de estimação (Ep) e o limiar de qualidade do enlace (Tlq). A cada Ep segundos, o nó
LQE calcula uma nova estimativa para todos os enlaces entre o coordenador e os nós conectados
diretamente a ele. Se algum enlace apresentar uma qualidade abaixo de Tlq, o nó LQE informa
ao coordenador qual o enlace com problema, usando o barramento de dados que conecta os
dois micro-controladores. O Tlq corresponde a um valor entre 0 e 100%, que representa a
probabilidade mínima de sucesso na transmissão de um pacote requerida pela aplicação. Para
todas as avaliações feitas para este artigo, Tlq = 90%, eEp = 2 s foram usados. Os novos canais
a serem utilizados são definidos utilizando uma abordagem round-robin para a implementação
avaliada neste capítulo. No entanto, em cenários com fontes de interferência, escolher canais
adjacentes pode não ser a melhor opção.
As métricas Pf e Ca são combinadas para calcular a qualidade dos enlaces no sentido direto;
ou seja, dos nós finais para o coordenador. Isso é feito em todos os coordenadores da rede. As
métricas Pb e Ca são combinadas para calcular a qualidade dos canais utilizados para transmitir
os beacons. Somente o CP tem permissão para alterar a lista de canais usados para transmitir
os beacons. No entanto, para otimizar a escolha do canal utilizado para transmitir o beacon B0,
um bit adicional é incluído na carga útil dos pacotes encaminhados pelos coordenadores, para
informar ao CP se o primeiro canal apresenta má qualidade para a sua sub-rede. Quando o CP
recebe um pacote de algum coordenador com o bit igual a um, ele muda o primeiro canal usado
para transmitir os beacons e escolhe o canal que possuir maior valor para Pb × Ca.
7.3 Resultados
Nesta seção são descritos os resultados obtidos a partir de uma análise teórica (Seção 7.3.2)
e de estudos de simulação (Seção 7.3.3), usando o modelo de simulação descrito no Capítulo 5.
7.3.1 Protocolos Avaliados
O ABMP foi comparado a outros cinco protocolos por meio de estudos de simulação, sendo
que três deles são baseados no modo DSME do IEEE 802.15.4e, um é baseado no modo TSCH,
e o último é o CSMA/CA, conforme definido pelo Padrão IEEE 802.15.4. Nas subseções se-
guintes são fornecidos detalhes sobre a implementação destes protocolos. Todos os protocolos
foram avaliados em vários cenários considerando redes com topologia em estrela. O ABMP e
o TSCH também foram avaliados para cenários considerando redes com topologia em árvore.
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Protocolos baseados no DSME
Três abordagens para o modo DSME foram implementadas e avaliadas nesta tese, denomi-
nadas CH-DSME, CA-DSME e H-DSME. O CH-DSME usa salto em frequência no Período
Livre de Contenção (CFP), de modo que os nós usam todos os 16 canais disponíveis para trans-
mitir os pacotes de dados. O CA-DSME utiliza adaptação de canal para os períodos CFP. No
CA-DSME, os nós finais usam o mesmo canal para transmitir os pacotes de dados enquanto a
qualidade do enlace para o coordenador estiver acima de um determinado limiar. O mesmo LQE
usado para implementar o ABMP foi utilizado para implementar o mecanismo de adaptação de
canal do CA-DSME. O H-DSME é uma abordagem híbrida que utiliza adaptação de canal nos
períodos CFP, e salto em frequência para os beacons. O H-DSME foi originalmente proposto
nesta tese, uma vez que o Padrão IEEE 802.15.4e não prevê o uso de salto em frequência para
transmissão dos beacons. O H-DSME é semelhante ao ABMP, mas ele não usa configuração di-
nâmica da lista de canais utilizados para transmitir os beacons, e os nós finais precisam receber
todos os beacons para manter a comunicação.
A Figura 7.6 ilustra a estrutura de superframe implementada para os protocolos baseados
em DSME avaliados neste capítulo. O capReduction foi habilitado, e assim somente o primeiro
superframe possui o Período de Acesso por Contenção (CAP). Neste exemplo, considerou-se
uma rede com 8 nós finais e topologia em estrela, em que cada nó final possui dois intervalos
de tempo dentro do multi-superframe. Os nós finais transmitem pacotes diretamente para o CP
(Nó 0) e apenas uma transmissão ocorre em cada intervalo de tempo. A estrutura mostrada na
Figura 7.6 considera o uso de salto em frequência no CFP e os números nos intervalos de tempo
indicam o ID do nó final que executa uma transmissão dentro do intervalo.
Figura 7.6 A estrutura temporal utilizada nas simulações para os protocolos baseados em DSME.
A Tabela 7.1 contém os valores dos parâmetros que foram usados para configurar a estrutura
de superframe dos protocolos baseados em DSME. Nesta configuração, há um multi-superframe
por período de beacon (Beacon Interval – BI), e dois superframes por multi-superframe. No
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primeiro superframe há sete intervalos de tempo no CFP, e no segundo superframe há 15 in-
tervalos de tempo no CFP. No CFP é possível ter transmissões simultâneas, usando múltiplos
canais na rede. No entanto, os protocolos baseados em DSME foram avaliados apenas em redes
com topologia em estrela neste capítulo, e portanto apenas uma transmissão ocorre em cada
intervalo de tempo.
Tabela 7.1 Parâmetros usados para configurar o multi-superframe dos protocolos baseados em DSME.
macBeaconOrder (BO) 4
macMultisuperframeOrder (MO) 4
macSuperframeOrder (SO) 3
Time-slot duration 7,68 ms
No CH-DSME, o canal a ser utilizado em um determinado intervalo de tempo, dentro do
CFP, é definido usando
ch = (i+ j × l + chos +BSN) mod 16,
em que j é o índice do superframe, chos é o offset do receptor (o ID do receptor foi usado como
offset) e BSN é o número de sequência do beacon. O valor de l é igual a 15 se capReduction
está habilitado e j é diferente de zero, caso contrário l é igual a 7. Todos os 16 canais são
considerados, então ch é um valor inteiro entre 0 e 15, que representa o ID do canal.
O CA-DSME também usa a estrutura de tempo mostrada na Figura 7.6, mas com um me-
canismo de diversidade de canal diferente. No CA-DSME todos os nós transmitem ao coorde-
nador usando apenas um canal, sem salto em frequência. Como apenas uma transmissão ocorre
em cada intervalo de tempo, os nós finais podem usar o mesmo canal nas transmissões. Em
cenários com mais de uma transmissão ao mesmo tempo, os canais precisam ser alocados de
modo a evitar colisões. Uma troca de canal só ocorre quando o canal de um determinado enlace
começa a apresentar má qualidade e apenas o canal do enlace afetado é alterado. O mesmo
mecanismo para estimação de qualidade de enlace utilizado no ABMP foi também usado pra
implementar o CA-DSME.
No beacon do CA-DSME, há um bitmap para indicar a cada nó se ele precisa trocar de
canal. Quando o nó recebe um beacon indicando a necessidade de trocar o canal, ele passa a
utilizar o próximo canal para transmitir os pacotes de dados, utilizando uma abordagem round-
robin. Enquanto o coordenador não recebe um pacote no novo canal, ele continua a enviar o
beacon com o bit igual a um no bitmap. Depois de receber o primeiro pacote no novo canal,
o coordenador atribui o valor zero ao bit. Uma vez que no CA-DSME os beacons são sempre
enviados utilizando o mesmo canal, se a transmissão de um beacon falhar, os nós podem esperar
pelo próximo beacon no mesmo canal.
Um mecanismo para identificar problemas de desvanecimento profundo também foi imple-
mentado para o CA-DSME. Como o coordenador precisa receber pacotes de dados para estimar
a qualidade dos enlaces, quando o canal utilizado para comunicação entre um determinado nó
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e o coordenador entra em um estado de desvanecimento profundo, nenhum pacote pode ser
recebido enquanto o canal permanecer nesse estado. Assim, quando o coordenador não recebe
pacotes de um determinado nó durante um longo período, ele inicia o procedimento de troca de
canal para esse nó. Na implementação feita para este capítulo, o coordenador inicia um proce-
dimento de troca de canal quando nenhum pacote é recebido de um determinado nó durante 10
BI consecutivos (aproximadamente 2,46 s).
Em ambos CH-DSME e CA-DSME o canal utilizado para transmitir os beacons constitui
um ponto único de falha. Nestes protocolos, é possível lidar com problemas que afetam a
qualidade de um subconjunto de canais por meio de salto em frequência ou adaptação de canal,
mas eles não são capazes de lidar com problemas que afetam o canal usado para transmitir os
beacons.
O H-DSME usa adaptação de canal para os períodos de CFP (da mesma forma que o CA-
DSME), e salto em frequência para a transmissão dos beacons. Os canais são definidos usando
uma abordagem round-robin. Por meio desse mecanismo, os nós finais não permanecem desco-
nectados por um período de tempo grande devido a problemas no canal utilizado para transmitir
os beacons, como pode ocorrer no CH-DSME e no CA-DSME. Para acomodar o uso do salto
em frequência na transmissão dos beacons, um temporizador é usado nos nós finais para iden-
tificar que um beacon foi perdido, e permitir a ressincronização dos nós, de modo similar ao
mecanismo utilizado no ABMP.
Nos protocolos baseados em DSME os nós finais podem ter vários intervalos de tempo
para transmitir pacotes dentro do mesmo multi-superframe. O número de intervalos de tempo
alocados para cada nó depende do número total de nós na rede. Para a análise feita para este
trabalho, foi utilizado ACK por pacote, como no TSCH. Nas redes DSME, o ACK em grupo é
feito por meio da utilização de intervalos de tempo dedicados dentro do CFP. Assim, utilizou-se
ACK por pacote, para utilizar o máximo de intervalos de tempo possível para as transmissões
de dados, tornando a estrutura de tempo utilizada pela rede DSME mais semelhante às definidas
para os outros protocolos.
Protocolo baseado no modo TSCH
Em redes TSCH a comunicação ocorre com base em uma estrutura de slotframe. Cada
slotframe é composto por um conjunto de intervalos de tempo e cada intervalo de tempo é dedi-
cado a um ou mais nós. É possível ter transmissões simultâneas no mesmo intervalo de tempo,
em que cada transmissor transmite para um receptor diferente, e usando um canal diferente.
Quando um par de intervalo de tempo e canal é dedicado a apenas um nó, o meio de comuni-
cação pode ser acessado diretamente, sem contenção, caso contrário os nós usam um algoritmo
CSMA/CA modificado para acessar o canal, para reduzir as colisões [17]. O slotframe repete
automaticamente, e todos os nós têm uma noção compartilhada de tempo. Normalmente, a
alocação de intervalos de tempo é configurada por uma camada superior quando o dispositivo
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entra na rede. Os nós usam todos os canais, por meio de salto em frequência, para minimizar os
efeitos negativos causados por problemas de multipercurso e interferência [16].
A Figura 7.7 ilustra um exemplo de slotframe com oito intervalos de tempo (S0 a S7). No
protocolo TSCH, cada intervalo de tempo possui duração de 10 ms e acomoda uma transmissão
de pacote e a recepção do pacote ACK correspondente. Se um determinado transmissor não re-
ceber o pacote ACK dentro do intervalo de tempo, ele pode retransmitir esse pacote no próximo
intervalo de tempo alocado a ele.
Figura 7.7 Exemplo de slotframe com oito intervalos de tempo para uma rede TSCH.
Na implementação do TSCH, o canal a ser usado em um determinado intervalo de tempo é
determinado usando
ch = (ASN + bASN/SFsizec+ chos) mod 16,
em que ASN é o Absolute Slot Number, definido como o número total de intervalos de tempo
decorridos desde o início da rede e SFsize é o número de intervalos de tempo em um slotframe.
Um valor de chos diferente é definido para cada nó na rede. Para a implementação avaliada
neste capítulo o chos é igual ao ID do nó. Usando esta fórmula, os nós usam todos os 16 canais
disponíveis, e é possível alcançar até 16 transmissões simultâneas sem colisões, usando canais
diferentes.
O Padrão IEEE 802.15.4e também define o uso de listas negras, em que a lista de canais
considerados no mecanismo de salto em frequência pode ser reduzida. Em [66] observou-se que
quanto maior o tamanho da lista negra, melhor o desempenho da comunicação. Este resultado
corrobora com os resultados apresentados em [18]. No entanto, este tipo de comportamento
só ocorre se um monitoramento adequado da qualidade dos canais é realizado, para configurar
corretamente a lista negra. Em [18], o melhor desempenho foi obtido ao usar apenas um canal,
o melhor durante o experimento. Este resultado encoraja o uso de adaptação de canal em vez
de salto em frequência para a transmissão de pacotes de dados, como no ABMP.
Para o estudo de simulação descrito neste trabalho, o uso lista negra não foi considerado,
uma vez que não há fontes de interferência externa nas simulações. As listas negras são usu-
almente utilizadas para excluir canais afetados por interferência externa, como nas soluções
descritas em [66] e [136]. Por outro lado, o modelo de simulação considera aspectos importan-
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tes do canal sem fio, tais como sombreamento, desvanecimento, assimetria do enlace, variações
espaciais na qualidade dos canais, as diferentes características dos diferentes canais e o com-
portamento não estacionário do canal sem fio em longos períodos de tempo.
Os nós não têm problemas de deriva na fonte de clock nas simulações, de modo que eles
mantêm a sincronização durante todo o tempo. Portanto, não foi utilizado um mecanismo para
garantir a sincronização de tempo no TSCH. Na prática, é necessário efetuar a sincronização
de tempo periodicamente. No Padrão IEEE 802.15.4e, cada nó é associado a um nó vizinho,
chamado de time-source neighbor, e a sincronização pode ser baseada no tempo de recepção
de pacotes de dados (sincronização baseada em quadros) ou com base em um timestamp adici-
onado nos pacotes ACK (sincronização baseada em ACK). Alguns aspectos da implementação
desses mecanismos, tais como o modo de escolha do time-source neighbor, não são detalhados
no padrão [17].
CSMA/CA
No protocolo CSMA/CA, quando um nó possui um pacote para transmitir, ele espera por
um período aleatório inicial (back-off ) antes de tentar a transmissão, o que só ocorre se o meio
de comunicação estiver ocioso. Caso contrário, o nó aguarda um outro período de back-off an-
tes de tentar acessar o canal novamente [137]. Se o acesso ao canal falhar para um determinado
número de tentativas (três para a implementação utilizada neste trabalho), o pacote é descartado.
Nas simulações foi utilizada a implementação do algoritmo CSMA/CA para o simulador Casta-
lia descrito em [138], com uma pequena modificação, para permitir a retransmissão de pacotes
na camada MAC. Todos os outros protocolos avaliados foram completamente implementados
para o simulador Castalia pelo autor desta tese.
7.3.2 Avaliação Teórica de Desempenho
Para analisar a probabilidade de sucesso em uma transmissão de pacote usando o protocolo
proposto, um modelo analítico foi desenvolvido. Para esta análise foi considerada uma rede em
estrela, em que cada nó final possui um intervalo de tempo dedicado a ele em cada slotframe.
O multi-slotframe é composto por k slotframes, e os beacons são numerados entre 0 e k − 1,
como ilustrado na Figura 7.2.
A probabilidade média de recepção de um beacon, considerando todos os nós e todos os
canais usados, é pb, e pd é a probabilidade média de sucesso em uma transmissão de pacote de
dados. A probabilidade geral de sucesso em uma transmissão de pacote de dados depende de
pb, pd e do número de tentativas por pacote. Como no ABMP os nós não precisam receber todos
os beacons, a probabilidade geral de sucesso depende também do slotframe em que a tentativa
de transmissão ocorre, uma vez que quanto mais distante do início do multi-slotframe, maior
a probabilidade de que um beacon já tenha sido recebido. Considerando esta característica, a
probabilidade geral de sucesso de uma transmissão de pacotes de dados no ABMP, PSA(i, a, k),
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considerando k slotframes por multi-slotframe, a primeira tentativa ocorrendo no slotframe i, e
com a tentativas consecutivas, pode ser obtido recursivamente a partir de
PSA(i, a, k) =

(1− (1− pb)i)pd + (1− pb)ipbpd, se a = 1;
1−∏j<aj=0(1− PSA ((i+ j) mod k, 1, k)) , se a > 1.
(7.1)
De acordo com a Equação 7.1, quando uma tentativa de transmissão de um pacote de dados
ocorre no slotframe i, considera-se que anteriormente já foram transmitidos i beacons dentro
do mesmo multi-slotframe e um beacon adicional é transmitido no slotframe i. Dessa forma, o
sucesso em uma tentativa de transmissão ocorre quando um dos i + 1 beacons é recebido com
sucesso pelo nó final e quando o pacote de dados também é transmitido com sucesso, o que
ocorre com probabilidade pd. Portanto, quanto maior o valor de i, maior a probabilidade de um
beacon ser recebido e, consequentemente, maior a probabilidade da tentativa de transmissão
ocorrer com sucesso.
Considerando que os pacotes são gerados de forma aleatória na camada de aplicação e que
a primeira tentativa de transmissão de um pacote de dados pode ocorrer em qualquer slotframe
de um multi-slotframe com a mesma probabilidade, a probabilidade média de sucesso na trans-
missão de um pacote de dados pode ser obtida a partir de
PSA(a, k) =
1
k
j<k∑
j=0
PSA(j, a, k). (7.2)
Diferente do ABMP, em redes DSME todos os beacons precisam ser recebidos pelos nós
finais para manter a comunicação. Na configuração do DSME usada neste estudo, após a re-
cepção de um beacon, em alguns casos os nós podem realizar a tentativas de transmissão, em
a intervalos de tempo diferentes dentro do mesmo multi-superframe. Nesse caso, os nós não
precisam receber outros beacons para realizar as retransmissões. Para esta configuração do pro-
tocolo DSME, a probabilidade geral de sucesso em uma transmissão de pacote de dados, para
a tentativas de transmissão, pode ser obtida a partir de
PSD(a) = pb(1− (1− pd)a). (7.3)
Quando não é possível alocar vários intervalos de tempo dentro do mesmo multi-superframe
para os nós, cada tentativa de transmissão é precedida pela recepção de um beacon. Para esta
configuração do protocolo DSME, a probabilidade geral de sucesso em uma transmissão de
pacote de dados, para a tentativas de transmissão, pode ser obtida a partir de
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PSD(a) = 1− (1− pbpd)a. (7.4)
Em um protocolo em que os nós transmitem os seus pacotes sem a dependência da recepção
dos beacons, como é o caso do TSCH, a probabilidade de sucesso de uma transmissão de pacote
de dados, para a tentativas de transmissão, pode ser obtida a partir de
PST (a) = 1− (1− pd)a (7.5)
As Equações 7.2, 7.3 e 7.4 são reduzidas à Equação 7.5 quando pb = 1. Na Figura 7.8
são mostradas as curvas de PSA(2, 8) e PSD(2) (usando a Equação 7.3) em função de pd e
pb. Diferentes curvas são mostradas, para diferentes valores de pb, como indicado no gráfico
da Figura 7.8(b), que corresponde à probabilidade de sucesso para o DSME. No gráfico da Fi-
gura 7.8(a) é considerada a probabilidade geral de sucesso no ABMP, e as curvas correspondem
aos mesmos valores de pb usados no gráfico da Figura 7.8(b).
Figura 7.8 Probabilidade de sucesso em uma transmissão de pacote de dados.
Como no DSME todos os beacons precisam ser recebidos pelos nós, a probabilidade de
sucesso em transmissões de pacotes de dados é limitada por pb. Em ambos os gráficos, os
cenários em que pb = 1 correspondem às probabilidades para a rede TSCH, em que não há
dependência de recepção de beacons. O ABMP converge rapidamente para a curva do melhor
caso (pb = 1). O ABMP tenta otimizar continuamente as probabilidades pb e pd por meio do
monitoramento contínuo da qualidade dos enlaces, para configurar dinamicamente a lista de
canais utilizados para transmitir os beacons e para alocar canais de forma adaptativa para as
transmissões de dados a partir dos nós finais e coordenadores intermediários. Assim, é possível
obter uma alta confiabilidade, apesar do uso de beacons para sincronizar as transmissões, como
confirmado pelos estudos de simulação descritos na Seção 7.3.3.
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Na Figura 7.9(a) são mostradas as curvas da probabilidade geral de sucesso (PS) em uma
transmissão de pacote de dados para os três protocolos, em função de a, e na Figura 7.9(b) são
mostradas as curvas de PS em função de k. Quatro cenários foram analisados, com valores
diferentes de pb e pd. As escalas do eixo Y são diferentes para os diferentes valores de pb e pd,
a fim de melhorar a visualização.
Figura 7.9 Probabilidade de sucesso na transmissão de um pacote de dados para diferentes valores de a
e k.
A partir da análise dos gráficos da Figura 7.9, é possível ver que PSA (ABMP) converge
para PST (TSCH) rapidamente quando mais retransmissões são utilizadas ou quando os valores
de pb e pd são maiores. Por exemplo, para pd = 0, 9 e pb = 0, 7, o valor de PSA é 97,3% quando
a = 2, que é muito próximo do valor obtido com TSCH, ou seja, 99% . Assim, para k = 8,
mesmo com um valor relativamente baixo para pb, a confiabilidade do ABMP é comparável
com a confiabilidade teórica do TSCH, considerando pd = 0, 9. Quando pb e pd são iguais a
0,9, o PSA é igual a 98,74% para a = 2 e igual a 99,86% para a = 3.
Os valores de PSD (DSME) e PST são constantes nos gráficos da Figura 7.9(b), uma vez
que o valor de k influencia apenas o ABMP. Mesmo para valores baixos de pd e pb, o valor de
PSA fica próximo ao valor de PST , para valores mais elevados de k. No entanto, quando k é
maior o mecanismo de adaptação de canal empregado no ABMP é menos reativo, uma vez que
os novos canais são alocados apenas a partir do início de um novo multi-slotframe. Assim, para
valores mais elevados de k, é mais difícil reagir rapidamente a mudanças bruscas na qualidade
dos enlaces e, portanto, é mais difícil otimizar os valores de pd e pb em tempo real. Além disso,
usando menores valores de k, é possível excluir canais que apresentam baixa qualidade para
um número significativo de enlaces, o que pode ocorrer, por exemplo, em cenários com fontes
de interferência que afetam os coordenadores. Com base na análise mostrada na Figura 7.9(b),
utilizou-se k = 8 nas simulações para o ABMP, a fim de obter uma boa relação de compro-
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misso entre a dependência dos beacons e reatividade do protocolo, e para alcançar uma alta
confiabilidade, mesmo quando os valores de pb e pa não forem muito altos.
A partir das análises mostradas nesta seção, é possível ver que no ABMP o uso de beacons
não afeta de forma muito significativa o desempenho da rede, em comparação com o DSME.
Além disso, por meio dos beacons, o protocolo pode usar o mecanismo de adaptação de canais
e atualizar a lista de canais utilizados em toda a rede de forma dinâmica. Com esta abordagem,
não é necessário implementar um mecanismo adicional para sincronizar o relógio de todos
os nós. Assim, é possível implementar o ABMP em nós de sensores de baixo custo, sem a
necessidade de fontes de relógio de alta precisão.
7.3.3 Resultados das Simulações
Para permitir a simulação de protocolos para RSSFI, é necessário utilizar um modelo que
leve em consideração as características do canal sem fio por um longo período de tempo. No
Capítulo 5 foi descrito um modelo de simulação, que inclui os efeitos da perda de percurso,
sombreamento log-normal e as características não-estacionárias do canal. Neste modelo, dife-
rentes canais podem apresentar características diferentes, uma vez que os canais definidos pela
camada física do IEEE 802.15.4 são descorrelacionados em frequência. O modelo de simulação
e todos os protocolos avaliados nesta tese foram implementados no simulador de código aberto
Castalia.
Como o modelo utilizado nesta pesquisa considera o comportamento não-estacionário dos
canais, quando ocorre uma mudança nas características dos canais a qualidade dos enlaces pode
aumentar ou diminuir, dependendo dos novos valores dos parâmetros de sombreamento e ate-
nuação para cada canal. Assim, o mecanismo de adaptação de canal precisa reagir rapidamente,
de modo a alocar diferentes canais para os enlaces com baixa qualidade após a alteração nas
características dos canais.
A Tabela 7.2 contém os parâmetros considerados nas simulações deste capítulo. Todos os
valores utilizados no modelo de camada física foram obtidos a partir de experimentos realizados
em um ambiente industrial, descrito em [6].
Redes com Topologia em Estrela
Foram realizadas simulações para redes com quatro, oito e 16 nós finais. Para cada configu-
ração, foram realizadas 10 replicações, com a rede funcionando durante cinco horas. Em cada
replicação, a posição dos nós foi determinada aleatoriamente, com uma distância máxima de
40
√
2 m do coordenador. Foram realizadas mais 10 replicações, com uma mesma rede com 16
nós finais (os nós posicionados no mesmo local), para analisar o desempenho da rede para cada
nó final individual.
Para realizar uma comparação justa, para cada replicação foi utilizada a mesma semente
(parâmetro seed do simulador) para avaliar cada protocolo, e diferentes sementes foram uti-
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Tabela 7.2 Parâmetros utilizados nas simulações.
Tamanho da área 200 x 200 metros
Camada física IEEE 802.15.4
Taxa de bits 250 kbit/s
Tempo de simulação 18000 s (5 h)
Potência de transmissão 0 dBm
Taxa de transmissão de pacote 1 pacote/s
Tempo médio de mudança 40 min
Expoente de perda de percurso (n) 1,69
Distância de referência (d0) 15 m
Perda de percurso para d0 (L(d0)) 80,48 dB
Desvio padrão do sombreamento (σ) 6,62 dB
Fator de Rice (K) 12,3 dB
Desvio padrão do fator de Rice (Kσ) 5,4 dB
lizadas para diferentes replicações. Assim, todos os protocolos foram avaliados considerando
os nós posicionados na mesma posição e com as mesmas características para o canal sem fio
durante as replicações. Para tornar a estrutura de tempo do ABMP semelhante à do TSCH,
os intervalos de tempo do ABMP também foram configurados para terem uma duração igual a
10 ms, embora na prática intervalos de tempo menores possam ser utilizados para a transmissão
de pacotes de dados, uma vez que no ABMP o reconhecimento de pacotes ocorre por meio
dos beacons. Nos protocolos que usam adaptação de canal, um limiar de qualidade de enlace
Tlq = 90% foi usado.
Na Figura 7.10(a) são mostradas as Taxas de Recepção de Pacote (TRP) na camada MAC
para os seis protocolos avaliados, na Figura 7.10(b) são mostrados os valores de TRP na camada
de aplicação (APP) e na Figura 7.10(c) são mostrados os valores relativos ao número requerido
de transmissões de pacote (Required Number of Packet transmissions – RNP), que é o número
médio de tentativas feitas para cada pacote de dados gerado na rede, independente da recepção.
Como duas tentativas de transmissão por pacote foram utilizadas, o valor máximo de RNP neste
caso é dois.
Os resultados mostrados na Figura 7.10(a) consideram apenas os pacotes que foram efe-
tivamente transmitidos. Assim, os pacotes descartados devido a problemas na recepção dos
beacons, para protocolos baseados em beacons, não são considerados. Esse resultado permite
analisar a qualidade dos enlaces apenas em uma direção, dos nós finais até o CP. Os protocolos
que usam adaptação de canal apresentam uma TRP maior para o enlace no sentido direto. Por
exemplo, CA-DSME e H-DSME apresentaram um melhor desempenho em comparação com
o CH-DSME, que usa salto em frequência. O resultado para CH-DSME foi semelhante ao
resultado do TSCH, que também usa salto em frequência.
Os resultados mostrados na Figura 7.10(b) consideram todos os aspectos, incluindo as re-
transmissões de pacotes e as falhas na transmissão dos beacons. O H-DSME apresentou um
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Figura 7.10 (a) Taxa de recepção de pacote na camada MAC. (b) Taxa de recepção de pacote na camada
de aplicação. (c) Número requerido de transmissões de pacote.
melhor resultado em comparação ao CA-DSME, já que mais beacons são recebidos no H-
DSME, e o mecanismo de adaptação de canal é mais reativo. O ABMP utiliza adaptação de
canal e apresentou o melhor resultado entre todos os protocolos avaliados. O mecanismo de
adaptação de canal no ABMP reage ainda mais rápido às mudanças que ocorrem na qualidade
dos canais ao longo do tempo em comparação com o H-DSME. Isto ocorre devido ao uso do
salto em frequência e adaptação dinâmica dos canais usados para transmitir os beacons. Por
exemplo, a pb média para todas as replicações foi 86% para o H-DSME, e 91,6% para o ABMP,
considerando as simulações com 16 nós finais.
O desempenho do ABMP e do TSCH permanece quase constante para os cenários com
quatro, oito e 16 nós. Para os protocolos baseados em DSME, o desempenho foi pior para redes
com 16 nós finais. Isto pode ser explicado pela estrutura de tempo usada para as redes DSME,
que possui um número fixo de intervalos de tempo por multi-superframe. Assim, para redes
com quatro e oito nós finais, cinco e dois intervalos de tempo foram alocados para cada nó em
cada multi-superframe, respectivamente. Assim, é possível ter as duas tentativas de transmissão
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dentro do mesmo multi-superframe. Para redes com 16 nós finais, apenas um intervalo de tempo
foi alocado por nó final dentro de cada multi-superframe. No ABMP e no TSCH o slotframe
pode ser aumentado e diminuído com o número de nós. Assim, independente do número de nós
finais, o número de intervalos de tempo por nó em cada slotframe é o mesmo.
O RNP dos protocolos baseados em DSME que usam adaptação de canal foi muito baixo
para as redes com quatro e oito nós finais. Isso ocorreu porque o estimador de qualidade de
enlace considera a qualidade de ambos os sentidos dos enlaces. Assim, a probabilidade de re-
ceber o ACK também é otimizada. Uma vez que no ABMP foi utilizado ACK em grupo, por
meio dos beacons, às vezes o pacote é recebido no coordenador, e o beacon não é recebido no
nó final. Neste caso, ocorre uma transmissão adicional, e uma cópia duplicada é entregue no
coordenador. Embora a lista de canais utilizados para a transmissão dos beacons seja modifi-
cada dinamicamente, é difícil garantir que todos os canais utilizados para transmitir os beacons
apresentem uma qualidade muito boa para todos os nós finais.
No TSCH, os nós finais usam todos os 16 canais disponíveis, e assim os canais com baixa
qualidade também são usados. Se a transmissão na primeira tentativa falhar, o nó final pode
tentar novamente, usando outro canal, o que aumenta a probabilidade recepção do pacote na
camada de aplicação. No entanto, o valor de RNP pode ser alto, como foi o caso das simulações
descritas nesta seção.
O CSMA/CA apresentou o pior desempenho entre todos os protocolos avaliados, o que
confirma que os protocolos baseados em contenção que utilizam apenas um canal, como os
definidos no Padrão IEEE 802.15.4, não são adequados para implementar RSSFIs. Ao usar o
CSMA/CA, os nós finais acessam o meio de comunicação de forma aleatória e distribuída, com
base na noção local de disponibilidade do canal. Embora os nós finais detectem a ocupação
do meio de comunicação antes das transmissões, colisões podem ocorrer devido ao problema
do terminal escondido, em que alguns nós finais estão fora do alcance de outros nós finais.
Outro aspecto a ser considerado é a alta variância da TRP quando se utiliza CSMA/CA. Ao
usar apenas um canal, os nós finais podem permanecer grandes períodos de tempo com uma
TRP muito baixa, ou mesmo com TRP igual a zero, em casos de desvanecimento profundo.
Na Figura 7.11 pode-se ver a função de distribuição cumulativa empírica (a) e o histograma
(b) do atraso dos protocolos avaliados, para o cenário com 16 nós finais. Entre os protocolos
baseados em DSME, apenas os resultados para o H-DSME são mostrados, uma vez que ele
apresentou o melhor desempenho, e utilizou a mesma estrutura de tempo dos outros protocolos
baseados em DSME, o que resulta em um atraso semelhante. Os gráficos com as informações
de atraso consideram apenas os pacotes efetivamente recebidos.
O atraso de acesso é muito menor para o CSMA/CA, uma vez que os nós podem iniciar
as transmissões de pacotes prontamente, pois não é necessário esperar por um intervalo de
tempo dedicado. Por outro lado, vários pacotes podem ser perdidos, quando vários nós tentam
transmitir ao mesmo tempo. Os nós podem falhar ao acessar o canal, considerando o limite de
períodos de back-off permitidos, ou colisões podem ocorrer devido ao problema do terminal
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Figura 7.11 Função de distribuição cumulativa empírica (a) e histograma (b) do atraso para uma rede
com 16 nós finais e topologia em estrela.
escondido. Nos outros protocolos, o atraso é delimitado pelo tamanho da estrutura temporal
definida pelo protocolo.
Na configuração usada para o DSME, o multi-superframe possui 245,76 ms de duração
e cerca de 85% dos pacotes foram entregues com um atraso menor que este valor. 97,4% dos
pacotes foram entregues com atraso inferior a 492 ms (dois períodos de multi-superframe). Uma
vez que TSCH e ABMP não têm o CAP, as estruturas de tempo definidas para estes protocolos
têm uma duração menor em comparação com o DSME. Para redes com 16 nós finais, a duração
de um slotframe no TSCH é igual a 160 ms, e igual a 170 ms para o ABMP (considerando
o intervalo de tempo usado para transmitir o beacon). No TSCH, 83% dos pacotes foram
entregues com atraso inferior a 160 ms, e 99,7% dos pacotes foram entregues com atraso inferior
a 320 ms (dois períodos de slotframe). O slotframe no ABMP é maior em comparação com
TSCH, no entanto mais pacotes foram entregues no primeiro período de slotframe, uma vez que
a probabilidade de entrega é otimizada devido ao uso de adaptação de canal. Assim, 96,3% dos
pacotes foram entregues com atraso menor que 170 ms, e 99,8% dos pacotes foram entregues
com atraso inferior a 340 ms (dois períodos de slotframe).
Também é importante verificar o intervalo de tempo entre a recepção de dois pacotes, que
também é influenciado pelas falhas de transmissão. Na Figura 7.12 pode-se ver a função de
distribuição cumulativa empírica do intervalo de tempo entre a recepção de dois pacotes conse-
cutivos para todos os protocolos avaliados. Os pacotes são gerados com uma taxa de 1 pacote/s
na camada de aplicação, mas o atraso para obter acesso ao canal e as falhas nas transmissões
provocam variações nos intervalos de tempo entre duas recepções de pacote.
Devido ao elevado valor de TRP para o ABMP, em 99,7% do tempo o intervalo entre duas
recepções de pacote é inferior a 1,2 s. No TSCH, o intervalo entre a recepção de dois pacotes
é inferior a 1,2 s durante 92,2% do tempo. No DSME, durante 83% do tempo, o intervalo
é menor que 1,2 s. Devido à alta variação da TRP no CSMA/CA, a função de distribuição
cumulativa empírica só atinge um valor de 99% para um intervalo de tempo de 5 s. Outro
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Figura 7.12 Intervalo de tempo entre a recepção de dois pacotes para uma rede com 16 nós finais e
topologia em estrela.
aspecto importante é o tempo máximo entre a recepção de dois pacotes consecutivos; ou seja,
o tempo máximo em que algum nó permanece desconectado da rede devido a um problema no
seu enlace com o coordenador. A Tabela 7.3 contém o tempo máximo de desconexão para os
protocolos avaliados.
Tabela 7.3 Tempo máximo de desconexão de um nó para uma rede em estrela com 16 nós finais.
CSMA/CA H-DSME TSCH ABMP
7142,17 s 376,01 s 5,92 s 27,88 s
Ao usar CSMA/CA, um dos nós, durante uma das replicações, permaneceu cerca de duas
horas desconectado, devido a um problema de desvanecimento profundo no canal usado para
transmitir os pacotes, o que mostra novamente que o uso de um protocolo que usa apenas um
canal não é adequado para implementar uma RSSFI. O tempo máximo de desconexão do TSCH
foi o menor, porque no TSCH os nós finais usam um canal diferente para cada transmissão
consecutiva e, portanto, sofrem menos com problemas de desvanecimento em um único canal
ou em um subconjunto de canais. O tempo máximo de desconexão também foi baixo para
ABMP, uma vez que ele emprega a estimativa da qualidade de enlace em tempo real e também
um mecanismo para identificar problemas de desvanecimento profundo, mas foi pior do que
TSCH neste aspecto. Embora o ABMP tenha apresentado um valor maior para o tempo máximo
de desconexão em comparação com o TSCH, é importante notar que este problema não ocorre
com frequência, uma vez que durante 99,93% do tempo o intervalo entre a recepção de dois
pacotes consecutivos é menor que 2 s.
A partir das simulações, foi possível calcular o valor de pb e pd para os protocolos. Na Fi-
gura 7.13 são mostrados os valores de TRP na camada de aplicação para cada nó individual e os
resultados calculados usando as equações 7.2, 7.4 e 7.5, para o experimento com 16 nós finais,
e considerando as mesmas posições nas 10 replicações. Para o ABMP a TRP foi muito alta para
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todos os nós, enquanto que para o TSCH alguns nós tiveram uma TRP abaixo de 90%, como foi
o caso do nó final 14, que é o nó final que foi posicionado mais distante do CP (50,09 m). Em
geral, o desempenho do DSME foi significativamente pior, principalmente devido a problemas
na recepção dos beacons. A TRP para o CSMA/CA também é mostrada no gráfico. Como já
observado nos outros resultados, este protocolo apresentou o pior desempenho.
Figura 7.13 TRP na camada de aplicação para uma rede com 16 nós finais e topologia em estrela.
Usando os parâmetros mostrados na Tabela 7.2, que foram obtidos a partir de resultados ex-
perimentais em um ambiente industrial [6], a perda de percurso média para o nó final 14 é igual
a -89,33 dB. Considerando o sombreamento (6,62 dB) e a potência de transmissão (0 dBm),
a potência média de recepção permanece na faixa entre -102,57 dBm e -76,09 dBm durante
95,44% do tempo, considerando duas vezes o desvio padrão. Uma vez que a sensibilidade do
transceptor é de -94 dBm, alguns canais podem apresentar uma qualidade muito baixa (às vezes
com problemas de desvanecimento profundo), enquanto outros canais podem apresentar uma
qualidade muito alta (com mais de 17 dB de diferença em relação à sensibilidade). Devido ao
uso de adaptação de canal e estimação de qualidade de enlace em tempo real no ABMP, apenas
bons canais são usados na maior parte do tempo, o que permite alcançar uma TRP muito alta.
Como a transmissão dos beacons é feita usando salto em frequência, é difícil conseguir um
valor próximo a 100% também para pb. No entanto, devido à adaptação dinâmica da lista de
canais usados para transmitir os beacons, o valor médio de pb foi de 91,6% e o valor mínimo
para um nó específico foi de 89,2%.
Como um exemplo do mecanismo de adaptação de canal implementado, a Figura 7.14 mos-
tra a potência de recepção para o nó final 14 entre os minutos 217 e 233 de uma das replicações
para o protocolo ABMP. No gráfico, é possível ver o momento em que a qualidade do canal em
uso pelo nó final é degradada, devido a uma modificação no perfil de multipercurso do ambi-
ente. Também é possível observar os valores fornecidos pelo estimador de qualidade de enlace
(LQE) e a TRP na camada de aplicação. Vale ressaltar que o estimador de qualidade de en-
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lace utilizado apresentou comportamento estável e não provocou trocas de canal apenas devido
a variações rápidas na qualidade do enlace, como no início do período mostrado no gráfico.
No entanto, o estimador reage rapidamente a mudanças mais persistentes nas características do
canal, como foi o caso logo após o minuto 225.
Figura 7.14 Potência recebida, TRP na camada de aplicação e valor fornecido pelo estimador (LQE)
para o nó final 14.
Às vezes, o procedimento de troca de canal é acionado várias vezes em um curto intervalo
de tempo, até que o nó passe a utilizar um canal com boa qualidade. Por exemplo, após o
minuto 225, o nó final 14 trocou o canal devido a um possível problema de desvanecimento
profundo detectado pelo coordenador. Depois disso, mais três trocas de canal ocorreram nos
dois minutos seguintes, até que o nó escolheu um canal com uma qualidade superior a 90%,
de acordo com o estimador de qualidade de enlace. Depois disso, o nó permaneceu usando o
mesmo canal até o final da replicação. Em alguns casos, como demonstrado nos experimentos
descritos em [75], os canais podem manter as mesmas características durante várias horas antes
que uma mudança abrupta em suas características ocorra. Se a aplicação suportar limiares de
qualidade mais baixos, o procedimento de troca de canal é executado com menos frequência.
Redes com Topologia em Árvore
Apenas ABMP e TSCH foram analisados para redes com topologia em árvore. Foram con-
siderados quatro cenários, em que cada um foi utilizado um CP, um conjunto de coordenadores
intermediários (2 ou 4) e o mesmo número de nós finais por coordenador (8 ou 12). Assim,
foram avaliadas redes com 16, 24, 32 e 48 nós finais. Tanto no TSCH como no ABMP, foi atri-
buído um intervalo de tempo por slotframe para cada nó final e múltiplos intervalos de tempo
foram atribuídos aos coordenadores encaminharem os pacotes para o CP. Nesta análise, agre-
gação de pacotes não foi considerada, o que poderia diminuir o atraso global. Este mecanismo
pode ser aplicado em ambos os protocolos da mesma maneira.
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Foram realizadas dez replicações para cada cenário, com os nós posicionados aleatoria-
mente. A distância máxima entre os coordenadores e o CP foi igual a 30
√
2 m e a distância
máxima entre os nós finais e os coordenadores intermediários foi igual a 40
√
2 m. Também
foram realizadas 10 replicações com a mesma rede (os nós posicionados no mesmo local), para
avaliar o desempenho da rede para os nós individuais.
No TSCH, o canal a ser utilizado por um transmissor em cada intervalo de tempo depende
do ID do receptor. Assim, em cada intervalo de tempo, diferentes canais são utilizados para
diferentes receptores. Uma vez que os 16 canais disponíveis são usados, uma possível colisão
só pode ocorrer se dois receptores (com IDs ia e ib) estiverem posicionados próximos um do
outro e se (ia − ib) = 16n, para algum inteiro n. Como nas simulações descritas nesta seção
foram utilizados no máximo quatro coordenadores, as transmissões ocorrem sem colisões.
No ABMP, a decisão sobre os canais utilizados pelos nós finais para transmitir os pacotes
de dados é feita localmente. Assim, diferentes coordenadores poderiam alocar o mesmo canal
para o mesmo intervalo de tempo e, dependendo da posição dos coordenadores, poderiam ocor-
rer colisões. Na implementação atual do ABMP, uma abordagem simples é usada para evitar
colisões, na qual diferentes conjuntos de canais são usados em cada sub-rede. Em cenários
com dois coordenadores, oito canais foram atribuídos para cada sub-rede e em cenários com
quatro coordenadores, quatro canais foram atribuídos para cada sub-rede. Isso diminui o grau
de liberdade do mecanismo de adaptação de canal. Em trabalhos futuros, serão investigados
mecanismos mais elaborados para definir a lista de canais utilizados em cada sub-rede. Como
foi utilizado salto em frequência para as transmissões dos beacons, gerenciado pelo CP, para
esses pacotes todos os canais podem ser usados.
Uma análise foi realizada para definir o número de intervalos de tempo alocados aos coor-
denadores (Ns) para encaminhar pacotes de dados em cada slotframe, a fim de alcançar uma
boa relação de compromisso entre o número de pacotes que um coordenador pode encaminhar
por nó final, por segundo, e a duração do slotframe, que influencia o atraso na rede. Em média,
o coordenador pode encaminhar An pacotes por segundo de cada nó final conectado a ele. Se
An for menor que a taxa de transmissão de pacote do nó final multiplicada pelo número máximo
de tentativas de transmissão por pacote, alguns pacotes podem ser descartados no coordenador.
Por outro lado, quanto maior o valor de An, maior o atraso da rede. A duração de um slotframe
(SFd), em milissegundos, é definida para o ABMP de acordo com
SFd = (2 + (Nco ×Ns) + e)× Tlen, (7.6)
em que Nco é o número de coordenadores na rede, e é o número de nós finais conectados a cada
coordenador e Tlen é a duração dos intervalos de tempo, em milissegundos. No ABMP, dois
intervalos de tempo por slotframe são dedicados para transmitir os beacons. A Fórmula 7.6
considera que todos os intervalos de tempo têm a mesma duração.
A taxa An é definida por
Protocolo Adaptativo Multicanal Baseado em Beacons 136
An =
Ns
e× t× (SFd × 103) , (7.7)
em que t é o número de pacotes transmitidos por segundo pelos nós finais.
A Tabela 7.4 contém os valores de Ns, An e SFd para cada configuração e para cada proto-
colo. Para tornar a estrutura de tempo semelhante ao TSCH, Tlen = 10 ms também foi usado
para o ABMP. A taxa de transmissão de pacote é t = 1 pacote/s. Para os cenários com 16, 24
e 32 nós finais, foi possível ter um valor de An maior que dois, para evitar descartar pacotes,
mesmo no pior caso, quando todos os nós têm RNP igual a 2. Para redes com 48 nós finais,
o valor de An foi igual a 1,5 e 1,53 pacotes por segundo por nó final, para ABMP e TSCH,
respectivamente. Portanto, é possível que os coordenadores descartem alguns pacotes. Para
esta configuração, SFd é igual a 500 ms para o ABMP e 480 ms para o TSCH. Uma vez que
o intervalo entre as transmissões de dois pacotes é 1 s nas simulações e os nós podem transmi-
tir cada pacote até duas vezes, para valores de SFd maiores que 500 ms o número de pacotes
descartados no buffer da camada de aplicação poderia ser muito elevado. Nos resultados das
simulações com topologia em estrela, o RNP foi de cerca de 1,15 e 1,3 para as redes ABMP e
TSCH, respectivamente. Assim, valores de An iguais a 1,5 e 1,53 pacotes por segundo por nó
final são suficientes para manter uma boa qualidade de serviço neste caso.
Tabela 7.4 Parâmetros usados para configurar a estrutura de slotframe dos protocolos.
Nco e Ns
An
ABMP
An
TSCH
SFd
ABMP
SFd
TSCH
2 8 3 2,34 2,50 160 ms 140 ms
2 12 7 2,08 2,16 280 ms 260 ms
4 8 5 2,08 2,16 300 ms 280 ms
4 12 9 1,5 1,53 500 ms 480 ms
A Figura 7.15 ilustra a estrutura do slotframe para a rede com dois coordenadores interme-
diários e oito nós finais por sub-rede. Nesse cenário, Ns = 3, então cada coordenador possui
três intervalos de tempo no final do slotframe, de forma intercalada, para encaminhar pacotes
recebidos dos nós finais. As transmissões dos nós finais nas duas sub-redes ocorrem em simul-
tâneo, usando canais diferentes. Devido às transmissões em simultâneo, o tamanho do slotframe
é pequeno, mesmo considerando os intervalos de tempo para encaminhamento dos beacons e
dos pacotes de dados pelos coordenadores intermediários. Por exemplo, em uma rede em es-
trela com 16 nós finais, os slotframes precisam ter 17 intervalos de tempo. Para a rede com 16
nós finais e dois coordenadores intermediários, os slotframes possuem 16 intervalos de tempo,
mesmo considerando os intervalos de tempo alocados aos coordenadores intermediários.
Nos cenários avaliados neste capítulo, todos os nós da rede possuem apenas um transceptor
para realizar comunicação, além dos nós LQE integrados aos coordenadores. Duas soluções
para reduzir a latência poderiam ser empregadas no ABMP. A primeira é a utilização de múl-
tiplos transceptores no CP. Como apenas um dos nós da rede seria equipado com múltiplos
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Figura 7.15 Estrutura do slotframe para a rede com dois coordenadores intermediários e oito nós finais
por sub-rede.
transceptores o aumento no custo da rede não seria muito alto. Nesta abordagem, os coordena-
dores intermediários encaminham os pacotes recebidos dos nós finais em simultâneo e devem
usar canais diferentes para evitar colisões. A segunda solução é utilizar agregação de pacotes.
Em muitas aplicações os nós sensores transmitem apenas alguns bytes de carga útil, de modo
que os coordenadores podem agregar vários pacotes de dados em um único pacote maior, para
encaminhar ao CP. Essas otimizações podem ser aplicadas para atender a requisitos de aplica-
ções específicas e serão avaliadas em mais detalhes em trabalhos futuros.
Na Figura 7.16(a) pode-se ver a TRP na camada MAC para ambos os protocolos, na Fi-
gura 7.16(b) pode-se ver a TRP na camada de aplicação e na Figura 7.16(c) pode-se ver os
valores de RNP para os dois protocolos.
A TRP foi maior para o ABMP em todos os cenários em comparação com o TSCH. O
desempenho da rede em termos da TRP foi o mesmo para o TSCH em todos os cenários, uma
vez que todos os canais são utilizados pelos nós finais, e não há colisões. Para o ABMP o
desempenho da rede piorou para os cenários com quatro coordenadores, uma vez que nesses
cenários apenas quatro canais podem ser utilizados pelo mecanismo de adaptação de canal em
cada sub-rede. No entanto, mesmo com o menor grau de liberdade, o uso de adaptação de canal
apresentou um melhor resultado, em média, em comparação com o uso de salto em frequência
na transmissão de pacotes de dados. O RNP para o ABMP foi menor do que o RNP para o
TSCH em todos os cenários. Um aumento no RNP é observado para o ABMP nos cenários com
quatro coordenadores.
A função de distribuição cumulativa empírica e o histograma do atraso são mostrados na
Figura 7.17, para os cenários com 24 nós finais (dois coordenadores) e para o cenário com 48
nós finais (quatro coordenadores).
O atraso depende da TRP, e também da estrutura temporal utilizada pelos protocolos. As-
sim, os valores do atraso têm relação com a duração dos slotframes, conforme detalhado na
Tabela 7.4. A duração do slotframe para o TSCH é menor (20 ms menor neste caso), uma vez
que não há intervalos de tempo atribuídos para transmissões de beacons. No entanto, uma vez
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Figura 7.16 (a) Taxa de recepção de pacote na camada MAC. (b) Taxa de recepção de pacote na camada
de aplicação. (c) Número requerido de transmissões de pacote.
Figura 7.17 Função de distribuição cumulativa empírica (a) e o histograma (b) do atraso para redes com
topologia em árvore.
que no ABMP canais melhores são utilizados para transmitir os pacotes, o atraso global do
ABMP foi menor do que para o TSCH. Na rede com 24 nós finais, 96,4% dos pacotes foram
entregues com atraso inferior a 560 ms para o ABMP (dois períodos de slotframe no ABMP) e
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93,52 % dos pacotes foram entregues para o TSCH, considerando esse mesmo limite de tempo.
Em ambos os protocolos, mais de 99% dos pacotes foram entregues com atraso inferior a 840 ms
(três períodos de slotframe no ABMP).
Na rede com 48 nós finais, 62,64% dos pacotes foram entregues com um atraso menor que
500 ms para o ABMP (um período de slotframe no ABMP), enquanto que 44,16 % dos pacotes
foram entregues para o TSCH considerando esse mesmo limite de tempo. Ao usar o ABMP,
97,16% dos pacotes foram entregues com atraso inferior a 1 s, enquanto que 91,54% dos pacotes
foram entregues para o TSCH com esse limite de atraso. Assim, mesmo com o elevado número
de nós finais e sem agregação de pacotes, foi possível obter uma boa qualidade de serviço para
a aplicação avaliada, que transmite um pacote por segundo.
Na Figura 7.18 pode-se ver a função de distribuição cumulativa empírica do intervalo de
tempo entre a recepção de dois pacotes consecutivos, para os dois protocolos avaliados. Para o
cenário com 24 nós finais, em 94,07% do tempo o intervalo entre a recepção de dois pacotes foi
inferior a 1,2 s para o ABMP. Ao usar TSCH, o intervalo foi menor que 1,2 s durante 81,53%
do tempo. Para o cenário com 48 nós finais, em 92,98% do tempo, o intervalo entre a recepção
de dois pacotes foi menor do que 1,2 s para o ABMP, enquanto que o intervalo foi inferior a
1,2 s durante 72,86% do tempo quando utilizando o TSCH.
Figura 7.18 Intervalo de tempo entre a recepção de dois pacotes para redes com topologia em árvore.
A Tabela 7.3 contém o tempo máximo de desconexão para os protocolos avaliados para os
cenários com 24 e 48 nós finais. Novamente é possível ver que o tempo máximo de desconexão
do TSCH é muito baixo. No ABMP, mesmo considerando que o desempenho geral da rede foi
significativamente maior, o tempo máximo de desconexão para um nó final individual pode ser
maior devido a graves problemas na qualidade dos canais. Por exemplo, no cenário com 48 nós
finais, um dos nós, em uma das replicações permaneceu cerca de 5 min desconectado da rede.
No entanto, este é um caso isolado, uma vez que para este cenário, o intervalo entre a recepção
de dois pacotes foi inferior a 10 s (o tempo máximo aproximado para o TSCH) durante 99,91%
do tempo e inferior a 40 s durante 99,99% do tempo.
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Tabela 7.5 Tempo máximo de desconexão de um nó para redes com topologia em árvore.
ABMP TSCH
24 nós finais 71,34 s 9,12 s
48 nós finais 302 s 10,08 s
Se mais canais fossem utilizados para o mecanismo de adaptação de canal nas sub-redes, o
tempo máximo de desconexão poderia ser reduzido. Em trabalhos futuros, outras otimizações
para evitar grandes tempos de desconexão no ABMP também serão estudadas, uma vez que isso
pode ser proibitivo para algumas aplicações muito críticas.
Na Figura 7.19 pode-se ver a TRP na camada de aplicação para cada nó individual con-
siderando a rede com 48 nós finais e quatro coordenadores. Nesta rede, o CP possui ID 0,
os coordenadores intermediários possuem ID de 1 a 4 e os nós finais possuem ID de 5 a 52.
A TRP ao usar o ABMP foi maior para quase todos os nós finais, com apenas uma exceção
(o nó final 10), que foi o que possuía a maior distância para o seu coordenador intermediário
(52,17 m). Para outros nós finais, posicionados também muito distantes dos coordenadores, a
TRP apresentou uma alta variância para o ABMP, mas o desempenho foi ainda melhor do que o
conseguido com o TSCH. Novamente, este resultado poderia ser melhor para o ABMP se mais
canais fossem permitidos para as sub-redes. Como neste cenário apenas quatro canais foram
alocados para o mecanismo de adaptação de canal em cada sub-rede, às vezes é difícil escolher
um bom canal para um nó final específico.
Figura 7.19 TRP na camada de aplicação para uma rede com 48 nós finais e quatro coordenadores.
Outro aspecto importante é a influência dos protocolos no consumo de energia dos nós
sensores. Existem quatro razões principais para o desperdício de energia [134]: overhearing,
colisões, escuta ociosa e a sobrecarga de pacotes de controle. Nos protocolos baseados em
contenção, como o CSMA/CA, muita energia pode ser desperdiçada devido a colisões, escuta
ociosa e overhearing, quando pacotes designados para outros nós são recebidos. Nos protocolos
baseados em TDMA, os nós podem desligar o transceptor quando não estão transmitindo ou
recebendo pacotes, para evitar a escuta ociosa. Com uma alocação adequada dos intervalos
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de tempo, colisões e overhearing também podem ser evitados. Por outro lado, a sobrecarga
devido aos mecanismos de sincronização utilizados em protocolos baseados em TDMA pode
ser elevada, tal como em protocolos baseados em beacons.
Nos protocolos TSCH e ABMP, o consumo de energia depende principalmente do número
de intervalos de tempo nos quais o transceptor permanece ativo. Quando os protocolos usam
retransmissão de pacotes, o RNP possui grande influência no consumo de energia, uma vez
que quanto maior o RNP, mais transmissões são realizadas. Para os protocolos baseados em
beacons, como é o caso do ABMP, também deve-se levar em consideração o consumo de energia
referente à recepção dos beacons. Nas simulações, os nós foram configurados para transmitir a
uma taxa de 1 pacote/s e as replicações duraram cinco horas. Na Figura 7.20 são mostrados o
número médio de intervalos de tempo em que os nós finais realizaram transmissão de pacotes
(a) e o número médio de intervalos de tempo em que os nós finais aguardaram a recepção
de um pacote (b), para todas as redes com topologia em árvore analisadas nesta seção. A
análise considera apenas os nós finais, uma vez que nas RSSFIs os nós coordenadores podem
ser instalados de forma planejada, em locais com alimentação disponível.
Figura 7.20 (a) Número médio de transmissões por nó. (b) Número médio de intervalos ativos para
recepção de pacotes por nó.
Cada nó gerou cerca de 18.000 pacotes de dados em cada replicação. Considerando todos
os cenários, os nós realizaram cerca de 13,29% mais transmissões, em média, quando estavam
usando o TSCH, mas a diferença entre TCSH e ABMP foi ligeiramente menor para os cenários
com quatro coordenadores.
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No TSCH o número de intervalos de tempo em que os nós finais permaneceram ativos
para recepção de pacotes é sempre o mesmo (∼18.000), uma vez que no TSCH os nós finais
recebem apenas os pacotes ACK relativos à primeira tentativa de transmissão, dentro do mesmo
intervalo em que ocorreu a transmissão. No ABMP os nós finais precisam receber pelo menos
um beacon transmitido a cada multi-slotframe. Quando o nó final realiza alguma transmissão
dentro do multi-slotframe, em alguns casos um beacon adicional precisa ser recebido com o
ACK bitmap. Considerando todos os cenários, os nós receberam cerca de 30,09% mais pacotes,
em média, quando estavam usando o ABMP. No entanto, para o cenário com 48 nós finais, o
percentual foi de 16,06%.
A quantidade de recepções no ABMP diminuiu significativamente para redes com mais nós
finais. Em cenários com menos nós o multi-slotframe possui uma menor duração, o que aumenta
a taxa de transmissão de beacons. Uma alternativa é utilizar períodos inativos no ABMP ao final
de cada slotframe, de modo a aumentar o tamanho dos slotframes e reduzir a taxa de transmissão
de beacons. Neste caso, o tamanho do slotframe pode ser ajustado para se adequar exatamente
à taxa de transmissão de pacote dos nós, que foi o que ocorreu no cenário com 48 nós finais, em
que os slotframes possuíam 500 ms de duração e cada nó transmitia cada pacote até duas vezes,
em um período de um segundo. No entanto, ao incluir períodos inativos, embora o intervalo
de tempo médio entre a recepção de dois pacotes possa ser mantido próximo ao intervalo entre
duas transmissões, o atraso para entrega dos pacotes ficaria maior. Caso existam requisitos
críticos de atraso; ou seja, se os pacotes gerados na camada de aplicação precisarem alcançar
o receptor em um curto intervalo de tempo após uma aquisição do sensor, o uso de períodos
inativos poderia ser proibitivo.
Outra possível solução para reduzir o número médio de recepções de pacote no ABMP é
usar um número maior de slotframes por multi-slotframe. Nos cenários descritos neste capítulo,
cada multi-slotframe possui oito slotframes (k = 8) e os beacons são transmitidos usando oito
canais diferentes. Uma alternativa seria transmitir múltiplos beacons com cada um dos canais
da lista dentro de um multi-slotframe, de forma intercalada, de modo a usar um valor maior de
k, mantendo a lista de canais utilizados para transmitir os beacons com o mesmo tamanho. Isso
permitiria alcançar um menor atraso, mas tornaria o mecanismo de adaptação de canal menos
reativo. No entanto, como observado para os resultados com 48 nós finais, o mecanismo de
adaptação de canal funcionou bem, mesmo considerando multi-slotframes com duração de 4 s.
Mesmo precisando receber mais pacotes, a diferença de consumo de energia entre o ABMP e
o TSCH pode não ser muito grande, devido ao menor número de retransmissões no ABMP, uma
vez que em geral as transmissões consomem mais energia do que as recepções de pacote. Por
exemplo, de acordo com a folha de dados do transceptor utilizado nos experimentos realizados
nesta tese, o MRF24J40, a corrente drenada durante as recepções é em torno de 19 mA e a
corrente drenada durante as transmissões é em torno de 23 mA, considerando uma potência
de transmissão de 0 dBm. Em trabalhos futuros, estudos experimentais serão realizados para
investigar o consumo de energia do ABMP em plataformas reais para RSSF. Mecanismos para
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realizar o planejamento automático de redes ABMP, levando em consideração os requisitos
da aplicação, e buscando otimizar os aspectos envolvidos no protocolo, como confiabilidade,
reatividade, atraso e consumo de energia também serão investigados.
7.4 Conclusões do Capítulo
Este capítulo apresentou um novo protocolo multicanal adaptativo, chamado ABMP, que
usa a arquitetura com nós dedicados ao monitoramento de qualidade de enlace descrita no Ca-
pítulo 6. O protocolo proposto usa uma abordagem híbrida, em que foi utilizado salto em
frequência para os pacotes transmitidos em broadcast (os beacons) e adaptação de canal para
os pacotes de dados transmitidos em unicast.
Os canais utilizados para a transmissão dos pacotes de dados, bem como a lista de canais
utilizados para transmitir os beacons são reconfigurados dinamicamente, baseado nos valores
obtidos a partir da estimação em tempo real da qualidade dos enlaces. Além disso, no ABMP os
nós finais não precisam receber todos os beacons para manter a comunicação, o que diminui a
sobrecarga imposta pela recepção dos beacons e permite um aumento no desempenho da rede,
como demonstrado por meio de estudos teóricos e de simulação.
O ABMP foi comparado com outros cinco protocolos, sendo três baseados no modo DSME,
um baseado no modo TSCH, além do CSMA/CA. O ABMP superou os outros protocolos em
termos de taxa de entrega de pacote, atraso e determinismo. A TRP média na camada de apli-
cação permaneceu perto de 100% para todos os cenários, mesmo considerando as variações na
qualidade do canal ao longo do tempo. Além disso, o ABMP se mostrou mais determinístico,
uma vez que não apresenta grande espalhamento na função de distribuição cumulativa empírica
do atraso e nem na função de distribuição cumulativa empírica do intervalo de recepção entre
dois pacotes consecutivos.
Por meio dos estudos descritos neste capítulo, pode-se observar que o uso de adaptação de
canal é uma boa alternativa para alcançar grande confiabilidade na transmissão de pacotes de
dados unicast, quando a qualidade dos enlaces é monitorada continuamente. Para os pacotes
transmitidos em broadcast o uso de salto em frequência é uma boa solução para lidar com as
variações espaciais na qualidade dos canais. Alguns aspectos ainda podem ser otimizados no
ABMP, como o aumento na quantidade de canais utilizados pelas sub-redes e abordagens para
reduzir o tempo máximo de desconexão, que foi a única métrica em que o ABMP apresentou
desempenho pior em comparação com o TSCH. Esses pontos serão explorados em trabalhos
futuros, como explicado em mais detalhes no Capítulo 8.
CAPÍTULO 8
Considerações Finais e Perspectivas de
Trabalhos Futuros
Nesta tese, os desafios para a implantação de RSSFs em ambientes industriais foram apre-
sentados e vários resultados experimentais, obtidos em ambientes industriais indoor e outdoor
foram descritos. Por meio dos experimentos foi possível verificar as características do canal
sem fio em ambientes industriais, que podem influenciar o desempenho das RSSFIs. Portanto,
as redes precisam ser implementadas levando em consideração todos os aspectos que afetam o
canal sem fio, como problemas de sombreamento, atenuação, variações espaciais na qualidade
dos canais e o comportamento não estacionário do canal sem fio em longos períodos de tempo.
Foi discutida a utilização de protocolos multicanais e alocação dinâmica de canais para
melhorar a qualidade de serviço das RSSFIs, permitindo que essas redes se adaptem às caracte-
rísticas dinâmicas dos canais e possam mitigar os problemas devido à interferência e aos efeitos
causados pelo perfil de multipercurso do ambiente. Alguns padrões foram lançados nos últimos
anos com foco em RSSFI, como o WirelessHART, o ISA100.11a e o IEEE 802.15.4e. Esses
padrões, que também foram descritos na tese, implementam mecanismos de diversidade de ca-
nal (ex: salto em frequência ou adaptação de canal) para lidar com os problemas do canal sem
fio em ambientes industriais.
Mesmo para esses padrões, alguns desafios ainda precisam ser enfrentados. Nos protocolos
que usam salto em frequência, é necessário configurar a lista negra de forma adequada para
garantir uma boa qualidade de serviço. No entanto, a lista negra geralmente é definida de forma
centralizada e pode ser difícil configurar uma lista negra que proporcione boa qualidade de co-
municação para toda a rede, devido às variações na qualidade dos canais. Nos protocolos que
usam adaptação de canal é possível alocar canais com base nas características do canal sem fio
do ponto de vista de um par de transmissor e receptor específico. No entanto, um mecanismo
para estimar a qualidade dos enlaces em tempo real é necessário. A implementação dos meca-
nismos para configurar a lista negra em protocolos que usam salto em frequência e para estimar
a qualidade dos enlaces em protocolos que usam adaptação de canal não são definidos pelo pa-
Considerações Finais e Perspectivas de Trabalhos Futuros 145
drão. Além disso, alguns protocolos são baseados na transmissão de pacotes de sincronização
em broadcast (os beacons) utilizando um canal de controle. No entanto, problemas na quali-
dade do canal utilizado para transmitir os beacons podem prejudicar seriamente a qualidade de
comunicação para alguns nós na rede.
Neste contexto, é necessário o desenvolvimento de soluções que permitam realizar o moni-
toramento da qualidade dos enlaces em tempo real sem gerar sobrecarga na aplicação principal
sendo executada pela RSSFI. Também é necessário implementar protocolos adaptativos, que
usam informações sobre a qualidade dos enlaces para reconfigurar os parâmetros de operação da
rede de forma dinâmica. Nesta tese foi proposta uma nova arquitetura para RSSFIs, utilizando
nós dedicados ao monitoramento de qualidade de enlace. Essa abordagem permite utilizar o
RSSI de maneira mais efetiva para a estimação de qualidade dos canais sem sobrecarregar os
nós que executam a aplicação principal, levando em consideração problemas causados pelo per-
fil de multipercurso do ambiente e a influência de fontes de interferência externas. Informações
sobre duplicação de pacotes na rede também são utilizadas para estimar a qualidade no sentido
inverso do enlace, para identificar problemas de assimetria. Por meio desta solução, nenhuma
sobrecarga é imposta aos nós finais da rede e não há aumento no tráfego, diferente de outras
soluções encontradas na literatura, que utilizam pacotes de diagnóstico ou incluem redundân-
cia nos pacotes. A solução proposta foi validada a partir de experimentos em um ambiente
industrial real.
Baseado na nova arquitetura proposta, um novo protocolo de acesso ao meio foi desen-
volvido, denominado Protocolo Adaptativo Multicanal Baseado em Beacons (Adaptive and
Beacon-based Multi-channel Protocol – ABMP). O ABMP utiliza uma abordagem híbrida em
que os pacotes broadcast são transmitidos utilizando salto em frequência, para lidar com as
variações espaciais na qualidade dos canais, e os pacotes de dados unicast são transmitidos
com adaptação de canal, em que um único canal é utilizado enquanto o enlace apresentar boa
qualidade. Todos os canais utilizados na rede são alocados de forma dinâmica e adaptativa,
baseado nos valores de qualidade do enlace providos pelos nós LQE. O protocolo foi avaliado
e comparado com outras abordagens, que são utilizadas nos protocolos definidos nos padrões
IEEE 802.15.4e, WirelessHART e ISA100.11a, por meio de estudos teóricos e de simulação.
O ABMP apresentou melhor desempenho em termos de taxa de recepção de pacote, latência e
determinismo em todos os cenários avaliados.
Também foi proposto um novo modelo para simulação realista de protocolos multicanais
em RSSFI. Esse modelo permite a simulação de protocolos multicanais e mecanismos para
alocação dinâmica de canais, considerando um ambiente de propagação realista e as caracterís-
ticas não estacionárias do canal em longos períodos de tempo. Além disso, o modelo considera
a diferença entre os diferentes canais e a assimetria dos enlaces e apresentou resultados si-
milares aos observados em experimentos realizados em ambientes industriais. O modelo de
simulação foi implementado e integrado ao simulador de código aberto Castalia e o seu código
foi disponibilizado para que possa ser utilizado pela comunidade acadêmica. A implemen-
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tação atual do modelo para o simulador Castalia, bem como a implementação dos protoco-
los de acesso ao meio avaliados nesta tese podem ser obtidos a partir do seguinte endereço:
https://github.com/ruandg/Castalia-IWSN.
8.1 Propostas de Trabalhos Futuros
As seguir são listadas algumas propostas de trabalhos futuros, que podem ser desenvolvidas
tomando como base os resultados obtidos nesta tese:
• Realizar a avaliação experimental do protocolo ABMP com redes com topologia em es-
trela e em árvore, para verificar a sobrecarga do protocolo e o menor tamanho possível de
intervalo de tempo que pode ser alcançado com plataformas reais;
• Desenvolver mecanismos para reuso de canais dentro das sub-redes, por meio de algo-
ritmos para otimizar a implantação das redes e algoritmos dinâmicos a serem integrados
ao nó LQE para permitir a reconfiguração dinâmica da lista de canais usados pelo meca-
nismo de adaptação de canal em cada sub-rede;
• Explorar o uso de rotas redundantes e abordagens adaptativas mais elaboradas para a
transmissão dos pacotes de dados, de modo a manter boa qualidade de serviço e diminuir
o tempo máximo de desconexão dos nós no ABMP;
• Desenvolver algoritmos para planejamento automático da rede, baseado em informações
sobre os requisitos de cada nó sensor em termos de determinismo e confiabilidade (ex:
definir qual topologia usar, quantos intervalos de tempo alocar para cada nó sensor etc);
• Explorar agregação de pacotes e uso de múltiplos transceptores no nó sorvedouro para
reduzir latência;
• Estudar aspectos relacionados à segurança e tolerância a falhas em camadas superiores
(ex: uso de redundância nos dispositivos e deteção de anomalias nas medições);
• Avaliar o desempenho do ABMP em diferentes tipos de ambientes industriais e para di-
ferentes tipos de aplicações, de modo a investigar otimizações para nichos específicos de
aplicações.
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