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Optimal Selection of Interconnections in Composite Systems for
Structural Controllability
Shana Moothedath, Prasanna Chaporkar and Madhu N. Belur
Abstract—In this paper, we study structural controllability
of a linear time invariant (LTI) composite system consisting of
several subsystems. We assume that the neighbourhood of each
subsystem is unconstrained, i.e., any subsystem can interact with
any other subsystem. The interaction links between subsystems
are referred as interconnections. We assume the composite system
to be structurally controllable if all possible interconnections are
present, and our objective is to identify the minimum set of
interconnections required to keep the system structurally con-
trollable. We consider structurally identical subsystems, i.e., the
zero/non-zero pattern of the state matrices of the subsystems are
the same, but dynamics can be different. We present a polynomial
time optimal algorithm to identify the minimum cardinality set
of interconnections that subsystems must establish to make the
composite system structurally controllable. Our general result
we apply to special cases, where the minimum number can
be more directly obtained. We considered controller canonical
form, so-called structurally cyclic systems and subsystems that
are structurally controllable with a single input. The minimum
number of interconnections required depends on some indices
we defined in the paper, maximum commonality index, αN , and
unique dilation index, βI . More connectedness of subsystems leads
to lower total value of αN +βI and if the subsystems have fewer
number of connected components αN decreases.
Index Terms—Structural controllability, Composite systems,
Minimum interconnections, Large-scale systems, Agent-based
systems.
1. INTRODUCTION
Recently there has been immense research advance in
the area of large-scale dynamical systems collectively using
concepts from control theory, network science and statistical
physics [1]. Very often these networks consists of intercon-
nected smaller entities called subsystems interacting to its
neighbours. We refer to the collective system as the composite
system and the interaction links as interconnections. Our aim
is to find a minimum cardinality set of interconnections that
the subsystems should establish amongst others such that the
composite system is controllable with a specified input matrix.
Typically, complex networks are characterized by large sys-
tem dimension. Hence, it is very important to device efficient
frameworks to tackle various optimization problems on these
systems. Moreover, in most cases the system parameters of
the complex networks are not known precisely because of
uncertainties in the system model, time varying link weights
of the graph and so on [1]. Hence, for addressing system
theoretic questions related to these networks, for instance
controllability and feedback selection, researchers resort to
the topological characteristics of the system. Control theoretic
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analysis of complex networks, when only the graph structure
of the network is known, is done using ‘structural control’ [2].
In this paper, we consider composite systems consisting
of LTI structurally identical subsystems. Two subsystems are
referred as structurally identical if the zero/non-zero pattern
of their state matrices are the same. Thus, given a set of
structurally identical subsystems, our objective is to devise a
framework to find out the neighbours of each subsystem and
the state informations to be passed that the composite system
is controllable using minimum number of interconnections.
A. Problem Formulation
Consider a set of k subsystems, S1, . . . ,Sk, with state matri-
ces A1, . . . ,Ak and an input matrix B. Let the dynamics of the
subsystems be given by
x˙i(t) = Aixi(t), for i= 1, . . . ,k, (1)
where xi ∈ R
ni denotes the state vectors and Ai ∈ R
ni×ni
denotes the state matrices. Here R denotes the set of real
numbers. We define Ei j ∈ R
ni×n j as the connection matrix
from the jth subsystem to the ith subsystem. Composing the
connection matrices, the composite system of k subsystems is
x˙(t) =


A1 E12 · · · E1k
E21 A2 · · · E2k
...
. . .
. . .
...
Ek1 Ek2 · · · Ak


︸ ︷︷ ︸
A
x(t)+Bu(t), (2)
where x = [xT1 , . . . ,x
T
k ]
T ∈ RnT with nT = ∑
k
i=1ni, u ∈ R
m and
B ∈ RnT×m. Here, xi = [x
i
1, . . . ,x
i
ni
]T . A subsystem Si, for
i ∈ {1, . . . ,k}, is said to be an outgoing (incoming, resp.)
neighbour of the subsystem S j if the connection matrix Ei j
(E ji, resp.) is not the zero matrix. The set of incoming and
outgoing neighbours are together referred as the neighbours
of subsystem S j. We assume that for an arbitrary distinct
ordered pair of subsystems Si,S j all states of subsystem S j can
connect to all states of subsystem Si and vice-versa. In other
words, all entries of the matrices Ei j’s, for i, j ∈ {1, . . . ,k},
can possibly be non-zero. Our aim here is to establish the
minimum number of interconnections such that the composite
system given in equation (2) is controllable using a specified
input matrix. More precisely, we need to find sparsest Ei j’s for
i, j ∈ {i, . . . ,k} such that composite system (A,B) is control-
lable. In this paper, we perform our analysis using structural
systems theory. Now we define structured systems below.
The pair (A¯, B¯) structurally represents a system (A,B) if it
satisfies the following:
A¯i j = 0 whenever Ai j = 0, and
B¯i j = 0 whenever Bi j = 0. (3)
We refer to matrices A and B that satisfy (3) as a numerical
realization of A¯ and B¯ respectively and (A¯, B¯) as a structured
system. Thus for a given (A,B), (A¯, B¯) structurally represent a
class of control systems corresponding to all possible numeri-
cal realizations. The key idea in structural controllability is to
determine controllability of the class of systems represented
by (A¯, B¯). Specifically, we have the following definition.
Definition 1.1. The structured system (A¯, B¯) is said to be
structurally controllable if there exists at least one numerical
realization (A,B) such that (A,B) is controllable.
Even though the definition of structural controllability re-
quires only one controllable realization, it is known that if a
system is structurally controllable, then ‘almost all’ numerical
realizations of the same structure is controllable [3]. For
various applications in structural control see [4].
Now we formally define the optimization problem con-
sidered in this paper. We consider structurally identical sub-
systems, i.e, subsystems whose sparsity pattern are identical.
Thus, A¯i = A¯1 for all i ∈ {1, . . . ,k}. We denote the structured
state matrix of the subsystems as A¯s. Given a set of k subsys-
tems with identical structured state matrices A¯s ∈ {0,⋆}
ns×ns
and a structured input matrix B¯ ∈ {0,⋆}nT×m, where nT =
k× ns, we want to find a set of sparsest connection matri-
ces, E¯i j ∈ {0,⋆}
ns×ns , for i, j ∈ {1, . . . ,k}, that the composite
structured system (obtained corresponding to equation (2))
along with the given B¯ is structurally controllable. Note that
there are exponential number of ways that one can connect
the subsystems. Our objective is to select the sparsest set of
E¯i j’s for i, j = 1, . . . ,k. Let K denote the set of all possible
structured state matrices of the composite systems that can
be formed using k subsystems whose state matrices are A¯s,
such that the composite system is structurally controllable
with the given B¯. Thus for all matrices in K, the (ns× ns)
diagonal blocks are A¯s. Two matrices A¯
′ and A¯′′ in K differs
only in the off-diagonal blocks. In other words, K consists
of structured matrices A¯′ ∈ {0,⋆}nT×nT that satisfies A¯′i = A¯s,
for i ∈ {1, . . . ,k}, and E¯ ′i j ∈ {0,⋆}
ns×ns , such that the resulting
composite system (A¯′, B¯) is structurally controllable. Then, we
need to solve the following optimization problem.
Problem 1.2. Given k subsystems with structured state matrix
A¯s and structured input matrix B¯, find A¯
⋆ ∈ argmin
A¯′∈K
∥∥A¯′∥∥
0
.
Note that the set K is non-empty, since when all entries of
E¯i j’s are ⋆’s, for all i, j ∈ {1, . . . ,k}, the resulting composite
system is structurally controllable. Solving the minimum in-
terconnection problem is same as minimizing the non-zero
entries in matrices in K, since for all matrices in K the
diagonal blocks are fixed and hence optimization is possible
only corresponding to the off-diagonal blocks. This in turn is
same as minimizing the interconnections.
B. Related Work, Motivation and Contributions
Numerical Framework: Controllability and observability of
composite systems is addressed in [5], [6], [7]. Composite
systems consisting of subsystems with similar dynamics is
studied in [8], [10]. Conditions to check various system
theoretic properties of composite systems when all subsys-
tems are identical is given in [8]. Reference [10] deals with
decentralized controller synthesis of composite systems with
identical subsystem dynamics and symmetric interconnections.
Structured Framework: Structural analysis of composite
systems is studied in literature where various conditions for
checking structural controllability of composite systems in
terms of subsystems are given (see [11], [12], [13], [9],
[14] and references therein). The algorithm given in [14]
accomplishes this using a distributed algorithm. Our goal is to
find a minimum set of interconnections that each subsystem
must establish amongst other subsystems that the composite
system is controllable or observable. While finding a mini-
mum set of interconnections, we also identify a neighbour
set of each subsystem and state informations that has to
be communicated that the composite system is controllable
utilizing the least number of interconnections. Although the
subsystems considered in this paper are structurally identical,
the numerical entries need not be the same.
Motivation: There exists practically important class of
composite systems, including robotic swarms, power grids
and biological systems, consisting of similar entities (sub-
systems) interacting with each other towards performing a
desired task. Further, in most of the applications it is desired
to achieve the intended performance by keeping the inter-
subsystem interactions the least. The key focus of this paper is
to find a minimum cardinality set of interconnections among
subsystems such that the composite system is controllable
with a specified input matrix. To the best of our knowledge
this problem is not addressed in the literature. We tackle the
problem from a structural framework, where instead of the
numerical matrices the structured matrices are used.
We summarize this paper’s contributions below.
• Given a set of structured subsystems with identical struc-
tured state matrices and a single input, we find the optimal
number of interconnections that the subsystems should estab-
lish amongst each other such that the composite system is
structurally controllable (Theorem 3.7).
• We give an algorithm of polynomial complexity to find a
set of minimum cardinality interconnection edges that solves
Problem 1.2 (Algorithm 3.1 and Theorem 3.8).
• The results and algorithm presented in this paper apply to
the multi-input case, where B¯ ∈ {0,⋆}nT×m. This is discussed
in Section 4-C.
The organization of this paper is as follows: in Section 2, we
give few graph theoretic preliminaries used in the sequel and
some existing results. In Section 3, for structurally identical
subsystems, we first find the minimum number of interconnec-
tions required to make a composite system structurally control-
lable. Then we give a polynomial time algorithm for solving
Problem 1.2. In Section 4, we demonstrate our algorithm using
an illustrative example and also discuss few special cases and
the extension to the multi-input case. In Section 5, we give
some concluding remarks.
2. REVIEW OF ESSENTIAL GRAPH THEORETIC RESULTS
The key idea behind considering graphs for analysing struc-
tured systems is because we can represent the influences of
states and inputs on each state through a directed graph. In
order to capture the interactions of states and inputs efficiently,
we construct few digraphs corresponding to a structured sys-
tem (A¯, B¯) as described below.
Consider a structured system (A¯, B¯), where A¯ ∈ {0,⋆}n×n
and B¯ ∈ {0,⋆}n×m. Then the state digraph D(A¯) := (VX ,EX),
where VX = {x1, . . . ,xn} and (xi,x j) ∈ EX ⇔ A¯ ji = ⋆. The
system digraph D(A¯, B¯) := (VX ∪VU ,EX ∪EU), where VU =
{u1, . . . ,um} and (ui,x j) ∈ EU ⇔ B¯ ji = ⋆. A state x j is said to
be accessible if there exists a path from some input node ui to
x j. Using the strong connectedness of the digraph D(A¯) one
can check the accessibility of states {x1, . . . ,xn}. A digraph
is said to be strongly connected if for each ordered pair of
vertices (vi,vk), there exists a path from vi to vk. A strongly
connected component (SCC) is a maximal strongly connected
subgraph of a digraph. Thus all states of a structured system
are accessible if and only if all SCCs are accessible. We
characterize the SCCs as per the following definition.
Definition 2.1. In a digraph, an SCC ˆN is said to be non-top
linked if there are no directed edges from the nodes of other
SCCs into any node in ˆN .
Thus all states in a subsystem are accessible if and only if
all the non-top linked SCCs are accessible. While accessibility
of all states is necessary for structural controllability, it is
not sufficient. In addition to accessibility the system digraph
should satisfy a no-dilation condition. Given a set of nodes,
presence of a node set S ⊂ VX such that its neighbourhood
node set T (S) (where node xi ∈ T (S), if there exists a directed
edge from xi to a node in S), satisfying |T (S)|< |S| is called
as dilation. Note that, S⊂VX but T (S)⊂VX ∪VU . Presence of
dilations in D(A¯, B¯) can be easily checked using a matching
condition on the system bipartite graph B(A¯, B¯) defined below.
Given a bipartite graph GB = ((V,V˜ ),E), where V ∪ V˜
denotes the set of nodes satisfying V ∩ V˜ = φ and E ⊆V × V˜
denote the set of undirected edges, a matching M is a
collection of edges M ⊆ E such that no two edges in the
collection share the same endpoint. That is, for any (i, j)
and (u,v) ∈M, we have i 6= u and j 6= v, where i,u ∈ V and
j,v ∈ V˜ . A matching M is said to be a perfect matching of
the bipartite graph GB if |M| = min(|V |, |V˜ |). Further, given
GB and a cost function c from the set E to the set of non-
negative real numbers R+, a minimum cost perfect matching
is a perfect matching M such that ∑e∈M c(e) 6 ∑e∈M′ c(e),
where M′ is any perfect matching in GB [15]. There exists
an equivalent matching condition on a bipartite graph denoted
by B(A¯, B¯), for the no-dilation condition. The construction of
B(A¯, B¯) is explained here in two stages. In the first stage,
the state bipartite graph B(A¯) := ((VX ′ ,VX),EX ) is constructed,
where VX = {x1,x2, . . . ,xn}, VX ′ = {x
′
1,x
′
2, . . . ,x
′
n} and (x
′
j,xi)∈
EX ⇔ (xi,x j) ∈ EX . Subsequently, the system bipartite graph
B(A¯, B¯) := ((VX ′ ,VX ∪ VU),EX ∪ EU) is constructed, where
VU = {u1,u2, . . . ,um} and (x
′
j,ui) ∈ EU ⇔ (ui,x j) ∈ EU . The
following results relates B(A¯, B¯) and the no-dilation condition.
Proposition 2.2. [16, Theorem 2] A digraph D(A¯, B¯) has no
dilation if and only if the bipartite graph B(A¯, B¯) has a perfect
matching.
Using the state accessibility condition and the no-dilation
condition, Lin proved the following result for structural con-
trollability.
Proposition 2.3. [2, pp.207] The structured system (A¯, B¯) is
structurally controllable if and only if the associated digraph
D(A¯, B¯) has no inaccessible states and has no dilations.
Alternatively, a structured system is said to be controllable
if and only if all non-top lined SCCs are accessible by some
input and there exists a perfect matching in B(A¯, B¯).
3. ALGORITHM AND RESULTS
Given a set of structured subsystems and a structured input
matrix, we first find the minimum number of interconnections
required to make the composite system structurally control-
lable. Subsequently, we propose a polynomial time algorithm
to identify an optimum set of interconnections. This algorithm
thus solves Problem 1.2. Before explaining the algorithm, we
first give few constructions and supporting results.
Given k subsystems with identical structured state matrices
A¯s and an input matrix B¯, we first construct the composite
system (A¯, B¯) as follows: for each subsystem, i= 1, . . . ,k, the
state digraph Di(A¯s) := (VXi ,EXi), where VXi = {x
i
1, . . . ,x
i
ns
}
and (xik,x
i
j) ∈ EXi if A¯s jk = ⋆. The state digraph of the com-
posite system, denoted by D(A¯), is obtained by compounding
Di(A¯s), for i= 1, . . . ,k, with all possible interconnections. The
set of interconnections is denoted by EI . Note that, we assume
all possible interconnections are feasible. In other words, for
distinct i, j ∈ {1, . . . ,k}, (xip,x
j
q)∈ EI , for all p,q∈ {1, . . . ,ns}.
Then, D(A¯) := (∪ki=1VXi ,∪
k
i=1EXi∪EI). Here, A¯∈ {0,⋆}
nT×nT ,
where nT = k× ns. Now we construct the composite system
digraph D(A¯, B¯) := (∪ki=1VXi ∪ VU ,∪
k
i=1EXi ∪ EI ∪ EU). For
B¯ ∈ {0,⋆}nT×m, VU = {u1, . . . ,um} and (ui,x
j
p) ∈ EU if the
matrix B¯ has ⋆ at the (ns( j− 1) + p)
th-row and ith-column
position. This completes the construction of the digraphs
associated with the composite system.
Now we will discuss the construction of the bipartite
graphs associated with the composite system. The state
bipartite graph B(A¯) := ((∪ki=1VX ′i ,∪
k
i=1VXi),∪
k
i=1EXi ∪ EI),
where VX ′i
= {x′i1 , . . . ,x
′i
ns
}, (x′ip,x
i
q) ∈ EXi ⇔ (x
i
q,x
i
p) ∈ EXi and
(x′ip,x
j
q) ∈ EI ⇔ (x
j
q,x
i
p) ∈ EI . Further, the system bipartite
graph of the composite system B(A¯, B¯) :=((∪ki=1VX ′i ,∪
k
i=1VXi∪
VU),∪
k
i=1EXi ∪EI ∪EU), where (x
′i
p,u j)∈ EU ⇔ (u j,x
i
p) ∈ EU .
Let N = {N1, . . . ,Nq} denote the set of non-top linked SCCs
of Di(A¯s), for i ∈ {1, . . . ,k}, that are not accessible in the di-
graph with vertex set ∪ki=1VXi ∪VU and edge set ∪
k
i=1EXi ∪EU .
In other words, these are the non-top linked SCCs of Di(A¯s),
for i∈ {1, . . . ,k}, that are not accessible when interconnections
are not present. Thus these non-top linked SCCs can be
made accessible only using interconnections. With some abuse
of notation we denote the condensed version of N1, . . . ,Nq
using the same notation. We now define a bipartite graph
B(A¯, B¯,N ) := ((∪ki=1VX ′i ,∪
k
i=1VXi ∪VU ∪N ),∪
k
i=1EXi ∪ EI ∪
EU ∪ EN ), where (x′ip,N j) ∈ EN ⇔ x
i
p ∈ N j. Further, define
the cost function c as given below.
c(e)←


0, for e ∈ EU ,
1, for e ∈ ∪ki=1EXi ,
2, for e ∈ EN ,
3, for e ∈ EI .
(4)
The discussions in this paper is for the single input case, i.e.,
B¯ = {0,⋆}nT×1. Thus VU = u1. With respect to B(A¯, B¯), we
have the following results.
Lemma 3.1. Let A¯ be the structured state matrix obtained by
composing k subsystems with all possible interconnections and
let B¯ be a single input matrix. Let M be an optimum matching
obtained by solving the minimum cost perfect matching on
the bipartite graph B(A¯, B¯) under cost function c given in
equation (4). Then, (x′i
j,u1) ∈M for some i ∈ {1, . . . ,ns} and
j ∈ {1, . . . ,k}.
Proof. GivenM is an optimum matching of B(A¯, B¯). We prove
the result using a contradiction argument. Suppose (x′i
j,u1) /∈
M for all i ∈ {1, . . . ,ns} and for all j ∈ {1, . . . ,k}. Then, since
M is a perfect matching, (x′ ji ,x
t
r) ∈ M for some node x
t
r.
Construct a new matching M′ by breaking the edge (x′
j
i ,x
t
r)
and making the edge (x′ ji ,u1), i.e., M
′ = {M \ (x′ ji ,x
t
r)} ∪
{(x′
j
i ,u1)}. Notice that c(M
′) < c(M). This contradicts the
assumption that M is an optimum matching in B(A¯, B¯) and
thus (x′ ji ,u1) ∈M.
Lemma 3.2. Consider an optimum perfect matching M in
B(A¯, B¯) and let EI ′ = M ∩ EI . Then, there exists a right
unmatched node in M such that it is accessible in the di-
graph constructed with vertex set ∪ki=1VXi ∪VU and edge set
∪ki=1EXi ∪EU ∪EI ′ , where (x
i
p,x
j
q) ∈ EI ′ ⇔ (x
′ j
q ,xip) ∈ EI ′ .
Proof. The bipartite graph B(A¯, B¯) consists of nT left side
nodes and nT + 1 right side nodes, where one extra node
in the right side is the input node u1. Thus any perfect
matching in B(A¯, B¯) has size nT and hence in M there is
one right unmatched node. Now we need to show that this
unmatched node is accessible in the digraph constructed using
vertex set ∪ki=1VXi ∪VU and edge set ∪
k
i=1EXi ∪ EU ∪ EI ′ ,
where (xip,x
j
q) ∈ EI ′ ⇔ (x
′ j
q ,xip) ∈M∩EI . By Lemma 3.1, all
optimum perfect matchings in B(A¯, B¯) consists of an edge
(x′ip,u1) for some node x
′i
p. Let (x
′i
p,u1)∈M. Thus the node x
i
p is
accessible in the specified digraph. Now in the matchingM, the
node xip satisfies one of the following: (a) x
i
p is unmatched, or
(b) xip is matched. In case (a) the proof follows. In case (b), let
(x′ jq ,x
i
p)∈M. Then the node x
j
q is accessible. Recursively using
the same argument as before, we can say that the unmatched
node in M is accessible in the digraph constructed using vertex
set ∪ki=1VXi ∪VU and edge set ∪
k
i=1EXi ∪EU ∪EI ′ .
Lemma 3.2 concludes that with respect to any optimum
perfect matching in B(A¯, B¯), there exists a unique right un-
matched accessible node in B(A¯, B¯). Let M⋆ be an optimum
matching in B(A¯, B¯,N ) under cost function c. Now we give
the following preliminary result to show that the input node
u1 is selected in M
⋆.
Lemma 3.3. Let M⋆ be an optimum matching obtained by
solving the minimum cost perfect matching on the bipartite
graph B(A¯, B¯,N ) under cost function c given in equation (4).
Then, (x′i
j,u1)∈M
⋆ for some i∈ {1, . . . ,ns} and j ∈ {1, . . . ,k}.
Proof. B(A¯, B¯,N ) is a bipartite graph with nT vertices on
the left side and nT + 1+ q vertices on the right side. Given
M⋆ is an optimum matching of B(A¯, B¯,N ). We prove the
result using a contradiction argument. Suppose (x′i
j,u1) /∈M
⋆
for all i ∈ {1, . . . ,ns} and for all j ∈ {1, . . . ,k}. Then, since
M⋆ is a perfect matching in B(A¯, B¯,N ), (x′ ji ,v) ∈ M
⋆ for
some node v. Construct a new matching M′ by breaking
the edge (x′ ji ,v) and making the edge (x
′ j
i ,u1), i.e., M
′ =
{M⋆ \ (x′
j
i ,v)}∪{(x
′ j
i ,u1)}. Notice that c(M
′) < c(M⋆). This
contradicts the assumption that M⋆ is an optimum matching
in B(A¯, B¯,N ) and thus the proof follows.
Thus by Lemma 3.3, |M⋆∩EU |= 1. Henceforth in the sequel
M⋆ denotes an optimum matching in B(A¯, B¯,N ), such that
|M⋆∩EN |= αN and |M⋆∩EI |= βI . Thus |M
⋆∩∪ki=1EXi |=
nT − (1+αN +βI). With respect to M
⋆, we now prove the
following lemmas.
Lemma 3.4. Let M⋆ be an optimum matching in the bipartite
graph B(A¯, B¯,N ) under cost function c. Let M⋆ satisfy
|M⋆∩EN |=αN and |M⋆∩EI |= βI . Then, any minimum cost
perfect matching M˜ in B(A¯, B¯) satisfies |M˜∩EI |= αN +βI .
Proof. Given M⋆ is an optimum matching in B(A¯, B¯,N ).
We first prove the existence of a perfect matching M in
B(A¯, B¯) satisfying |M∩EI |=αN +βI . For this we construct a
matchingM fromM⋆ such that |M∩EI |=αN +βI . GivenM
⋆
satisfies |M⋆∩EN |=αN and |M⋆∩EI |= βI . By Lemma 3.3,
|M⋆ ∩ EU | = 1. Thus, |M⋆ ∩∪ki=1EX ′i | = nT − (αN + βI + 1).
Let M′ ⊂M⋆ is defined as M′ =M⋆ ∩{∪ki=1EX ′i ∪ EU}. Thus
|M′|= nT −αN −βI . Note that M
′ is a matching in B(A¯, B¯).
Consider the bipartite graph B(A¯, B¯)⊙M′, where ⊙ denotes a
difference operation in which all nodes with non-zero degree
in M′ and the edges associated with these nodes are removed
from B(A¯, B¯). More precisely, B(A¯, B¯)⊙M′ consists of only
those nodes in B(A¯, B¯) that are not matched in M′ and the
edges between those nodes in B(A¯, B¯). Thus B(A¯, B¯)⊙M′ is
a bipartite graph with αN + βI nodes on the left side and
αN +βI+1 nodes on the right side. Notice that B(A¯, B¯)⊙M
′
has a perfect matching. This is because since all subsystems
are structurally identical andM′=M⋆∩{∪ki=1EX ′i ∪EU}, where
M⋆ is an optimum matching in B(A¯, B¯,N ) under cost function
c, the number of nodes in B(A¯, B¯)⊙M′ corresponding to each
subsystem is the same in both left and right sides except
for one subsystem. For one subsystem (the ith subsystem if
(x′ip,u1) ∈ M
′ for some p ∈ {1, . . . ,ns}) either the number of
nodes in the left side of B(A¯, B¯)⊙M′ is one less than other
subsystems or the number of nodes in the right side is one
more than the other subsystems. In both cases there exists
a perfect matching in B(A¯, B¯)⊙M′. Let M′′ be an optimum
perfect matching in B(A¯, B¯)⊙M′ using cost function c. Then
M′′ ⊂ EI . This is because if an edge in ∪
k
i=1EXi ∪ EU is
present in M′′, then it contradicts the optimality of M⋆. Now
M˜ = M′ ∪M′′ is a perfect matching in B(A¯, B¯). Note that,
|M˜ ∩ EI | = αN +βI . This proves that there exists a perfect
matching in B(A¯, B¯) consisting of αN +βI interconnections.
Since M˜ is constructed from M⋆ which is an optimum match-
ing under cost function c, the optimality of M˜ follows.
Thus by Lemma 3.4, we conclude that optimum matching
in B(A¯, B¯) under cost c has αN + βI interconnections. An
intuitive explanation of these indices, αN and βI , is given in
Remark 3.10. In the result below we prove that from αN +βI
interconnections in M˜, the αN interconnections connects to
states in αN distinct SCCs in the set N = {N1, . . . ,Nq}.
Lemma 3.5. Let M˜ be an optimum matching in B(A¯, B¯)
obtained from an optimum matching M⋆ in B(A¯, B¯,N ) such
that |M⋆∩EN |= αN and |M⋆∩EI |= βI . Then, there exists
{e1, . . . ,eαN } ∈ M˜ ∩ EI such that for et = (x
′i
p,x
j
q), x
i
p ∈ Nt ,
where Nt ∈N .
Proof. Recall the construction of the matching M˜ given in
the proof of Lemma 3.4. In M˜ there are exactly αN + βI
interconnection edges. Out of these interconnections αN
interconnections has left side nodes from distinct SCCs, say
N1, . . . ,NαN . Thus the proof of the claim follows.
In the result below we prove the existence of an optimum
perfect matching Mˆ in B(A¯, B¯) that ensures accessibility of
αN SCCs in N using only the interconnections in Mˆ.
Lemma 3.6. Let A¯ be the structured state matrix obtained
by composing k subsystems with all possible interconnections
and let B¯ be an input matrix. Then, there exists an optimum
matching Mˆ in B(A¯, B¯) such that |Mˆ∩EI |=αN +βI . Further,
SCCs {N1, . . . ,NαN } ∈N are accessible in the digraph with
vertex set ∪ki=1VXi∪VU and edge set ∪
k
i=1EXi ∪EU ∪EI ′ , where
(x
j
q,x
i
p) ∈ EI ′ ⇔ (x
′i
p,x
j
q) ∈ Mˆ∩EI .
Proof. We know, from Lemma 3.4, that there exists an opti-
mum matching M˜ in B(A¯, B¯) such that |M˜∩EI |= αN +βI .
Also, from Lemma 3.5 at least αN left side nodes in M˜∩EI
are from αN distinct SCCs. Let x
′i
p be an arbitrary node
such that (x′ip,x
j
q) ∈ M˜ ∩ EI , x
i
p ∈
ˆN , ˆN ∈ N and ˆN is
inaccessible in the digraph with vertex set ∪ki=1VXi ∪VU and
edge set ∪ki=1EXi∪EU ∪EI ′ . By Lemma 3.2 we know that there
exists a unique unmatched node in M˜ that is accessible, say
xˆ. Then xˆ satisfies one of the following cases: (a) xˆ is in the
same subsystem as of ˆN , or (b) xˆ is not in the subsystem of
ˆN . We will resolve case (b) first. Construct a new matching
Mˆ such that Mˆ = {M˜ \ (x′ip,x
j
q)}∪{(x
′i
p, xˆ)}. Note that in Mˆ the
number of interconnections is the same as in M˜ and further
the SCC ˆN is accessible. Now we will resolve case (a).
In case (a), note that xˆ is in the same subsystem as ˆN .
Since the unique unmatched node xˆ is in the ith subsystem
and (x′ip,x
j
q) ∈ M˜, there exists an interconnection edge in M˜
matching a left side node in jth subsystem to some node in
a different subsystem, say (x
′ j
r ,xvw) ∈ M˜, j 6= v. Construct a
new matching Mˆ = {M˜\ (x
′ j
r ,x
v
w)}∪{(x
′ j
r , xˆ)}. This is possible
since i 6= j. Notice that |Mˆ∩EI | = αN +βI and SCC ˆN is
accessible. Since x′ip is arbitrary the proof follows.
Using Lemmas 3.4 and 3.6, now we give one of the main
result of this paper.
Theorem 3.7. Let A¯⋆ be an optimum solution to Problem 1.2
and let |I⋆| be the number of interconnections in A¯⋆. Further,
let q = |N | and let M⋆ be an optimum matching in the
bipartite graph B(A¯, B¯,N ) such that |M⋆ ∩ EN | = αN and
|M⋆∩EI |= βI . Then, |I
⋆|= βI + q.
Proof. We prove this result in two steps. In step (i) we show
that |I⋆|6 βI+q and in step (ii) we show that |I
⋆|> βI+q.
Thus combining Steps (i) and (ii) the result follows.
Step (i): Here we will prove that |I⋆| 6 βI + q. From Lem-
mas 3.4 and 3.6, we know that there exists a perfect matching
Mˆ in B(A¯, B¯) that uses exactly αN +βI interconnections and
out of q SCCs in N , αN SCCs are accessible using these
interconnections. Thus the number of SCCs in N that are not
accessible after using the interconnections in Mˆ is q−αN .
Accessibility of these SCCs can be achieved by adding q−αN
interconnections more. Thus using (αN +βI)+ (q−αN ) =
βI + q interconnections, all SCCs are accessible and there
exists a perfect matching in B(A¯, B¯). Thus we can compose the
subsystems using βI + q interconnections such that the com-
posite system is structurally controllable. Hence |I⋆|6 βI+q.
Step (ii): Here we will prove that |I⋆|> q+βI . We prove this
using a contradiction argument. Suppose not. Then |I⋆|< q+
βI . This implies |I
⋆|6 q+βI−1. With out loss of generality,
assume that |I⋆|= q+βI−1. Thus we can compose the sub-
systems using q+βI− 1 interconnections such that the com-
posite system is structurally controllable. Consider an optimum
matching M in B(A¯, B¯) under cost function c. We know from
Lemma 3.4 thatM consists of αN +βI interconnections. Thus
[(q+ βI − 1)− (αN + βI)] = q− αN − 1 interconnections
are solely for achieving accessibility condition. This implies
that αN + 1 SCCs are accessible using the interconnections
in M. Note that SCCs, N1, . . . ,Nq, are those SCCs whose
states do not have a directed path from the input node when
interconnections are not used. Hence at least one node in
each of the αN +1 SCCs are connected using interconnection
edges in M. Now we will construct a matching in B(A¯, B¯,N )
from M. Note that M is a perfect matching in B(A¯, B¯,N )
also. Let Eq denotes the set of interconnections connecting
one node each of αN + 1 SCCs in M. Then, |Eq|= αN + 1.
Remove Eq edges from M and connect them to αN +1 SCC
nodes, say {N1, . . . ,NαN +1}, in the right side of B(A¯, B¯,N ).
Let this new set of edges is denoted by EαN +1. Then,
M′′ = {M \ Eq} ∪ {EαN +1}. The cost of this new matching
is 3[(αN +βI)− (αN +1)]+2(αN +1) = 3βI+2αN −1.
Note that cost of optimum matching M⋆ in B(A¯, B¯,N ) is
3βI + 2αN . Thus c(M
′′) < c(M⋆). This contradicts that M⋆
is an optimum matching in B(A¯, B¯,N ). Hence the assumption
|I⋆| < q+ βI is not true. Thus |I
⋆| > q+ βI . Thus from
Steps (i) and (ii), |I⋆|= q+βI . This completes the proof.
Now we give an optimal algorithm to solve Problem 1.2 in
polynomial time. The pseudo-code of the proposed algorithm
is given in Algorithm 3.1.
Steps 1-4: Initially we run a minimum cost perfect match-
ing algorithm on the bipartite graph B(A¯, B¯,N ) using cost
function c. Let M⋆ be the optimum matching obtained. Let
|M⋆∩EI |= βI and |M
⋆∩EN |= αN . From Lemma 3.3, we
know that |M⋆∩EU |= 1.
Algorithm 3.1 Pseudo-code for solving Problem 1.2 on struc-
tured subsystems
Input: k structured subsystems with state matrices A¯s and
a single input matrix B¯
Output: Interconnections IA
1: Construct the bipartite graph B(A¯, B¯) ←
((∪ki=1VX ′i ,∪
k
i=1VXi ∪VU),∪
k
i=1EXi ∪EI ∪EU)
2: Construct the bipartite graph B(A¯, B¯,N ) ←
((∪ki=1VX ′i ,∪
k
i=1VXi ∪VU ∪N ),∪
k
i=1EXi ∪EI ∪EU ∪EN )
3: Define cost vector c as in equation (4)
4: Find min cost max matching in B(A¯, B¯,N ), say M⋆
5: M′ ←M⋆∩{∪ki=1EX ′i ∪EU}
6: Find a perfect matching in B(A¯, B¯)⊙M′, say M′′
7: M˜←M′∪M′′
8: VN ′ ←{x
′i
p : (x
′i
p,x
j
q) ∈ M˜,x
i
p ∈Nh,Nh not accessible }
9: Let xtr be the unique unmatched accessible node in M˜
10: while |VN ′ | 6= 0 do
11: if x′ip ∈VN ′ and i 6= t then
12: M˜← {M˜ \ (x′ip,x
j
q)}∪{(x′ip,x
t
r)}
13: else if x′ip ∈VN ′ and i= t then
14: Find xwv such that for s ∈ {1, . . . ,ns}, (x
′ j
s ,x
w
v ) ∈ M˜
15: M˜← {M˜ \ (x′ js ,x
w
v )}∪{(x
′ j
s ,x
t
r)}
16: end if
17: end while
18: E qI ← {(x
′i
j ,x
t
r) : SCC of i
th subsystem is not accessible
in the digraph with vertex set (∪ki=1VXi ∪VU) and edge set
∪ki=1EXi ∪EU ∪ (M˜∩EI),x
t
r is accessible and i 6= t}
19: IA ← {(xip,x
j
q) : (x
′ j
q,x
i
p) ∈ M˜ and i 6= j}∪{E
q
I}
Steps 5-7: Now we define a matching M′ :=M⋆∩{∪ki=1EX ′i ∪
EU}. Note that |M′|= nT − (αN +βI). Subsequently, we find
the difference of B(A¯, B¯) and M′, denoted as B(A¯, B¯)⊙M′.
B(A¯, B¯)⊙M′ consists of only those nodes in B(A¯, B¯) that are
not matched in M′ and the edges between them. Moreover,
there exists a perfect matching M′′ in B(A¯, B¯)⊙M′ such that
M′′ ⊂ EI (see proof of Lemma 3.4). We define M˜ as the union
of M′ and M′′. Note that, M˜ is a perfect matching in B(A¯, B¯).
Further, |M˜ ∩ EI | = αN +βI and αN interconnections con-
nects to states in αN distinct SCCs. However, these αN SCCs
need not be accessible using these αN +βI interconnections
in M˜. Thus our aim is to redefine M˜ in such a way that, in
the new M˜, |M˜∩EI |=αN +βI and αN SCCs are accessible
using interconnections in M˜∩EI .
Steps 8-17: For achieving the accessibility of αN SCCs, we
first identify the αN interconnection edges in M˜ that connects
to one state each in SCCs, N1, . . . ,NαN . Let VN ′ is the
set of αN left side nodes in B(A¯, B¯) belonging to SCCs
that are matched through edges in EI in M˜. Further these
SCCs are not accessible even after using interconnections in
M˜ ∩ EI . By Lemma 3.2, we know that in M˜ there exists an
unmatched accessible node. Let xtr be this node. Our idea is to
break the edges corresponding to nodes in VN ′ from M˜ and
make new interconnections using the node xtr such that SCCs
become accessible. Consider an arbitrary vertex x′ip ∈VN ′ . Let
xip ∈ Nh. x
′i
p satisfies one of the following cases: (a) i 6= t
or (b) i= t. In case (a), we redefine M˜ by breaking the edge
(x′ip,x
j
q) and making the edge (x
′i
p,x
t
r). Note that, in the updated
M˜, SCC Nh is accessible. In case (b), the unique unmatched
accessible node belongs to the same subsystem as xip. Thus
edge (x′ip,x
t
r) cannot be formed. However, notice that since the
unique unmatched node is in ith subsystem and (x′ip,x
j
q) ∈ M˜,
there exists some edge (x′ js ,x
w
v ) for some s,v ∈ {1, . . . ,ns} and
j 6= w in M˜. Thus in case (b), we redefine M˜ by breaking this
edge and making the edge (x′ js ,x
t
r). Now SCC Nh is accessible.
This is achieved by keeping the number of interconnections the
same as before, i.e., αN +βI . Thus by the end of the Step 17
αN SCCs are accessible using M˜∩EI interconnections alone.
Thus the number of not accessible SCCs are q−αN .
Steps 18-19: Now we add q−αN interconnections one each
to some state in these q−αN SCCs from accessible nodes in
other subsystems. These set of edges that are added to attain
accessibility of q−αN SCCs are denoted by E
q
I . Thus using
[(αN +βI)+(q−αN )] = q+βI interconnections, we achieve
accessibility of all SCCs {N1, . . . ,Nq} and a perfect matching
in B(A¯, B¯). The final interconnection edge set is given by IA.
This completes the description of Algorithm 3.1.
Theorem 3.8. Algorithm 3.1 which takes as input k structured
subsystems with state matrices A¯s of dimensions ns and input
matrix B¯, gives as output the interconnection edges IA, which
is an optimal solution to Problem 1.2, i.e., |IA|= |I⋆|.
Proof. By Theorem 3.7 we know that the minimum number
of interconnections that solve Problem 1.2 is |I⋆| = βI + q.
Algorithm 3.1 achieves accessibility of all states and no-
dilation condition of the composed system using exactly βI+q
interconnections. Thus, output of Algorithm 3.1 is an optimal
solution to Problem 1.2.
Theorem 3.9. Algorithm 3.1 which takes as input k structured
subsystems with state matrices A¯s of dimensions ns, and input
matrix B¯ and gives as output the interconnection edges IA has
running time complexity O(n3T ), where nT = k× ns.
Proof. Constructing the bipartite graphs B(A¯, B¯),B(A¯, B¯,N )
and solving the minimum cost perfect matching problem has
complexity O(n3T), where nT = k×ns. The rest of the construc-
tions are of linear complexity with maximum nT iterations.
Thus complexity of Algorithm 3.1 is O(n3T ).
Remark 3.10. Let ΓA be the minimum cardinality subset of
all interconnections which can be used to achieve accessibility.
Thus, |ΓA|= q (since there are q non-top linked SCCs that are
not accessible from the input). Also, let ΓD be the minimum
set of interconnections which can be used to achieve the no-
dilation condition. Then, |ΓD| = αN + βI (since optimum
matching in B(A¯, B¯) has αN + βI interconnections). The
maximum cardinality of ΓA∩ΓD is the set of interconnections
that can serve both the conditions, i.e., accessibility and
the no-dilation. Thus, αN is the maximum cardinality of
ΓA ∩ ΓD. In other words, αN is the maximum number of
interconnections present in sets ΓA and ΓD that can serve
both the purposes. Hence βI = |ΓD| −αN , is the minimum
number of interconnections in ΓD that are needed to meet the
no-dilation condition solely.
We refer to αN as the maximum commonality index and
βI as the unique dilation index. As the subsystems are more
interconnected within themselves, the value of indices, αN
and βI , decreases.
4. ILLUSTRATIVE EXAMPLE, SPECIAL CASES AND
MULTI-INPUT CASE
In this section, we first give an illustrative example to
demonstrate Algorithm 3.1. Then, we discuss few special cases
and possible extensions.
A. Illustrative Example
We demonstrate Algorithm 3.1 through an illustrative exam-
ple in Figure 1. The subsystems are S1,S2,S3,S4. The set N =
{N1, . . . ,N11}, where N1 = x
1
4, N2 = x
1
5, N3 = {x
2
1,x
2
2,x
2
3},
N4 = x
2
4, N5 = x
2
5, N6 = {x
3
1,x
3
2,x
3
3}, N7 = x
3
4, N8 = x
3
5,
N9 = {x
4
1,x
4
2,x
4
3}, N10 = x
4
4, N11 = x
4
5. We first obtain an op-
timum matching M⋆ in B(A¯, B¯,N ). M⋆ = {(x′11 ,u1), (x
′1
2 ,x
1
4),
(x′13 ,x
1
2), (x
′1
4 ,N1), (x
′1
5 ,N2), (x
′2
1 ,x
2
2), (x
′2
2 ,x
2
1), (x
′2
3 ,N3),
(x′24 ,N4), (x
′2
5 ,N5), (x
′3
1 ,N6), (x
′3
2 ,x
3
1), (x
′3
3 ,x
3
2), (x
′3
4 ,N7),
(x′35 ,N8), (x
′4
1 ,x
4
2), (x
′4
2 ,x
4
1), (x
′4
3 ,N9), (x
′4
4 ,N10), (x
′4
5 ,N11)}.
Here, αN = 11 and βI = 0. A matching M˜ is obtained
corresponding to this M⋆ as shown in Figure 1a. Here, blue
coloured edges are the edges corresponding to M′ given in
Step 5 and the red edges are edges corresponding to M′′
shown in Step 6. Thus the blue and red edges in Figure 1a
together constitute matching M˜. With respect to M˜ the not
accessible SCCs are {N6,N7, . . . ,N11}. The node set VN ′ =
{x′31 ,x
′3
4 ,x
′3
5 ,x
′4
3 ,x
′4
4 ,x
′4
5 } and the unique unmatched accessible
node corresponding to M˜ is the blue coloured node, x25.
Now we redefine M˜. In order to redefine M˜, we first break
the edge (x′31 ,x
4
3) from M˜ and make edge (x
′3
1 ,x
2
5) as shown in
Figure 1b. After this, SCCs N6,N9 become accessible. Thus,
VN ′ = {x
′3
4 ,x
′3
5 ,x
′4
4 ,x
′4
5 }. The unique unmatched node in this
stage is x43. Now we further redefine M˜. To do this we break
the edge (x′34 ,x
4
4) and make the edge (x
′3
4 ,x
4
3) as shown in
Figure 1c. At the end of this stage, SCCs N7,N10 become
accessible. Thus,VN ′ = {x
′3
5 ,x
′4
5 }. The unique unmatched node
in this stage is x44. In the final step, we now redefine M˜ by
breaking edge (x′35 ,x
4
5) and making edge (x
′3
5 ,x
4
4) as shown
in Figure 1d. Finally, SCCs N8,N11 are also accessible now.
This completes Step 17. In this example αN = q= 11. Thus,
E qI = φ . Thus the minimum number of interconnections to
make the composite system structurally controllable is equal
to βI+q= 0+11= 11 as shown by the red edges in Figure 1d.
B. Special Cases
Now, we will focus on few special cases, where the
minimum number of interconnections can be more directly
obtained, and see the value of |I⋆| for these cases.
Structurally Cyclic Systems: The first case is when A¯s is
structurally cyclic1. There exists practically important sys-
tems, for instance self damped systems including multi-agent
systems and epidemic dynamics, that are structurally cyclic
1A structured system A¯ is said to be structurally cyclic if its state bipartite
graph B(A¯) has a perfect matching.
[17], [18]. Then, B(A¯s) has a perfect matching. So the com-
posite system does not have dilation even without using any
interconnection. Thus only the accessibility condition has to
be catered. For optimum matching M⋆ in B(A¯, B¯,N ), our
algorithm gives αN +βI = 0. Hence, |I
⋆|= q. In other words,
the set of interconnections needed to solve Problem 1.2 equals
the number of non-top linked SCCs that are not accessible.
Controller Canonical Form: Now we consider another class
of systems, where A¯s is in the controller canonical form and
B¯= ⋆enT , where enT is the last column of the (nT×nT) identity
matrix. For example, A¯s =
[
0 ⋆ 0
0 0 ⋆
⋆ ⋆ ⋆
]
. Notice that, if A¯s is in the
controller canonical form, then B(A¯s) has a perfect matching.
Thus the composite system does not have dilation even without
using any interconnection edge. Thus for optimum matching
M⋆ in B(A¯, B¯,N ), we get αN + βI = 0. Further, Di(A¯s)
is irreducible for all i ∈ {1, . . . ,k}. Thus, |I⋆| = q = k− 1,
since each subsystem is a non-top linked SCC and exactly one
subsystem is accessible without using any interconnections.
Subsystems that are Individually Structurally Controllable:
Here we consider subsystems that are individually structurally
controllable with the given input. This means that all states are
accessible in each subsystem and there is no dilation in each
subsystem separately. Thus all non-top linked SCCs are input
accessible even in the composite system, hence accessibility
is satisfied. For the dilation condition, since the subsystems
are structurally identical, one of the following has to hold.
(i) B(A¯s) has a perfect matching, or (ii) size of the maximum
matching in B(A¯s) is ns − 1 (since with just one input all
subsystems were structurally controllable). In case (i), there
is no need for any interconnection to make the composite
system structurally controllable. In case (ii), exactly k− 1
interconnections are needed since the matching size is one
less in k− 1 subsystems (one subsystem connects to input
node) and this has to be achieved through interconnections.
Now, analysing this case using our algorithm, q = 0. Thus
|I⋆| = βI = k− 1, if there is no perfect matching in B(A¯s)
and |I⋆|= 0 otherwise.
C. Multi-input Case
The discussions and results given in this paper extends to
the multi-input case. We briefly explain the outline of the ex-
tension in this subsection. For a multi-input case, consider any
optimum matching M⋆ obtained in Step 4 of Algorithm 3.1.
Then, |M⋆∩EI |> 1. Let |M
⋆∩EN |=αN and |M⋆∩EI |=βI .
The matching M˜ constructed in Step 7, consists of αN +βI
interconnections. Further, there exists at least one unmatched
accessible node corresponding to M˜. Thus, we can attain a
matching Mˆ in B(A¯, B¯) with |Mˆ ∩ EI | = αN + βI such that
αN SCCs are accessible using the interconnections in Mˆ.
Hence we can achieve accessibility of αN non-top SCCs using
the same number of interconnections as before. The remaining
SCCs can be made accessible using extra interconnections
as in Step 18. Note that the proofs in this paper uses two
concepts: (a) in an optimum matching M˜ there exists a node
matched to some input node and (b) there exists an unmatched
accessible node in M˜. Both (a) and (b) continue to be true for
the multi-input case also. Thus the algorithm and results apply
to the multi-input case.
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(a) For the matching M˜ (shown in red and blue edges) SCCs
N1,N2,N3,N4,N5 are accessible. The unique accessible un-
matched node with respect to this matching is x25.
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(b) For the matching M˜ (shown in red and blue edges) SCCs
N1,N2,N3,N4,N5,N6,N9 are accessible. The unique acces-
sible unmatched node with respect to this matching is x43.
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(c) For the matching M˜ (shown in red and blue edges)
SCCs N1,N2,N3,N4,N5,N6,N7,N9,N10 are accessible.
The unique accessible unmatched node with respect to this
matching is x44.
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(d) For the matching M˜ (shown in red and blue edges) SCCs
N1,N2,N3,N4,N5,N6,N7,N8,N9,N10,N11 are accessible.
The unique accessible unmatched node with respect to this
matching is x45.
Figure 1: Illustrative example demonstrating Algorithm 3.1 on subsystems S1,S2,S3 and S4. The blue and the red edges
corresponds to a matching in B(A¯, B¯). The blue edges are those edges which connects two nodes in the same subsystem and
the red edges are the interconnections in the matching. The set N consists of 11 non-top linked SCCs.
5. CONCLUSION
In this paper, we studied structural controllability of an LTI
composite system consisting of several subsystems. The ob-
jective is to find a minimum cardinality set of interconnections
among these subsystems that the composite system is struc-
turally controllable using a specified input matrix. The analysis
is done in a structured framework by using the sparsity pattern
of the system matrices. In this paper we considered subsystems
with identical sparsity pattern and proposed a polynomial time
algorithm for solving the optimal selection of interconnections
in composite systems. Given a set of structured subsystems
and input matrix, we first identified the cardinality of the
minimum set of interconnections that must be established
to attain structural controllability (Theorem 3.7). Then we
proposed an algorithm to obtain these interconnections (Al-
gorithm 3.1). This algorithm identifies a set of neighbours for
each subsystem such that the composite system is structurally
controllable with least possible number of interconnections
(Theorem 3.8) and has polynomial complexity (Theorem 3.9).
For notational convenience and brevity, we discussed single
input case in this paper. However, all the analysis carried out
here directly extends to the multi-input case as discussed in
Section 4-C. Needless to elaborate, due to duality between
controllability and observability in LTI systems all results of
this paper directly follows to the observability problem .
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