Abstract-The minimal residual interpolation method reduces the number of iterations in an iterative method for multiple right-hand sides. It uses computed solutions to initialize an iterative solver with an accurate guess. This paper demonstrates the efficiency of the method for frequency sweeps and solving scattering problems by plane waves incident from multiple angles. A bound on the number of solutions required for plane wave scattering before the remaining solutions obtained by minimal residual interpolation only is given. We discuss the performance of the method compared to iterative seed techniques. In a numerical example, a reduction factor of 60 is obtained on the number of matrix vector multiplications.
I. INTRODUCTION
T HE method of moments (MoM) is a method for discretizing an integral equation into a dense system of linear equations. Since the system matrix is dense, a direct method like Gaussian elimination requires arithmetic operations, where is the number of unknowns. An iterative method requires arithmetic operations, where is the number of iterations. If is large, an iterative method can be as expensive as a direct method.
The multilevel fast multipole algorithm (MLFMA) [14] can compute the dense matrix vector multiplication in , reducing the work in an iterative solver to . This makes MLFMA faster than a direct method. For a large number of right-hand sides , the advantage diminishes. The reason is that the additional work with Gaussian elimination is , while the work in MLFMA is . In [6] , the minimal residual interpolation (MRI) method was introduced for systems with many right-hand sides depending smoothly on a parameter. It reduces the work in any iterative solver by computing initial guesses to unsolved equations through least squares interpolation. Because of its relation to interpolation, it can in many cases compute a solution that is as accurate as required. Since this reduces , the total work in an iterative solver is reduced.
This paper follows up on several of the issues in [6] . An extension of the algorithm to the case of a parameter-dependent matrix was suggested in [6] . This is implemented and tested in this paper. A theorem relating the residual to an interpolation error is proved. It is an extension of a theorem in [6] . In this paper, the method is used for computing the solutions to scattering problems by a plane wave at multiple frequencies. The case of scattering from plane waves that are incident from different angles is also considered. A bound on the number of solutions needed before MRI accurately computes the remaining solutions is given. Experiments demonstrate that MRI in both the angle and the frequency parameter is more effective than applying it in one of the parameters separately. Finally, MRI is compared with a version of the iterative seed method in [12] .
The remaining sections of this paper are organized as follows. In the next section the algorithm is described. Then the convergence theorem is proved. The third section compares MRI and iterative seed methods. Next the method of moments is described, and the number of solutions required for multiple incident plane waves is analyzed. Numerical experiments demonstrate the performance of the method. In one of the experiments, a reduction factor of 60 is obtained on the number of matrix vector multiplications. The norm in the paper is the Euclidean vector norm and its subordinate spectral matrix norm. Vectors and matrices are typeset with a bold font.
II. MINIMAL RESIDUAL INTERPOLATION
The minimal residual interpolation method is an algorithm for solving multiple linear systems of equations that are smoothly dependent on one or several parameters. Assuming that the system matrix and right-hand sides depend smoothly on a parameter, an accurate initial guess for an iterative method is computed.
The system of linear equations to be solved is
If a solution is obtained from an iterative method, e.g., generalized minimal residual (GMRES), quasi-minimal residual (QMR), etc., the residual is given by Usually the solution satisfies a convergence criterion for some given .
Assume that the solutions to equations are known to precision given by the residual and that the solutions are linearly independent. Let be defined by and define
Then an initial guess to equation ( 1, ) can be computed as a linear combination of the previous solutions . The coefficients are given by the least squares solution , where the -factorization of is , and the initial guess is (2) The residual for the initial guess in (2) 
where . Otherwise, is almost linearly dependent on the columns of , which gives ill-conditioned matrices. This is particularly the case when and no iterations are necessary. Once the solution is found and (4) is satisfied, we can construct and . If it is known how and depend on the parameter , an efficient order to solve the equations is indicated by Fig. 1 . In this case MRI solves the problems level by level in a binary tree, as explained in [6] . The black circles indicate the solutions that are obtained on the current level. A white circle indicates that the solution has been obtained on a previous level and is used to interpolate the remaining solutions using MRI. On each level the distance between two equations is reduced.
III. CNVERGENCE PROPERTIES
A theorem relating the residual of the initial guess to an interpolation error for the case of constant matrix was proved in [6] . Here, we state a similar theorem for the case when also depends on . With , the choice of Lagrange coefficients in the first part together with Cauchy-Schwartz inequality gives the estimate of the second part since An upper bound of the error in the approximation is given by for all . Compared to simple interpolation, the advantage is that the second error term is kept under control, which is not guaranteed by interpolation as indicated above. The reason is that the Lagrange coefficients are not optimal in the -norm. Thus, the second part cannot be controlled by interpolation.
IV. COMPARISON WITH ITERATIVE SEED METHODS
Iterative seed methods are methods that solve for multiple right-hand sides [5] , [12] . The idea is to solve iteratively one or several of the equations and use the vectors spanning the Krylov subspace generated in the solution process to update the remaining equations. The assumption is that if the solutions are close to each other, the residuals of the remaining equations will go down together with the residuals of the equations that are solved. Here, we will analyze a seed method based on block GMRES, but the conclusions carry over to other iterative seed methods as well.
Assume that block GMRES without deflation is used to solve (1) and that is independent of . Let be the number of right-hand sides that are solved for in block GMRES. Let be so large that the solutions to the remaining equations can be computed by MRI with residual , where . Then if the Arnoldi vectors that were produced by block GMRES are used to compute solutions to the remaining equations in a seed iterative way, the residual is . The reason is that the ( 1)th step of the Arnoldi process generates an orthonormal basis for such that (5) where is an upper block Hessenberg matrix, is another orthonormal matrix, and . It follows that
That is, is spanned by a subspace of . Thus, the Krylov subspace spanned by can be used to compute the remaining solutions by the GMRES process.
The drawback with this method is that the size of the space will be larger than the size of , and also no restarts are allowed for the conclusion to hold. It is expected that block GMRES with restarts can be used, but that would require that all right-hand sides be stored in memory so that they can be updated during the restart process. On the other hand, MRI stores the computed solutions and the vectors . The vectors could have been computed by a single right-hand side solver, block GMRES, or any other method.
Let us assume that the right-hand sides can be computed when they are needed. Since the update of is carried out after the iterations are finished, the memory requirements are instead of . Instead of GMRES, one could have used a short-term recurrence method like the block QMR method in [5] . The solution is then updated step by step from a recurrence formula. Only a few recurrence vectors are stored at a time. Since all recurrence vectors are needed for the Krylov subspace that spans , all solution vectors must be updated at the same time by the recurrence in order for the conclusion to hold. This also yields a memory requirement .
V. METHOD OF MOMENTS
Consider the time-harmonic electromagnetic scattering from a perfect electric conductor (PEC). Combining the electric field integral equation (EFIE) and the magnetic field integral equation (MFIE) in variational form yields the combined field integral equation (CFIE) [9] (6) Here, is the unknown electric current on the surface of the scatter, is the test current, is the wavenumber, is the impedance in free space, is the unit normal pointing outward from , and . The function is the free-space Green's function for Helmholtz' equation. The parameter can vary between zero (MFIE) and one (EFIE). The right-hand side depends on the applied electric field and the applied magnetic field . Galerkin's method with Rao-Wilton-Glisson (RWG) basis functions are used for discretization [10] . The discretization leads to a dense, complex system of equations of the form (1). The unknowns in are the coefficients for each basis function, and the right-hand side depends on the applied fields and . Only the right-hand side is changed, if the wavenumber is constant and the applied fields are changed. A change of wavenumber affects the right-hand side and the matrix . The matrix has continuous derivatives with respect to , but is singular when or and the wavenumber corresponds to a nullspace solution.
The applied electric and magnetic fields in (6) at can be written (7) for a plane wave traveling in the direction given by the unit vector . Discretization with the test functions and approximation of the integral with a quadrature rule with positive weights gives the th component of the discretized righthand side (8) where depends on and . The GMRES method [11] with the fast multipole method [4] for matrix-vector multiplications is used to solve the system of equations. The major cost in the iterations is the multiplication of an arbitrary vector by the matrix. The matrix is preconditioned with a modified sparse approximate inverse preconditioner (SPAI) as in [7] and [8] , which improves the convergence rate especially for EFIE. For several right-hand sides, the block version of GMRES accelerates the convergence as in [13] .
In the fast multipole method, a truncated series is used to approximate the Green's function . The number of terms needed for the approximation of the Green's function varies with wave number and thus frequency as [3] ( 9) where is a problem-dependent parameter that depends on a predetermined box size and is the required relative error in the approximation of the Green's function. In a frequency sweep, will vary according to (9) . Thus, the use of the fast multipole method implies that the system matrix is not infinitely smooth. This will affect the convergence rate of the minimal residual interpolation method.
A. Bounds on the Number of Solutions
We consider the case of plane wave scattering with constant real wave number and derive approximate bounds on the number of right-hand sides that need to be solved before MRI accurately predicts the solution to the remaining equations. To simplify the analysis, we consider the case when (10) The bounds are derived from the expansion [1] (11)
Here, is the spherical Bessel function of order and is the Legendre polynomial of order , the absolute value of a vector is , and a unit length vector is denoted by a hat above it. The spherical Bessel function is linked to the Legendre polynomial by the relationship [4] (12) where the integration is taken over the unit sphere . Truncating (11) after terms and inserting (12) and changing the order of summation and integration yields (13) A quadrature formula that is exact for the first spherical harmonics is exact for the integral in (13) . In general nodes are needed. The trapezoidal rule with 2 1 nodes in and Gauss-quadrature with 1 nodes in is enough, but not optimal. Thus (14) where is the the weight associated with node and . If (14) is inserted into (8) , one has If is real, we have where is the center of the object. With the modified right-hand side , the largest argument of the spherical Hankel function is . Let and be the radius of the smallest sphere enclosing the object. From (11) and (13) and the fact that is a rapidly decreasing function for fixed and large spherical Bessel functions [3] and the arguments in [3] for the number of fast multipole terms, the number can be estimated as
By the assumption in (10) , so the final estimate is (16) independent of the number of unknowns.
Thus, when solutions over the entire sphere of plane wave directions are sought, solutions are needed before the remaining solutions are accurately predicted by interpolation. With equidistant points, spectral theory predicts that . It seems reasonable to assume that when solutions in a plane of plane wave directions are sought, only solutions are needed. This can be proved based on the observation that [1] in that case. Here, is the Bessel function of order . The same asymptotic expansion as before gives the formula in (16). If equidistant points are used, from spectral theory. The arguments used here should be applicable to (8) as well.
VI. NUMERICAL EXPERIMENTS
Numerical results are compared to the theoretical results obtained in the previous sections. The fast multipole accelerated method of moments code described in Section V is used for validation. In the experiments, is used in (6) and the iterative method is preconditioned with the sparse approximate inverse preconditioner in [7] . As a test example, a model aircraft called RUND depicted in Fig. 2 is used. By measuring the largest and smallest coordinate in the -, -, and -directions, it is concluded that the aircraft fits into a sphere of radius at most 0.6 m. In the experiments, two frequency ranges are considered. One is around 1.5 GHz, where the geometry is resolved with edges, and one is around 6 GHz, where the geometry is resolved with edges. The aim of the first experiment is to validate the predictions in Theorem 1. Two experiments on RUND are made. In both experiments, scattering from a plane wave traveling in a direction toward the nose of the airplane is considered. The experiments predict the solution at 1.5 and 6 GHz from solutions obtained at surrounding frequencies. In order to avoid the influence of the error in the iterative solver, we choose . Fig. 3 shows the relative residual of the initial guess as a function of the distance in frequency between the interpolation points . The results for two, four, and eight interpolation points are shown. As the number of interpolation points is increased, the convergence rate increases exponentially. The rate is not as fast as predicted by theory though. One possible reason could be that the fast multipole method is used, which implies that the impedance matrix is not completely continuous as noted in Section V.
In the second experiment, the number of terms needed to accurately predict the remaining solutions as a function of is examined. The iterative solver uses and the case of constant frequency and incident plane wave directions in a plane is considered. Fig. 4 shows the predicted number of terms compared to the experimental number of terms at 1.5 and 6 GHz. In both cases, the predicted number is larger than the actual number. One reason is that the predicted radius of the sphere is too large. The monostatic radar cross-section for the two cases is plotted in Fig. 5 . At 6 GHz a comparison is made with the results obtained from a method of moments code using EFIE. The solutions are in close agreement.
The last experiment demonstrates that MRI can be used for interpolation in both frequency and angle at the same time. In this case all the solutions at a fixed frequency are computed by MRI. Solutions that were used to predict the other solutions are kept and used in the interpolation at the next frequency. Both frequency and angle use the strategy in Fig. 1 to pick the next parameter point. The frequency range is 1.45 to 1.65 GHz sampled at 17 frequency points and the angle varies between 0 and 359.6 sampled at 900 points. In the experiments was used and the solver was full GMRES for one right-hand side. Fig. 6 plots the monostatic radar cross-section for the frequency range and Fig. 7 shows the relative residual of the initial guess. The relative residual 10 is plotted for comparison in Fig. 7 . In MRI, 234 of the 15 300 solutions was enough to predict the remaining solutions with MRI. The iterative solver computed 1790 matrix vector multiplications. In addition, 3368 matrix vector multiplications were computed in the initialization step at the different frequencies. This should be compared to an estimated 291 000 matrix vector multiplications if GMRES is used alone on each equation and a computed 11 959 matrix vector multiplications if MRI is used to interpolate in the angle only. In the estimate it is assumed that on average each right-hand side requires 19 iterations in full GMRES.
VII. CONCLUSION
In this paper we followed up on some of the issues in [6] . The straightforward extension to matrices with varying parameters was carried out. A similar theorem as in [6] was proved for this case in Theorem 1. In the numerical experiments it was demonstrated that exponential convergence rate is achieved in frequency if the fast multipole method is used with method of moments.
For the case of electromagnetic plane wave scattering, an estimate on the number of angles required before the remaining solutions are accurately predicted by MRI is given. The experiments validate this result. Finally, an experiment on using MRI in both frequency and angle shows the additional benefit with this method. The number of matrix vector multiplication is reduced by a factor of about 60 compared to solving one right-hand side at a time. The work is also reduced compared to only using MRI in one of the two parameters. Since many of the matrix vector products are carried out in the initialization step of each frequency point, it would be worthwhile to find a more efficient way of doing the initializations. For certain classes of matrices the method suggested in [6] should be used. The method of moments requires a different approach. One possibility is to use some kind of interpolation, but it has to be done in a rigorous way in order to ensure that the residual estimates hold. Otherwise, more matrix vector multiplications are needed. This is a subject for further research.
