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A bstract 
Capocelli, R.M., L. Gargano and U. Vaccaro, Efficient q-ary immutable codes, Discrete Applied 
Mathematics 33 (1991) 25-41. 
A fixed length code is called immutable if no codeword can be transformed into another 
codeword by using only a restricted set of symbol changes. Immutable codes are used to prevent 
undetectable updates of information stored over write-once memories 1141. In this paper we con- 
sider immutable codes on the alphabet Q = (0, . . . , q- 11. We prove that a maximum size im- 
mutable code of block length n can be obtained by taking the set of all vectors in Q” of weight 
rn(q - 1)/21. Fu r th ermore, we propose an encoding rule to map information sequences of length 
k into codewords of an Immutable code of length k +p. The number k of information digits and 
the number p of parity digits must satisfy the inequality ks2(qP- I)&- 1)-p. The proposed 
encoding algorithm has computational complexity O(k). 
1. Introduction 
In many situations it is possible to change some digit into different digits but it 
is not possible to change any digit into any other digit. An example is given by write- 
once memories, like digital optical disks, where a 0 can be changed into an 1 but 
the vice versa is not possible. A fixed length code is called immutable if no allowed 
change of any number of digits can transform a codeword into another codeword. 
Immutable codes have been proposed by Leiss as a tool to prevent undesirable 
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updates of the information stored on write-once memories [ 141. Standard exampks 
of such memories, other than digital optical disks, include paper tapes and punched 
cards, where holes can be punched but not unpunched. It should be remarked that 
the write-once property of these memories does not exclude the possibility of up- 
dating the stored data. Indeed, Rivest and Shamir [17] have shown that any block 
of information can be legally changed into any other block of information, using 
only the allowed rewriting operations. Their result raises the question of data in- 
tegrity [ 141, since for various classes of data, such as accounting books, legal 
documents, wills, one would like undetectable rewriting to be impossible. 
Therefore, it is desirable to have the data stored in such a way that no sequence of 
allowed updates can cause an undetectable change of information. Immutable codes 
can be used to this end in that no sequence of physically possible rewritings can 
change any codeword into another codeword, thus they allow the decoder to detect 
any change in the recorded ata. Immutable codes have also been studied by coding 
theorists under the name of “All Unidirectional Errors Detecting” 13,101 for their 
capability of detecting any number of unidirectional errors that may occur in a 
codeword. Binary unidirectional errors (i.e., a bit error can change a 0 into 1 and 
this 1 cannot be changed back to 0), are the most likely faults that may occur in 
VLSI chips IS]. 
Leiss [ 141 introduced immutable codes and several authors analyzed their proper- 
ties in a number of subsequent papers [7,15,16]. The present work refers more 
directly to the results presented in [1,5,13], in that it focuses on the design of effi- 
cient encoding schemes to map information digits into codewords of an immutable 
code. 
The above papers consider binary codes. Leiss [ 151 and Bose and Pradhan [6] 
studied immutable codes over q-ary alphabets (4 > 2). In this paper we establish the 
maximum size of any q-ary immutable code of block length n and we propose effi- 
cient encoding/decoding schemes to map information digits into a codeword of an 
immutable code. 
The organization of the paper is as follows. In Section 2 we present he necessary 
definitions and we determine the maximum size of an immutable code of block 
length n over the alphabet Q= {O , . . . , q - 1) . Confirming a conjecture by Leiss [ 151, 
we show that an immutable code of maximum size can be obtained by taking all vec- 
tors in Q” of weight rn(q - 1)/21. In Section 3.1 we present a simple encoding rule 
to map the k-tuples of Qk into (k+p)-tuples of constant weight r(k +p)(q- 1)/21, 
where the number k of information digits and the number p of parity digits must 
satisfy the inequality kl(q p- l)/(q - 1). In Section 3.2 we will build upon the 
previous result to obtain a better encoding algorithm which requires p parity digits, 
where p has to satisfy the inequality k_(2(@-- l)/(q-- 1)-p. We remark that the 
number k of information digits in any systematic immutable code must satisfy the 
stronger inequality k I(4 p - 1 J/(4 - 1) [6]. In the binary case, i.e., q = 2, our codes 
are essentially equivalent o the best-known binary codes [5]. Finally, our codes 
allow fast encoding and decoding procedures. 
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Let q and n be integers greater than 1. We denote by Q = { 0, 1, . . . , q - 1 } the code 
alphabet and by Q” the set consisting of all the n-tuples over Q. A code C of length 
n over the alphabet Q is any subset of Q”, the elements of C are called codewords. 
A subatersion graph [ 151 on Q is a directed acyclic graph having node set Q and such 
that there is a path from node i to nodej if and only if it is possible to change the 
symbol i into the symbol j. Let a subversion graph and two codewords w= 
wr... w,, v=or... o, be given. We say that v can be changed into w (according to 
the given subversion graph) if and only if the symbol Ui can be changed into the 
symbol wi for any index i, with 15 irn. 
Definition 2.1 [ 141. A code CC Q” is immutable, under a given subversion graph, 
if and only if there do not exist two codewords v, w E C such that v can be changed 
into w. 
Following previous papers [6,15], we assume that it is possible to change code 
symbols only according to the universal subversion graph USG, = (V, E), where 
V=Q and E= {(iJ): Olir_&q- 1). This is equivalent o saying that symbol i can 
be changed into symbol j if and only if iljl q - 1. Practically, the subversion graph 
specifies both the constraints on the possible rewritings if we are considering *‘write- 
once” memories, and the errors that may occur during the transmission if we are 
considering channels which suffer unidirectional errors. The choice of the subver- 
sion graph USG, appears natural for several reasons. First of all, it is consistent 
with the binary case where 0 can be changed to 1 but 1 cannot be changed back to 
0. Furthermore, when q = 2p a byte change according to USG, corresponds to one 
or more usual bit changes (i.e., 0 + 1) in the byte. Finally, it has been shown by Leiss 
[ 151 that for any code C immutable under the subversion graph USG, and for any 
subversion graph SG having the same node set Q, it is easily constructible from C 
an equally sized code C’ immutable under the subversion graph SG. 
Note that the subversion graph USG, induces a partial order relation i on Q” 
defined by a,...a,,=n~b=b,... b,t if and only if ai bi for each i. It follows that 
a code C is immutable under USG, if and only if no two codewords v and w exist 
such that v 5 w. 
Given the vector a = al.. . a, E Q”, define the weight of a as the integer ,u(a)= 
c 
n 
i=, ai. Denote by M(q, n, i) the number of elements in Q” having weight i. The 
number M(q, n, i) coincides with the number of restricted compositions of the in- 
teger i, i.e., the number of ways of representing i as sum of n nonnegative integers, 
each of them not greater than q - 1. Using results given by Andrews [2] we get that 
the generating function f(x) = CirO M(q, n, i)x’ for the sequence (M’(q, n, i)}izo is 
given by 
j&+(1+x+ l *= +x4-1)‘& (1 -xq)n 
(l-x)” * 
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Expanding the binomials on the right-hand side and equating the coefficient of like 
powers we get 
LWI 
M(q,n,i)= C (-l)k 
k=O 
The following two lemmas have been proved by Star 11% 
Lemma 2.2. For all positive integers q and n, it holds 
and 
M(q,n,i)=M(q,n,n(q-1)-i), for each iln(q-1) (1) 
M(q, n, i) 5. Wq, n,j), 
for each i and j such that is js Ln(q - 1)/21. 
emma 2.3. For each q it holds 
Mq, n, rn(q - 1~1) =-&($y2(l+*($ (3) 
Let Mq,n be the maximum size of any immutable code of length n over the 
alphabet Q= (0, . . . . q - 1 }. Sperner’s lemma [ 181 shows that 
1Mz,n = 
( > Ln”/2J 
. 
We consider now the case q>2. We show that the set of all vectors in Qn of weight 
rn(9- 1)/21 g iv e s an immutable code of maximum size. This result was conjec- 
tured by Leiss [15]. 
We first recall some definitions, for undefined terms see [4]. Let P = (S, 5 ) be a 
poset. A chain in the poset P is a subset A of S such that any two elements in A 
are comparable and an antichain is a subset B of S such that no two elements in 
B are comparable. From the above discussion, it is clear that an immutable code 
of length n over Q is nothing more than an antichain in the poset P=(Q’, <), 
where the order relation 5 is that induced by USG, on Q”. Moreover, Q” has a 
rather peculiar structure, that is, 
Q”=Qx...xQ 
\ / V 
n times 
and Q is a chain under the ordering 5 . A remarkable result by Harper [ 1 l] and 
Hsieh and Mleitman 1121 implies that the maximum size of an antichain in 
P= (Q”, 5 ) is equal to maxk 1 {a E Q”: y(a) = k} 1. Noticing that each set 
{a E Q”: p(a) = k} is immutable under USG,, from the above quoted result [11,12] 
and Lemma 2.2 we get the following theorem. 
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Theorem 2.4. The maximum size of A& of any immutable code of length n over 
the alphabet Q= (41, . . ..q- 1) is 
W7,n = M(q, n, [n(q - !)/21). 
A maximum size immutable code can be obtained by taking all elements in Q” of 
weight rn(q - 1)/21. 
Theorem 2.4 essentially asserts that the largest antichain in Q” contains 
M(q, n, rn(q - 1)/21) elements. By Dilworth’s theorem [9], it is then possible to par- 
tition Q” into M(q, n, rn(q- 1)/21) disjoint chains. In the next section we shall 
present an algorithm to realize a particular partition of Q” in M(q, n, rn(q - 1)/21) 
chains which our encoding/decoding algorithm will be based upon. 
3. Encoding information into an immutable code 
In the previous section we have shown that the q-ary code C(n,q) of length n con- 
taining all vectors in Qn of weight rn(q - 1)/21 is an immutable code of maximum 
size. In this section we shall study the problem of encoding k-tuples of Qk, 
representing our information sequences, into codewords of C(n, q). Let n = k +p, 
with p denoting the number of parity symbols. Since we need at least as many 
codewords as the number of information sequences, the number of parity symbols 
p should satisfy the obvious inequality q%A.&+,. From Theorem 2.4 and Lem- 
ma 2.3 we obtain the following lower bound on p: 
1 
p2-j log,(k(q2-l))++log,+ Z . 
0 
The above lower bound could easily be reached if one had a table where the cor- 
respondence between information sequences and codewords is stored. However, this 
method becomes rapidly inefficient as the size of the code increases. Thus, it is 
useful to have encoding algorithms that do not require the storage of large tables. 
In the following sections we provide easily computable ncoding rules to map k- 
tuples into (k+p)-tuples of constant weight r(k+p)(q- 1)/21. More precisely, in 
Section 3.1 we present a simple encoding scheme which can be applied whenever the 
number k of information digits and the number p of parity digits satisfy the ine- 
quality kr (q P- l)/(q - 1). In Section 3.2 we give a more efficient (although more 
involved) encoding scheme which can be applied whenever kI 2(qp - l)/(q - 1) -pm 
3. I. The basic encoding scheme 
We first present a recursive algorithm to partition Q” in M(q, k, [k(q - 1)/27) 
disjoint chains. 
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Algorithm 1 
(1) If k= 1 the set Q consists of the only chain $“=Q= (0, l ..,q- 1); 
(2) if k> 1, let S,(k-‘), ..=, $-‘) be M’= M(q, k - 1, [(k - l)(q - 1)/2)) disjoint 
chains that partition Qk- ‘. For each chain Si(k- r) = (~i.0, . . ., si,c- 1 } let ri = 
min{ li, q} and construct, from Si(k-“, ri new chains $‘, . . l , Sit;_. 1 as follows 
S$‘={jLTi,(i,j.Ti,I~ . . ..j$i.l,_j-*,(jfl)Si,,i-j-*, •g*,(~-1)si,l,-j-*}9 
j=O,...,ri-1. (4) 
An easy proof by induction on k shows that Algorithm 1 produces a partition of 
Qk in M(q, k, rk(q - 1)/21) chains such that for each S!@ = {Si,o, . . . , Si,/, _ 1) it holds 
/4(Si,j)=/l(Si,j_I)+l, j= 1, l -*,[i-1, (5) 
j.l(Si,,,- l)=n(q- l)-P(si,O)* (6) 
Example 3.1. Let Q = {0,1,2} and k = 4. The chains that partition Q4 obtained ap- 
plying Algorithm 1 are given in Table 1. 
Assume now that the number k of information digits and the number p of parity 
digits satisfy the inequality kc: (qp - l)/(q - 1). 
Table 1. Partition of (0, 1,2,3}4 obtained applying Algorithm 1. 
s\“b = {0000,0001,0002,0012,0022,0122,0222,1222,2222) 
s14)1= (1000*1001* 1002,1012,1022,1122,2122) 
q”:= (2000 2001 9 * 2002 t 2012 2022) 
s&= (0100,0101,0102,0112:0212.1212,2212) 
s$“‘I = { 1100,1101,1102,1112,2112} 
s$ = {2100,2101,2102} 
s$$= (02040201,0202,1202,2202) 
sc;l,, = { 1200,1201,2201} 
s$ = { 2200) 
sl;tb= {0010,0011,0021,0121,0221,1221,2221) 
sa,, = (1010,1011,1021* 1121,2121) 
s$= (2010,2011,2021} 
$~~)={0110,01!1*0211,1211,2211) 
s~:“,={1110,1111,2111) 
s\“$ = {2110) 
s$= {0210,1210,2210} 
s:;;, = { 0020,0120,0220,1220,2220} 
s(;‘,, = { 1020,1120,2120} 
s;$ - (2020) 
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The codeword &(w) associated to each WE Qk is obtained as a concatenation 
8(w) =g(,~(w))f(w), where f and g are functions chosen to satisfy the following 
properties 
(1) g(W)) E QP md f(w) E Qk; 
(2) ~(~~w))=r(/e+~)(q-1)/'2i. 
(3) for each w, W’E Qk, if w;t w’ then B(w)#&‘(w’). 
Let US first focus on the function g. The inequality k (qp - l)/(q - 1) implies 
that the size of QP is not less than k(q - 1) + 1. Therefore, a different p-digit word 
can be associated to each integer (i.e., weight of an information sequence) in 
[O,k(q- l)]. Let uo,ul, . . . . L+_ l be any ordering of the vectors in QP satisfying the 
condition that /l(ui)Zp(Uj) for each i and j such that Or i<jrqP- 1 and let 
d = L(qP - (k(q - 1) + 1))/21. Define 
g(l)=rc,+d, for 1=0, . . . . k(q- 1). (7) 
Example 3.2. Let q = 3, k = 4 and p = 2. One has that d = 0 and a choice for g is 
g(o)=22, g(l)=21, g(2)= 12, g(3)=02, g(4)=20, g(5)= 11, g(6)= 10, 
g(7) = 01, g(8) = 00. 
Let q = 4, k = 3 and p = 2. One has that d = 3, and a possible choice for g is 
g(O)= 13, g(l)=22, g(2)=31, g(3)=03, g(4)= 12, g(5)=21, g(6)=30, 
g(7) = 02, g(8) = 11, g(9) = 20. 
Let us now turn our attention to the functionf. Consider first the chains that par- 
tition Q” whose recursive construction has been given in Algorithm 1. The function 
f associates to each w E Qk the unique element of weight r(k+P)(q - 1)/21- 
&g(p(w))) belonging to the same chain as w. In order to show the existence of such 
an element, we need the following technical emma whose proof is given in Appen- 
dix A. 
Lemma 3.3. The function g satisfies the following property 
P(q-l)w(g(o))=M41)~*w~- Wg(Lk(q-W2]))= rP(q-lY2i 
~p(g(rk(q-1)/21))=tP(q-1)/2j~W.4g(k(q-1))) - 
Consider w E Qk with p(w) = IS Lk(q - 1)/Z!]. From (8), one has 
r(k+p)(q- 1~21 -P(g(0)s r(k+p)(q- 1)/21- rd4-04 
(8) 
s rk(q - 1~21. 
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Moreover, 
r(k+P)(P- U/21 -P(N))ZI* (9) 
Indeed, from (8), it follows that (9) is true for I= Lk(q - 1)/2]. Suppose now that 
(9) holds for I and consider I- 1. Since fl(g(l- l))$u(g(l)), we get 
r(k+p)(q-1)/2i -P(g(l-l))z r(k+p)(q-1)/2i -P(g(0)-lzl-l. 
Therefore, for each w E Qk such that &V)I Lk(q- 1)/2J it holds 
P(w)5 r(k+p)(q- 1~21 -P(g(P(w)))s rhq- ~21. W) 
On the other hand, the chains Si N) that partition Qk satisfy property (5) and each 
of such chains contains an element of weight rk(q- 1)/21. From this and (10) it 
follows that the chain which w belongs to contains also an element of weight 
r(k+p)(q- 1)/21 -p(g(p(w))). The same result can also be obtained if y(w)r 
rk(q- 1)/21. We can now prove the following theorem. 
Theorem 3.4. For each kr (q p - l)/(q - 1) the function & encodes different se- 
quences of Qk into difSerent sequences of Qk’p of weight r(k+p)(q- 1)/21. 
Proof. To prove the theorem it remains to show that for each w, #eQk, with 
w#it’, it holds &‘(~)=g(&~))f(w)#6(w’)=g(&~‘))f(w’). Suppose first that w 
and w’ belong to the same chain. From (5), it must hold p(w) Z&V’). This implies 
that g(p(w))#g(p(w’)) and the encodings are different. If w and w’ do not belong 
to the same chain, then also f (w) and f (4) do not belong to the same chain (since 
the chains form a partition of Qk). Therefore f (w) #f (w’) and the theorem is prov- 
ed‘ 0 
Example 3.5. Consider q = 3, k = 4, and p = 2. The chains obtained by Algorithm 
1 are given in Example 3.1. The sequences g(O), . . . , g(8) are given in Example 3.2. 
The encodings 3f the sequences in Si$ are 
$(0010)=210021, &(OOll)= 120021, &(0021)=020121, 
8(0121)=200121,~(0221)= 110121,8(1221)= 100221, e(2221)=010221. 
In Section 3.2 we shall present a refinement of the above encoding algorithm that 
decreases the number of parity digits needed. We will also examine the problem of 
efficiently computing the encoding and decoding functions. 
3.2. An improved encoding scheme 
Assume now that the number k of information digits and the number p of parity 
digits satisfy the inequality 
kr2(qP-l)/(q--1)--P* (11) 
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The idea the improved encoding algorithm is based on is explained by the following 
example. Consider q = 2 and p = 2. Using the encoding technique of Section 3.1, we 
could encode the sequences in Qk only if k 5 3. Let k = 4. Applying Algorithm 1 
one has the following partition of Q3 
S~3’={ooo,oo1,011,111}, s,‘3’={loo,101}, S~3’={olo,110}. 
We can apply again (4) to Si3) and si3) and therefore obtain the cL I ks 
S$‘-{0100,0101,1101}, S~~‘={1100}, 
S~~~={0010,0110,1110}, S~~‘={1010} 
that have size ~314=~ p. If we applied the same construction rule to si3) we 
would get a chain of size 5 > qp and the encoding method of Section 3.1 would re- 
quire at least 5 different parity sequences (one for each possible weight of the 
elements in the chain) and therefore pi 3. We consider instead the chains of size 
qp=4 
94) = 
00 {os:sEs~3)) ={0000,0001,0011,0111}, 
S$) = {lXsES~3))={1000,1001,1011,1111}. 
(4) The chains sij , for i = 0 1 2 3 and j = 0, 1, partition Q4. We shall again encode a 9 5 9 
sequence WE Q4 with uv where u E Qp and v belongs to the same chain as w. But 
now we use two different encoding functions: One for Sg) and @, and the other 
one for remaining chains. Let us consider first S,(i), SI(i), sg’, and $f. Since these 
chains are obtained via formula (4) we can proceed as in Section 3.1 and get 
g(0) = 11, g( 1) = 10, g(2) = 01, and g(3) = 00. No&icing that the weights of the infor- 
mation sequences are in the interval [ 1,3), we can associate to each w E Qk the se- 
quence g@(w)- 1). Since the weight of any codeword should be 
r(k+p)(q-l)/2i =3, we have the following encoding function E 
E(0100) = 110100, E(0101) = 100101, E( 1101) = 010101, 
E(1100) = 101100, E(OO1O) = 110010, E(0110) = 100110, 
E(1110)=010110, E(lOlO)= 101010. 
Consider now the encoding of a sequence w E S, . (4) One possibility is to encode w 
with g(i)f(w), where i is the relative position of w in the chain, andf(w) is the ele- 
ment of the chain of weight 3 -p(g(i)). The same algorithm can be applied for the 
sequences in S$. The resulting values of the encoding function E are 
E(OOOO)= 110001, E(OOOl)= 100011, E(0011)=010011. 
E(Ol11)=000111, E(1000)=111000, E(lOOl;= 101001, 
E(1011)=011001, E(111!)=001011. 
The above argument shows that the possibility of improving the encoding method 
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cd' the previous section relies upon the feasibility 
size at most q p. The following algorithm realizes 
of partitioning Qk in chains of 
such a partition. 
(1) If k= 1, the set Q consists of the only chain Ci’)=Q={O,...,q-1); 
(2) if k> I, let @-‘), C,(k-l), .&Z’~k_;‘) be the partition of Qk-‘, for some in- 
teger 7. For each chain NC/~- ‘)= (Ci, 0, •~~,CiJi_*}~ let mi=min{q-l,q”-li}. Con- 
struct the chains C\;‘C Qk for 0 I~C ri - 1 where , 
min{li$q} if mi=q-1, 
ri = 
4 otherwise, 
as follows 
c!k’ = { jq 
4J 9 
(), 
. . ..jCi.,i-I_j,(j+l)Ci,,i-,-j,~**, 
(j+mi)Ci,li-l-j,*=-,(j+mi)Ci,/l-I}. (12) 
In formula (12) it should be understood that C$ will not contain the elements 
(j+ 6)Ci S such that j+ 6> q - 1 (since these elements do not exist). 
Note that (12) coincides with (4) when mi=q - 1 or mi< q - 1 and jrq - mi. In 
the remaining cases, that is, when mi< q- 1 and jl q - mi - 1, it holds 1 C$‘i = qp. 9 
Example 3.6. Applying Algorithm 2 for q = 4, p = 2 and k = 5 one gets, among the 
others, the chain 
C(‘)= {00010,00011,00012,00022,00032,00132,00232,00332,01332, 
02332,03332,13332,23332,33332}. 
Table 2 contains the chains C!@, i= 0 , . . . ,3, obtained from C(‘) by Algorithm 2. 
A simple proof by induction shows that the following result holds. 
Table 2. Chains generated by Algorithm 2 from the chain 
C’s’s (0, 1,2,3}? 
Cb”‘={000010,000011,000012,000022,000032,000132,000232,000332, 
001332,002332,003332,013332,023332,033332,133332,233332~ 
Cl"' = { 100010, 100011,100012,100022,100032,100132,100232,100332, 
101332,102332,103332,113332,123332,223332,323332,333332) 
Ci6) 1 {?00010,200011,200012,200022,200032,200132,200232,200332, 
201332,202332,203332,213332,313332) 
Cp = { 300010,300011,300012,300022,300032,300132,300232,300332, 
301332,302332,303332) 
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Lemma 3.7. Algorithm 2 produces a partition of Qk in chains of size at most qp. 
Moreover, for each chain Ci(k) = (cm r,O, . l . , Ci, i, _ I> the property (5) and, if C:k’ has 
size < qp, the property (6) hold. That is, 
and 
/d(C,j)=/d(Ci,j_1)+ 1, j= 1, l em,li-1 
~(ci,ij-1)=n(9-1)-~(ci,0)* 
Let Cik) , . . . , Cj”_‘, be the partition of Q” obtained applying Algorithm 2. We want 
to see now how to encode a sequence w E Cjk), with 0 5 i< r. Indicate the encoding 
of w as E(w) = d(w)f (w), where d(w) belongs to QP and f (w) belongs to the same 
chain C!k) as w. Before specifying d and f, let us note that, as in Theorem 3.4, if 
for each w, W’E C,!k), with w#t’, it holds d(w)#d(w’), then all sequences in Qk 
have different encodings. In order to specify E(w) we distinguish two cases: 
lC!k)l <qp and IC!k’l =qp. 
Case 1: lc;k)l < qp. Since, from Lemma 3.7, the elements of the chain satisfy (5) 
(k) and (6), the weights of the sequences w E Ci belong all to the interval ((x1, ~12) =
(Lk(q - 1)/2] - L(qP - 1)/2], rk(q - 1)/21+ L(qp - 1)/2)). Consider the function g 
defined as 
g(l)=ul+d, for l=c~~, . . ..a2 
with d = L(qP- (cxz - al + 1))/2J (as in Section 3. I, A is computed from the number 
of integers for which the function g must be defined, which is now a2 - al + 1 in- 
stead of k(q - 1) + 1). The definition of the parity sequences follows as in Section 
3.1, but since the lightest information sequence we consider in this case has weight 
al, we define d(w) as d(w) =g(p(w) -al). The sequence f(w) is the element of 
weight r(k+p)(q - 1)/21 -y(g(p(w))) that belongs to the same chain as w. The cor- 
rectness of this encoding method can be easily proved using the same arguments of 
Section 3.1. 
Case 2: lC:k)l =qp. In this case property (6) is not generally true. We have then 
to use a different way of defining d(w). A possible choice for d is to azsociate to 
the element w = Cj E Ci(k) = {CO, . . . , 
(k) 
cqp _ 1 } the p-digit sequence g(j). The sequence 
f(w) is again the element of Ci of weight r(k+p)(q - 1)/21 -p(d(w)). To show 
the correctness of the encoding scheme we need to prove the existence of an element 
in the same chain as w of weight r(k+p)(g-- I),/21 -p(d(w)). 
Lemma 3.8. If ks 2(q p - l)/(q - 1) -p, then for each Ci(k) of size qp and for each 
w E C’ik) the sequence f(w) is defined. 
roof. Since the sequences d(w) have weights varying fro 0 to p(q- l), in order 
f(w) to exist for any w E C!k’, I C:k)l = qp, the chain Ci’k’ must contain an element 
of weight i, for each i E { r(k +p)(q - 1)/21 -p(q - l), . . . , [(k +p)(q - I)/21 - 01. 
From this and (5) one gets that f(w) is defined for each w belonging to a chain of 
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size qp if the two following inequalities hold: 
and 
qp- 1 L [(k+g)(q- I)/21 
When ks 2(q P- l)/(q - 1) -p above inequalities are satisfied and the lemma is pro- 
ved. Cl 
The above reasoning can be summarized in the following result. 
Theorem 3.9. For each kr 2(q p- l)/(q - 1) -p al/ the elements in the set {E(w): 
w E Qk} have weight r(k+p)(q- 1)/21; and for each w, W’E Qk, w # w’ implies 
E(w) # E(w’). 
We are left now with the problem of the effective computation of the encoding 
and decoding functions. 
The encoding of w can be specified as follows: 
(1) Find the first element co of the chain C= {co, . . . , cl_ l } such that w = Ci E C; 
(2) find Cj such that p(cj) =P(c~) +j - r(k -+p)(q - 1)/21 -d(w); 
(3) Output d(W)Cj l 
The decoding of UD, with u E QP and u E Qk, can be specified as follows: 
(1) if p(uv) # r(k +p)(q - 1)/21 then Stop [a subversion has occurrecfl, else 
(2) 
(3) 
(4 
find the first element co of the chain C= {co, . . . , cl_ I } such that o E C; 
if ICI c qp then let i be the integer such that u = g(i). Find cj E C such 
that p(cj) =p(cg) + j= i+ al (where al = Lk(q - 1)/2j - L(qp- 1)/2]); 
output cj; 
if ICI = qp then let J be the integer such that u =g(i). Firnil Ci E C (i.e., 
find the c G C of weight p(co) + i), output tie 
In both processes, the crucial operation is to find the element F&U), given 
XE Qk, having weight ,U and belonging to the chain with co =x. Let us see how to 
compute it. Given a sequence x=&..# ~1, we first compute the 3-tuple (li,pi, ti), 
i=l , . . . , k, where li indicates the length of the chain C containing Xi..* XI, the in- 
teger pi represents the relative position of Xi... x1 within C, and the first element of 
C is the sequence titi_l... t,. The 3-tuple of index 1 is (ll,yl, 11) = <q, Y~,O). The 
elements ii, pi, and ti are computable in one step from the elements li__ I, pi_ I, and 
ti_ I, respectively (see Appendix B). 
Define now Sue” (ti . . . tl) as the element of weight p(ti l a. tl) + 6 belonging to the 
chain whose first element is tie.. tl (for all integers 6 for wXch such a sequence x- 
ists). Formally 
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sues (t1)= a, 
i 
tiSUC"(ti- 1 l a. tl) 
if Ssli_* -ti-1, 
SUC’(ti..* ti)= 
(mi+ ti)SUC’-‘“‘(ti_ 1 *a* I*) 
if 62/i_i +t?Zi-ti, 
(6+2ti_li_i + 1)SUC” ‘-“-‘(fi_***. ti) 
otherwise, 
where mi=min{q- l,qp- 1 -/i-i}. 
If we define now p’=y-p&... tl), the desired F(x+) is SucP’(tk... tl). The cor- 
rectness of the function Sue, and then of F, follows immediately from (12). 
Moreover, the time required by the encoding and decoding processes i  dominated 
by the time necessary to compute the 3-tuple (li,pi, ti) plus a time linear in the 
number of recursive application of the function Sue. Therefore the encoding and 
decoding can be done in time proportional to the length k of the information se- 
quences. 
Example 3.10. Consider again the code with q = 2, k = 4 and p = 2 introduced at the 
beginning of this section. For this code the interval (a,, Q~) is (1,3). 
Encoding. Suppose we want to encode the sequence 1001. We have 
d(lOO1) =g(2- 1) =g(l) = 10. For 1001 we obtain 
(4,Pl,tll=(z LO), C&,P2&)=(39 w9 
The sequence f( 1001) is the element of weight 3 -p(t4t3t2t1 = 1000) = 2 of the chain 
containing 1000, which is 1001 itself. If we compute it we have 
f(1001)=F(1000,2)=F(1000,~(1000)+1) 
= suc’(loco) = 1suc’(000) = 1osuc’(oo) = 1oosuc’(o) = 1001. 
Consider now the information sequence 1101. We have d(llO1) =g(3 - 1) =g(2) = 
01. For 1101 we obtain 
(I*&A)=(2, l,O), (Iz,PzJz)=(% AO), 
The sequence f( 1001) is 
f( 1101) = F(OlOO,2) = F(0100,~(0100) + 1) 
= suc’(0100) = osuc’(1oo) =01suc’(00) = olosuc’(o) = 0101. 
Decoding. Consider the codeword (lO)(lOOl). The sequence 10 corresponds to 
g(l)=g(2-a,), i.e., the weight of the decoded sequence is 2. We can stop here 
since this implies that the decoding of 1001 is 1001 itself. 
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Consider now the codeword (Ol)(OlOl). The sequence 01 corresponds to g(2) = 
g(3 - a,), therefore the weight of the decoded sequence is 3. The 3-tuples for 0101 
are 
(4,~1,4) = (2,1, O), (U72, t2) = (3,1, O), 
The decoding is 
f-‘(0101) =F(OlOO, 3) =F(0100,~(0100) + 2) = Suc2(0100) 
=(2+0-2+1)Suc - 2 O-‘(loo)= 1suc’(100)= llsuc’(oo) 
= 110suc’(0)= 1101. 
4. Conclusions 
In this paper we have proved that a maximum size immutable code of length n 
over the alphabet Q = (0, . . . , q- 1) can be obtained by taking all elements of weight 
[n(q - Q/21. M oreover, we have presented an encoding algorithm to map k-tuples 
of information digits into codewords of an immutable code of length k+p. The 
number of parity digits p needed by our algorithm has to satisfy the inequality 
kl: 2(qp - l)/(q - 1) -p, where k is the number of information digits. We remark 
that any systematic immutable code must satisfy the stronger inequality 
ks (qp - l)/(q - 1) [6]. It should be also pointed out that in the binary case, i.e., 
q = 2, the code produced by our algorithm is essentially equivalent o the best-known 
code [S]. 
Various open problems are left. First of all, the number of parity digits p required 
by our encoding method is, roughly, twice the lower bound on p given in formula 
(8). It would be very interesting to have encoding algorithms which require a smaller 
number of parity digits. 
Knuth [ 131 and Al-Bassan and Bose [l] present also encoding schemes which 
allows parallel encoding and decoding. The techniques used in the present paper do 
not seem to lead to an efficient parallel implementation, therefore, some new ideas 
are needed to construct efficient parallel encoding/decoding schemes for q-ary im- 
mutable codes. 
roof of ma 3.3. We prove that the function g satisfies the following property: 
PC4 - 1)~crMW =P@d) 1: l ** r~(g(tk(q-1)/21))=rp(q-1)/2i 
=~(g(rk(q-1)/2i))=tp(q-1)/2J=---*~~(g(k(q-1))) 
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We first remind the definition of the function g: The sequence g(i) is defined as 
U* r+A* where d = L(qP - (k(q - l)))/ZJ and u o, . . . , u4” _ 1 is any ordering in nonin- 
creasing weight of the elements in QP. 
Trivially, p(q - l)+(g(i))~O, for each i. Moreover, from the definition of g, we 
have 
P(g(O))=P(q-1)-d* (Al) 
Since the sequences ui E QP are ordered by weight, we get that 
with either p(g(i)) =p(g(i+ 1)) or p(g(i)) =p(g(i+ 1)) + 1 for each i. From this and 
from the definition of d, since M(q,p, i) = M(q,p, (q - 1)~ - i) we get 
Pwa - 1))) = d if k(q-1) is even, 
L d+l if k(q-1) is odd. 
It remains to show that 
Suppose first q is odd. Equalities in (A3) reduce to p(g(k(q - 1)/2)) =p(q - 1)/2 that 
is true since g(k(q - 1)/2) = u(+ 1)/2. Let now q, and therefore qP, be even. Using 
relations (Al) and (A2) we get hat: if both k and p are even, then p(g(k(q - 1)/2)) = 
,u(z+,~) =p(q - 1)/2; if both k and p are odd, then ,u(g(Lk(q - l)/ZJ)) =~(z+,~_,) 
= rP(q-w and &(rk( q - 1)/21)) =#,P) = Lp(q - 1)/2J; if k is even and p 
is odd, then ,u(g(k(q - 1)/2)) =&u qP/2_ I) = rp(q - 1)/2); if k is odd and p is even, 
then p(g(Lk(q - 1~2 J>, =P(U q~/2-l)=~(q-1)/2=~1(~q~)=~l(g(rk(q-l1)/21)). Hence 
(A3) holds in all cases. Cl 
Appendix B 
We show how to compute, for a sequence xk... ~1, the 3-tuple (li,Pir ti), for 
i=l , . . . , k. For i= 1 we have (Il,p,, tl) = (qyxI,O). Suppose the 3-tuple (b,pj, tj> be 
known for all the integers js i. For simplicity of notation we omit the index. Let 
li = I, pi = r, ti = C, m = min{ q - 1, qP - l), and Xi+ 1 =x. We distinguish two cases 
m=q-1 and t;y:=qp-L 
cm? 1: m=q- 1. In this case xi.. . x1 = c, belongs to a chain C= {c~,.~~,c~_~), 
from which we construct the chains (12) 
Cj= { jco, . . . . jC,_1_j,(j+l)C,-f-j9 -~*9(4-1)cl-I-~l 
for j=O, . . . . min{q- l,/- l}. 
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(a) Suppose r5 I-x- 1. We obtain xc, E Cx, and therefore 
if x<q-1, 
otherwise, 
pi+, =r and fi+! =x. 
(b) Suppose otherwise that r2 I-x. Put j = I- r - 1. We have xc,= 
(j + S + l)cl_ 1 + E Cj, for some 6~ 0. Therefore we get 
I. 
I-j+q-l-j=q+1+2r-I if I-r<q-1, 
r+1= 1-j=r+l otherwise, 
~i+,=[-1-j+6+1=x+1+2r-[and li+,=j=[-l-r. 
Case 2: m=qP-1. In this case Xi...Xi=C, belongs to a chain C={C~,...,C,_~}, 
from which we construct he chains (12) 
for j=O, . . ..q- 1. 
(c) Suppose that rd-x- 1. We obtain x,x Cx, and therefore 
1. 
{ 
ltm=qP if x+msq-1, . 
1+1= l+q-1-2x if x+jn>q-1, 
pi+1 =r and fi+r =x. 
(a 
more 
point 
SupposeotherwisethatrrI-x.Putj=[-r-1 (jrO,sincerl[-l).Further- 
suppose xc, =Xc/_j_ 1 such that xrj+ m (and x> j, otherwise we are again in 
(c)). We have xc, = (j + 6 + l)c,_ I _j E Cj, for some SZ 0. Therefore we get 
1, /i-1= 
C 
l+m=qP if j+m=l-r-l+mrq-1, 
[+q-1-2j=q+l -l+2r otherwise, 
p/=1-1 -j+6+1=2rtZ+x-1 and ti=j=l-r-1. 
(e) Finally consider the case xc, = (jtm)c, with rd-j-l. The sequence xc, 
belongs to C’. We get li+I=l+m=qP, pi+1 =I-j-l+mtr-ltj+2=mtrt2 
and ti+.I =j=x-m, 
The general formulas to compute [it 1, /Ii+ 1, and tit 1 can be now obtained by the 
union of points (a)-(e). 
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