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Pertukaran informasi saat ini semakin mudah karena perkembangan 
teknologi informasi dan komunikasi yang semakin pesat. Kondisi ini terbukti 
dengan meningkatnya penggunaan IP global sebesar 88,7 EB (exabytes) perbulan 
pada tahun 2016. Peningkatan tersebut menjadikan keamanan informasi sebagai 
salah satu kebutuhan terpenting untuk melindungi data-data sensitif misalnya data 
finansial perusahaan atau data keamanan negara. Keamanan dari data sensitif dapat 
diperoleh menggunakan metode bernama data hiding. Teknik ini melindungi data 
dengan menyisipkannya kedalam sebuah objek (carrier) seperti citra digital. 
Algoritma matematis yang digunakan pada data hiding akan memodifikasi piksel 
pada carrier sehingga mendapatkan nilai baru. Modifikasi yang dilakukan 
sebaiknya menjaga agar carrier tidak berubah terlalu signifikan dan dapat 
menyediakan kapasitas penyembunyian data yang besar. Kebutuhan ini yang 
mendorong algoritma matematis pada data hiding terus dikembangkan. 
Salah satu algoritma matematis untuk data hiding adalah prediction error 
expansion (PEE). Metode ini menyisipkan data kedalam nilai prediksi perubahan 
piksel (expanded prediction error). PEE kemudian dikembangkan lebih lanjut 
dalam hal pemilihan piksel referensi dan penetuan tipe blok pada carrier. Namun 
pengembangan yang telah diusulkan belum memanfaatkan blok secara maksimal. 
Dalam satu blok, jumlah pesan yang mampu disisipkan hanya berkisar antara 2-6 
bit saja. Salah satu cara yang dapat digunakan untuk mengatasi masalah tersebut 
adalah mengelompokkan piksel bernilai mirip secara adaptif dan menyisipkan 2 bit 
data sekaligus dalam sebuah piksel tanpa menggunakan konsep multi-layer 
embedding. Untuk menjaga agar perubahan nilai tidak terlalu besar, diusulkan 
metode reduksi pada nilai expanded prediction error. Berdasarkan hasil pengujian, 
metode yang diusulkan mampu meningkatkan kualitas dan kapasitas citra stego 
dengan rata-rata sebesar 4,257 dB dan 156.776 bit.  
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Today, the exchange of information is easier because of the rapid 
development of information and communication technology. This condition is 
proven by the increasing of the use of global IP of 88,7 EB (exabytes) per month in 
2016.  This increasement makes information security be the one of most important 
requirement in securing sensitive data such as corporate financial data or national 
security data. The security of sensitive data can be achieved by using a technique 
called data hiding. One of data hiding technique is steganography that embeds data 
using mathematical algorithms into multimedia object (e.g. digital image, video, 
audio) called carrier. The mathematical algorithm modifies the pixel values in the 
digital image. The modification should not change the carrier image significantly 
and provide large embedding capacity. This develop requirement makes algorithms 
that used in data hiding technique is developed continously. 
One of the mathematical algorithms for data hiding is prediction error 
expansion (PEE). It embeds data into predicted pixel value (expanded prediction 
error). PEE was developed further in terms of reference pixel selection and block 
type determination on carrier images. However, the existing PEE algorithm has no 
use the block maximally. In a block, the existing PEE algorithm only can embed 2-
6 bits of data Therefore, it is necessary to develop the utilization of blocks. One of 
methods that can be used is grouping similar pixel value adaptively and embedding 
2-bits of data into a block without using multi-layer embedding concept. 
Additionally, to keep the pixel value from being changed significantly while hiding 
data, the expanded prediction error value will be reduced. Based on experiment, it 
shows that the proposed method can improve quality and capacity of stego image 
by an average of 4,257 dB and 156.776 bit. 
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1.1 Latar Belakang 
Perkembangan teknologi informasi memberikan dampak positif dalam 
kehidupan manusia, salah satunya adalah pertukaran informasi menjadi lebih 
mudah. Hal ini dapat dilihat dari meningkatnya penggunaan internet dari tahun ke 
tahun. Menurut Cisco Visual Network Index (Cisco VNI), trafik IP global 
meningkat sebesar 88,7 exabytes (EB) perbulan pada tahun 2016 dan diperkirakan 
pada tahun 2020 akan mencapai 194 EB perbulan  (Cisco, 2017). Semakin 
meningkatnya pengguna internet untuk bertukar informasi, keamanan informasi 
menjadi salah satu aspek terpenting terutama untuk data-data sensitif seperti data 
finansial perusahaan dan data yang berhubungan dengan keamanan negara. Salah 
satu cara yang dapat digunakan untuk mengamankan data saat bertukar melalui 
internet adalah menyembunyikan data tersebut kedalam objek digital. 
Teknik yang dapat digunakan untuk mengamankan informasi tersebut 
adalah data hiding. Metode ini akan menyembunyikan informasi (data) dalam 
sebuah objek (carrier) seperti citra digital, melibatkan algoritma matematis untuk 
memodifikasi piksel dan menghasilkan objek yang disebut objek stego (stego 
object) (Wu et al., 2003; Ni et al., 2006; Mukhopadhyay, 2011; Rad et al., 2016). 
Modifikasi yang dilakukan sebaiknya menjaga agar carrier tidak berubah atau 
mendapatkan kerusakan yang cukup signifikan. Disisi lain, algoritma data hiding 
harus mampu menyediakan kapasitas penyimpanan informasi atau data yang besar 
(Wu, 2002; Arya et al., 2016; Andra et al., 2017). Kondisi ini yang membuat metode 
data hiding terus dikembangkan dengan capaian agar mendapatkan kapasitas 
penyimpanan pesan yang besar dengan tingkat kerusakan citra stego yang rendah. 
Banyak sekali metode data hiding yang telah dikembangkan salah satunya 
adalah Different Expansion (DE). DE pertama kali diusulkan oleh Tian dengan 
mengambil kelebihan dari nilai perbedaan antara dua piksel yang bertetangga (Tian, 







ditambahkan dengan dalam piksel lama untuk menghasilkan piksel baru. Metode 
ini dapat menyisipkan pesan pada carrier yang digunakan dengan rata-rata 0.5 bit 
per pixel (bpp). Karena rendahnya kapasitas penyimpanan yang didapatkan, 
penelitian lain meningkatkan DE dalam berbagai aspek seperti integer transform 
generalization (Gui et al., 2012; Peng et al., 2012), location map reduction (Kim et 
al., 2008; Liu et al., 2012), prediction error expansion (PEE) (Thodi & Rodriguez, 
2007; Sachnev et al., 2009; Dragoi & Coltuc, 2014), pixel selection embedding (Li 
et al., 2011), dan pixel value ordering (Li et al., 2013; Wang et al., 2015). 
Beberapa pengembangan diatas, salah satu yang menarik perhatian adalah 
prediction error expansion (PEE). PEE memanfaatkan nilai prediksi perubahan 
piksel (expanded prediction error) untuk menyisipkan data sebesar 1 bit. Sehingga 
perubahan nilai piksel tidak terlalu besar dan dapat menjaga tingkat kerusakan 
piksel tetap rendah. Namun ada beberapa kekurangan dari PEE diantaranya adalah 
kapasitas pesan yang dapat disisipkan masih terlalu rendah yaitu 0.561 bit per pixel 
(bpp). Hal ini diperburuk dengan tingkat kerusakan dari citra stego sekitar 46 dB 
yang diukur menggunakan metode pixel noise to signal ratio (PSNR) (Thodi & 
Rodriguez, 2007). 
Keadaan tersebut kemudian dikembangkan lebih lanjut dengan cara 
membagi histogram dari nilai expanded prediction error menjadi dua kelompok 
yaitu inner region dan outer region. Piksel dalam inner region digunakan untuk 
penyisipan data, sedangkan outer region akan dilakukan pergeseran nilai piksel atau 
shifting. Pembagian ini bertujuan agar jumlah piksel untuk penyisipan data semakin 
meningkat. Hasil yang didapatkan cukup memuaskan dengan meningkatnya 
kapasitas penyisipan data dengan tingkat kerusakan citra stego yang sama (Hu et 
al., 2009). 
Pengembangan metode PEE yang lebih baik diusulkan oleh Li, et al (2013) 
dengan melakukan pemilihan piksel prediktor untuk menghitung nilai expanded 
prediction error. Langkah yang dilakukan adalah membagi citra carrier menjadi 
blok-blok tidak berpotongan dan masing-masing blok tersebut diurutkan (sort) dari 







dua jenis, yaitu piksel prediktor minimum dan maksimum. Piksel prediktor 
minimum untuk menghitung nilai expanded prediction error dari piksel bernilai 
kecil sedangkan piksel prediktor maksimum untuk menghitung dari piksel bernilai 
besar. Hasilnya adalah metode ini mampu meningkatkan kualitas citra stego sekitar 
2-3 dB lebih baik dengan metode pengukuran yang sama. 
Metode Li, et al (2013) kemudian dilakukan penelitian lebih lanjut untuk 
meningkatkan kapasitas penyisipan data dengan cara mengusulkan metode baru 
untuk menghitung expanded prediction error (Peng et al., 2014). Selain hal 
tersebut, mereka juga mengusulkan cara pemilihan blok yang halus (smooth) untuk 
penyisipan data.  Sedangkan blok yang tidak halus tidak digunakan untuk 
penyisipan. Kedua hal ini berhasil meningkatkan kualitas citra stego dengan data 
yang disisipkan berjumlah sama. 
Usulan model penentuan blok smooth yang lain adalah menggunakan 
skema hubungan piksel bertetangga dari sebuah blok piksel (Weng et al., 2016). 
Hasil dari skema yang diusulkan adalah blok dengan tipe smooth dan complex. Blok 
tipe smooth dibagi lebih lanjut menjadi beberapa tingkatan berdasarkan korelasi 
dengan piksel tetangganya. Tingkatan tersebut adalah high correlation, moderate 
correlation dan low correlation. Jumlah data yang disisipkan juga dibedakan untuk 
masing-masing tingkat korelasi. High correlation mendapatkan porsi yang paling 
besar sedangkan low correlation mendapatkan porsi yang paling kecil. Tindakan 
ini dilakukan demi menjaga agar kualitas citra stego semakin baik. 
Namun dari berbagai usulan pengembangan metode PEE masih belum 
memanfaatkan blok secara maksimal. Li, et al (2013) dan Peng, et al (2014) hanya 
menggunakan nilai piksel terbesar dan piksel terkecil untuk menyisipkan data. 
Contohnya adalah jika terdapat blok berukuran 3x3, maka hanya digunakan 2 piksel 
dari 9 piksel dalam blok untuk penyisipan data. Hal ini berarti, satu blok maksimal 
menyisipkan hanya 2 bit data. Sedangkan metode Weng, et al (2016), menggunakan 
paling banyak 3 piksel dari kelompok minimum dan maksimum. Sehingga metode 
tersebut hanya mampu menyisipkan maksimal 6 bit dalam satu blok. Uraian diatas 







Oleh karena itu, perlu diketahui metode baru untuk memaksimalkan penggunaan 
blok dalam penyisipan data.  
Salah satu cara yang dapat digunakan untuk memaksimalkan penggunaan 
blok adalah dengan mengelompokkan piksel-piksel yang bernilai mirip secara 
adaptif menjadi satu kelompok. Pengelompokkan yang bersifat adaptif ini dapat 
membentuk kelompok dari sebuah blok dengan jumlah kelompok yang berbeda-
beda berdasarkan kondisi blok tersebut. Hal lain yang dapat dilakukan adalah 
mengembangkan teknik baru untuk menyisipkan data lebih dari 1 bit misal 2 bit 
sekaligus dalam sekali proses penyisipan. Perihal penyisipan data sebesar 2 bit 
dalam dalam sekali proses penyisipan akan berefek pada nilai expanded prediction 
error yang semakin besar dan tingkat kerusakan citra stego semakin tinggi. Kondisi 
ini dapat dikurangi dengan mereduksi nilai expanded prediction error untuk 
menjaga tingkat kerusakan citra stego tersebut. 
 
1.2 Perumusan Masalah 
Rumusan masalah yang diangkat dalam penelitian ini adalah sebagai 
berikut : 
1. Bagaimana mengelompokkan piksel yang bernilai mirip secara adaptif 
menjadi satu kelompok ? 
2. Bagaimana pengaruh reduksi nilai expanded prediction error terhadap 
tingkat kerusakan citra stego yang dihasilkan ? 
3. Bagaimana pengaruh menggunakan metode pengelompokkan piksel yang 
bersifat adaptif terhadap kapasitas citra stego ? 
4. Bagaimana pengaruh besar blok terhadap tingkat kerusakan citra stego ? 
 
1.3 Tujuan Penelitian 
Tujuan yang ingin dicapai dalam pembuatan penelitian ini adalah untuk 
menghasilkan metode baru dalam data hiding yang dapat mengelompokkan piksel 







piksel. Berkaitan dengan penyisipan data tersebut, diharapkan metode baru yang 
dimaksud dapat mereduksi nilai expanded prediction error yang semakin besar. 
 
1.4 Manfaat Penelitian 
Manfaat dari penelitian ini adalah memberikan metode data hiding yang 
menghasilkan kualitas citra stego lebih baik dengan ditandai meningkatnya nilai 
hasil pengukuran menggunakan metode pixel signal to noise ratio (PSNR). 
 
1.5 Kontribusi Penelitian 
Kondisi terkini adalah metode data hiding yang diusulkan sebelumnya 
masih belum maksimal dalam memanfaatkan penggunaan blok sehingga tingkat 
kerusakan objek stego masih cukup tinggi. Penelitian ini mengembangkan metode 
baru untuk mengurangi permasalahan tersebut. Kontribusi dari penelitian ini adalah 
mengembangkan metode baru untuk mengelompokkan piksel bernilai mirip secara 
adaptif serta mereduksi nilai expanded prediction error setelah dilakukan 
penyisipan data sebesar 2 bit. 
 
1.6 Batasan Masalah 
Batasan masalah pada penelitian ini adalah : 
1. Objek carrier yang digunakan adalah citra digital berskala keabuan. 
2. Citra digital tersebut berukuran 512x512 piksel yang diambil dari USC-SIPI 
(USC-SIPI, 1977) dan eMicrobes Digital Library (System Partners 
Healthcare Inc., 2002). Penggunaan citra dari USC-SIPI mengikuti Peng et al 
(2014) yang menjadi salah satu referensi dalam penelitian. 
3. Pesan yang digunakan berupa pesan bernilai biner dan teks dengan ukuran 
yang telah ditentukan. 


























KAJIAN PUSTAKA DAN DASAR TEORI 
 
2.1 Dasar Teori 
2.1.1 Steganografi 
Steganografi atau data hiding merupakan metode untuk menyembunyikan 
data dengan cara menyisipkannya ke dalam medium tertentu dan 
mentransimiskannya. Tujuan penyisipan data ini agar keberadaan data dalam 
medium tidak diketahui (Al-Ani et al., 2010). Konsep dasar steganografi merujuk 
pada penelitian yang memperkenalkan konsep ‘Prisoner’s Problem’ (Simmons, 
1984). Konsep ini memisalkan steganografi dalam bentuk komunikasi dalam 
bentuk pesan antara dua tahanan yang bernama Alice dan Bob yang ingin 
meloloskan diri. Namun komunikasi mereka selalu diperhatikan oleh penjaga. 
Sehingga Alice dan Bob perlu menyembunyikan pesan perihal meloloskan diri 











Gambar 2.1 Penggambaran Steganografi dalam The Prisoner’s Problem 
 
Dalam steganografi, informasi atau data yang ingin disisipkan memiliki 
batasan berdasarkan besarnya medium atau carrier yang digunakan (Artz, 2001). 
Semakin besar carrier yang digunakan maka semkain besar pula peluang 
menyisipkan pesan dalam jumlah besar. Namun, dalam proses penyisipan juga 







sehingga bentuk carrier menjadi mencurigakan (Bender et al., 1996). Skema umum 
untuk proses penyisipan pesan dalam steganografi dapat dilihat pada Gambar 2.2. 
Selain terdapat proses penyisipan pesan, Gambar 2.2 juga menunjukkan proses 
ekstraksi dari untuk mendapatkan pesan atau data yang disisipkan dalam citra. 
Sehingga dalam steganografi memiliki dua proses utama yaitu, penyisipan pesan 














Gambar 2.2 Skema Umum Steganografi 
 
2.1.2 Citra Skala Keabuan (Grayscale Image) 
Citra skala keabuan atau grayscale image adalah citra yang piksel-
pikselnya hanya memiliki satu intensitas warna. Intensitas warna terkuat adalah 
putih sedangkan intensitas warna terlemah adalah hitam. Sehingga citra ini hanya 
terdiri dari dua warna yaitu hitam atau putih dengan intensitas yang berbeda-beda. 
Jika direpresentasikan dalam nilai 8-bit, warna hitam memiliki nilai 0 sedangkan 









Gambar 2.3 Contoh Citra Skala Keabuan 
 
2.1.3 Peak Signal to Noise Ratio (PSNR) 
Peak Signal to Noise Ratio (PSNR) merupakan salah satu model 
pengukuran untuk mengukur tingkat derau (noise) yang terdapat dalam sebuah 
objek. Derau ini ada karena terdapat perubahan nilai pada sebuah objek akibat 
proses tertentu misalnya perubahan nilai piksel pada citra efek dari penyisipan data. 
Pengukuran menggunakan PSNR juga sering digunakan untuk mengukur kualitas 
dari citra stego dalam bidang steganografi. Semakin tinggi nilai PSNR menandakan 
citra stego semakin mirip dengan citra asli (Al-Najjar & Soong, 2012; Lahoulu et 
al., 2013). Tingkat kemiripan ini yang mencerminkan kualitas dari citra stego. 
PSNR dapat dihitung menggunakan persamaan berikut : 
 





     (2.1) 
 
dengan 𝑀𝑎𝑥(𝑋) adalah nilai intensitas maksimum dari sebuah citra, n adalah 
jumlah piksel dari citra yang diukur, 𝑥𝑖 adalah piksel dari citra asli dan 𝑦𝑖 adalah 
piksel dari citra stego. 
 
2.2 Studi Literatur 
2.2.1 Prediction-Error Expansion (PEE) 
Prediction-Error Expansion pertama kali diusulkan oleh Thodi dan 
Rodriguez (2007) yang memanfaatkan piksel bertetangga untuk dihitung nilai 
prediksi perubahan piksel atau expanded prediction error (𝑝). Nilai 𝑝 tersebut 







penghitungan nilai 𝑝 dilakukan dengan menggunakan persamaan (2.2) dan 




Gambar 2.4 Blok Piksel dalam Konsep PEE 
 
𝑝 = 𝑎 − ?̂?        (2.2) 
 
Dengan : 
𝑎 = piksel yang digunakan untuk menyisipkan data 
?̂? = nilai prediktor 
 





𝑐2 + 𝑐3 − 𝑐1,
𝑗𝑖𝑘𝑎 𝑐1 ≤ min (𝑐2, 𝑐3)
𝑗𝑖𝑘𝑎 𝑐1 ≥ max (𝑐1, 𝑐3)
𝑠𝑒𝑏𝑎𝑙𝑖𝑘𝑛𝑦𝑎
   (2.3) 
?̂? = 2⌊?̃?/2⌋        (2.4) 
 
dengan 𝑐1, 𝑐2, 𝑐3 adalah piksel-piksel referensi dari blok PEE yang diperlihatkan 
pada Gambar 2.4. Proses penyisipan informasi (𝑚) dapat diselesaikan dengan 
menggunakan persamaan (2.5) dan nilai piksel baru (𝑎′) didapatkan dengan 
persamaan (2.6). 
 
𝑝′ = 2𝑝 +𝑚        (2.5) 
𝑎′ = 𝑎 + 𝑝′        (2.6) 
 







Konsep PEE kemudian dikembangkan lebih lanjut dengan membagi 
histogram dari nilai 𝑝 menjadi dua bagian, yaitu inner region yang digunakan untuk 
penyisipan data dan outer region sebagai daerah yang akan digeser (shifted) 
nilainya. Pembagian ini dilakukan dengan menyertakan nilai 𝑇𝑙 sebagai pembatas 
kiri dan 𝑇𝑟 sebagai pembatas kanan dari inner region. Selain membagi daerah 
histogram dari 𝑝, pengembangan juga dilakukan dengan mengembangkan 
persamaan (2.5) menjadi persamaan (2.7) dan untuk mendapatkan nilai piksel baru 
pada inner region dapat digunakan persamaan (2.8) (Hu, et al., 2009). 
 
𝑝′ = 𝑝 +𝑚        (2.7) 
𝑎′ = 𝑎 + 𝑝′, 𝑗𝑖𝑘𝑎 − 𝑇𝑙 ≤ 𝑝′ ≤ 𝑇𝑟 − 1    (2.8) 
 
Sedangkan untuk outer region, akan dilakukan penggeseran nilai (shifting) dengan 
menggunakan persamaan (2.9). 
 
𝑎′ = {
𝑥 + 𝑇𝑟 ,
𝑥 − 𝑇𝑙 ,
𝑗𝑖𝑘𝑎 𝑝𝑚𝑟 ≥ 𝑝′ ≥ 𝑇𝑟
𝑗𝑖𝑘𝑎 −𝑝𝑚𝑙 ≤ 𝑝
′ ≤ −𝑇𝑙 − 1
   (2.9) 
 
dengan 𝑝𝑚𝑟 adalah nilai akhir dari outer region sebelah kanan dan 𝑝𝑚𝑙 adalah nilai 
akhir dari outer region sebelah kiri. 
 
2.2.2 Pixel Value Ordering (PVO) based PEE Embedding 
Pixel Value Ordering (PVO) merupakan salah satu pengembangan dari 
PEE yang memanfaatkan konsep pengurutan nilai piksel dari kecil ke besar 
(ascending sort). Sebelumnya, citra yang digunakan sebagai carrier dibagi menjadi 
blok-blok tidak saling beririsan dengan ukuran yang sama. Masing-masing blok 
tersebut kemudian di-sorting secara ascending sehingga menghasilkan urutan 
piksel (𝑃𝜎(1), … , 𝑃𝜎(𝑛)) dengan 𝑛 adalah jumlah piksel dalam satu blok (Li, et al., 
2013). Nilai expanded prediction error (𝑃𝐸) pada pengembangan ini dibedakan 







untuk menyispikan data kedalam piksel dengan nilai terbesar dan piksel dengan 
nilai terkecil. Persamaan (2.10)-(2.11) dapat digunakan untuk mendapatkan kedua 
nilai 𝑃𝐸 tersebut. 
 
𝑃𝐸𝑚𝑎𝑥 = 𝑥𝜎(𝑛) − 𝑥𝜎(𝑛−1)      (2.10) 
𝑃𝐸𝑚𝑖𝑛 = 𝑥𝜎(1) − 𝑥𝜎(2)      (2.11) 
 
dengan 𝑥𝜎(𝑛) adalah nilai piksel terbesar, 𝑥𝜎(𝑛−1) adalah nilai piksel terbesar kedua, 
𝑥𝜎(1) adalah nilai terkecil dan 𝑥𝜎(2) adalah nilai terkecil kedua. Sedangkan untuk 
proses penyisipan data dan penghitungan nilai piksel setelah disisipi dapat 
menggunakan persamaan (2.12)-(2.15). Dengan menerapkan pengembangan 
tersebut, Li, et al. (2013) mampu mengurangi jumlah piksel yang harus digeser 
(shifted) dan menurut mereka hal tersebut berarti semakin sedikit piksel yang harus 
dimodifikasi pada carrier. Sehingga kemampuan dari algoritma yang diusulkan 






𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑎𝑥 = 0
𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑎𝑥 = 1
𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑎𝑥 > 1





𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑖𝑛 = 0
𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑖𝑛 = −1
𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑖𝑛 > −1
    (2.13) 




𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑎𝑥 = 0
𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑎𝑥 = 1
𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑎𝑥 > 1
  (2.14) 




𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑖𝑛 = 0
𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑖𝑛 = −1
𝑗𝑖𝑘𝑎 𝑃𝐸𝑚𝑖𝑛 > −1









2.2.3 Improving Pixel Value Ordering (PVO) based PEE Embedding 
Pengembangan PVO-based ini memanfaatkan expanded prediction error 
yang bernilai 0 untuk penyisipan data (Peng et al., 2014). Hal ini mengakibatkan 
dengan jumlah data yang disisipkan sama, metode yang diajukan Peng, et al 
memiliki tingkat kerusakan yang lebih kecil. Kondisi ini dibuktikan dengan nilai 
PSNR yang lebih besar dibandingkan dengan PVO-based dari Li, et al. (2013). Nilai 
expanded prediction error hasil dari pengembangan ini dihitung dengan 
menggunakan persamaan (2.16)-(2.17).  
 
𝑑𝑚𝑎𝑥 = 𝑥𝑢 − 𝑥𝑣, 𝑑𝑒𝑛𝑔𝑎𝑛 {
𝑢 = min (𝜎(𝑛), 𝜎(𝑛 − 1))
𝑣 = max (𝜎(𝑛), 𝜎(𝑛 − 1))
  (2.16) 
𝑑𝑚𝑖𝑛 = 𝑥𝑠 − 𝑥𝑡, 𝑑𝑒𝑛𝑔𝑎𝑛 {
𝑠 = min (𝜎(1), 𝜎(2))
𝑡 = max (𝜎(1), 𝜎(2))
   (2.17) 
 
dengan 𝑥 adalah piksel pada blok setelah dilakukan proses sorting sedangkan 𝜎(𝑛), 
𝜎(𝑛 − 1), 𝜎(1) dan 𝜎(2), masing-masing adalah indeks piksel terbesar, terbesar 
kedua,  terkecil dan terkecil kedua dalam urutan piksel sebelum di-sorting. 
Hasil pengembangan dari 𝑑𝑚𝑎𝑥 dan 𝑑𝑚𝑖𝑛 juga berpengaruh terhadap 
proses penyisipan data dan penghitungan nilai baru. Masing-masing proses tersebut 







𝑗𝑖𝑘𝑎 𝑑𝑚𝑎𝑥 = 1,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑎𝑥 > 1,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑎𝑥 = 0,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑎𝑥 < 0.






𝑗𝑖𝑘𝑎 𝑑𝑚𝑖𝑛 = 1,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑖𝑛 > 1,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑖𝑛 = 0,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑖𝑛 < 0.
















𝑗𝑖𝑘𝑎 𝑑𝑚𝑎𝑥 = 1,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑎𝑥 > 1,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑎𝑥 = 0,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑎𝑥 < 0.
  (2.20) 









𝑗𝑖𝑘𝑎 𝑑𝑚𝑖𝑛 = 1,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑖𝑛 > 1,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑖𝑛 = 0,
𝑗𝑖𝑘𝑎 𝑑𝑚𝑖𝑛 < 0.
  (2.21) 
 
Sedangkan untuk proses ekstraksi pesan dan pengembalian nilai piksel, metode ini 
memerlukan nilai selisih piksel referensi dan piksel untuk penyisipan. Nilai tersebut 
didapatkan dari persamaan berikut : 
 
?̃?𝑚𝑎𝑥 = 𝑦𝑢 − 𝑦𝑣       (2.22)  
?̃?𝑚𝑖𝑛 = 𝑦𝑠 − 𝑦𝑡        (2.23) 
 
Dengan : 
𝑦  = piksel dari citra stego 
𝑢, 𝑣, 𝑠, 𝑡 = variabel yang didefinisikan pada persamaan (2.16)-(2.17) 
 
Jika telah didapatkan kedua variabel diatas, maka untuk mendapatkan pesan yang 
disisipkan dan nilai dari piksel asli dapat menggunakan ketentuan dibawah ini: 
a. Untuk ?̃?𝑚𝑎𝑥 : 
- Jika ?̃?𝑚𝑎𝑥 ∈ {1,2} maka data yang disisipkan adalah 𝑏 = ?̃?𝑚𝑎𝑥 − 1 
dan nilai piksel asli adalah 𝑥𝜎(𝑛) = 𝑦𝑢 − 𝑏. 
- Jika ?̃?𝑚𝑎𝑥 > 2, maka tidak ada data yang disisipkan dan nilai piksel 
asli adalah 𝑥𝜎(𝑛) = 𝑦𝑢 − 1. 
- Jika ?̃?𝑚𝑎𝑥 ∈ {0,−1} maka data yang disisipkan adalah  𝑏 = −?̃?𝑚𝑎𝑥 







- Jika ?̃?𝑚𝑎𝑥 < −1, maka tidak ada data yang disisipkan dan nilai piksel 
asli adalah 𝑥𝜎(𝑛) = 𝑦𝑣 − 1. 
b. Untuk ?̃?𝑚𝑖𝑛 : 
- Jika ?̃?𝑚𝑖𝑛 ∈ {1,2}, maka data yang disisipkan adalah 𝑏 = ?̃?𝑚𝑖𝑛 − 1 
dan nilai piksel asli adalah 𝑥𝜎(1) = 𝑦𝑡 + 𝑏. 
- Jika ?̃?𝑚𝑖𝑛 > 2, maka data tidak ada data yang disisipkan dan nilai 
piksel asli adalah 𝑥𝜎(1) = 𝑦𝑡 + 1. 
- Jika ?̃?𝑚𝑖𝑛 ∈ {0,−1}, maka data yang disisipkan adalah 𝑏 = −?̃?𝑚𝑖𝑛 
dan nilai piksel asli adalah 𝑥𝜎(1) = 𝑦𝑠 + 𝑏. 
- Jika ?̃?𝑚𝑖𝑛 < −1, maka data tidak ada data yang disisipkan dan nilai 
piksel asli adalah 𝑥𝜎(1) = 𝑦𝑠 + 1. 
 
2.2.4 Adaptive Pixel-Embedding Strategy dalam PVO-based PEE Embedding 
Pengembangan lain dari PVO-based dilakukan oleh Weng, et al (2016) 
yang menggunakan sifat sebuah blok piksel berdasarkan hubungan blok tersebut 
dengan piksel tetangganya. Langkah pertama pada pengembangan ini adalah 
membagi citra menjadi blok-blok tidak tumpang tinding (non-overlapping) dan 
berukuran sama satu dengan lainnya. Contoh blok yang dimaksud dapat dilihat pada 
Gambar 2.5 dengan blok 𝑃𝑘 yang memiliki tetangga piksel 𝐼1,𝑐+1, 𝐼2,𝑐+1, …, 𝐼𝑟+1,𝑐+1 
dan 𝐼𝑟+1,1, 𝐼𝑟+2,2, …, 𝐼𝑟+1,𝑐. 
 
𝐼1,1 𝐼1,2 … 𝐼1,𝑐 𝐼1,𝑐+1 
𝐼2,1 𝐼2,2 … 𝐼2,𝑐 𝐼2,𝑐+1 
… … … … … 
𝐼𝑟,1 𝐼𝑟,2 … 𝐼𝑟,𝑐 𝐼𝑟,𝑐+1 
𝐼𝑟+1,1 𝐼𝑟+2,2 … 𝐼𝑟+1,𝑐 𝐼𝑟+1,𝑐+1 








Masing-masing blok tersebut kemudian dibedakan berdasarkan persebaran 
piksel terhadap piksel tetangganya dan dibedakan menjadi 2 jenis yaitu smooth dan 
complex. Untuk menentukan jenis blok, Weng, et al (2016) menggunakan 
persamaan (2.24) sebagai nilai persebaran dan dibandingkan dengan nilai threshold 
(𝜐𝑇). Jika lebih dari nilai 𝜐𝑇 akan dikelompokkan menjadi rough, sebaliknya akan 












dengan 𝑢𝐿𝑆𝐸 adalah rata-rata dari 𝐼𝐿𝑆𝐸 yang beranggotakan piksel tetangga seperti 
pada Gambar 2.5 dan piksel (𝑛 − 6) dari blok tersebut. 
Blok dengan jenis complex tidak akan digunakn untuk penyisipan data 
demi menjaga tingkat kerusakan (distortion level) tetap rendah sedangkan blok 
dengan jenis smooth akan dibedakan lagi menjadi 3 tipe untuk penyisipan data. 
Pembagian tersebut berdasarkan kekuatan korelasi antara piksel dalam blok dengan 
𝜐𝑇 yang telah ditentukan sebelumnya. Ketiga tipe tersebut adalah tipe high 
correlation dengan nilai Δ≤
𝜐𝑇
4







dan low correlation dengan nilai Δ≥
𝜐𝑇
2
. Setiap tipe korelasi akan dibedakan dalam 
menentukan nilai expanded prediction error (𝑃𝐸), baik untuk 𝑃𝐸 minimum 
maupun 𝑃𝐸 maksimum. Namun secara garis besar, persamaan untuk menentukan 
𝑃𝐸 sama yaitu menggunakan persamaan (2.16)-(2.17). 
Jika pada persamaan (2.16) menggunakan 𝜎(𝑛 − 1) dan 𝜎(𝑛) sebagai 
indeks piksel penentu nilai 𝑑𝑚𝑎𝑥, maka pada high correlation menggunakan 
𝜎(𝑛), 𝜎(𝑛 − 1), 𝜎(𝑛 − 2), 𝜎(𝑛 − 3). Sedangkan untuk moderate correlation 
menggunakan 𝜎(𝑛), 𝜎(𝑛 − 1), 𝜎(𝑛 − 2) dan untuk low correlation menggunakan 
𝜎(𝑛), 𝜎(𝑛 − 1). Begitu pula dalam menentukan nilai 𝑑𝑚𝑖𝑛 dengan persamaan 
(2.17) menggunakan 4 piksel terkecil, 3 piksel terkecil, dan 2 piksel terkecil untuk 







untuk penyisipan data serta penghitungan nilai piksel baru sama yaitu 
menggunakan persamaan (2.18)-(2.21). 
 
2.2.5 Pixel Value Grouping (PVG) 
Pixel value grouping (PVG) merupakan skema pengelompokkan piksel 
berdasarkan blok dengan ukuran tetap hasil pengembangan dari pixel value 
ordering (He et al., 2016).  Gambar 2.6 merupakan contoh dari PVG dengan besar 
blok piksel adalah 4x4. Awal mula, piksel-piksel dalam blok akan diurutkan 
(sorting) dari piksel berukuran kecil ke besar (ascending order). Kemudian akan 
dipilih nilai terkecil dan terbesar sebagai nilai reference dan ditentukan pula nilai 
embedding level (EL).  
 
 
Gambar 2.6 Pixel Value Grouping (PVG) 
 
Masing-masing piksel dalam blok akan dicari nilai selisihnya untuk 
ditentukan piksel tersebut dapat bergabung dalam kelompok atau tidak. Batasan 
piksel tersebut dapat bergabung dalam kelompok adalah nilai selisih dari piksel 
yang bersangkutan tidak boleh melibihi EL yang telah ditentukan. Hasil dari 
metode ini adalah kelompok piksel bernilai kecil atau left pixel group dan kelompok 
piksel bernilai besar atau right pixel group. Seperti terlihat pada Gambar 2.3, left 
pixel group ditunjukkan dengan warna biru dan right pixel group ditunjukkan warna 
merah. Sedangkan piksel berwarna putih adalah piksel yang tidak memenuhi syarat 
pengelompokkan sehingga tidak dapat bergabung dalam kelompok manapun dan 


























3.1 Tahapan Penelitian 
Tahapan penelitian dibutuhkan agar tujuan yang diharapkan dari penelitian 
ini dapat tercapai. Langkah awal dari penelitian ini adalah studi literatur seperti 
yang ditunjukkan pada Gambar 3.1. Studi literatur digunakan untuk mempelajari 
masalah yang ditemukan dan penelitian saat ini tentang masalah tersebut. Langkah 
selanjutnya adalah perancangan dan penerapan (implementasi) algoritma. Dalam 
penelitian ini, algoritma yang dirancang adalah penggunaan piksel value grouping 
yang bersifat adaptif dan proses reduksi error expansion (REE) jika data yang 
disisipkan sebanyak 2 bit dalam satu piksel. Perihal tentang penerapan, algoritma 
yang telah dirancang akan diterapkan pada citra skala keabuan (grayscale). Tahap 
pengujian dilakukan dengan menyisipkan informasi yang memiliki besar 
bermacam-macam. Hasil dari tahap pengujian kemudian akan dianalisis untuk 
mendapatkan kesimpulan dari algoritma yang telah dirancang yang akan ditulis 
dalam dokumentasi berupa buku tesis. 
 





Gambar 3.1 Diagram Alur Penelitian 
 
3.2 Hasil Kajian Tentang Prediction-Error Expansion 
Penelitian diawali dengan melakukan kajian yang berkaitan dengan topik 
penelitian yang diajukan. Referensi yang digunakan dalam penelitian ini berasal 







data (data hiding) dengan media citra digital. Berdasarkan  studi literatur tentang 
prediction-error expansion yang telah dilakukan, didapatkan informasi sebagai 
berikut: 
1. Setiap bagian citra memiliki karakteristik berbeda berdasarkan tingkat 
kehalusan (smoothness level) setiap kelompok piksel dalam citra. 
2. Penyisipan data pada bagian kelompok piksel dengan tingkat kehalusan yang 
rendah akan menghasilkan stego image dengan tingkat kerusakan lebih besar 
dibandingkan dengan penyisipan data pada kelompok piksel yang memiliki 
tingkat kehalusan tinggi. 
3. Penggunaan blok pada citra carrier belum maksimal, sehingga jumlah data 
yang disisipkan menjadi terbatas. 
4. Belum ditemukan cara untuk menyisipkan data 2 bit sekaligus kedalam 






























3.3 Perancangan Algoritma Penyisipan 
Alur perancangan dan penerapan data secara keseluruhan dapat dilihat 
pada Gambar 3.2. Alur tersebut dibedakan menjadi 4 kelompok tahapan, yaitu : (1) 
Pembagian Citra Carrier, (2) Penyisipan Data, (3) Pembentukan Citra Stego, dan 
(4) Pembentukan Location Map. Secara lebih rinci tahapan-tahapan tersebut 
dijelaskan pada sub-sub bab dibawah ini. 
 
3.3.1 Pembagian Citra Carrier 
Citra carrier yang digunakan untuk penyisipan data akan dibagi menjadi 
blok-blok dengan ukuran sama dan tidak berpotongan (non-overlapping block). 
Penentuan ukuran dari blok dapat dilihat pada subbab  pengujian karena ukuran ini 
menjadi salah satu atribut dalam pengujian dari algoritma yang dirancang. Setelah 
dibentuk blok-blok, masing-masing piksel dalam blok akan dikelompokkan dan 
ditentukan jenis kelompok tersebut sebelum dilakukan prediksi nilai piksel baru. 
 
a. Pembentukan Kelompok Piksel 
Proses pembentukan kelompok piksel dalam penelitian ini akan dilakukan 
secara adaptif atau disebut sebagai adaptive pixel value grouping (APVG). Piksel-
piksel dalam blok akan dikelompokkan berdasarkan nilai selisihnya dengan pixel 
group head pada setiap kelompok. Proses ini dimulai dengan mengubah blok (𝐵) 
yang berbentuk matrik menjadi matrik baris (𝑃𝑟𝑜𝑤). Kemudian ditentukan pixel 
group head (𝑃𝐺ℎ) sebagai awal mula proses pengelompokkan atau dalam hal ini 
disebut proses pembentukan pixel group (𝑃𝐺). 𝑃𝐺ℎ diambil dari piksel dalam 𝑃𝑟𝑜𝑤 
yang ditandai sebagai 𝑃𝑘 dengan 𝑘 bernilai 1. Hal ini berarti bahwa 𝑃𝐺ℎ pertama 
kali adalah piksel pertama dari masing-masing 𝑃𝑟𝑜𝑤 dari setiap 𝐵 yang terbentuk 
pada citra carrier (𝐼). Langkah selanjutnya adalah menentukan piksel (𝑃𝑘+𝑖) yang 
dapat digabungkan menjadi satu dengan 𝑃𝐺ℎ dengan 𝑖 bernilai {1,2, … , 𝑛} dan 𝑛 
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Gambar 3.3 Diagram Alur Pembentukan Kelompok Piksel 
 
𝑑 = |𝑃𝑘+𝑖 − 𝑃𝐺ℎ|       (3.1) 
𝑑 ≤ 𝐸𝐿        (3.2) 
 
dengan 𝐸𝐿 adalah embedding level sebagai ambang batas (threshold) yang 







Jika persamaan (3.2) terpenuhi maka 𝑃𝑘+𝑖 akan dijadikan sebagai pixel 
group body (𝑃𝐺𝑏) dan location map –nya (𝐿𝑀) diberi nilai 1. Namun jika 
persamaan tersebut tidak terpenuhi maka akan dilakukan pengecekan jumlah piksel 
dalam 𝑃𝐺. Apabila jumlah piksel 𝑃𝐺 lebih dari satu, piksel yang terakhir bergabung 
(𝑃𝑘+𝑖−1) diubah menjadi pixel group tail (𝑃𝐺𝑡) dan 𝐿𝑀-nya menjadi bernilai 0. 
Proses tersebut akan terus berlanjut hingga 𝑘 + 𝑖 > 𝑛 dengan 𝑛 = 𝑟 × 𝑐, 𝑟 adalah 
panjang baris matrik, 𝑐 adalah panjang kolom matrik dan proses 𝑃𝐺 akan berhenti. 
Ini berarti bahwa setiap piksel dalam 𝑃𝑟𝑜𝑤 telah diperiksa dalam proses 𝑃𝐺. Hal 
lain yang mengakibatkan proses 𝑃𝐺 berhenti adalah jika setelah penentuan 𝑃𝐺ℎ 
tidak terdapat piksel yang menjadi 𝑃𝐺𝑏 atau 𝑃𝐺𝑡 dan nilai dari 𝑘 + 1 > 𝑛. Kondisi 
tersebut mencerminkan bahwa 𝑃𝑘 dalam 𝑃𝑟𝑜𝑤 yang akan digunakan sebagai 𝑃𝐺ℎ 
telah habis atau tidak terdapat piksel lain dalam sebuah 𝑃𝑟𝑜𝑤. 
Hasil dari proses 𝑃𝐺 adalah kelompok-kelompok piksel yang terdiri dari 
𝑃𝐺ℎ, 𝑃𝐺𝑏, dan 𝑃𝐺𝑡. Kelompok ini yang akan diprediksi nilai barunya dan 
digunakan untuk proses penyisipan data berdasarkan tipe dari kelompok tersebut. 
Sedangkan piksel yang tidak tergabung dalam 𝑃𝐺 akan ditandai sebagai non-pixel 
grouping (𝑁𝑃𝐺) dan tidak digunakan untuk penyisipan data. Keseluruhan proses 
pembentukan kelompok piksel dapat dilihat pada Gambar 3.3 dan contohnya dapat 
dilihat pada Lampiran 1. 
 
b. Penentuan Tipe Kelompok Piksel 
Tipe kelompok piksel ditentukan berdasarkan jumlah piksel dalam 𝑃𝐺 
dibandingkan dengan jumlah piksel dalam blok (𝑛). Tipe yang dimaksud dibedakan 
menjadi tiga, yaitu smooth, rough dan other. Masing-masing tipe kelompok tersebut 
didapatkan menggunakan persamaan (3.3). 
 











) > #𝑃𝐺 > 4










#𝑃𝐺  = jumlah piksel dalam satu kelompok 
𝑛  = jumlah piksel dalam blok 
 
3.3.2 Penyisipan Data 
Model prediksi nilai piksel baru dan penyisipan informasi dibedakan 
menjadi 2 berdasarkan tipe kelompok yang telah ditentukan sebelumnya. Hal yang 
perlu diperhatikan pada proses penyisipan data adalah data yang disisipkan 
berjumlah 2 bit untuk 1 piksel. Oleh karena itu, nilai bit data yang kemungkinan 
disisipkan adalah 00, 01, 10 dan 11. Keseluruhan proses prediksi dan penyisipan 


























a. Proses Pengurutan Piksel (Sorting) dan Pemilihan Piksel Prediktor 
Terlihat pada Gambar 3.4, proses penyisipan data memerlukan kelompok-
kelomopok piksel. Masing-masing kelompok piksel kemudian dilakukan 
pengurutan (sorting) secara ascending. Proses sorting ini menghasilkan piksel 
(𝑃𝜎(1), … , 𝑃𝜎(𝑤)), dengan 𝑤 = #𝑃𝐺, 𝜎: {1, … ,𝑤} → {1,… , 𝑤} adalah pemetaan 
satu ke satu. Setelah dilakukan proses sorting, proses dilanjutkan dengan 
melakukan pemilihan 2 nilai referensi (ref) yaitu nilai referensi minimum (𝑟𝑒𝑓min ) 
dan nilai referensi maksimum (𝑟𝑒𝑓𝑚𝑎𝑥). Nilai 𝑟𝑒𝑓min  digunakan sebagai piksel 
prediktor minimum sedangkan nilai 𝑟𝑒𝑓max  digunakan sebagai piksel prediktor 
maksimum. Seperti yang telah dijelaskan sebelumnya, nilai ref dibedakan 
berdasarkan #𝑃𝐺 dan tipe blok. Berikut cara pemilihan nilai ref baik nilai 𝑟𝑒𝑓min  
maupun nilai 𝑟𝑒𝑓max : 






𝑗𝑖𝑘𝑎 #𝑃𝐺 𝑚𝑜𝑑 2 = 0
𝑗𝑖𝑘𝑎 #𝑃𝐺 𝑚𝑜𝑑 2 = 1
   (3.4) 
𝑟𝑒𝑓𝑚𝑖𝑛 = #𝑃𝐺/2       (3.5) 
 








𝑗𝑖𝑘𝑎 #𝑃𝐺 𝑚𝑜𝑑 2 = 0
𝑗𝑖𝑘𝑎 #𝑃𝐺 𝑚𝑜𝑑 2 = 1




− 1       (3.7) 
 
 Tipe Other 
𝑟𝑒𝑓𝑚𝑎𝑥 = {
3, 𝑗𝑖𝑘𝑎 #𝑃𝐺 = 4
2, 𝑗𝑖𝑘𝑎 #𝑃𝐺 = 3
1, 𝑗𝑖𝑘𝑎 #𝑃𝐺 = 2
     (3.8) 
𝑟𝑒𝑓𝑚𝑖𝑛 = 2, 𝑗𝑖𝑘𝑎 #𝑃𝐺 ∈ {4,3}     (3.9) 
 
dengan #𝑃𝐺 𝑚𝑜𝑑 2 adalah fungsi modular 2 dari #𝑃𝐺. Persamaan (3.4)-(3.9) 







Pengembangan ini bertujuan agar ketersediaan piksel untuk penyisipan data lebih 
besar dibandingkan skema milik Weng, et al (2016). Hal ini memberikan pengaruh 
untuk kapasitas informasi yang dapat disisipkan akan bertambah pula. Contoh 











Gambar 3.5 Piksel Prediktor pada Tipe Smooth, (a) Piksel Group dengan Anggota 
Piksel Berjumlah Ganjil, (b) Piksel Group dengan Anggota Piksel Berjumlah 
Genap 
 
b. Prediksi Perubahan Nilai Piksel 
Setelah didapatkan nilai 𝑟𝑒𝑓 langkah selanjutnya adalah menghitung nilai 
perubahan piksel atau expanded prediction error (𝑑). Jika pada persamaan (2.16)-
(2.17) nilai 𝜎(𝑛 − 1) sebagai indeks piksel prediktor, maka pada penelitian ini nilai 
tersebut diubah menjadi 𝜎(𝑟𝑒𝑓𝑚𝑎𝑥). Sedangkan untuk 𝜎(2) diubah menjadi 
𝜎(𝑟𝑒𝑓𝑚𝑖𝑛). Hasil dari penyesuaian persamaan tersebut adalah sebagai berikut:  
 
𝑑𝑚𝑎𝑥 = 𝑃𝑢 − 𝑃𝑣 , {
𝑢 = min (𝜎(𝑛), 𝜎(𝑟𝑒𝑓𝑚𝑎𝑥))
𝑣 = max (𝜎(𝑛), 𝜎(𝑟𝑒𝑓𝑚𝑎𝑥))
   (3.10) 
𝑑𝑚𝑖𝑛 = 𝑃𝑠 − 𝑃𝑡, {
𝑠 = min (𝜎(𝑖), 𝜎(𝑟𝑒𝑓𝑚𝑖𝑛))
𝑡 = max (𝜎(𝑖), 𝜎(𝑟𝑒𝑓𝑚𝑖𝑛))
   (3.11) 
 
Dengan : 







𝜎(𝑛) = indeks piksel yang bernilai lebih besar dari piksel 
prediktor maksimum 
𝜎(𝑟𝑒𝑓𝑚𝑎𝑥)  = indeks piksel prediktor maksimum 
𝜎(𝑖)  = indeks piksel yang bernilai lebih kecil dari piksel 
prediktor minimum 
𝜎(𝑟𝑒𝑓𝑚𝑖𝑛)   = indeks piksel prediktor minimum 
 
c. Penyisipan Data atau Informasi 
Persamaan yang digunakan untuk menyisipkan data, sama dengan 
persamaan yang digunakan oleh Peng et al (2014) yaitu persamaan (2.18)-(2.19) 
dengan 𝑏 adalah nilai pesan yang diubah menjadi nilai desimal. Kemungkinan nilai 
𝑏 yang terbentuk pada penelitian ini adalah 00, 01, 10 dan 11 dan jika diubah 
kedalam nilai desimal masing-masing adalah 0, 1, 2, dan 3. Proses penyisipan 
tersebut akan membuat nilai perubahan piksel menjadi lebih besar dari sebelumnya. 
Oleh karena itu, penelitian ini juga mengusulkan metode untuk mengurangi nilai 
tersebut yang disebut reduksi error expansion atau reduction error expansion 
















dengan 𝑑′′𝑚𝑎𝑥 dan 𝑑′′𝑚𝑖𝑛 masing-masing merupakan nilai expanded prediction 
error yang baru. Proses reduksi ini bertujuan untuk menjaga agar tingkat kerusakan 








3.3.3 Pembuatan Citra Stego 
Tahap akhir dari algoritma yang dirancang adalah pembuatan citra  stego. 
Citra ini dapat dibuat dengan mengganti piksel lama (𝑃) dengan piksel baru (𝑃′) 
yang telah disisipi data atau informasi. Berbeda dengan pengembangan PEE 
sebelumnya, penghitungan 𝑃′ dalam metode ini dibedakan menjadi 2, yaitu 𝑃′ 
dengan reduksi error expansion dan 𝑃′ tanpa reduksi error expansion. Nilai 𝑃′ hasil 
dari penyisipan data tanpa reduksi didapatkan menggunakan persamaan (3.14)-
(3.15). Sedangkan nilai 𝑃′ dari hasil reduksi didapatkan dengan menggunakan 
persamaan (3.16)-(3.17). 
 
𝑃′𝜎(𝑖) = 𝑃𝜎(𝑟𝑒𝑓𝑚𝑖𝑛) − |𝑑′′𝑚𝑖𝑛|     (3.14) 
𝑃′𝜎(𝑗) = 𝑃𝜎(𝑟𝑒𝑓𝑚𝑎𝑥) + |𝑑′′𝑚𝑎𝑥|     (3.15) 
𝑃′𝜎(𝑖) = 𝑃𝜎(𝑖) − |𝑑′′𝑚𝑖𝑛|      (3.16) 
𝑃′𝜎(𝑗) = 𝑃𝜎(𝑗) + |𝑑′′𝑚𝑎𝑥|      (3.17) 
 
Dengan : 
𝑃′𝜎(𝑖)  = piksel baru (𝑃′) dari piksel minimum 
𝑃′𝜎(𝑗) = piksel baru (𝑃′) dari piksel maksimum 
𝑃𝜎(𝑖)  = piksel lama (𝑃) dari piksel minimum 
𝑃𝜎(𝑗)  = piksel lama (𝑃) dari piksel maksimum 
𝑃𝜎(𝑟𝑒𝑓𝑚𝑖𝑛) = piksel referensi untuk piksel minimum 
𝑃𝜎(𝑟𝑒𝑓𝑚𝑎𝑥) = piksel referensi untuk piksel maksimum 
 
3.3.4 Location Map (LM) 
Location map (LM) dalam konsep data hiding digunakan untuk 
menyimpan informasi mengenai keadaan suatu piksel seperti piksel tersebut 
mengakibatkan overflow atau underflow. Berdasarkan kebutuhan usulan metode 







digunakan untuk mengenali kelompok piksel, bit kedua menandai piksel yang 
mengalami overflow dan underflow dan bit ketiga untuk menunjukkan bahwa piksel 
tersebut mengalami reduksi. Masing-masing bagian tersebut memiliki dua nilai bit 
yang berbeda yaitu 1 dan 0. Penggunaan location map dalam usulan metode ini 
dapat dilihat pada Tabel 3.1. 
 
Tabel 3.1 Penggunaan Location Map 
 
Kelompok Piksel Overflow/Underflow Reduksi Error Expansion 
𝑃𝐺ℎ, 𝑃𝐺𝑏 𝑃𝐺𝑡, 𝑁𝑃𝐺 Ya Tidak Ya Tidak 
Nilai 
LM 
1 0 1 0 1 0 
 
Nilai location map yang digunakan untuk menunjuk kelompok piksel 
memiliki nilai 1 jika piksel tersebut merupakan pixel group head (𝑃𝐺ℎ) atau pixel 
group body (𝑃𝐺𝑏). Sebaliknya akan bernilai 0 jika piksel tersebut merupakan pixel 
group tail (𝑃𝐺𝑡) atau non pixel grouping (NPG). Sedangkan untuk bit kedua dan 
ketiga, nilai 1 menunjukkan bahwa piksel tersebut mengalami overflow/underflow 
setelah proses penyisipan data dan mengalami reduksi error expansion. Jika 
bernilai 0, piksel tersebut tidak mengalami overflow/undrflow dan tidak mengalami 
reduksi error expansion. Bagian-bagian tersebut kemudian disatukan sehingga 
hanya terdapat satu file location map untuk setiap kali proses penyisipan pada 
sebuah citra. 
Agar data dalam citra stego bisa didapatkan kembali, location map ini 
perlu disertakan dalam proses ekstraksi data dan pengembalian citra carrier. Dalam 
metode Li, et al. (2013), Peng, et al. (2014) dan Weng, et al. (2015), location map 
disisipkan dalam citra carrier menggunakan konsep lossless compression. Namun 
pada usulan metode ini, location map tidak akan disisipkan dalam citra carrier. Hal 







memperbesar tingkat kerusakan citra carrier yang sebelumnya telah disisipi data 
(Al Huti et al., 2015). 
 
3.4 Perancangan Algoritma Ekstraksi 
Sama seperti proses penyisipan data, proses ekstra data dimulai dengan 
membagi citra stego menjadi blok dengan ukuran yang sama. Selanjutnya dibentuk 
kelompok piksel atau pixel group (𝑃𝐺)  berdasarkan location map (𝐿𝑀) yang 
diterima. Jika 𝑃𝐺 telah dibentuk, masing-masing 𝑃𝐺 tersebut akan dilakukan  
penentuan tipe kelompok dan pengurutan atau sorting secara ascending. Langkah 
selanjutnya adalah  prediksi perubahan nilai piksel dan ekstraksi data atau pesan. 
Tahap terakhir adalah pembentukan citra carrier hasil dari pengembalian nilai 


















Ekstraksi Data dan Pengembalian Nilai Piksel
 
Gambar 3.6 Alur Ekstrasi Data dan Pengembalian Nilai Piksel 
 
3.4.1 Pembagian Citra Stego 
Tahap ini membagi citra stego menjadi blok-blok dengan ukuran yang 
sama saat proses penyisipan. Blok yang dibentuk merupakan blok yang tidak 







untuk membentuk kelompok piksel atau pixel group (𝑃𝐺) berdasarkan location 
map (LM) yang telah disediakan. Pembentukan 𝑃𝐺 secara keseluruhan dapat dilihat 












































Langkah pertama dalam pembentukan adalah mengubah 𝑃 yang semula 
berbentuk matrik menjadi matrik baris (𝑃𝑟𝑜𝑤). Kemudian, pembentukan kelompok 
piksel (𝑃𝐺) dimulai berdasarkan 𝐿𝑀 yang didapat. Piksel dalam 𝑃𝑟𝑜𝑤 (𝑃𝑖) akan 
menjadi pixel group head (𝑃𝐺ℎ) jika memenuhi persaman (3.18). Sedangkan untuk 
pixel group body (𝑃𝐺𝑏) dan pixel group tail (𝑃𝐺𝑡), masing-masing terbentuk jika 
memenuhi persamaan (3.19) dan (3.20). Diluar persamaan-persamaan yang 
disebutkan, maka 𝑃𝑖 tidak dikelompokkan kedalam 𝑃𝐺 dan menjadi non-pixel 
group (𝑁𝑃𝐺). 
 
𝑃𝐺ℎ = 𝑃𝑖 , 𝑗𝑖𝑘𝑎 𝐿𝑀𝑖 = 1 𝑑𝑎𝑛 𝑖 + 1 ≤ 𝑛    (3.18) 
𝑃𝐺𝑏 = 𝑃𝑖 , 𝑗𝑖𝑘𝑎 𝐿𝑀𝑖 = 1 , 𝐿𝑀𝑖−1 = 1    (3.19) 
𝑃𝐺𝑡 = 𝑃𝑖 , 𝑗𝑖𝑘𝑎 𝐿𝑀𝑖 = 0 , 𝐿𝑀𝑖−1 = 1    (3.20) 
 
dengan 𝑖 adalah 1, 2, … , 𝑛 dan 𝑛 merupakan jumlah piksel dalam satu blok. 
 
3.4.2 Pengembalian Nilai Piksel dan Ekstraksi Data 
Pengembalian nilai piksel dan ekstraksi data membutuhkan piksel 
prediktor yang didapatkan setelah kelompok piksel terbentuk. Sama halnya dengan 
proses penyisipan data, kelompok piksel pada ekstraksi pesan juga dibedakan 
menjadi 3, yaitu untuk tipe smooth, rough serta other yang masing-masing piksel 
prediktornya bisa didapatkan menggunakan persamaan (3.4)-(3.9). Setelah piksel 
prediktor didapatkan, maka dapat dilakukan penghitungan nilai 𝑑′′𝑚𝑎𝑥 dan 𝑑′′𝑚𝑖𝑛 
menggunakan persamaan (3.21)-(3.22). 
 
𝑑′′𝑚𝑎𝑥 = 𝑃′𝑢 − 𝑃
′
𝑣 {
𝑢 = min (𝜎(𝑛), 𝜎(𝑟𝑒𝑓𝑚𝑎𝑥))
𝑣 = max (𝜎(𝑛), 𝜎(𝑟𝑒𝑓𝑚𝑎𝑥))
   (3.21) 
𝑑′′𝑚𝑖𝑛 = 𝑃′𝑠 − 𝑃
′
𝑡 {
𝑠 = min (𝜎(𝑖), 𝜎(𝑟𝑒𝑓𝑚𝑖𝑛))
𝑡 = max (𝜎(𝑖), 𝜎(𝑟𝑒𝑓𝑚𝑖𝑛))










𝑑′′𝑚𝑎𝑥  = selisih piksel prediktor dengan piksel maksimum 
untuk penyisipan data 
𝑑′′𝑚𝑖𝑛  = selisih piksel prediktor dengan piksel minimum 
untuk penyisipan data 
𝑃′𝑢, 𝑃′𝑣, 𝑃′𝑠, 𝑃′𝑡  = piksel dalam 𝑃𝑟𝑜𝑤 
𝜎(𝑛)  = indeks piksel yang bernilai lebih besar dari piksel 
prediktor maksimum 
𝜎(𝑟𝑒𝑓𝑚𝑎𝑥)   = indeks piksel prediktor maksimum 
𝜎(𝑖)  = indeks piksel yang bernilai lebih kecil dari piksel 
prediktor minimum 
𝜎(𝑟𝑒𝑓𝑚𝑖𝑛)   = indeks piksel prediktor minimum 
 
Data yang disisipkan bisa didapatkan kembali berdasarkan location map 
yang menandakan bahwa piksel tersebut mengalami reduksi error expansion atau 
tidak. Hal ini juga berlaku dalam pengembalian nilai piksel asli untuk pembangunan 
citra carrier. Persamaan dibawah ini dapat digunakan untuk mendapatkan data yang 





𝑗𝑖𝑘𝑎 𝑑′′𝑚𝑎𝑥 = {−1,1}
𝑗𝑖𝑘𝑎 𝑑′′𝑚𝑎𝑥 = {0,2}




𝑗𝑖𝑘𝑎 𝑑′′𝑚𝑖𝑛 = {−1,1}
𝑗𝑖𝑘𝑎 𝑑′′𝑚𝑖𝑛 = {0,2}
     (3.24) 
 
dengan 𝑏 adalah pesan yang disisipkan. Sedangkan untuk proses pengembalian 





𝑗𝑖𝑘𝑎 𝑑′′𝑚𝑎𝑥 > 0
𝑗𝑖𝑘𝑎 𝑑′′𝑚𝑎𝑥 ≤ 0
    (3.25) 










𝑗𝑖𝑘𝑎 𝑑′′𝑚𝑖𝑛 > 0
𝑗𝑖𝑘𝑎 𝑑′′𝑚𝑖𝑛 ≤ 0
    (3.27) 
𝑃(𝑖) = 𝑃′(𝑖) + 𝑑𝑚𝑖𝑛       (3.28) 
 
dengan 𝑃′(𝑖) dan 𝑃′(𝑗) adalah piksel dari citra stego sedangkan 𝑃(𝑖) dan 𝑃(𝑗) adalah 
piksel yang bernilai asli. Piksel citra stego yang tidak mengalami reduksi, dapat 
menggunakan konsep dari Peng, et al. (2014) untuk mendapatkan data yang 
disisipkan dan mengembalikan nilai piksel asli. 
 
3.4.3 Pembangunan Citra Carrier 
Pembangunan citra carrier adalah tahap terakhir dari proses ekstraksi 
pesan. Citra ini dihasilkan dengan mengganti piksel yang telah disisipi pesan (𝑃′(𝑖) 
atau 𝑃′(𝑗)) dengan piksel aslinya (𝑃(𝑖) atau 𝑃(𝑗)). Proses penghitungan nilai piksel 
asli dibedakan menjadi dua cara, yaitu penghitungan dari hasil reduksi error 
expansion dan penghitungan dari proses penyisipan biasa. Masing-masing cara 










Gambar 3.8 Citra Carrier : (a) Baboon, (b) Boat, (c) Elaine, (d) Lena, (e) Peppers, 








3.5 Rencana Implementasi Algoritma 
Implementasi dari metode ini menggunakan perangkat lunak Matlab versi 
R2017a dengan carrier citra skala abu-abu yang didapatkan dari USC-SIPI image 
database dan Partners Healthcare System database. Daftar citra yang digunakan 
dapat dilihat pada Gambar 3.8. Masing-masing citra memiliki ukuran yang sama 
yaitu 512x512 piksel. Citra ini dibedakan menjadi 2 kelompok, yaitu kelompok 
citra grayscale dan kelompok citra medis. Kelompok citra grayscale ditunjukkan 
Gambar 3.8(a)-3.8(e), sedangkan kelompok citra medis ditunjukkan Gambar 3.8(f)-
3.8(j). Penggunan citra pada kelompok grayscale sama dengan citra yang 
digunakan pada penelitian Peng et al (2014), Weng et al (2016) dan He et al (2016). 
 
3.6 Pengujian 
Pengujian dilakukan dengan mengukur tingkat kerusakan yang didapatkan 
carrier setelah pesan disisipkan. Pengukuran tingkat kerusakan menggunakan 
fungsi matematis dari peak signal to noise ratio (PSNR). Jika nilai PSNR semakin 
tinggi, ini berarti tingkat kerusakan yang dihasilkan metode penyisipan semakin 
kecil. Sebaliknya, jika nilai PSNR semakin rendah, maka tingkat kerusakan yang 
dihasilkan juga semakin besar (Wu, 2002). Pengujian akan menggunakan beberapa 
skema untuk mengetahui pengaruh dari metode yang diusulkan dengan tingkat 
kerusakan dan kapasitas dari citra stego. Pengujian yang dimaksud dibedakan 
menjadi dua, yaitu :  
a. Pengujian kapasitas citra stego 
Pengujian kapasitas dilakukan dengan menyisipkan data biner sebanyak 
piksel untuk penyisipan data. Jumlah dari data yang disisipkan kemudian dihitung 
untuk mengetahui kapasitas dari citra stego yang dihasilkan. Hasil ini kemudian 
dibandingkan untuk mengetahui besar kapasitas dari metode yang diusulkan dengan 
metode referensi. 
b. Pengujian kualitas citra stego 
Pengujian ini dilakukan dengan menyisipkan pesan yang memiliki ukuran 







mengikuti skema uji coba yang dilakukan oleh Peng et al (2014) dan Weng et al 
(2016). Sedangkan nilai untuk embedding level didapatkan dari He et al (2016). 
Berbeda dengan nilai untuk ukuran blok yang merupakan usulan pengujian sendiri 
untuk mengetahui pengaruh besar blok dengan tingkat kerusakan citra stego dari 
metode yang diusulkan. Keseluruhan nilai dari variabel uji coba data dilihat pada 
Tabel 3.2. 
Tabel 3.2 Skema Pengujian 
Variabel Nilai 




Ukuran Blok 3x3 – 10x10 
 
3.7 Analisa Hasil 
Analisa digunakan untuk mengetahui capaian yang dihasilkan dari metode 
yang dirancang. Capaian ini dapat dilihat berdasarkan perbandingan hasil pengujian 
yang dilakukan dengan hasil uji dari metode yang terkait. Pembandingan tersebut 
memiliki syarat yang harus dipenuhi agar hasil evaluasi sahih atau valid, yaitu 
carrier, jenis dan panjang pesan serta ukuran yang digunakan harus sama. Hal yang 
dibandingkan adalah kualitas dan kapasitas dari citra stego. Kualitas ini didapatkan 
dengan menerapkan metode pengukuran tingkat derau (noise) yaitu peak signal to 
noise ratio (PSNR) pada citra stego yang dimaksud. Sedangkan kapasitas 
didapatkan dengan menyisipkan data sebanyak mungkin hingga piksel untuk 





HASIL DAN PEMBAHASAN 
 
4.1 Lingkungan Uji Coba dan Implementasi Algoritma 
Subbab ini menjelaskan tentang hasil implementasi algoritma yang 
berbentuk pseudo-code dan lingkungan uji coba yang digunakan dalam penelitian 
ini. Penjelasan akan dibagi menjadi beberapa bagian, yaitu: lingkungan uji coba 
yang digunakan, implementasi adaptive pixel value grouping (APVG), dan 
implementasi reduksi error expansion (REE). 
 
4.1.1 Lingkungan Uji Coba 
Lingkungan uji coba pada implementasi algoritma ini meliputi perangkat 
keras dan perangkat lunak. Perangkat keras yang dimaksud adalah jenis processor 
dan memory (RAM) yang digunakan, sedangkan perangkat lunak adalah sistem 
operasi serta tools untuk pengujian. Rincian tersebut dapat dilihat pada Tabel 4.1 
dibawah ini. 
Tabel 4.1 Rincian Lingkungan Uji Coba 
Jenis Lingkungan Rincian 
Perangkat Keras 
Processor Intel Core i5-7400 3.00 Ghz 
Memory (RAM) 8192 MB 
Perangkat Lunak 
Sistem Operasi Windows 10 Pro 64-bit 
Tools Matlab 2017a 
 
4.1.2 Implementasi Adaptive Pixel Value Grouping 
Hasil perancangan algoritma dari adaptive pixel value grouping (APVG) 
pada subbab 3.3.1 kemudian diolah menjadi pseudo-code. Pseudo-code ini akan 
diterapkan pada tools untuk pengujian, dalam hal ini adalah Matlab. Gambar 4.1 









(1) Raster scan from 𝐵 to obtain {𝑃1, 𝑃2, … , 𝑃𝑛} 
(2) Initiate the 𝐸𝐿, 𝑃𝐺ℎ, 𝑃𝐺 and 𝑃𝐺𝐿𝑖𝑠𝑡 
(a) Set 𝐸𝐿 = input user 
(b) Set 𝑃𝐺ℎ= 𝑃1 
(c) Set 𝑃𝐺 = 0 
(d) Set 𝑃𝐺𝐿𝑖𝑠𝑡 = 0 
(3) Start grouping process 
(a) For 𝑖 = 1: 𝑛 
If 𝑖 == 1 
𝑃𝐺.add(𝑃𝐺ℎ) 
Else If −𝐸𝐿 ≤ 𝑃𝑖 − 𝑃𝐺ℎ ≤ 𝐸𝐿 
𝑃𝐺.add(𝑃𝑖) 
Else If 𝑃𝐺. 𝑒𝑙𝑒𝑚𝑒𝑛𝑡() > 1  
𝑃𝐺𝐿𝑖𝑠𝑡. 𝑎𝑑𝑑(𝑃𝐺)  
𝑠𝑒𝑡 𝑃𝐺ℎ = 𝑃𝑖  
𝑃𝐺. 𝑎𝑑𝑑(𝑃𝐺ℎ)  
Else  
𝑠𝑒𝑡 𝑃𝐺ℎ = 𝑃𝑖  
𝑃𝐺. 𝑎𝑑𝑑(𝑃𝐺ℎ)  
end 
(b) end looping 
Gambar 4.1 Pseudo-code Algoritma Adaptive Pixel Value Grouping (APVG) 
 
4.1.3 Implementasi Reduksi Error Expansion 
Algoritma Reduksi Error Expansion (REE) digunakan pada saat 
melakukan proses penyisipan data. Setelah dilakukan perancangan algoritma REE 
pada subbab 3.3.2 bagian (c), maka dibuat pseudo-code agar algoritma ini dapat 
diterapkan dalam tools. Pseudo-code tersebut dapat dilihat pada Gambar 4.2 yang 
menunjukkan pseudo-code proses penyisipan data serta penerapan algoritma REE 
pada bagian minimum dalam pixel group. Sedangkan untuk penerapan algoritma 
REE pada bagian maksimum kurang lebih sama, hanya proses penghitungan nilai 











(1) Initiate the 𝑃𝑖, 𝑃𝑟𝑒𝑓, and 𝑏 
(a) Set 𝑃𝑖 = pixel for embedding in 𝑃𝐺 
(b) Set 𝑃𝑟𝑒𝑓 = pixel predictor 
(c) Set 𝑏 = data to embed 
(2) Calculate error expansion value (d) 
(a) 𝑥 = 𝑓𝑖𝑛𝑑𝑀𝑖𝑛(𝑃𝑖. 𝑖𝑛𝑑𝑒𝑥(),  𝑃𝑟𝑒𝑓 . 𝑖𝑛𝑑𝑒𝑥()) 
(b) 𝑦 = 𝑓𝑖𝑛𝑑𝑀𝑎𝑥(𝑃𝑖 . 𝑖𝑛𝑑𝑒𝑥(),  𝑃𝑟𝑒𝑓 . 𝑖𝑛𝑑𝑒𝑥()) 
(c) 𝑑 = 𝑥 − 𝑦 
(3) Start embedding process in minimum part 
(a) If 𝑑 == 1 
𝑑′ = 𝑑 + 𝑑𝑒𝑐𝑖𝑚𝑎𝑙𝐹𝑜𝑟𝑚(𝑏)  
If |𝑑′| > 1 
If 𝑑𝑒𝑐𝑖𝑚𝑎𝑙𝐹𝑜𝑟𝑚(𝑏) ∈ {2,3} 
𝑑′′ = 𝑑′.𝑚𝑜𝑑(2)  
𝑃𝑖
′ = 𝑃𝑖 − |𝑑
′′|  
Else  
𝑑′′ = 𝑑′  
𝑃𝑖
′ = 𝑃𝑟𝑒𝑓 − |𝑑′′|  
End 
Else 
𝑑′′ = 𝑑′  
𝑃𝑖
′ = 𝑃𝑟𝑒𝑓 − |𝑑′′|  
End 
(b) If 𝑑 == 0 
𝑑′ = 𝑑 − 𝑑𝑒𝑐𝑖𝑚𝑎𝑙𝐹𝑜𝑟𝑚(𝑏)  
If |𝑑′| > 1 
If 𝑑𝑒𝑐𝑖𝑚𝑎𝑙𝐹𝑜𝑟𝑚(𝑏) ∈ {2,3} 
𝑑′′ = 𝑑′.𝑚𝑜𝑑(2)  
𝑃𝑖
′ = 𝑃𝑖 − |𝑑
′′|  
Else  
𝑑′′ = 𝑑′  
𝑃𝑖
′ = 𝑃𝑟𝑒𝑓 − |𝑑′′|  
End 
Else 
𝑑′′ = 𝑑′  
𝑃𝑖
′ = 𝑃𝑟𝑒𝑓 − |𝑑′′|  
End 
(c) If 𝑑 > 1 
𝑑′ = 𝑑 + 1  
𝑃𝑖
′ = 𝑃𝑖 − |𝑑
′|  
(d) If 𝑑 < 0 
𝑑′ = 𝑑 − 1  
𝑃𝑖
′ = 𝑃𝑖 − |𝑑
′|  
Gambar 4.2 Pseudo-code Algoritma Reduksi Error Expansion pada Proses 







4.2 Kualitas dan Kapasitas Citra Stego 
Kapasitas dan kualitas citra stego yang dihasilkan oleh metode usulan akan 
dibandingkan dengan metode dari Peng et al (2014). Pembandingan ini dilakukan 
untuk mengetahui kemampuan metode usulan dengan metode referensi yaitu Peng 
et al (2014). Hasil dari perbandingan kualitas citra stego dapat dilihat pada Tabel 
4.2 yang menunjukkan kualitas citra stego dari metode Peng, metode usulan APVG 
dan metode usulan APVG dengan reduksi error expansion (REE) pada blok 
berukuran 4x4 dan besar data 1 Kb. 
Beberapa citra carrier pada metode usulan (APVG dengan REE) memiliki 
kualitas lebih baik dibandingkan dengan metode Peng (2014). Misal pada citra 
‘Lena’ meningkat sebesar 4,58 dB dari 71,57 dB menjadi 76,15 dB. Hal ini terjadi 
karena jumlah shifted pixel berkurang secara signifikan dari 699 menjadi 169. 
Berkurangnya jumlah shifted pixel ini memberikan efek terhadap kualitas citra 
stego dari metode usulan. Keadaan ini juga terjadi ketika metode APVG tidak 
diterapkan bersama metode REE. Walaupun terjadi penurunan kualitas citra stego, 
namun penurunan tersebut tidak terlalu banyak dan diimbangi dengan 
meningkatnya kapasitas citra stego yang dapat dilihat pada Tabel 4.3. 
Tabel 4.2 Perbandingan Kualitas Citra Stego 
Carrier 













Baboon 67,93 69,33 75,56 2255 246 246 
Boat 71,01 69,47 76,04 864 185 185 
Elaine 72,36 69,76 77,49 503 59 59 
Lena 71,57 69,50 76,15 699 169 169 
Pepper 70,29 69,42 75,82 1107 206 206 
Abdomal 75,13 71,47 78,39 35 93 93 
Chest 75,03 70,77 77,62 47 111 111 
Hand 75,37 69,66 76,99 7 102 102 
Head 74,76 72,22 79,37 82 69 69 








Terlihat pada Tabel 4.3. bahwa peningkatan kualitas terjadi secara 
signifikan untuk semua citra carrier dengan blok yang digunakan berukuran 4x4. 
Rata-rata kapasitas dari citra stego meningkat sebesar 156.776 bit dengan 
penurunan kualitas rata-rata sebesar 8,317 dB. Jika dilihat lebih seksama, kelompok 
citra medis memberikan peningkatan yang paling besar dibandingkan dengan 
kelompok citra grayscale. Hal ini karena pada kelompok citra medis memiliki area 
smooth lebih banyak dibandingkan dengan kelompok citra grayscale seperti 
‘Baboon’. Kondisi tersebut sesuai dengan penjelasan dari Al-Qershi (2011) dan 
Yang (2016). Disisi lain, peningkatan kualitas dan kapasitas terjadi karena pada 
metode usulan mampu memanfaatkan blok dengan tipe rough. Tipe ini pada metode 
Peng tidak digunakan untuk proses penyisipan data karena akan menyebabkan 
kualitas citra stego menurun. 
Tabel 4.3 Perbandingan Kapasitas 
Citra 
Carrier 









Baboon 31400 5300 48,86 57,52 
Boat 65160 9582 49,04 57,85 
Elaine 65520 8946 49,03 57,79 
Lena 95696 12762 49,19 58,11 
Pepper 81974 11035 49,12 57,96 
Abdomal 235806 14121 50,52 60,38 
Chest 289170 13723 51,09 61,26 
Hand 299628 26519 59,43 59,42 
Head 259940 8877 51,02 60,92 
Leg 281190 26836 50,33 59,59 
 
4.3 Pengaruh Perubahan Ukuran Blok dan Embedding Level 
Untuk mengetahui kemampuan metode usulan lebih lanjut, pengujian 
metode dilakukan dengan mengubah ukuran blok dan nilai embedding level. Ini 







terhadap kulaitas citra stego. Masing-masing hasil dari pengujian tersebut dapat 
dilihat pada subbab dibawah ini. 
 
4.3.1 Perubahan Ukuran Blok 
Pengujian pengaruh ukuran blok terhadap kualitas citra stego dilakukan 
dengan menggunakan embedding level (threshold) bernilai 1 dan data berukuran 10 
Kb. Sedangkan untuk ukuran blok yang digunakan bervariasi antara 3x3-10x10. 
Hasil dari pengujian ini dapat dilihat pada Gambar 4.3 yang menunjukkan 
perubahan kualitas citra stego seiring dengan bertambahnya ukuran blok.  
Terlihat pada gambar tersebut, kelompok citra grayscale rata-rata 
menghasilkan kualitas citra stego terbaik pada ukuran blok 5x5 kecuali citra ‘Boat’. 
Untuk kelompok citra medis, kualitas citra stego terbaik pada masing-masing citra 
dihasilkan dari blok yang berbeda-beda. Misal citra ‘Abdomal’ yang menghasilkan 
kualitas citra stego terbaik pada blok berukuran 10x10. Namun sebaliknya untuk 
citra ‘Hand’ blok tersebut merupakan blok yang menghasilkan citra stego dengan 
kualitas terburuk. Oleh karena itu, ukuran blok belum tentu mempengaruhi metode 
usulan untuk menghasilkan citra stego berkualitas buruk. Hal ini terjadi karena 
masing-masing ukuran blok menghasilkan piksel yang harus digeser (shifted pixel) 
dengan jumlah yang berbeda. 
Shifted pixel merupakan piksel yang memiliki nilai expanded prediction 
error (𝑑𝑚𝑖𝑛 atau 𝑑𝑚𝑎𝑥) lebih dari 1 atau kurang dari 0. Piksel ini tidak digunakan 
untuk penyisipan data, namun piksel ini nilainya digeser sebesar 1 poin. Misal jika 
awal piksel bernilai 192, maka akan digeser sebesar 1 poin menjadi 193 atau 191 
berdasarkan letaknya pada maximum part atau minimum part. Contoh perbedaan 
jumlah shifted pixel pada setiap blok dapat dilihat pada Tabel 4.4 yang 








































Gambar 4.3 Pengaruh Perubahan Blok Terhadap Kualitas Citra Stego, 
(a) Citra Grayscale, (b) Citra Medis 
 
Terlihat pada tabel tersebut bahwa blok 5x5 memberikan kualitas citra 
stego terbaik dan blok berukuran 3x3 memberikan kualitas citra terburuk 
dibandingkan dengan ukuran blok lainnya. Kondisi ini didapatkan karena shifted 
pixel yang dihasilkan pada blok 3x3 memiliki jumlah paling banyak dan pada blok 
5x5 berjumlah paling sedikit. Hal ini lah yang mempengaruhi baik atau buruknya 











Tabel 4.4 Kualitas Citra Stego ‘Lena’ Terhadap Perubahan Blok 
Ukuran Blok 3x3 4x4 5x5 6x6 7x7 8x8 9x9 10x10 
PSNR (dB) 65,88 65,98 66,16 66,08 66,13 66,09 66,1 66,12 
Shifted Pixel 1863 1773 1642 1681 1639 1681 1632 1642 
 
4.3.2 Perubahan Embedding Level 
Pengujian lainnya untuk mengetahui kemampuan dari metode usulan yaitu 
dengan mengubah nilai embedding level. Untuk ukuran blok dan data, pada 
percobaan ini masing-masing menggunakan 4x4 dan 10 Kb. Hasil dari uji coba ini 
dapat dilihat pada Gambar 4.4 yang menampilkan nilai PSNR untuk kelompok citra 
grayscale dan kelompok citra medis. 
Kelompok citra grayscale menghasilkan citra stego dengan kualitas 
terbaik pada embedding level bernilai 1. Hal ini juga terjadi pada kelompok citra 
medis yang menghasilkan citra stego terbaik pada embedding level bernilai 1. 
Untuk kelompok grayscale, citra ‘Elaine’ menghasilkan kualitas citra stego terbaik 
pada embedding level 1-5. Sedangkan embedding level lainnya, citra ‘Lena’ yang 
menghasilkan citra stego terbaik. Berbeda dengan kelompok citra medis, citra 
‘Head’ merupakan citra yang memiliki kualitas citra stego terbaik dibandingkan 
citra lainnya pada setiap nilai embedding level. Disisi lain, citra ‘Lena’ dan ‘Head’ 
memiliki trandline yang lebih landai dibandingkan dengan citra lainnya dalam satu 
kelompok. Kondisi ini terjadi karena pada kedua citra tersebut memiliki kelompok 
piksel smooth yang lebih banyak dibandingkan citra lain. Semakin banyak jumlah 
kelompok piksel smooth yang terbentuk, maka jumlah shifted pixel juga akan 
semakin sedikit. Perbandingan jumlah ini dalam citra ‘Lena’ dan ‘Head’ dapat 
dilihat pada Tabel 4.5. 
Tabel ini menunjukkan perbandingan PSNR dan shifted pixel pada citra 
‘Elaine’, ‘Lena’, ‘Chest’ dan ‘Head’. Jika dilihat lebih seksama, jumlah shifted pixel 
citra ‘Elaine’ pada embedding level 1-5 lebih sedikit dibandingkan dengan shifted 







membentuk kelompok piksel smooth lebih banyak dibandingkan dengan citra 
‘Lena’. Namun jika dilihat embedding level secara keseluruhan, citra ‘Lena’ 
menghasilkan shifted pixel yang lebih stabil. Sehingga nilai PSNR citra stego yang 
dihasilkan juga tidak mengalami perubahan yang terlalu signifikan dibandingkan 










































Gambar 4.4 Pengaruh Embedding Level Terhadap Kualitas Citra Stego, 
(a) Citra Grayscale, (b) Citra Medis 
 
Sama halnya dengan citra ‘Lena’, citra ‘Head’ juga menghasilkan 
kelompok piksel smooth lebih banyak yang ditandai dengan jumlah shifted pixel 







bahwa pada citra ‘Head’ memiliki tingkat smoothness lebih tinggi dibandingkan 
dengan citra ‘Chest’. 
Tabel 4.5 Kualitas Citra Stego dan Jumlah Shifted Pixel pada Beberapa Carrier 
Embedding Level 1 3 5 7 9 11 13 15 
PSNR 
(dB) 
Elaine 66,43 63,46 62,28 61,52 60,87 60,41 60,15 60,01 
Lena 65,98 63,12 62,14 61,76 61,51 61,47 61,43 61,43 
Chest 68,22 66,87 66,33 65,96 65,76 65,56 65,54 65,41 
Head 69,46 68,66 68,42 68,25 68,06 68,05 68 67,93 
Shifted 
Pixel 
Elaine 1334 5127 7564 9462 11415 12968 13923 14428 
Lena 1773 5772 7915 8815 9495 9651 9712 9759 
Chest 707 1676 2162 2524 2735 2915 3005 3148 
Head 495 996 1173 1310 1410 1476 1503 1540 
 
Oleh karena itu dapat dikatakan bahwa, perubahan kualitas citra stego 
dipengaruhi oleh jumlah shifted pixel yang terbentuk. Perubahan ukuran blok tidak 
akan memperburuk kualitas dari citra stego jika dalam perubahan ukuran tersebut 
dapat menurunkan jumlah shifted pixel. Kondisi ini juga sama pada saat melakukan 
pengujian untuk mengubah nilai embedding level. Semakin tinggi jumlah shifted 
pixel dari meningkatkan nilai embedding level akan menurunkan kualitas citra 
stego. Kondisi ini sesuai dengan pernyataan yang disampaikan oleh Li et al (2013) 






KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan 
Berdasarkan hasil uji coba dari metode usulan memberikan beberapa 
kesimpulan yaitu : 
1. Metode pengelompokan piksel bernilai mirip atau adaptive pixel value 
grouping (APVG) berhasil mengelompokkan piksel menjadi satu sesuai dengan 
embedding level yang ditentukan sebelumnya. 
2. Metode reduksi error expansion (REE) berhasil memperbaiki kualitas citra 
stego yang ditandai dengan meningkatnya nilai PSNR rata-rata sebesar 4,257 
dB. 
3. Metode pengelompokan piksel berhasil memanfaatkan penggunaan blok-blok 
pada citra carrier dengan membentuknya menjadi kelompok bertipe smooth, 
rough dan other. Hal ini memberikan dampak pada kapasitas penyisipan yang 
meningkat rata-rata sebesar 156.776 bit dan diiringi penurunan kualitas citra 
stego dengan rata-rata 8,317 dB. 
4. Perubahan ukuran blok tidak mempengaruhi kualitas citra stego jika perubahan 
ukuran tersebut tidak menambah jumlah shifted pixel. 
5. Nilai embedding level yang bertambah besar akan menurunkan kualitas citra 
stego karena mempengaruhi jumlah shifted pixel yang terbentuk. 
 
5.2 Saran 
Kekurangan dari penelitian ini adalah metode usulan belum mampu 
mencegah perubahan susunan indeks sebelum penyisipan dan sesudah penyisipan. 
Oleh karena itu, penelitian selanjutnya diharapkan dapat mengatasi masalah ini. 
Saran pengembangan selanjutnya adalah proses sorting dapat dilakukan sebelum 
proses pengelompokkan untuk mengetahui tingkat perubahan jumlah shifted pixel. 
Disisi lain, penelitian yang akan datang disarankan untuk mengembangkan metode 







embedding dan dapat melakukan penghitungan tingkat smoothness sebuah blok 
yang lebih baik. Hal lain yang perlu diperhatikan adalah penelitian ini memiliki 
jenis location map yang terlalu banyak, dan konsep reduksi yang belum sempurna 
yaitu hanya mereduksi piksel yang disisipi sedangkan untuk piksel yang digeser 
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Lampiran 1.  Contoh Adaptive Pixel Value Grouping (APVG) 
162 162 162 161
162 162 162 161
152 155 156 156
155 155 156 157
𝑃𝐺ℎ 𝑃𝐺𝑏 𝑃𝐺𝑏 𝑃𝐺𝑏
𝑃𝐺𝑏 𝑃𝐺𝑏 𝑃𝐺𝑏 𝑃𝐺𝑡
𝑃𝐺ℎ 𝑃𝐺𝑏 𝑃𝐺𝑏
𝑃𝐺𝑏 𝑃𝐺𝑏 𝑃𝐺𝑡
𝑃𝐺ℎ 0 0 1
0 0 0 1
10 𝑃𝐺ℎ 1 1
0 0 1 2
162 162 162 161 162 162 162 161 152 155 156 156 155 155 156 157




Embedding Level (EL)/Threshold = 1 
Ukuran Blok  = 4 
 
Lampiran 2.  Contoh Proses Penyisipan Data 
161 161 162 162 162 162 162 162 162 162
1 1 0 0 0 0 0 0
min Calculate d
4 8 1 2 3 5 6 7 9 10
Pixel Index
Pixel Value
00 01 10 11 00 01 10 11
Data/Message
0 1 2 3 0 1 2 3
Change to 
decimal value
1 2 2 3 0 1 2 3
Embedding Data
1 2 0 1 0 1 0 1
Reduction Error 
Expansion






   : Piksel prediktor 
 







Lampiran 3. Contoh Proses Ekstraksi Data dan Pengembalian Nilai Piksel 
160 161 161 162 162 162 162 162 163 163
2 1 -1 0 0 0 -1 0
8 4 2 1 3 5 6 9 7 10
Pixel Index
Pixel Value
01 00 11 10 00 10 01 11
Data/Message
3 2 2 3
Change to 
binary value
1 0 1 0 0 0 1 1




maxmin  and  Calculate dd
Ekstract from Reduction 
Error Expansion
Extract from Not 
Reduction Error 
ExpansionOriginal Pixel Value
min" Calculate d max" Calculate d
1 0 3 2 0 2 1 3
 
Keterangan : 
   : Piksel prediktor 
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