In cognitive radio networks, secondary users may not sense licensed channels efficiently due to problems of fading channel, shadowing, unfamiliar environment, and so forth. To cope with the limitation, a pervasive sensor network can cooperate with cognitive radio network, which is called sensor-aided cognitive radio network. In the paper, we investigate sensor clustering and sensing time of each sensor cluster with aiming at achieving optimal throughput of sensor-aided cognitive radio network supporting multiple licensed channels. Moreover, the minimum throughput requirement of cognitive radio user is also guaranteed in the sensor clustering problem. To do this, we formulate the throughput maximization problem as a mixed-integer nonlinear programming and utilize the Branch and Bound algorithm to solve it. We also propose an heuristic algorithm which can provide similar performance to that of the Branch and Bound algorithm while reducing computation complexity significantly.
Introduction
The demand for radio spectrum has rapidly increased due to the rapid growth of wireless mobile devices and cellular networks, such as smartphones, along with booming of online applications for multimedia transferring, gaming, and so forth. We may face the problem of spectrum scarcity for huge demand of spectral usage. In fact, according to the FCC [1] , frequency spectrum is being used less efficiently than its scarcity. Some frequency spectrum is underutilized, while some is heavily used. Cognitive radio (CR) technology of which a fundamental concept was first introduced by Dr. Mitola, allows cognitive radio users or secondary users (SUs) to utilize the same licensed channels to improve channel efficiency [2] .
In CR context, channel access of SUs must not affect the channel usage of licensed users or primary users (PUs). Hence, before accessing any licensed channel, spectrum sensing is a prerequisite for detecting the absence or presence of PUs, such that SUs can utilize the channel if the channel is not occupied by PUs and SUs can avoid the unexpected collision with PUs during a channel access. Furthermore, while utilizing licensed channels, spectrum sensing needs to be frequently performed for detecting any return to the licensed channel by the PUs to immediately vacate the channel. Several sensing techniques have been proposed so far such as energy detection, waveform-based sensing, cyclostationary feature detection, matched filtering, and compressed sensing [3, 4] . Among these sensing techniques, energy detection method is most commonly used due to its easy deployment [5, 6] . Since single spectrum sensing by SU without any knowledge of PU locations degrades the sensing performance, a cooperative spectrum sensing (CSS) where multiple SUs work together can obtain more accurate awareness of PUs presence [4] . In CSS, a global decision at fusion center is based on local decisions made at sensor nodes that directly perform independent spectrum sensing on the same licensed channel.
Like CSS, the cooperation of some SUs to detect the presence of the PU can obtain accurate sensing results. However, this approach incurs high cost and high energy consumption. A more appealing approach is to perform sensing by cost-effective dedicated sensor network. Use of the sensor network for spectrum sensing is being explored 2 International Journal of Distributed Sensor Networks by regulatory bodies like the FCC [7] , which has invited experts to draft proposals for the use of the sensor network with low cost/energy/delay for enhanced spectrum sensing. In the approach called sensor-aided cognitive radio network, wireless sensor network is used to support the cognitive radio network in detecting activity of the PU network.
In fact, WSNs have been widely used in various practical applications, such as gathering of information on environment and monitoring of civilian, military, and community health status [8] [9] [10] . In the WSNs, multiple sensor nodes are distributed over the network in order to sense certain environmental properties and then send sensing data to a cluster head or sink such that a decision corresponding to arising events may be made quickly. Moreover, to evaluate network performance, many works in this research area have mainly focused on problems of clustering sensor nodes, routing between sensor nodes, [11] and processing collected data at a data fusion center. For example, in [12] , the problem of gathering sensed information along with clustering protocol consideration is investigated. Base station forms clusters of sensor nodes based on information on both energy and distance of all sensor nodes. Among cluster heads, a leader node is appointed to a data transmission to the base station. In [13] , cluster head selection for sensor network lifetime is addressed. The work proposed a method for energy-aware cluster of sensor nodes solved by particle swarm optimization approach instead of adopting a traditional optimization technique under constraints of residual energy, location, node degree, and head count (i.e., how frequently a node is selected as a cluster head) of probable cluster heads which affect the packet retransmissions over paths connected to the cluster head. In [14] , the authors focused on evaluating performance of data aggregation at data fusion center for a WSN which is divided into sensor clusters. A dynamic clustering and aggregation strategy were investigated for local data at the sensor node and global data aggregation at the cluster head. They proposed a clustering algorithm comprising two phases. In first phase, sensor nodes which sense the same category of data are grouped in the same cluster. In second phase, it guarantees that all sensor nodes are assigned to the clusters, formed in the first phase, based on the least-divergent clusters.
In this paper, we investigate sensor clustering and sensing time of each sensor cluster in sensor-aided cognitive radio network with aiming at achieving optimal throughput of cognitive radio networks supporting multiple licensed channels under the constraint of primary user collision threshold. So far, the problem of throughput maximization for cognitive radios has been investigated in several works. In [15] , for example, cooperative spectrum sensing among SUs is addressed to maximize the throughput obtained on a single licensed channel. This work offers many open issues for CSS in CRN so far. In [16] , the authors focused on a method for sensing licensed channels in such a way that sensing order of secondary users over the licensed channel is studied in two modes where sensing time is designed in slotted time and continuous time. In [17] , the problem of minimizing total energy consumption of secondary users for spectrum sensing is studied using the outer linearization method. However, in these works, cooperation between pervasive sensor network and CRN is not fully investigated for sensor-aided cognitive radio network especially in the case of multiple licensed channels. Therefore, in this paper, we formulate the throughput maximization problem for sensor-aided cognitive radio network as a mixed-integer nonlinear programming to find optimal sensor clustering and sensing time of the corresponding sensor cluster. To solve the formulated problem, the Branch and Bound algorithm is adopted. Furthermore, we also propose heuristic algorithm which can provide similar performance to that of the Branch and Bound algorithm while reducing computation complexity significantly.
The remainder of this paper is organized as follows. In Section 2, the system model is described and the mathematical formulation is presented. In Section 3, we present the problem formulation to evaluate throughput of pervasive sensor-aided cognitive radio networks. In Section 4, we discuss methodology and algorithms for sensor clustering problem. Simulation results are provided in Section 5. Finally, we draw main conclusions.
System Model
In the paper, we consider sensor-aided cognitive radio network shown in Figure 1 where the request-service model is used. That is, CRNs request WSN to sense licensed channels and WSN supports the CRN in detecting activity of the PU network. The WSN consists of sensor nodes with the same sensing capability and performs spectrum sensing for CRNs. licensed channels are considered to be utilized in a synchronized time-slotted fashion ( ≥ ).
For an effective interaction between WSN and CRNs, CRNs first need to gather channel usage information of each channel from one pair of SU transmitter and SU receiver, which is consisted of minimum amount of data, denoted as req , and maximum channel capacity, denoted as , where is index of licensed channels. In the paper, for simplicity, only one pair of SU transmitter and SU receiver will utilize a licensed channel. Based on channel usage information, CRN assigns each pair of SUs a licensed channel for opportunistic data transmission. Next, CRNs send channel usage information of each pair of SUs to fusion center (FC) of WSN. Based on channel usage information, FC will divide its sensors into sensor clusters and all assigned sensors in each cluster will therefore perform spectrum sensing on a licensed channel. In each time slot, after sensing on a licensed channel, sensor nodes will report a 1 bit hard decision to FC over control channel(s) which indicates the licensed channel is busy or idle. With the 1 bit hard decision, reporting time is short and is the same for all sensor nodes. With local decisions of sensors in each sensor cluster, FC finally makes a final decision using "OR" rule and reports final decision on licensed channel states to CRNs. When the licensed channels are idle, data transmissions will be performed by pairs of SUs. Here, it is noteworthy that main objective of the paper is to determine optimal sensor clusters and sensing time of each sensor cluster where throughput of CRNs is maximized, while some constraints are satisfied.
We assume that all sensors are energy detectors. Correspondingly, during the duration of sensing, each sensor node gathers a considerable number of energy samples of PU signal on an assigned licensed channel, measures total of these energy samples, and compares the total energy with energy threshold to make a local decision on the absence/presence of the primary user. Sensor nodes then report the local decision to the FC over a common control channel. We denote by and , a sensor cluster , of which sensors perform CSS on licensed channel , and a sensor which performs spectrum sensing on licensed channel , respectively.
At sensor node , , local probability of detection , and local probability of false alarm , which are the probabilities that a PU transmitting its data on the channel can be detected and that a free licensed channel cannot be detected by the sensor , , respectively, can be determined as follows [15] :
where , = −1 ( , ) and , = −1 ( , ) are inverse translations of local probability of false alarm and local probability of detection, respectively. , = √2 , + 1, , = , √ , , is the SNR received at the sensor node , , and is the sampling frequency of PU signal for the total energy ( , > 0, , > 0), and , is the sensing time of the sensor , . ( ) is the complementary distribution function of a standard Gaussian random variable, which can be written as follows:
From (1), sensing time , can be extracted as follows:
Furthermore, we can also extract constraints which are related to the variables , and , to guarantee positive values of the sensing time, which are expressed as follows:
For data aggregation from multiple sensors, at FC or a cluster head, a combination rule is determined. Throughout the paper, we assume that the "OR" rule is applied in making a global decision such that licensed channel is determined to be available for SUs if all sensors in sensor cluster report the same result of PU absence to FC. Thus, the global probability of detection, , and the global probability of false alarm, , for channel are given by
In CSS, a data transmission is only implemented on channel immediately after all reports of sensor cluster have been sent to FC, and channel is deemed available. Thus the transmission time in a time slot can be expressed as
where is slot duration, , is reporting time of sensor , , and is a time period from the beginning of a time slot to the point when all sensors in must finish sensing licensed channel and report the sensing results. In this paper, the reporting time is assumed to be fixed. An example of time slot structure and transmission for global decision is shown in Figure 2 , in which four sensors perform spectrum sensing on the same licensed channel with their sensing time as , , where is from 1 to 4. In the example, sensor 3 spends more time for sensing the channel than others, and the transmission time Tr is − ,3 when the channel is free.
After local sensing, sensor nodes will report local sensing results to the FC. Collision may occur during reporting time when more than one sensor node sends local decision at the same time. Since a short time is required for reporting 1 bit local decision, we can design an efficient reporting method by utilizing contention and parallel reporting mechanism (parallel carrier frequencies) as follows: since each sensor node only reports a 1 bit hard local decision to the FC regarding the assigned licensed channel, the control channel can be reduced to a pair of frequencies corresponding to two possible values of a sensing decision per licensed channel. For example, for the th licensed channel, two carrier frequencies, 0 = (2405+ ) MHz for 0 and 1 = (2406+ ) MHz for 1 , can be utilized when 2.4 GHz ISM Band is used for control channel, where is index for licensed channel and = 1, . . . , . Thus, sensor nodes that sense the th licensed channel will only monitor two predetermined frequencies, that is, 0 and 1 , after sensing and the node that wins the contention will transmit its local decision on only one predefined frequency to the FC according to its sensing decision. Furthermore, each sensor node can self-determine an offset time for contention which is dependent on the reliability value of its sensing data. This offset time can be used for competing the transmission turn with other sensor nodes. Even in the case of two senor nodes which sense same licensed channel and have the same offset value a collision still will not occur since the two nodes will transmit local decision with the same frequency, and, at the receiver side, two transmitted frequencies can be considered as two versions of a multipath signal. Therefore, the collision and reporting mechanism to avoid the collision are not a big issue in the paper.
Problem Statement and Formulation
As previously mentioned, to evaluate the quality of the sensor clustering, we evaluate the performance of sensoraided cognitive radio in terms of achievable throughput. Note that before sending request to sensor network for channel sensing CRNs also ask their SUs for perceiving demand of the minimum throughput that they want to attain. Now we basically formulate the problem of throughput maximization for the CRNs as follows:
where th is the desired threshold of global detection probability. and req , respectively, are the achievable throughput obtained by SUs and minimum throughput requested by these users in sharing channel . To get req , the CRN should know the transmission rate of SUs on channel . This information is assumed to be shared among the networks.
The above formulation for sensor clustering represents two basic aspects of our problem as follows. First, it guarantees that global probability of detecting PUs needs to be greater than a designed threshold for protecting PUs during the licensed channel access. Second, clustering sensors in sensor network is to maximize the total throughput obtained by CRNs. However, this must satisfy requests of CRNs, that is, the minimum of throughput that CRNs attains on each channel as SUs access the channels in an opportunistic manner.
Considering the case where SUs can perfectly utilize a licensed channel, for example, sensing time is extremely short and sensing is perfectly performed in detecting channel status. Therefore, no collision between SUs and PUs occurs, and free time slots are all utilized for data transmission. In such case, the achievable throughput would be maximal and this type of throughput can be absolutely estimated. Let us further assume to be the channel capacity obtained by SUs on licensed channel .
Due to the less perfect sensing ability of sensors, the achievable throughput is therefore degraded because of mandatorily taking time for channel sensing and regrettably missing utilization of few free time slots as well. Obviously, two factors which are sensing time and probability of false alarm can be adjusted to control achievable throughput. As a result, the achievable throughput obtained by SUs on a single licensed channel can be calculated as follows:
The total achievable throughput of the CRNs is expanded in taking a consideration of multiple licensed channels which can be expressed as follows:
In this expression, the first term on the right hand is a constant and the total achievable throughput merely depends on channel capacity . Correspondingly, the problem of throughput maximization in (7) can be converted to a minimization of the second term of the expression (9) . This problem will be further discussed in Section 4.
Solution Methodology and Algorithms
In this section, we present how to form sensor clusters among sensor nodes for CSSs. Although the whole system is exploiting licensed channels, more than sensor clusters can be considered for various purposes, in which a few sensor clusters can perform CSS on the same channel. Without loss of generality in this paper, we only consider sensor clusters, that is, each sensor cluster for a single licensed channel.
For each sensor, we define indicating variables which are continuous variables and are denoted as , (0 ≤ , ≤ 1) to determine whether sensor is to join cluster or not in such a way that the sensor will join the cluster if variable , is set to one; otherwise the variable , is set to zero. We can define × = [ , | = 1, . . . , , = 1, . . . , ] as a sensor assignment matrix in which each element indicates whether a corresponding sensor will join a cluster or not. This International Journal of Distributed Sensor Networks 5 matrix will be used in the next subsection to explain algorithms. However, to relax the constraints on these indicating variables in simulation, we further define new variables , , which follow the relation , = −1 ( , ), where the inverse function −1 ( , ) can be computed by using (2) . Therefore, the value range of , in [0, 1] is in correspondence with the value range of , in (−∞, +∞).
By inserting the indicating variables into (5), subsequently we can have the following equations:
We can infer two cases from the above expressions as follows. First, value of variable , approaches −4 ( , → −4) and then value of indicating variable , will approach one ( , → 1) which indicates a sensor assignment because the terms ( , ) in (10) and ( , ) in (11) still affect global probability of false alarm and detection, respectively. Second, value of variable , approaches +4 ( , → +4) and then value of variable , will approach zero ( , → 0). In this case, the terms ( , ) and ( , ) will not affect global probability of false alarm and detection with respect to the sensor cluster , respectively; that is, the sensor does not join the cluster . It is clear that, due to the physical ability, a sensor can only join a single sensor cluster and sense licensed channel corresponding to the cluster such that ∑ =1 , = 1. Without loss of generality, the constraint is acceptable as ∑ =1 ( , ) ≤ 1 ∀ .
According to (9) , the throughput maximization problem can be changed to a minimization problem, such as max → min . Hence, we reformulate the problem as follows:
subject to ≥ th , ∀ ,
The above problem is known as mixed-integer nonlinear programming (MINLP). Here, (⋅) is convex function of , and , and is also a decreasing function of , , which is proven in the appendix. In first stage, the objective is to find an optimal solution, which is an optimal value set of both continuous variables , , which are expected to be −4 or +4, and continuous variables , and , . Intuitively, , are integer variables which are relaxed continuous variables. In second stage, based on the integer value of variables , , FC will assign sensor * to cluster * which is indicated by * , * = −4. Under the sensor assignment, from * , * and * , * , the sensing time * , * of sensor * in cluster * can be determined and computed by (3) .
The optimal integer value of variables , can be determined by applying the Branch and Bound algorithm [18] of which pseudocode is presented in Pseudocode 1. This algorithm can be explained as follows. In the Branch and Bound algorithm, a subproblem is defined as the problem to find , , , , and , ( ̸ = and ̸ = ) which minimizes objective function in (12) 1) ). Then, a subproblem from is selected and solved to get a solution and minimum value of denoted as LB such that = min( ). The chosen subproblem is removed from . If the current subproblem is infeasible, which means no solution is found, we consider choosing another subproblem in to solve. If the current subproblem is feasible, we compare LB with UB, where UB stores the best objective value of the previous integer solutions. Due to minimization problem, in the case where the current objective value LB is less than UB, we check whether the solution is an integer solution or not. If the current solution is an integer solution in which all variables , are −4 or +4, UB is updated by the current objective value LB (line (12)); the current integer solution is stored (line (13) ). If the current solution is not integer solution, there exists at least one variable , with a value between −4 and +4. In this case, one new variable , with fractional value must be selected and two new unsolved subproblems are created and added to L (lines (15)- (18) ). In the case where the current objective value of a subproblem is greater than UB, the current subproblem cannot yield a better integer solution than the stored one. In this case, we stop creating new subproblems (line (21)) and the current branch is cut out of the Branch and Bound algorithm implementation.
To demonstrate the Branch and Bound algorithm, we provide an example as follows: WSN has 2 sensor nodes ( = 2) and two licensed channels ( = 2). Figure 3 shows the Branch and Bound tree for the example. First, the variable 1,1 is chosen to create two new subproblems with 1,1 = −4 and 1,1 = +4 (line (1) in Pseudocode 1). In the paper, we Input: , req , and , Output:
× and , (1) Initiate: a list of unsolved subproblems, (2) ← +∞ {Best found} (3) while { ̸ = empty} do (4) Select an unsolved subproblem from (5) Remove the chosen subproblem from (6) Solve the subproblem, ← min( ) (7) if {subproblem is infeasible} then (8) Do nothing {since = Φ} (9) else (10) if { < } then (11) if {solution is an integer solution} then (12) Update:
Store the integer solution (14) else (15) Find simply denote the list of unsolved subproblems as = { 1,1 = −4, 1,1 = +4}.
In the first branch, we assume that the subproblem with 1,1 = −4 is selected to be solved. Then = \ { 1,1 = −4} = { 1,1 = +4} (it corresponds to lines (4) and (5)). After solving the subproblem with 1,1 = −4 by using optimization function like fmincon function of Matlab, we get 2,1 = +4, 1,2 = +1, and 2,2 = −2, and = min{ } = 0.23 (line (6)). Since 1,2 and 2,2 are not −4 or +4 (line (14)), which means that the solution is not integer solution, we continue fixing two variables, 1,2 and 2,2 . Now let us choose 2,2 to create two new subproblems and add them to L (lines (15), (16) , and (17)). Therefore, there are three unsolved subproblems in such that we get = { 1,1 = +4, 2,2 = −4, 2,2 = +4}. Since is not empty, we go to line (3) in Pseudocode 1.
In the second branch, let us choose the subproblem with 2,2 = −4 to be solved. Then = \ { 2,2 = −4} = { 1,1 = +4, 2,2 = +4}. After solving the subproblem, we get 1,1 = −4, 2,1 = +4, 1,2 = +4, and 2,2 = −4, and = min{ } = 0.18. In this case, we get an integer solution (line (11)), and we then update with (line (12)). Since is not empty, we go to line (3) in Pseudocode 1.
In the third branch, let us choose the subproblem with 2,2 = +4 to be solved. Then = \ { 2,2 = +4} = { 1,1 = +4}. After solving the subproblem, we get 1,1 = −4, 2,1 = +4, 1,2 = −4, and 2,2 = +4, and = min{ } = 0.22. In this case, we get an integer solution (line (11)). However, we do not update UB with LB, since < . Since is not empty, we go to line (3) in Pseudocode 1.
In the fourth branch, let us choose the subproblem with 1,1 = +4 to be solved. Then = \ { 1,1 = +4} = {B}. After solving the subproblem, we get 1,1 = +4, 2,1 = −4, 1,2 = +3, and 2,2 = −1, and LB = min{ } = 0.21. In this case, LB is greater than UB. Therefore, this branch cannot generate a better integer solution and this branch is cut out of the implementation. Now, is empty. Therefore, we stop running the Branch and Bound algorithm, and we get the best integer solution as { 1,1 = −4, 2,1 = +4, 1,2 = +4, 2,2 = −4}, which means that the sensor 1 is assigned to sense channel 1 and sensor 2 is assigned to sense channel 2. With this channel assignment, we find 1,1 and 1,1 and further the optimal sensing time (based on (3) and 1,1 and 1,1 ) of sensor node 1 and sensor node 2 which minimizes or maximizes throughput.
In the Branch and Bound algorithm, since each variable , has two integer values, we have ( * ) 2 possibilities of matrix × . In the worst case, where we get the best integer solution in the last subproblem, the maximum number of subproblems will be ( * ) 2 . Since Branch and Bound algorithm requires high computation complexity, we propose an heuristic algorithm as follows: from the simulation results solved by the Branch and Bound algorithm, it is observed that sensors with a higher sensing SNR usually are assigned to the cluster which senses the licensed channels with higher channel capacity . It is mainly due to the fact that more throughput can be obtained on the licensed channel with a higher channel capacity than other licensed channels, and sensors with a higher SNR will be therefore assigned to the licensed channel with a higher channel capacity for a better sensing performance. Based on the observation, we can design heuristic algorithm for an efficient solution of clustering sensors. The pseudocode of the heuristic algorithm is shown in Pseudocode 2. The heuristic algorithm is comprised of two stages: sensor clustering and throughput maximization. First, the sensor clustering is performed as follows: the order (or priority) of clusters in sensor assignment denoted as ClusterOrder is determined based on corresponding channel capacity; that is, the cluster which senses the licensed channel with the highest capacity has the highest priority in choosing a sensor. For that a cluster * with the highest priority (line (3)) will first select a sensor in a list of available sensors denoted as LoS (line (6)). An unassigned sensor * with a higher sensing SNR in LoS will be first chosen by the cluster * (line (7) ) which means the sensor node * is assigned to the cluster * such that * , * = 1 (line (8)). Then, the assigned sensor * is removed from LoS (line (9)). This process is repeated for clusters with less priority until no sensor is available; that is, LoS is empty. Second, each cluster finds optimal sensing time to maximize throughput on corresponding licensed channel (lines (16) , (17) , and (18)) by solving subproblem or (12) . Main concept of the heuristic algorithm is as follows: for channel assignment, we start with the licensed channel that has the highest channel capacity and assign the sensor node that has highest SNR to the chosen licensed channel. After that, we go to the licensed channel with the second highest channel capacity and assign the sensor node that has the highest SNR to the chosen licensed channel. The process will be continued until all sensor nodes are assigned to clusters. Therefore, the number of sensor nodes per cluster will be equal.
In the heuristic algorithm, we solve subproblem after sensor clustering in order to get , and , further to get optimal sensing time , (line (17)). Therefore, heuristic algorithm has only one subproblem and can reduce computation complexity significantly compared with Branch and Bound algorithm which requires ( * ) 2 subproblems.
Simulation Results
In this section, we present simulation results for the proposed Branch and Bound scheme, the proposed heuristic scheme, and the random scheme.
For a comparison of the proposed schemes with a benchmark method, we consider the random scheme. In the random scheme, sensor nodes are selected randomly and equally assigned to each sensor cluster for sensing a licensed channel. After sensor clustering, sensing time of each sensor node is calculated by (12) for given cluster information ( , ).
The deploying sensor nodes are distributed over licensed network. The SN forms sensor clusters to perform CSS over three licensed channels (M = 3). The SNR , presented at sensor nodes is different from others and is assumed to follow an exponential distribution with a mean (dB). Other parameters are given as follows: the sampling frequency of primary user signal is the same for all sensor nodes with a value of = 200 kHz. The sensor network must form sensor clusters for CSS to guarantee a detection probability as th = 0.9 in all exploiting channels to protect the primary users. The licensed channels are organized which follows time slot structure with equal durations of = 10 ms. We assume that channel capacity of each licensed channel can be measured by SU, and minimum throughput requirement of each licensed channel is given. In our simulation, three licensed channels are considered, and it is assumed that the channel capacities and the minimum throughput requirements of the three licensed channels are given as = [8; 7; 9] Mbps and req = [6; 3; 5] Mbps, respectively.
In the first experiment, the number of sensor nodes in the sensor network is uniformly increased as = [6, 9, 12, 15, 18] to evaluate the achievable throughput, while the mean SNR is given as = −10dB. Figure 4 shows total achievable throughput of CRNs for three schemes when three licensed channels are considered. Generally, the total throughput of CRNs increases as the WSN is equipped with more sensors. At first, the throughput sharply increases with the increasing number of sensors. However, the throughput slowly increases as the WSN deploys a large number of sensors, that is, the cases where ≥ 15; the increase of throughput is very limited. From Figure 4 , it is observed that the proposed heuristic scheme offers good matching results with the proposed Branch and Bound scheme while reducing computation complexity significantly. Therefore, the proposed heuristic scheme can be very useful solution when CRN exploits a large number of licensed channels and sensor nodes. Figure 4 also shows that the random scheme provides less achievable throughput than two proposed schemes even though it has the same computation complexity as that of the proposed heuristic scheme.
In the second experiment, the mean SNR and number of sensor nodes were varied while maintaining other parameters. We generated 1000 cases of sensor distribution for each pair of and and examined the average throughput of CRNs only using the heuristic algorithm. The results are illustrated in Figure 5 . Generally, for each case of number of sensors, the average throughput of CRNs decreases as mean SNR decreases. However, it can be clearly seen that decrease in throughput becomes severe in the case of few number of sensor nodes and of less SNR.
Conclusions
In this paper, we have studied the problem of sensor clustering to maximize achievable throughput of pervasive sensoraided CRNs which exploits multiple licensed channels. In the considered system, a pervasive sensor network is utilized International Journal of Distributed Sensor Networks to provide service of exploring free licensed channels for CRNs based on request-service model. We have formulated the problem of sensor clustering as a mixed-integer nonlinear programming problem. To reduce the computation complexity in the cases of large number of sensor nodes and licensed channels, a heuristic algorithm has been proposed for an efficient solution based on information of primary user SNR at sensor nodes. Finally, simulation results have been provided to demonstrate the performance of the proposed methods. Based on simulation results, the heuristic algorithm is proven to be effective since it provides similar throughput to that of MINLP method with less computation complexity.
> 0. Therefore, U is a decreasing and convex function of , . The second derivative of U with respect to , is always positive if the second derivative of with respect to , is positive. This is only satisfied if the second derivative of ( , ) is positive leading to , > 0 ( , < 0.5), ∀ , , , . Therefore, is a convex function of , ( , > 0).
