Abstract. Consider the Loewner equation associated to the upper-half plane. Normally this equation is driven by a real-valued function. In this paper, we show that when the driving function is complex-valued with small 1/2-Hölder norm, the corresponding hull is a quasi-arc, hence is a simple curve. We also study how the hull changes with respect to complex parameters and make a connection between Loewner equation and complex dynamics.
For each z ∈ H, there exists a unique T z ∈ (0, 1] such that the equation (1.1) has the unique solution up to T z but not further. For each t ≥ 0, define the hull K t = {z ∈ H : T z ≤ t}. It can be proved that g t is a conformal map from H\K t onto H; see [Law05] .
If there is a curve γ : [0, 1] → H such that H\K t is the unbounded component of H\γ([0, t]) for t ∈ [0, 1], then we say that γ is a Loewner curve generated by λ, or that λ generates γ. In cases to emphasize the dependency on λ, we use the notation γ λ . This curve can be computed from g t : γ(t) = lim The existence of the curve γ holds when λ has 1/2-Hölder norm less than 4 (See [RS05] , [Lin05] , and [RTZ17] ), ||λ|| 1/2 := sup s,t∈[0,1]:s =t |λ(t) − λ(s)| |t − s| 1/2 < 4, or when λ is a multiplication of Brownian motion (See [RS05] ). In the former case, the curve γ is a quasi-arc, which means there exists a constant C > 0 such that for any x and y in γ, the diameter of the path in γ connecting x to y is less than that of C|x − y|. This is where one of the main motivations for the project started. The quasi-arcs and quasi-circles are objects in complex dynamics associated with a notion called holomorphic motion. This was first developed by Mañé, Sad and Sullivan [MnSS83] to understand the Julia set of polynomials when one changes its coefficients in a holomorphic way. Another way to explain is that holomorphic motion describes the analytic movements of a subset in the complex plane. More precisely, let A be a subset of C. A holomorphic motion of A is a map f : D × A → C such that (i) for any fixed a ∈ A, the map α → f (α, a) is holomorphic in D.
(ii) for any fixed α ∈ D, the map a → f (α, a) = f α (a) is an injection and (iii) the mapping f 0 is the identity on A.
Just from very few assumptions, Mañé, Sad, and Sullivan [MnSS83] , and then Slodkowski [Slo91] showed that
In particular, when A is a line segment (or a circle), then f α (A) is a quasi-arc (or quasicircle respectively). This makes the holomorphic motion become an important tool in quasiconformal mapping theory and in complex dynamics. As an example, in [MnSS83] , it was shown that the Julia sets of polynomials z 2 + c are all quasi-circles when c is in the main cardioid of the Mandelbrot set. One can also show that the Koch snowflake is a quasi-arc by putting it into a holomorphic motion. Conversely, if a curve is a quasi-circle, by using the Beltrami equation, one can see that there is a holomorphic motion in which the curve is an image of the unit circle.
Thus from the complex dynamic point of view, one can ask: Is there a way to put the quasi-arc curve γ generated from the Loewner equation into a holomorphic motion of a line segment such that when the complex parameter α changes in D, the motion is tied up with the Loewner equation in a certain way?
Here we note that the authors in [RS05] used techniques from the quasi-conformal mapping theory but not holomorphic motion. The question is related to studying (1.1) with complexvalued λ. In this context, one has to define K t differently since the upper half-plane plays no special role. In particular, suppose λ is complex-valued and continuous. It is still true from standard ODE theory that for each z ∈ C, there exists a unique T z ∈ [0, 1] such that the equation (1.1) has the unique solution up to T z but not further. For each t ≥ 0, define
One can ask: Is L t a curve when ||λ|| 1/2 is small?
Note that if λ is real-valued, then
where K * t is the reflection of K t about the real line. This question is actually not new. It was studied by O. Schramm and S. Rohde [RS] .
The main purpose of this paper is to answer the two questions above. Explicitly, we show that 
Also we show that
Theorem 1.3. Let λ be a complex-valued driving function with 1/2-Hölder norm less than σ. If σ is small, then there exists a map
is generated by αλ from the Loewner equation,
then F is a holomorphic motion of [0, 2i]. Hence Theorem 1.1 immediately implies that
Remark 1.5. The continuity in t of γ (α) (t) is a part of the corollary.
Remark 1.6. For concreteness, the constant σ in Theorems 1.2 and 1.3 can be set σ = 1/3 which is non-optimal from the proof. We do not know if one can take σ = 4 which is the optimal 1/2-Hölder norm in Marshall and Rohde's theorem ( [Lin05] ).
Remark 1.7. There is nothing special about the unit disk D in Theorem 1.3. In fact, the proof shows that we can take α to be in a bigger set which contains D.
Remark 1.8. A simple example for the theorem is that when λ(t) = c for all t ∈ [0, 1],
See (3.1) and (3.2).
Let us explain the main ideas in the paper. We will prove that the limit as in (1.2) is well-defined for each t ∈ [0, 1]. To do this we study the backward Loewner equation. For each t ∈ [0, 1], consider
There is a sign difference between (1.5) and (1.1).
In the classical setting, i.e. λ is real-valued, the equation has a unique solution h u,t (z), u ∈ [0, t] for any z ∈ H. Furthermore, one can show that h u,t (z) is conformal with respect to z ∈ H and
When λ is complex-valued, it is not clear that (1.6) has solution for any z = λ(t) + iy. We will show that it is still true provided ||λ|| 1/2 is small.
There are two key ideas. The first is that the equation (1.6) is understood pretty well quantitatively in the real-valued case by the paper [RTZ17] . The other idea is that we can compare the complex-valued case to the real-valued one by a certain Gronwall-type lemma; see Lemma 2.1.
The organization of the paper is as follows. In Section 3, we show the existence of the curve γ in the sense of (1.2). Then we prove Theorem 1.3. In Section 4, we investigate the hull L t and prove Theorem 1.2.
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A lemma
The following comparison lemma, which will be used in Lemma 3.1, is inspired by the proof of Theorem 3.4 in [W14] . This is also one of the main tools in [LT16] .
with |P | ≤ −C Re P and
, where ω is a non-decreasing function. Then
Therefore,
Backward Loewner equation driven by complex-valued functions
Fix small σ. Let Λ σ be the set of complex-valued functions defined on [0, 1] such that its 1/2-Hölder norm is less than σ
For each θ > 0, define C θ = {z ∈ H : | Re z| < θ Im z} be an upside-down cone based at z = 0 with the "angle" θ. The set C θ is open in C and does not contain zero. For θ = 0, define
In this section, we do the following steps.
(i) Show that when θ 1 is positive and small enough, then for z ∈ C θ 1 , 0 ≤ t ≤ 1, the equation
exists. And the limit is denoted by f (u, t, 0 + ). Then define
Show that when λ is a real-valued function, then the curve (γ (λ) (t)) t∈[0,1] is the same as γ which is the curve generated by λ in the Loewner equation (1.1).
These steps are respectively proved in Sections 3.1-3.4. Then we prove Theorem 1.3 in Section 3.5. We remark that the continuity of γ (λ) follows from Corollary 1.4.
3.1. Existence of the solution to the initial ODE. In this section, fix t ∈ [0, 1], and fix z ∈ C θ 1 where C θ 1 is the upside down cone based at 0
We consider the following ODE
Lemma 3.1. Suppose that θ 1 is small enough depending only on σ. Then this equation has a unique solution A(u), 0 ≤ u ≤ t, for given t, z. Moreover, there exist τ (θ 1 ) and ν(θ 1 ) depending only on θ 1 (and σ) such that
Proof. This ODE has solution on small time u. By the ODE theory, the solution continue to exist uniquely as long as A(u) = 0. We will show a stronger statement: the solution flow always stays in a fixed cone whose angle is depending on θ 1 and σ.
The idea of the lemma is as follows. We compare the solution A to B(u) = i ŷ 2 0 + 4u which is the solution of the ODE dB du = −2 B ,
for a well-chosenŷ 0 > 0 depending only on z. Since B(u) is flowing up as u increases, A(u) is dragged along and stays in a bigger but fixed cone C θ 2 . Now by a topological argument, it suffices to show that for any t 1 ∈ [0, t) if
with θ 2 chosen later, then A(t 1 ) ∈ C θ 2 . Suppose that (3.4) holds. Let P (u) = 2
A(u)B(u)
. Then
where
by Lemma 2.1, we derive
Hence for all u ∈ [0, t 1 ),
We note that the right-hand side is strictly less than θ 2 for all u ≥ 0. Indeed, it is equivalent to . This leads to the constrain (3.6)
For a given small σ, one can choose small θ 1 depending on σ, and then choose τ (θ 1 ) := θ 2 depending on θ 1 and σ such that the above constrain is true. It follows from the proof that
Hence A(t 1 ) is well-defined and in C θ 2 . This concludes the lemma.
Remark 3.2. (i)
The smaller σ is, the bigger possible range of θ 1 is. More quantitatively, for given small σ, we can choose θ 1 (σ) such that (3.6) holds for some θ 2 > 0 and such that lim σ→0 + θ 1 (σ) → ∞. This fact is needed later in Section 4. (ii) When A(0) ∈ C 0 , then (3.6) is always true for θ 2 = 1 and σ small, say σ ≤ 1/3. Hence we assume τ (0) ≤ 1. Also, when σ → 0 + , we can choose τ (0) such that τ (0) → 0. Thus, we assume τ (0) ≤ θ 1 (σ).
Remark 3.3. The lemma shows the existence of the solution f (u, t, z) := A(u), 0 ≤ u ≤ t, when z ∈ C θ 1 . We note that f also depends on the driving function λ. But we omit this notation since it is clear from the context. Some properties of f (u, t, z):
(iii) By the dependency of solutions of ODE on parameters ([CL55, Chapter 1, Theorem 8.4]), the map z → f (u, t, z) is analytic in C θ 1 . Also the map u → ∂ z f (u, t, z), u ∈ [0, t], satisfies the following ODE:
(iv) We claim that z → f (u, t, z) is conformal in C θ 1 . Indeed it suffices to show that this map is injective. Suppose for some u, t, z 1 , z 2 that
Then Y j 's satisfy the same ODE with the same initial value:
It implies that Y 1 (u) = Y 2 (u). In particular, z 1 = z 2 . Hence f (u, t, z) is conformal with respect to z ∈ C θ 1 . (v) The map f (u, t, z) satisfies a concatenation property; see the identity (3.8) in Section 3.3.
3.2. Existence of f (u, t, 0 + ) and γ (λ) (t). In this subsection, we show that f (u, t, 0) = lim y→0 + f (u, t, iy) exists. It follows from the equation (3.7) that
This shows that f (u, t, iy) converges to a limit, denoted by f (u, t, 0 + ), uniformly in u, t as
Fix u, t and fix θ < θ 1 . Since f (u, t, z) is conformal in C θ 1 , by a property of conformal mappings, f (u, t, z) converges uniformly to f (u, t, 0 + ) as z → 0 and z ∈ C θ .
Denote
(vi) The map g t : C\L t → g t (C\L t ) is conformal. Define
The left hull L t and right hull R t satisfy the following properties. (vii) (Translation) For any a ∈ C,
(viii) (Scaling) For any a > 0,
The duality property was a new property which was first observed by Rohde and Schramm [RS] . It says roughly that what is true for the left hull is also true for the right hull and vice versa. We will make use of this fact later. 4.1. Proof of Theorem 1.2. Fix λ ∈ Λ σ with small σ. For each θ ≥ 0, denote
which is a two-side cone based at 0. Fix θ 1 = θ 1 (σ) > 1 which is defined in Remark 3.2. Let θ 2 be the number such that D θ 2 is the "complement cone" of iD θ 1 , i.e.
To get the right picture, the reader may pretend θ 1 is big and θ 2 is small. Since −iλ(t) ∈ L 0,−iλ(t−·) , the duality property implies
The Lemma 3.1 and the duality property implies
where in the last claim, we use the fact θ 1 > 1. Therefore, L s,λ(t+·) \{λ(t)} lies in the conformal domain of g
Now we observe that all arguments in Section 3 are still true (appropriately modified) if we study the equation (3.1) with z ∈ −C θ . In particular, one can extend γ to [−1, 0] by letting γ(t) = lim
It follows from Section 3.2 that γ(t) ∈ C 1 + λ(0) and γ(−t) ∈ (−C 1 ) + λ(0) for each t ≥ 0. Also since g t is conformal from C\L t to C\R t , λ(t) ∈ R t , and
we obtain γ(t) ∈ L t \{λ(0)}.
By the concatenation property,
Combine with (4.1) and use the similarity,
It follows that γ(t) and γ(−t) are cut-points of L t+s for s > 0. Since γ is continuous, by a topology argument, (4.2) L t = γ([−t, t]).
Since γ[0, t] and γ[−t, 0] are two quasi-arcs staying in two different cones C 1 + λ(0) and −C 1 + λ(0) respectively (except at the base γ(0) = λ(0)), the set L t is also a quasi-arc. 
