Introduction
A modern SoC may contain memories, DSP cores, baseband controllers, analog components and peripherals, which are intellectual properties (IP's) bought from different vendors. A simple SoC is shown in Fig. 1 where UDLs are user-defined logic blocks, DSP is a digital signal processing core, and USB is a universal serial bus core [1] . Since a core might be deeply embedded in the SoC circuit, a test access structure called test access mechanism (TAM) is generally designed to wrap the core [2] . It has been reported in [3] that the logic circuitry associated with the scan path may occupy as much as 30% of the total area of the circuit. Hence, it is of utmost importance to ensure the proper functioning of the scan chain before proceeding to test the associated combinational logic circuits.
Fault diagnosis for scan chain permanent faults can be divided into two classes: (1) The scan chain is added extra circuits through special scan cell design or additional circuitry [7] [8] [9] [10] , and (2) The scan chain is diagnosed by sequential test pattern generation or random test pattern simulation without adding any extra circuitry [3] [4] [5] [6] . In contrast to permanent fault diagnosis, intermittent fault diagnosis for scan chains are investigated only recently [11] [12] . Unlike permanent faults that can be modeled deterministically, intermittent faults occur stochastically and this makes fault diagnosis extremely difficult. According to [12] , intermittent scan chain hold-time faults are pervasive in deep sub-micron technologies. In fact, shrinking the feature size, increasing the operating speed, reducing the supply voltage etc are the root causes of intermittent faults.
This work considers the fault diagnosis problem of scan chains for permanent (and possibly intermittent) faults at the core level, instead of the scan cell level. That is, we try to identify the core whose scan chain(s) is faulty, even if the scan chain is broken and cannot shift properly. The basic idea is to add a self-checking checker to the tail of each scan chain in every core as shown in Fig. 1 . The purpose of scan chain fault diagnosis at the core level are two-fold. First, identification of the defective scan chain in a specific core gives the manufacturer hints to tune-up the fabrication process. Second, identification of the defective scan chain in a specific core enables the test engineer to more efficiently identify the faulty scan cell. This can be achieved by restructuring the core wrappers such that scan chains of some cores can be bypassed. Thus, fine-grained scan cell identification techniques such as [11] [12] can be applied with shorter scan chains (thus shorter diagnosis time). Traditional 01010...10 or 00110011...0011 patterns are not suitable for activating the intermittent faults as the number of valid codewords for such codes are very small. The small number of codewords cannot activate the intermittent faults due to a limited number of rising/falling transitions generated. In this work, weight-based m-out-of-n codes, which can generate a large number of codewords, with small hardware overhead and high fault detection capability are used to generate the scan chain diagnostic patterns for permanent (and possibly intermittent) faults. A codeword generation method is proposed with the objectives of (1) maximizing the number of codewords, (2) minimizing the aliasing probabilities of bidirectional and multi-directional errors caused by permanent or intermittent defects, and (3) minimizing the diagnostic pattern application time by codeword overlapping. The idea of multiple m-out-of-n codes is also proposed to guarantee that sufficient number of codewords are generated to perturb the scan chains and the associated combinational circuits. Simulation results demonstrate the feasibility of the proposed method.
Background
The weight-based m-out-of-n coding method is a generalization of Berger codes [14] . Weight-based codes are obtained by assigning different weights Û to the information bits. All codewords which belong to a weighted m-out-of-n code satisfy:
where Û ¾ Ï is the weight of Ø bit, Ú is the value of Ø bit, Ï is the the set of weights, and Ð is the cone size (i.e., the number of bits in each codeword).
The weight-based m-out-of-n coding still possesses the property of detecting all unidirectional errors. Additionally, it can detect all bidirectional errors involving a pair of bits and if Û Û . In fact, in the case of a bidirectional error involving such bits, we have Ñ Ò Û = Ñ ¦´Û Û µ, so that a checker can detect the error.
Weight-based codes are proposed in [13] to perform concurrent error detection of multilevel circuits. An efficient design for the corresponding totally self-checking checker is also proposed. In [14] , weight-based codes are applied to detect crosstalk faults by concurrent error detection of buses.
Codeword Generation
Before proceeding with the codeword generation method, we present a few common terms that will be frequently used in this work.
Weight set is a set of weights by which a weighted m-outof-n code is generated.
Number of codewords denotes the total number of codewords found for a given weighted m-out-of-n coding method.
Cone size (i.e., Ð) is the number of bits in each codeword of a given weighted m-out-of-n code.
Weight configuration represents a way of (repeatedly) selecting Ð weights from the weight set without permutation such that the required Ò can be satisfied. Shift sequence is the number of shifts required to reach one codeword from another. Consider the codewords of the above example again. Code sequence 11000 ½¼¼¼½ ¼¼¼½¼ ¼¼½¼½ ½¼½¼¼ ¼½¼¼½ 01100 requires the shift sequence of 1 ½ ½ ¾ ½ ¿ 1. The following illustrates how the next codeword can be obtained by shifting new bits into the current codeword. Note that the shifting operation is performed in the right-to-left fashion, while the left-to-right shifting can be discussed similarly.
Test application cost denotes the total number of shifts required to apply all the codewords of a m-out-of-n code to the scan chain. In the above example for shift sequence, the test application cost is 1+1+1+2+1+3+1 = 10.
The function of the codeword enumerator (in software)
is to select proper Ñ, Ò, weight set, weight configuration, and weight distribution, and to generate the corresponding codewords. A program is developed in C++ for finding the codespace, test application cost and aliasing probabilities for a specific weighted m-out-of-n coding scheme. The experimental steps are as follows:
1. Fix the weight set, e.g., 1,2 . 
4. Fix a Ñ value. 5. For the Ñ value, find the codewords for a specific weight distribution. Following the above example, for Ñ ¾ and weight sequence 1-1-1-2-1, the codewords are 11000, 10001, 00010, 00101, 10100, 01001, 01100. 6. Arrange the codewords such that the test application cost is minimum. The aim is to apply all codewords into the scan chain by minimum number of (left) shifts.
In our experiments, exhaustive search is exercised to find the arrangement corresponding to the minimum test application cost. For example, code sequence ½½¼¼¼ ½¼¼¼½ ¼¼¼½¼ ¼¼½¼½ ½¼½¼¼ ¼½¼¼½ ¼½½¼¼ gives the minimum test application cost for the above example (step 4). For a weighted m-out-of-n code with AE codewords, an algorithm to accomplish the codeword ordering with O(AE ¾ ) complexity is presented in [15] . 7. Find the bidirectional and multi-directional aliasing probabilities for the weighted m-out-of-n code. 8. Rearrange the weight sequence and repeat steps 5 and 7 until all weight sequences are tried. For example, a new experiment with weight sequence 1-1-2-1-1 can be repeated. It will be discussed in Section 6 that all different weight sequences under the same weight configuration have the same number of codewords and aliasing probabilities, if the codewords are applied in a non-overlapped manner. However, the above statement is not true if the codewords are applied to the scan chain in an overlapped manner.
9. Find a new Ñ value and repeat steps 5 to 8 until all Ñ values are tried. 10. Repeat steps 3 to 9 until all weight configurations are exhausted. 11. Among all weighted m-out-of-n codes generated, select the one which yields the maximum number of codewords, the minimum cost and aliasing probabilities. If there exists none which satisfies all requirements, try to trade-off among number of codewords, test application cost and test aliasing probabilities.
12. If necessary, try more Ò values and weight sets and repeat steps 3 to 11 until a satisfactory weighted mout-of-n code is found. We have performed software simulation with cone size of 5 and different weight sets. The simulation results for weight set 1,2,3 with different Ñ and Ò values are presented in Table 1 .
Analysis of Codeword Numbers
Let the weight set be Û ½ Û Ö where Ö = cardinality of the weight set. Given a m-out-of-n code with a specific Ò value, we have following equation:
where Ü = the integer coefficient for weight Û . This also means that there are Ü number of Û 's in the weight distribution, and = 1 to × where × represents the total number of possible configurations that satisfy the given Ò value. Similarly, we have
where Ý = the integer coefficient for weight Û . This also means that, under weight configuration , there are Ý Note that for each weight configuration of Ò, we are concerned with only one weight sequence (e.g., 1-1-1-2-2) for the weight configuration (i.e., [1,1,1,2,2]) in the above example. Note also that, under the same weight configuration, the number of codewords generated by any other weight sequence (e.g., 2-2-1-1-1) is the same as the one selected.
Analysis of Aliasing Probabilities
In this section, we analyze the aliasing probabilities for bidirectional and multi-directional errors. The aliasing probability of a codeword is the probability that the codeword is changed into another codeword (and thus the error cannot be detected by the checker). In this analysis, first, we assume that two bits in a codeword can be changed due to an error (i.e., bidirectional error). For example, given a weight sequence 1-1-1-1-2, 10001 is a codeword for the 3-out-of-6 code with cone size 5. However, if an error changes two bits such that 10001 is transferred to 01001, then this error cannot be detected. The analysis will be extended to the case of multi-directional errors. The codewords can be applied to the scan chain in an overlapped manner such that the test application time can be greatly reduced. The aliasing probability analysis for overlapped and non-overlapped codeword applications are different. In fact, the analysis for non-overlapped codeword application is much easier, and the aliasing probability derived can be used as an upper bound for the overlapped analysis. It has been shown in [15] that many undetectable errors can be detected due to the overlap of codewords. Unfortunately, the aliasing probability analysis for overlapped test applications is much more difficult. In this work, we present the aliasing probability of non-overlapped test application as the upper-bound for the overlapped case. From now on, unless otherwise stated, by aliasing probability analysis, we mean the aliasing probability analysis for non-overlapped test applications. In order to find the bidirectional aliasing probability of a m-out-of-n code with a cone size Ð and a specific weight distribution, we must find the number of Ñ configurations. For each Ñ configuration, we enumerate all possible undetected bidirectional errors. For example, given a 3-out-of-6 code with Ð , weight set = 1,2 and weight distribution = 1-1-1-1-2, there are two possible Ñ configurations:
where Û Ü Ü. In the first Ñ configuration, the codewords are 11100, 11010, 10110, 01110. However, in the second Ñ configuration, the codewords are 10001, 01001, 00101, 00011. For a specific Ñ configuration, all codewords have the same number of aliasing cases. Consider the first Ñ configuration in the above example, there are three possible ways for codeword 11100 to be changed to other codewords. Similarly, there are three ways for 11010 (and 00101, 00011) to be changed to other codewords. In fact, the number of ways in this example is the multiplication of the number of 1's of weight Û ½ and the number of 0's of weight Û ½ in codeword 11100. The reason comes from that, for codeword with weight distribution 1-1-1-1-2 to be changed to another codeword, the bit changed from 1 to 0 and the other bit changed from 0 to 1 must have the same weight. In the case of codeword 11100, all three bits with logic 1 have the same weight, so there are three choices for a bit 1 to be changed to 0 with weight Û ½ . Since there is only one bit 0 with weight Û ½ , the number of choices for a bit 0 changed to 1 with weight Û ½ is one. Thus, there are totally three choices for 11100 to be changed into another codeword. The general case can be discussed similarly.
Therefore, the total number (AE ´ Ð × Ò µ) of errors that can change a codeword into another codeword for a mout-of-n code with a specific weight sequence can be represented by
), if the number of 1's for weight Û is Ý then the remaining ´Ü Ý µ will be 0's. By considering all codewords for each specific Ñ configuration, we finally have
Now, the total number (AE ´ØÓØ Ðµ) of two-bit errors is AE ´ØÓØ Ðµ (total number of codewords) ¡ (number of ways of choosing two bits out of l available bits)
Hence, the bidirectional aliasing probability equals
It is much easier to analyze the aliasing probability of multi-directional errors. By definition, a multi-directional error is one which contains any number (more than one) of bit changes. It should be noted that bidirectional errors are part of multi-directional errors. Consider the previous example of 3-out-of-6 code again. The total number of errors are ¡´¾ Ð Ð ½µ, since each codeword can have ¾ Ð Ð ½ different multi-directional errors. For each codeword, there are seven (i.e., 8-1) multi-directional errors that cannot be detected. Based on the analysis, we have the total number (AE Ñ´ Ð × Ò µ) of multi-directional errors that cannot be detected equal
Further, the total number (AE Ñ´Ø ÓØ Ðµ) of all possible multibit errors is
. Hence, the multi-directional aliasing probability equals
Example 1:
Let us consider the 3-out-of-6 code discussed above (in this section) with É ½ (there is totally only one weight configuration). Following equation (8) for the bidirectional aliasing probability, we have
From (10) Table 1 . Note that È and È Ñ in each table represent bidirectional and multi-directional aliasing probabilities, respectively. We present the following theorems to simplify the searching process of a m-out-of-n code presented in Section 3. Let the number of codewords generated by weight sequence Ï Ë be represented by AE´ µ, and the bidirectional (multi-directional) aliasing probability of the codewords be represented by È ´ µ (È Ñ´ µ). Theorem 1: Given the values Ñ, Ò, Ð and the weight set Ï , if Ï Ë and Ï Ë are weight sequences resulting from the same weight configuration, then both weight sequences generate the same number of codewords, and the aliasing Note that, Theorem 1 will no longer be valid when we consider the case where all codewords are overlapped with each other. Let Ï Ñ denotes the set of codes generated by a mout-of-n coding method. It is also very interesting to find that, under the same weight sequence, Ï Ñ and Ï Ò Ñ have the same number of codewords, and bidirectional and multi-directional aliasing probabilities. Consider the 1-outof-6 code with weight set 1,2 and weight distribution 1-1-1-1-2, and the 5-out-of-6 code with the same weight set and weight distribution. The corresponding codewords are depicted in Table 2 where that the set of 5-out-of-6 codewords can be obtained from the the set of 1-out-of-6 codewords by simply inverting the bit patterns of the latter. Thus, we have the following theorems. Theorem 2: Given the values Ñ, Ò, Ð, the weight set Ï and the weight sequence Ï Ë , Ï Ñ and Ï Ò Ñ have the same number of codewords, and bidirectional and multidirectional aliasing probabilities. Proof: Since the codewords of Ï Ñ ( Ï Ò Ñ ) can be generated directly from those of Ï Ò Ñ ( Ï Ñ ) in a oneto-one basis, they have the same number of codewords. Similarly, for an undetected bidirectional error in codeword « of Ï Ñ , there is a corresponding undetected bidirectional error in the complementary codeword ¬ of Ï Ò Ñ . For example, 10000 (the first 1-out-of-6 code in Table 2 ) has undetectable bidirectional error 01000 where the first two bits are erroneous. The corresponding 5-out-of-6 code is 01111, and the corresponding undetectable bidirectional error is 10111. Thus, the bidirectional aliasing probability for Ï Ñ is the same as that for Ï Ò Ñ . The multidirectional aliasing probability of a m-out-of-n code depends on the number of codewords as shown in equation 10. Since Ï Ñ contains the same number of codewords as Ï Ò Ñ , their multi-directional aliasing probabilities are the same.
Q.E.D Theorem 3:
Given the values Ñ, Ò, Ð, the weight set Ï and the weight sequence Ï Ë , Ï Ñ and Ï Ò Ñ have the same test application cost.
Proof: Let graph Ñ´ Ò Ñ ) be the codeword adjacency graph of Ï Ñ ( Ï Ò Ñ ). It can be found that the shift cost between two codewords in Ñ is the same as that between both corresponding codewords in Ï Ò Ñ . For example, the shift cost between 10000 and 00010 is 2 in the 1-out-of-6 code in Table 2 . The corresponding codewords are 01111 and 11101 in the 5-out-of-6 code, and their shift cost is 2 as well. Finally, both graphs are isomorphic, and the test application costs are thus the same. Q.E.D
Multiple Weight-Based Code Sequences
Sometimes, we increase the number of perturbations to the scan chains by applying more than one set of codewords. Let us assume that we have two sets of m-out-of-n codes that are shifted into the scan chain one after the other, and the combined sequence is, The total number of two-bit error cases equals AE ´ØÓØ Ðµ É · É µ ´Ð ¾µ (12) Hence, the bidirectional aliasing probability of the combined sequence equals AE ´ Ð × Ò µ AE ´ØÓØ Ðµ . Similarly, the multidirectional aliasing probability of the combined sequence iś É ·É ¾μ ¾ Ð Ð ½µ´É ·É µ .
Conclusion and Future Research
We have proposed the application of weight-based m-outof-n codes for scan chain fault diagnosis at the core level of a SoC circuit. The codewords are shifted into the scan chain(s) as test patterns and the output responses are validated using self-checking checkers. By proper code selection and/or by combining two or more m-out-of-n codes, it is possible to activate many scan chain faults and to diagnose all unidirectional as well as many bidirectional and multi-directional errors at the core level with small hardware overhead. The aliasing probabilities have been thoroughly analyzed for single and a combination of two or more weight-based m-out-of-n codes. A totally self-checking checker to support the multiple weight-based codes is presented in [15] . The future research works are: (1) to analyze the aliasing probabilities for applying codewords in an overlapped manner; (2) to develop a fault simulator (probabably on the layout level) that can evaluate the power of codewords applied (i.e., to find faults that can be detected); (3) to extend the result to the domain of fine-grained scan cell identification.
