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s.2012.1Abstract We are concerned here with a nonlinear quadratic integral equation (QIE). The existence
of a unique solution will be proved. Convergence analysis of Adomian decomposition method
(ADM) applied to these type of equations is discussed. Convergence analysis is reliable enough
to estimate the maximum absolute truncated error of Adomian’s series solution. Two methods
are used to solve these type of equations; ADM and repeated trapezoidal method. The obtained
results are compared.
MATHEMATICS SUBJECT CLASSIFICATION: 26A33, 65L05, 65L20
ª 2013 Egyptian Mathematical Society. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Quadratic integral equations (QIEs) are often applicable in the
theory of radiative transfer, kinetic theory of gases, theory of
neutron transport and trafﬁc theory [1–7]. In this paper,
ADM is used to solve QIEs. This method has many advanta-
ges, it is efﬁciently works with different types of linear and
nonlinear equations in deterministic or stochastic ﬁelds and
gives an analytic solution for all these types of equations with-.com
ptian Mathematical Society.
g by Elsevier
ical Society. Production and hostin
1.001out linearization or discretization [8–15]. Repeated trapezoidal
method [16] is also used to solve these type of equations and
the results obtained from the two methods are compared.
The contribution of this work can be summarized in the fol-
lowing four points:
 Introducing the sufﬁcient condition that guarantees the
existence of a unique solution to our problem (see
Theorem 1).
 Based on the above point and using Adomian polyno-
mials formula suggested in [17] convergence of ADM
is discussed (see Theorem 2).
 Using point two, the maximum absolute truncated error
of the Adomian’s series solution is estimated (see
Theorem 3).
 Preparation of algorithms using MATHEMATICA
package to solve the given numerical examples.g by Elsevier B.V. Open access under CC BY-NC-ND license.
Adomian solution of a nonlinear quadratic integral equation 532. The Problem with the Solution Algorithm
Let J= [0,T], T 2 R+. Denote by E= C(J) the space of con-
tinuous functions deﬁned on J with norm ixi =maxt2JŒx(t)Œ.
Consider the nonlinear QIE,
xðtÞ ¼ pðtÞ
þ
Z t
0
k1ðt; sÞfðs; xðsÞÞds
  Z t
0
k2ðt; sÞgðs; xðsÞÞds
 
:
ð1Þ
Assume the following assumptions:
(i) f, g: [0,T] · Rﬁ R are continuous.
(ii) k1, k2: [0,T] · [0,T]ﬁ R are continuous.
(iii) f, g satisfy the Lipschitz condition with Lipschitz con-
stants c1 and c2jfðt; xÞ  fðt; yÞj 6 c1jx yj;
jgðt; xÞ  gðt; yÞj 6 c2jx yj:
ð2Þ(iv) ki =max{Œki(t, s)Œ:t, s 2 [0,T]}, i= 1, 2.
(v) Q= sup{Œf(t, 0)Œ:t 2 [0,T]}, R= sup{Œg(t, 0)Œ:t 2 [0,T]},
Œx(t)Œ<H.
The solution algorithm of Eq. (1) using ADM is,x0ðtÞ¼pðtÞ; ð3Þ
xiðtÞ¼
Z t
0
k1ðt;sÞAi1ðsÞds
  Z t
0
k2ðt;sÞBi1ðsÞds
 
: ð4Þwhere A and B are Adomian polynomials of the nonlinear
terms f(t,x) and g(t,x) respectively, which take the form
An ¼ 1
n!
dn
dkn
f
X1
i¼0
kixi
 !" #
k¼0
Finally, the solution will be
xðtÞ ¼
X1
i¼0
xiðtÞ ð5Þ
This problem was discussed before in [18], the authors proved
the existence of at least one positive nondecreasing solution
but here we prove that it gives a unique solution.3. Convergence analysis
3.1. Existence and uniqueness theorem
Theorem 1. Let p(t) 2 C(J), f(t,x) and g(t,x) satisﬁes the
Lipschitz condition (2). If
T <
1
k1k2 2c1c2Hþ c1Rþ c2Q½ ½ 1=2then the QIE (1) has a unique solution x 2 C(J).
Proof. The mapping F:Eﬁ E is deﬁned as,
Fx ¼ pðtÞ þ
Z t
0
k1ðt; sÞfðs; xðsÞÞds
  Z t
0
k2ðt; sÞgðs; xðsÞÞds
 
;
Let x, y 2 E, then
FxFy¼
Z t
0
k1ðt;sÞfðs;xðsÞÞds
  Z t
0
k2ðt;sÞgðs;xðsÞÞds
 

Z t
0
k1ðt;sÞfðs;yðsÞÞds
  Z t
0
k2ðt;sÞgðs;yðsÞÞds
 
¼
Z t
0
k1ðt;sÞfðs;xðsÞÞds
  Z t
0
k2ðt;sÞgðs;xðsÞÞds
 

Z t
0
k1ðt;sÞfðs;yðsÞÞds
  Z t
0
k2ðt;sÞgðs;xðsÞÞds
 
þ
Z t
0
k1ðt;sÞfðs;yðsÞÞds
  Z t
0
k2ðt;sÞgðs;xðsÞÞds
 

Z t
0
k1ðt;sÞfðs;yðsÞÞds
 
ð
Z t
0
k2ðt;sÞgðs;yðsÞÞdsÞ
¼
Z t
0
k1ðt;sÞ½fðs;xðsÞÞ fðs;yðsÞÞds
  Z t
0
k2ðt;sÞgðs;xðsÞÞds
 
þ
Z t
0
k1ðt;sÞfðs;yðsÞÞds
  Z t
0
k2ðt;sÞ gðs;xðsÞÞgðs;yðsÞÞ½ ds
 
which implies thatwhich implies that
kFxFyk6max
t2J
Z t
0
k1ðt;sÞ½fðs;xðsÞÞ fðs;yðsÞÞds
  Z t
0
k2ðt;sÞgðs;xðsÞÞds
 

þmax
t2J
Z t
0
k1ðt;sÞfðs;yðsÞÞds
  Z t
0
k2ðt;sÞ½gðs;xðsÞÞgðs;yðsÞÞds
 

6max
t2J
Z t
0
jk1ðt;sÞjjfðs;xðsÞÞ fðs;yðsÞÞjds
  Z t
0
jk2ðt;sÞjjgðs;xðsÞÞjds
 
þmax
t2J
Z t
0
jk1ðt;sÞjjfðs;yðsÞÞjds
  Z t
0
jk2ðt;sÞjjgðs;xðsÞÞgðs;yðsÞÞjds
 
6k1k2c1max
t2J
jxðtÞyðtÞj
Z t
0
ds
  Z t
0
ðjgðs;xðsÞÞgðs;0Þjþjgðs;0ÞjÞds
 
þk1k2c2max
t2J
jxðtÞyðtÞj
Z t
0
ðjfðs;xðsÞÞ fðs;0Þjþjfðs;0ÞjÞds
  Z t
0
ds
 
6k1k2Tmax
t2J
jxðtÞyðtÞj c1
Z t
0
ðc2jxðsÞjþRÞdsþc2
Z t
0
ðc1jxðsÞjþQÞds
 
6k1k2T2½c1ðc2HþRÞþc2ðc1HþQÞkxyk
6k1k2T2½2c1c2Hþc1Rþc2Qkxyk6Lkxyk
under the condition 0 < L= k1k2T
2[2c1c2H+ c1R+ c2Q]
< 1, the mapping F is contraction and hence for
T < 1½k1k2 ½2c1c2Hþc1Rþc2Q1=2
there exists a unique solution
x 2 C(J)of the problem (1) and this completes the proof. h
Corollary 1. Consider the nonlinear QIE,
xðtÞ ¼ pðtÞ þ
Z t
0
kðt; sÞfðs; xðsÞÞds
 2
; ð6Þ
from problem (1), the QIE (6) has a unique solution x 2 C(J), if
T <
1
k½2cðcHþMÞ1=2
;
where c1 = c2 = c, k1 = k2 = k, R = Q=M.
54 E.A.A. Ziada3.2. Proof of convergence
Theorem 2. Let the solution of the QIE (1) be exist. If
Œx1(t)Œ< k, k is a positive constant then the series solution
(5) of the QIE (1) using ADM converges.
Proof. Deﬁne the sequence {Sp} such that, Sp ¼
Pp
i¼0xiðtÞ is
the sequence of partial sums from the series solutionP1
i¼0xiðtÞ, and we have,
fðt; xÞ ¼ A ¼
X1
i¼0
Ai;
gðt; xÞ ¼ B ¼
X1
i¼0
Bi:
Let Sp and Sq be two arbitrary partial sums with p> q.
Now, we are going to prove that {Sp} is a Cauchy sequence
in this Banach space E.
SpSq¼
Xp
i¼0
xi
Xq
i¼0
xi¼
Z t
0
k1ðt;sÞ
Xp
i¼0
Ai1ðsÞds
 ! Z t
0
k2ðt;sÞ
Xp
i¼0
Bi1ðsÞds
 !

Z t
0
k1ðt;sÞ
Xq
i¼0
Ai1ðsÞds
 ! Z t
0
k2ðt;sÞ
Xq
i¼0
Bi1ðsÞds
 !
¼
Z t
0
k1ðt;sÞ
Xp
i¼0
Ai1ðsÞds
 ! Z t
0
k2ðt;sÞ
Xp
i¼0
Bi1ðsÞds
 !

Z t
0
k1ðt;sÞ
Xq
i¼0
Ai1ðsÞds
 ! Z t
0
k2ðt;sÞ
Xp
i¼0
Bi1ðsÞds
 !
þ
Z t
0
k1ðt;sÞ
Xq
i¼0
Ai1ðsÞds
 ! Z t
0
k2ðt;sÞ
Xp
i¼0
Bi1ðsÞds
 !

Z t
0
k1ðt;sÞ
Xq
i¼0
Ai1ðsÞds
 ! Z t
0
k2ðt;sÞ
Xq
i¼0
Bi1ðsÞds
 !
¼
Z t
0
k1ðt;sÞ
Xp
i¼0
Ai1ðsÞ
Xq
i¼0
Ai1ðsÞ
" #
ds
 !

Z t
0
k2ðt;sÞ
Xp
i¼0
Bi1ðsÞds
 !
þ
Z t
0
k1ðt;sÞ
Xq
i¼0
Ai1ðsÞds
 !

Z t
0
k2ðt;sÞ
Xp
i¼0
Bi1ðsÞ
Xq
i¼0
Bi1ðsÞ
" #
ds
 !
kSpSqk6max
t2J
j

Z t
0
k1ðt;sÞ
Xp
i¼qþ1
AiðsÞds
 ! Z t
0
k2ðt;sÞ
Xp
i¼0
Bi1ðsÞds
 !
þmax
t2J
jj

Z t
0
k1ðt;sÞ
Xq
i¼0
Ai1ðsÞds
 ! Z t
0
k2ðt;sÞ
Xp
i¼qþ1
Bi1ðsÞds
 !
6max
t2J
Z t
0
k1ðt;sÞ
Xp1
i¼q
AiðsÞds


Z t
0
k2ðt;sÞ
Xp
i¼0
Bi1ðsÞds


þmax
t2J
Z t
0
k1ðt;sÞ
Xq
i¼0
Ai1ðsÞds


Z t
0
k2ðt;sÞ
Xp1
i¼q
BiðsÞds


6k1k2max
t2J
Z t
0
jfðs;Sp1Þ fðs;Sq1Þjds
  Z t
0
jgðs;SpÞjds
  
þk1k2max
t2J
Z t
0
jfðs;SqÞjds
  Z t
0
jgðs;Sp1Þgðs;Sq1Þjds
  
6k1k2 c1
Z t
0
ds
  Z t
0
ðjgðs;SpÞgðs;0Þjþjgðs;0ÞjÞds
 
þc2
Z t
0
ðjfðs;SqÞ fðs;0Þjþjfðs;0ÞjÞds
  Z t
0
ds
 
kSp1Sq1k
6k1k2T2 2c1c2Hþc1Rþc2Q½ kSp1Sq1k6LkSp1Sq1k
Let p= q+ 1 then,
kSqþ1  Sqk 6 LkSq  Sq1k 6 L2kSq1  Sq2k 6   
6 LqkS1  S0k
From the triangle inequality we have,kSp  Sqk 6 kSqþ1  Sqk þ kSqþ2  Sqþ1k þ    þ kSp  Sp1k
6 Lq þ Lqþ1 þ    þ Lp1 kS1  S0k
6 Lq 1þ Lþ    þ Lpq1 kS1  S0k
6 L 1 L
pq
1 L
 
kx1k
Now 0 < L< 1, and p> q implies that (1  Lpq) 6 1.
Consequently,
kSp  Sqk 6 L
q
1 L kx1k 6
Lq
1 Lmaxt2J jx1ðtÞj
but, Œx1(t)Œ< k and as qﬁ1 then, iSp  Sqiﬁ 0 and
hence, {Sp} is a Cauchy sequence in this Banach space E and
the series
P1
i¼0xiðtÞ converges. h3.3. Error analysis
Theorem 3. The maximum absolute truncation error of the
series solution (5) to the QIE (1) is estimated to be,
max
t2J
jxðtÞ 
Xq
i¼0
xiðtÞj 6 L
q
1 Lmaxt2J jx1ðtÞj
Proof. From Theorem 2 we have,
kSp  Sqk 6 L
q
1 Lmaxt2J jx1ðtÞj
but, Sp ¼
Pp
i¼0xiðtÞ as pﬁ1 then, Spﬁ x(t) so,
kx Sqk 6 L
q
1 Lmaxt2J jx1ðtÞj
so, the maximum absolute truncation error in the interval J is,
max
t2J
jxðtÞ 
Xq
i¼0
xiðtÞj 6 L
q
1 Lmaxt2J jx1ðtÞj
and this completes the proof. h4. Numerical examples
Example 1. Consider the following nonlinear QIE,
xðtÞ ¼ t2  t
15
1350
 
þ
Z t
0
sx2ðsÞds
  Z t
0
s2
25
x3ðsÞds
 
; ð7Þ
and has the exact solution x(t) = t2. Applying ADM to Eq.
(7), we get
x0ðtÞ ¼ t2  t
15
1350
 
;
xiðtÞ ¼
Z t
0
sAi1ðsÞ ds
  Z t
0
s2
25
Bi1ðsÞ ds
 
; iP 1:
where A and B are Adomian polynomials of the nonlinear
terms x2 and x3 respectively and the solution will be,
xðtÞ ¼
Xq
i¼0
xiðtÞ
Table 1 Absolute error.
t Error of ADM (q= 5) Error of RT (h= 0.01)
0.1 3.15041 · 1051 1.73472 · 1018
0.2 2.73766 · 1026 5.20417 · 1016
0.3 2.33331 · 1021 1.00531 · 1013
0.4 7.34949 · 1018 4.22859 · 1012
0.5 3.79959 · 1015 7.68964 · 1011
0.6 6.26342 · 1013 8.22618 · 1010
0.7 4.69157 · 1011 6.10202 · 109
0.8 1.97275 · 109 3.46237 · 108
0.9 5.33651 · 108 1.6013 · 107
1 1.01893 · 106 6.30669 · 107
Table 2 Max. absolute error.
q Max. error of ADM
5 0.000036246
10 9.23545 · 107
15 2.35318 · 108
20 5.99588 · 1010
Table 3 Max. absolute error.
h Error of RT
0.1 0.0000638458
0.01 6.30669 · 107
0.001 6.3059 · 109
Table 4 Absolute error.
t Error of ADM (q= 1) Error of RT (h= 0.1)
0.1 1.26517 · 1010 1.78902 · 106
0.2 1.87763 · 108 8.01745 · 106
0.3 3.82452 · 107 0.0000209399
0.4 3.49231 · 106 0.0000444139
0.5 0.0000206935 0.0000844492
0.6 0.0000936433 0.000150055
0.7 0.000352391 0.000254643
0.8 0.00115842 0.000418523
0.9 0.00342886 0.000673599
1 0.00931516 0.00107275
Table 5 Max. absolute error.
q Max. error of ADM
1 0.000278622
5 1.30744 · 108
10 5.07784 · 1014
15 1.97213 · 1019
Table 6 Max. absolute error.
h Error of RT
0.1 0.0000844492
0.01 8.44338 · 107
0.001 8.44337 · 109
Adomian solution of a nonlinear quadratic integral equation 55this series solution converges if T< 1.15812. Table 1 shows a
caparison between the absolute error of ADM solution and re-
peated trapezoidal (RT) solution, while Table 2 shows the
maximum absolute truncated error (using Theorem 3) at dif-
ferent values of q when t= 1 and Table 3 shows the the max-
imum absolute error of RT at different values of h (h is the step
size).
Example 2. Consider the following nonlinear QIE,xðtÞ ¼ t ðet  1Þ t
3
30
þ t
5
50
  
þ
Z t
0
s2 þ 1
10
 
x2ðsÞds
  Z t
0
exðsÞ ds
 
; ð8Þ
and has the exact solution x(t) = t. Applying ADM to Eq. (8),
we get
x0ðtÞ ¼ t ðet  1Þ t
3
30
þ t
5
50
  
;
xiðtÞ ¼
Z t
0
s2 þ 1
10
 
Ai1ðsÞ ds
  Z t
0
Bi1ðsÞ ds
 
; iP 1:
where A and B are Adomian polynomials of the nonlinear
terms x2 and ex respectively. The series solution converges if
T< 0.723199. Table 4 shows a caparison between the absolute
error of ADM solution and RT solution, while Table 5 shows
the maximum absolute truncated error (using Theorem 3) at
different values of q (when t= 0.5) and Table 6 shows the
the maximum absolute error of RT at different values of h.Acknowledgments
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