Hamiltonian degree conditions for tough graphs  by Hoàng, Chinh T.
DISCRETE 
MATHEMATICS 
ELSBVIER Discrete Mathematics 142 (1995) 121-139 
Hamiltonian degree conditions for tough graphs 
Chinh T. Hoing 
Department q/‘Mathematical Sciences, Lakehead University, Thunder Bay, Ont., Canada P7B5EI 
Received 23 February 1993; revised 13 September 1993 
Abstract 
We prove the following theorem: Let G be a graph with degree sequence d,, d,, . . , d, and let 
r be a positive integer at most three. If G is t-tough and Vi, t < i < n/2, di < i * d,_i+l > n - i 
then G is hamiltonian. In the case t = 1, our theorem generalizes a well-known theorem of 
Chvital. A similar result is established for pancyclic graphs. 
1. Introduction 
A non-decreasing sequence d 1, dz, . . . , d, of non-negative integers is called the 
degree sequence of a graph G if the vertices of G can be arranged into a se- 
quenceu,,~,,..., u, such that the degree of each Ui is di. (In this paper, we consider only 
graphs on at least three vertices.) In 1972, Chvatal proved the following well-known 
theorem. 
Theorem 1 (ChvLtal [3]). Let G be a graph with degree sequence dI,dz, . . ..d.. 
If 
digi<; +-d,_i>n-i, 
then G is hamiltonian. 
In a sense that will be explained later this theorem is the best possible. The main 
purpose of this paper is to prove a theorem generalizing Theorem 1. A subset C of 
vertices of a graph G is called a cut-set of G if G - C is disconnected. A graph G is said 
to be t-tough if for any cut-set C of G, ICI > tc(G - C) where c(H) denotes the number 
of components of a graph H. Since every hamiltonian graph must necessarily be 
l-tough, the following theorem generalizes Theorem 1. 
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Theorem 2. Let G be a l-tough graph with degree sequence dl,d2, . . . . d,. If 
digi<: 3 d”_i+lZn-i, 
then G is hamiltonian. 
Theorem 2 is part of a more general conjecture which we would like to propose. 
Conjecture 1. Let G be a graph with degree sequence dI, dz, . .., d, and let t be 
a positive integer. Suppose that G satisfies the following predicate P(t): 
P(t):Vi,t<i<i, di<i=-d,_i+,>n-i, 
Then if G is t-tough, G is hamiltonian. 
In connection with the above conjecture, we should mention a well-known conjec- 
ture of Chvital. 
Conjecture 2 (Chvatal [4]). There exists a constant t such that every t-tough graph is 
hamiltonian. 
It is known [6] that for any E > 0 there is a (2 - &)-tough nonhamiltonian graph. 
Hence, the following conjecture of Chvatal, stronger than Conjectures 2 and 1, is the 
best possible. 
Conjecture 3 (Chvatal [S]). Every 2-tough graph is hamiltonian. 
We shall establish the following two partial results on Conjecture 1. The first result 
is stronger than Theorem 2. 
Theorem 3. Let t be a positive integer at most three. If a t-tough graph satisJes P(t) then 
it is hamiltonian. 
Theorem 4. Let G be a graph satisfying P(t), for t 2 4. Then ifG is (t*/4 + t + 1)-tough, 
G is hamiltonian. 
The degree sequence d;, d;, . . . , d; of a graph G’ is said to majorize the degree 
sequence dl,d2, . . . . d, of a graph G if di 2 di for 1 < i < n. Chvatal showed that 
Theorem 1 is the best possible in the following sense: If a graph G fails to satisfy the 
hypothesis of Theorem 1 then there is a nonhamiltonian graph G’ whose degree 
sequence majorizes the degree sequence of G. Suppose the degree sequence of a graph 
G does not satisfy P(0). Then for some i, n, such that i < n/2, the degree sequence of 
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G is majorized by the sequence 
i, i, . . . , i, n-i- l,n-i- l,..., n-i- 1, n- l,n- l,..., n- 1 
” Y V 
i terms n-2i terms i terms 
Chvatal showed that there is a nonhamiltonian (actually, non-l-tough) graph with the 
above degree sequence. Theorem 2 is not the best possible in the above sense. Suppose 
the degree sequence of a graph G does not satisfy P(1). Then for some i, n, such that 
i < n/2, the degree sequence of G is majorized by the sequence 
~~ i, i, . . ., i, n-i-l,n-i-l;..,n-i-l, n-l,n-l,...,n-1 
Y V Y 
i terms n-2i+l terms i- 1 terms 
However, we are going to prove the following theorem. 
Theorem 5. Every l-tough graph with degree sequence 9 is hamiltonian. 
Jung [8] has proved that if the degree sum of any two non-adjacent vertices of 
a l-tough graph G is at least 1 V(G)1 - 4 then G is hamiltonian, provided 1 V(G)1 3 11. 
In particular, if the degree sequence of a l-tough graph G on at least 11 vertices 
majorizes the sequence 
;-2,;-2 ) . . , )  ;-2, 
then G is hamiltonian. It is perhaps interesting to observe that the statement 
of Theorem 2 becomes false if the condition ‘d, _ i+ 1 > n - i’ was replaced by 
‘dn-i+2 > n - i’, or by ‘dn-i+l > n - i - 1’ (see Fig. 1). 
The above observation together with Jung’s theorem are perhaps an indication of 
how difficult it is to characterize the set &‘,, of n-term sequences such that if the degree 
sequence of a l-tough graph G majorizes a sequence in &, then G is hamiltonian. 
Nevertheless we can improve Theorem 2 as follows. 
Theorem 6. Let G be a l-tough graph with degree sequence dI,dz, . . ..d.. IL t/i, 
Q(1): di < i < i 
then G is hamiltonian. 
and dn-i+l<n-i * dj+d”_j+lan jori<j< i , 11 
Note that Theorem 6 cannot be improved by replacing Q(1) with ‘if there is at most 
one subscript i such that di < i < n/2 and d,_. ,+ 1 < n - i then G is hamiltonian’ 
(see Fig. 1). In view of Theorem 6, it is natural to formulate a strengthening of 
Conjecture 1. 
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Fig. 1. 
Conjecture 4. Let t be a positive integer and let G be a t-tough graph with degree 
sequence dl,dz, .,., d,. If, Vi, 
d,$i<g and d,_i+,<n-i * dj+d”_j+l~n fori<j<i, 
then G is hamiltonian. 
A graph G is pancyclic if it has cycles of any length I, 3 < I < (V(G)l. Bondy Cl] 
observed that most conditions ensuring a graph G is hamiltonian also ensures that 
G is pancyclic or belongs to some easily described families of graphs (such as bipartite 
graphs). Schmeichel and Hakimi [9] proved that if a graph G satisfies the hypothesis 
of Theorem 1 then G is pancyclic or bipartite. We shall prove the following theorem. 
Theorem 7. Let t be a positive integer. i” a t-tough graph G satisJies P(t) and is 
hamiltonian then G is pancyclic, or bipartite. 
On the way to proving the above theorem, we shall prove another theorem which is 
of independent interest. (S, denotes the graph obtained from a clique K on n/2 vertices 
and a graph P - consisting of a perfect matching on n/2 vertices - by adding 
a perfect matching between K and P; S, is shown in Fig. 2.) 
Theorem 8. If a hamiltonian graph G on n vertices has at least n/2 vertices of degrees at 
least n/2 then G is pancyclic or bipartite or the graph S,. 
A similar argument can be used to prove the following theorem which strengthens 
Theorem 7. 
,Theorem 9. Let G be a t-tough graph with degree sequence dl,dz, . . ..d.. If, Vi, 
Q(t): di < i<: and d,-i+r <n-i * dj+d,-j+,>n fori<j,< 
then if G is hamiltonian, G is pancyclic or bipartite. 
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We do not know whether Theorem 9 can be improved by the following conjecture 
(which strengthens Conjecture 4). 
Conjecture 5. Let t be a positive integer and let G be a t-tough graph with degree 
sequence dl, d2, . . . , d,. If, Vi, 
diGi<: and d,-i+,<n-i * dj+d,_j+,>n fori<j<i, 
then if G is hamiltonian, G is pancyclic or bipartite. 
In Section 2, we shall prove our theorems on hamiltonian graphs. In Section 3, we 
shall prove our theorems on pancyclic graphs. 
2. Hamiltonian cycles 
Let G be a graph and let S be a subset of vertices of G. Then N,(S) denotes the set of 
vertices outside S that have at least one neighbour in S and G[S] denotes the 
subgraph of G induced by S. The degree of a vertex x in G is denoted by dc (x). E(G) 
and V(G) denote, respectively, the edge-set and the vertex-set of G; we shall let 
nc = (V(G)). When the context is clear, we shall drop the symbol G and write 
E(G) = E, V(G) = V, nG = n, d,(x) = d(x), and Nc(S) = N(S). The closure of G is the 
graph G* obtained from G by the following operations: (i) first let G* = G; (ii) find 
two non-adjacent vertices x,y of G* such that d,.(x) + d&y) > n, and add the edge 
xy to G*; (iii) repeat steps (ii) until no such vertices x, y are present in G*. We shall rely 
on the following lemma due to Bondy and Chvatal [2]. 
Lemma 1 (The Closure Lemma). A graph G is hamiltonian if and only if its closure 
G* is. 
We shall often rely on the following observation which follows from the definition 
of the closure of G. 
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Observation 1. Let G* be the closure of a graph G with n vertices and let x, y be any two 
vertices of G. Zf do.(x) + do.(y) > n then x is adjacent to y in G*. 
The following two lemmas are needed to prove Theorem 3. 
Lemma 2. Let G be a graph with degree sequence dI,dz, . . ..d.. Suppose there are 
positive integers t, k < n/2 such that di > i for all i < k, dk = k, d,_,+, 2 n - k. Then the 
closure G* of G has at least k - t + 1 vertices of degrees n - 1. 
Proof of Lemma 2. Let the degree sequence of G* be d;, . . . . d;. Let U be the set of 
vertices of G* of degrees at least n - k. Then JUI > k - t + 1. For each i, 1 ~5 i < n, let 
xi be the vertex of degree d;. Let K = {xi ) 1 < i < k}. Then Observation 1 implies that 
each vertex u in U is adjacent to each vertex outside K - {xk} (different from u). We 
claim that each vertex in U has degree n - 1. Suppose this is false. Let u be a vertex in 
U that is a counterexample to our claim. Let i be the largest subscript such that 
1 < i < k and Xi is not adjacent to u. By the maximality of Xi, we know that 
do.(u) 3 n - i - 1. Since do*(xi) > i, Observation 1 implies that u is adjacent to Xi, 
a contradiction. 0 
Lemma 3. Let G be a nonhamiltonian graph satisfying P(t). Let G* be the closure of 
G and let the degree sequence of G* be d,, . . . , d, with dl 3 2. Then there exists a positive 
integer k such that dk = k < n/2, di > i for all i < k; and G* contains at least k - t + 1 
vertices of degree n - 1. 
Proof of Lemma 3. By the Closure Lemma we may assume that G* is not hamil- 
tonian. Note that the degree sequence of G* also satisfies P(t). If for all i < n/2, di > i, 
then G is hamiltonian by Chvital’s theorem. Thus there exists a smallest integer 
k < n/2 such that dk < k and di > i whenever 1 < i < k. Since dk 2 dk_ 1 > k - 1, it 
follows that dk = k. The result now follows from Lemma 2. 0 
Proof of Theorem 3. We prove by induction on the number of vertices. Let G be a graph 
satisfying the hypothesis of Theorem 3. We may assume that Theorem 3 holds for all 
graphs with fewer vertices than G and that G and thus G* are not hamiltonian. Since G* 
also satisfies the hypothesis of Theorem 3, we shall work with G* instead of G. For 
simplicity, we let G = G*. Note that the minimum degree of any t-tough graph is at least 
2t; hence dI > 2. Let U be the set of vertices of degree n - 1 in G. By Lemma 3, there is 
an integer k such that dk = k < n/2, i < di for all i < k and JUJ > k - t + 1. Define K as 
in the proof of Lemma 2. Note that each vertex xi in K has degree di satisfying 
JUJ < di < k. Consider the subgraph G[K] of G induced by K. Let Gi be the subset of 
K of vertices of degree i in G[K], for 0 < i < k. Let ki = IGil and so X:=0 ki = k. 
If t = 1, then di = k = (UI whenever 1 < i < k, and so K is a stable set and N(K) = U. 
Thus c(G - U) 2 k + 1 > (U(, contradicting our assumption that G is l-tough (the first 
inequality follows from our assumption that k < n/2). 
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Suppose t = 2. If II.J] = k then IN(K)1 = k and Iz<I = IGoJ = k, and so G is 
not 2-tough, a contradiction. Thus we may assume (UI = k - 1. Then 
IN(K)] < JUI + k0 = k - 1 + k,, and c(G - N(K)) 3 c(G[K]) = k0 + kJ2. But then 
clearly G is not 2-tough, a contradiction. 
Suppose t = 3. We begin this case with an observation. 
Observation 2. Let x be a vertex of a graph G such that N(x) contains at most one pair 
(y, z) of non-adjacent vertices. Let G’ be the graph G - x + yz, i.e. G’ is obtained from 
G by deleting x and adding the edge yz (ifyz was not present in G). Then ifG is t-tough 
then G’ is t-tough. 
Proof. Suppose that G is t-tough but G’ is not. Then there is a cut-set C such that 
ICI < tc(G’ - C). 
The vertex x must have some neighbours a E C,, b E Cb for some two components 
C,, Cb of G’ - C; for otherwise c(G - C) > c(G’ - C) > ICI/t, a contradiction. But 
then ab # E(G’) implies {a, b} # {y, } z an d so, by our assumption on N(x), ab E E(G) 
and ab E E(G’), a contradiction. n 
Proof of Theorem 3 (Conclusion). Suppose there is a vertex x E K of degree 2 in 
G[K]. Then we have d,(x) = k. Let a, b be the neighbours of x in G[K]. Then we 
have do(a) >, k - 1 and d,(b) 3 k - 1. Let G’ = G - x + ab. Then G’ remains 3-tough 
by Observation 2. 
Now, G’ has degree sequence d;,d;, . . . . db_ 1 such that d; = di+ 1 for k < i < 
(n - 1) - k + 2, and d: = n - 2 for (n - 1) - k + 3 < i d n - 1. Since G satisfies P(3), 
G’ must satisfy P(3). To see this, suppose df Q i for some i, 3 d i < (n - 1)/2. If i < k 
thend’_ _. (,, i) ,+3 3 (n - 1) - 1; if i > k then we have the following successive impli- 
cations, (d{ d i) j (di+, < i) * (di < i) 3 (dn_i+3 >, n - i) * (d;n_l)_i+3 2 n - i); 
thus G’ satisfies P(3). 
By the induction hypothesis G’ has a hamiltonian cycle C. If ab E C then replacing 
the edge ab by the path a, x, b we obtain a hamiltonian cycle of G. If ab 4 C then there 
must a vertex u E U that lies next to a in C (in G all neighbours of a, except possibly 
one, are in U u {x}); by replacing the edge au with the path a, x, u we obtain 
a hamiltonian cycle of G. 
Now, we may assume that each vertex in G[K] has degree at most one in G[K]. 
Recall the definition Gi = {x) d oCKl(x) = i} for i = 0,l. We shall distinguish between 
two cases. 
Case 1: there are adjacent vertices a, b E G1 with No(a) - {b} $ N,(b) - {a}. Let 
a’ be the unique vertex in N,(a) - {b} - (N,(b) - {a}) and let G’ = G - a + a’b. 
Observation 2 implies that G’ is 3-tough. It is also easy to verify that G’ satisfies P(3). 
By the induction hypothesis G’ has a hamiltonian cycle C. On C, there must be 
a vertex u E U u (a’} that lies next to b. By replacing the edge bu with the path b, a, u, 
we obtain a hamiltonian cycle of G, a contradiction. 
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Case 2: any two adjacent vertices a, b E Cl have N,(a) - {b} = No(b) - {a}. In this 
case IN,(K)1 < IUI + 2k0 + k1/2 and c(G[K]) = k,, + kJ2. We may assume JU( < k, 
for otherwise we have G1 = 8, N(K) = U; and so 3c(G - U) 2 3k0 = 3k > IUI = k, a 
contradiction. 
Since k = kO + kl and IUI < k - 1, we have 3c(G - N,(K)) 2 3c(G[K]) > 
(N&)1, a contradiction. 0 
Let G be a graph. Then a(G) denotes the number of vertices in a largest stable set of 
G. To prove Theorem 4, we need the following lemma. 
Lemma 4. For any graph G, cc(G) >f(G), where f(G) = CxEV(o) l/(dc(x) + 1). 
Proof of Lemma 4. By induction on the number of vertices of G. Let x E G be a vertex 
with do(x) minimized. Let G’ = G - x - Nc(x). By the induction hypothesis we have 
cr(G’) >f(G’) = CUE vccfj l/(&(v) + 1) and so 
but then we have a(G) 2 a(G’) + 1 af(G). 0 
Proof of Theorem 4. We begin as in the proof of Theorem 3. Let S be a stable set in 
G[K] of size a = a(G[K]). Now, 
z-2 
[Arc(S) - KI < JU( + C (t - i - l)ki 
i=O 
and INe(S) n KJ < k - ISI; since JUI < k, we have 
i-2 
(NG(S)( 6 2k - CI + C (t - i - l)ki. 
i=O 
From Lemma 4 we know that a > C:=h ki/(i + 1). 
We wish to calculate the smallest integer r such that ra > (No(S or 
‘-’ k. t-2 
(r + l)z&i+ 1 
I > 2k + C (t - i - l)ki. 
i=O 
The above inequality is satisfied whenever r > t2/4 + t + 1. 0 
Lemma 5. Let x and y be two adjacent vertices of a graph G. If N(y) 2 N(x) - {y} and 
G - y is hamiltonian then G is hamiltonian. 
Proof of Lemma 5. Let C be a hamiltonian cycle of G - y and let t be a vertex of 
C such that xc is an edge of C. By replacing xt by the path x, y, t we obtain 
a hamiltonian cycle of G. 0 
C.T. Ho&g/ Discrete Mathematics 142 (199.5) 121-139 129 
Proof of Theorem 5. Let i, n be two integers such that i < n/2, and let G be a l-tough 
graph with degree sequence di = d, = ..* = di = i,di+l = ... = d,-i+l = n - i - 1, 
dn-i+2 = ..’ = d, = n - 1. Let Xj be the vertex of degree dj. Let A = {xk( 1 < k d i}, 
B = {xk ( i + 1 < k < n - i - I}, C = V(G) - A - B. 
Suppose A contains two adjacent vertices x,y. Then we have N(x) - (y} = 
N(y) - {xl. If i = 2 then IN({x,y})( = IC( = 1 < c(G - C), a contradiction. Now we 
may suppose i > 3. Let G’ = G - x; G’ has degree sequence d; = i - 1, d$ = ... = 
di_l=i, di=...= dk_i = n - i - 1, db_i+l = ... = dh_, = n - 2. For any k < 
(n - 1)/2, if k < i then d; > k, if k > i then d;,_ Ij_k+ 1 = (n - 1) - i > (n - 1) - k. So 
G’ satisfies P(1). Since N,(x) is a clique, G’ remains l-tough by Observation 2. By 
Theorem 3, G’ = G - x has a hamiltonian cycle. But then Lemma 5 implies that G has 
a hamiltonian cycle. 
Now we may assume that G[A] is a stable set. It follows that N,(A) n I3 # 8. This 
implies that G[B] is not a clique since N,(b) - {b} $ B - b for some vertex b E B that 
has some neighbour in A. Now the closure G* of G has degree sequence d’,, . . . , d; with 
d;~ddkforallk.Ifd;>diord:,_i+l>d,_i+l then G* satisfies P(1) and so G* and 
G have a hamiltonian cycle. Thus we may assume that d; = di = i and 
db-i+, = d,-i+l = n - i - 1. It follows that G* = G and that G*[B] is not a clique. 
Since d,.(y) = n - i - 1 for each y E B, we conclude that n - i - 1 < n/2 by Observa- 
tion 1. By assumption, we have i < n/2. So we know that n is odd and i = Ln/2 J. 
Furthermore, we know that (Al = Ln/2 1, IB\ = 2, ICI = Ln/2] - 1. Since G[A] is 
a stable set, each vertex in A has exactly one neighbour in B, and vice versa (recall our 
assumption that G*[B] is not a clique). Therefore we have IAl = (BJ = 2 and ICI = 1. 
But then we have c(G - C) = 2 > JCJ = 1, a contradiction. Cl 
Proof of Theorem 6. We prove by induction on the number of vertices. We may 
assume that the theorem holds for all graphs with fewer than n vertices. Assume also 
that G and its closure G* have no hamiltonian cycle. Since the degree sequence of G* 
also satisfies the hypothesis of the theorem, we shall work with G* instead of G. Let 
the degree sequence of G* be dl, dS, . .., d,. 
Assume that the degree sequence of G* does not satisfy P(1) for 
otherwise Theorem 3 implies that G* is hamiltonian. Thus there is a positive integer 
i such that di < i < n/2 and d,_i+l < n - i. The hypothesis of the theorem implies 
that 
d,dm<i j dn_m+l>,n-m. 
Let k’ be the smallest integer such that dkv = k’ and d, > m for all 1 d m < k’ < i. If 
k’ < i then Lemma 2 implies that there is a set U of at least k’ vertices of degree n - 1; 
so we have dl = d2 = .‘. = dkp = k’ and 1UI = k’. Let xj be the vertex of degree dj in G. 
As in the proof of Theorem 3, we know that the set S = {x1,x2, . . ..x~.) induces 
a stable set of G* and NG.(S) = U; thus c(G* - U) > k’ + 1 > )UJ, contradicting our 
assumption that G* is l-tough. Therefore, we have k’ = i. 
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Now we claim that 
fori<j< i ,djaj and d,_j+l>n-j. 11 (1) 
Since dj + d, > n for i < j < [n/21 and I 3 n - j + 1, Observation 1 implies that 
XIX, E E(G*) (note that if n is odd then the hypothesis of the theorem implies that 
d rn,zl B [n/21). Now, it is easy to see that (1) holds. 
Define X = {xj 1 j > i and dj < n/2}, Y = {xj 1 j > i and dj > n/2}, Z = {xi (j < i}. 
Note that by Observation 1, Y induces a clique in G*. We claim that 
XjEX * N,*(Xj)nZ=@. (2) 
Let xj be a vertex in X, and let k be the smallest integer such that xjx”_k+ 1 $ E(G*) 
but Xjx”-t+l E E(G*) for all t < k. By Observation 1, we know that dj + dn_k+ 1 -c n. 
The choice of k implies that dj 2 k - 1. So we have dn_k + 1 < n - k + 1. By (l), we 
have dnmk+ 1 = n - k, and so dj = k - 1. Thus (2) holds. Actually, we can conclude 
more: 
if i < dj = k < 4 then NG*(xj) = {x,) n - k + 1 < t < n}. (3) 
If n is odd and i = Ln/2] then di + dk > n for k > [n/21, but then Observation 
1 implies that di 3 [n/2 1 a contradiction. So we have i < Ln/2 J whenever n is odd. 
Now, (1) implies that 
n 
IYI l-1 >2 +l 
(if n is odd then we have i < Ln/2] a dLnjz, 2 Ln/2 J and dr,,*, am/21 =S 
xLnizJ xk E E(G*) whenever k a [n/21 =z. dLn12,*a [n/21.) 
Let k be the largest subscript such that dk < n/2. Then (4) implies that k < Ln/2 J - 1. 
We shall distinguish among three cases. (Note that di = i Q k.) 
Casel: k<Ln/2]-1. SincelYI=n-kwehavedk+l~lYl-l=n-k-l> 
[n/2 1. Furthermore, since dk + d k + 1 < n (for otherwise xk& E E(G*) for k + 1 < t < n, 
and so dk > n/2, a contradiction) we have dk = k (by (l), dk > k) and dk+ 1 = n - k - 1. 
Thus xk + 1 has no neighbour in {x,, . . . , xk}. Let G’ = G* - &+ 1 with degree sequence 
d;, . . . ,dL_,. Then we have 
dh=d, for l,<m<k, 
d:,=d,+l - 1 fork+l,<m<n-1. 
Since d’ k+ 1 2 [n/21 > (n - 1)/2, G’ satisfies the hypothesis of the theorem with n - 1 
in place of n (note that G’ remains l-tough by Observation 2). By the induction 
hypothesis, G’ has a hamiltonian cycle C. Since dC.(xk + 1) 3 n/2 + 1, xk + 1 must be 
adjacent to two consecutive vertices of C. Now, it is easy to see that a hamiltonian 
cycle of G* can be constructed from C. 
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Case 2: k = Ln/21- 1 and i < k. Suppose that n is odd. By (4) we have 
dLnlz, 3 rn/21. If dL,,z, > rn/2J, then by (1) dk + dL,,,, 2 n and it follows from Observa- 
tion 1 that dk > Ln/2 J - 1, a contradiction. Thus, we have dL,,z, = [n/21 and so 
NC,.(.xL,,2,) s Y. Let G’ = G* - x Lnj21 It is easy to verify that G’ is l-tough and satisfies 
the hypothesis of the theorem. By the induction hypothesis G’ has a hamiltonian cycle 
C. Since dL+, = [n/21 xL,,;21 is adjacent to some two consecutive vertices of C, and 
now it is easy to see that a hamiltonian cycle of G* can be constructed from C. 
Now we may suppose that n is even. Since d, = dniz_ 1 = n/2 - 1 (by (1)) and 
N&x,,,~ _ i) = {xr ( n/2 + 2 d t 6 n} (by (3)) we have d,,, = d,,, + 1 = n/2 (for other- 
wise, x~x,,,~ or &x,;2+ i E E(G*)), N&X,/~) c Y and NG*(xnIZ+ i) C Y (actually, 
NG*(-%,2) - {xn,2, x.,2 + 1 with degree sequence d > ; KAx.,~ + i) - ki2, xni2 + i) ). Let G’ = G - {x+ ~“~2 + i) 
I r 
1, 2, . . . . db_2. Note that dn,2+2 3 n/2 + 1 by (1). 
Then we have 
dk = d, for 1 < m d I - 1, 
n 
- - 1 d d:, = dm+2 - 
2 
2 fori<m<n-2. 
It is easy to verify that G’ satisfies the hypothesis of the theorem (note that G’ remains 
l-tough by Observation 2). Thus, by the induction hypothesis G’ has a hamiltonian 
cycle C with vertices cl, c2, . . . , c,_ 2, cl. If x,,~ (or x,,~ + i) is adjacent to some two 
consecutive vertices ct, c, + 1 then clearly G* has a hamiltonian cycle. So we may 
assume that c, is adjacent to x,,~ and xni2 + 1 if and only if t is odd. If there are two even 
integers r and s such that r < s and c, is adjacent to cs, then G* has a hamiltonian 
cycle c~+1,c~+2r...,c,-1,c~,c,,c~-1, ...rcI+lr~.i2,~,~2+1,c,+1. Therefore, we may con- 
clude that the set Co = (cr 1 r is even} induces a stable set in G*. By removing the set 
Ci = {c,I r is odd}, we see that G* - Cl has [CO1 + 1 = [Cl1 + 1 components, a 
contradiction. 
Case3: k=Ln/21-landi=k. DefineU=jx,\d,>,n/2+l}.Asintheproofof 
Lemma 2, we may assume that each vertex in U has degree n - 1. 
Suppose (UJ >, Ln/2J - 1. Then we have the following implications: 
IUl >Ln/ZJ- l *dj=(UI for jdi*IUI=Ln/2]-l=>G*[Z] is a stable 
set * c(G* - U) > IUI + 1 =j G* is not l-tough. 
Therefore we may suppose JUJ < Ln/21- 1. It follows that drn,21+2 = [n/21. Fur- 
thermore, each vertex in Y - U has degree [n/21 and has no neighbour in Z (note that 
X is empty). Thus we have lU( > 1, for otherwise G* - U has at least two components, 
a contradiction to our assumption that G is l-tough. 
Let u E U and G’ = G* [Z u (U - {u})]. Suppose that G’ is not l-tough. Then there 
is a set C of vertices of G’ such that c(G’ - C) > ICI. Since U - (u> & C, we have 
c(G* - (Cu {u})) > ICI + 1, a contradiction. So we may assume that G’ is l-tough. 
Let m be the number of vertices of G’. Then G’ has degree sequence 
d;,d; ,..., d:,d;,, ,..., dh with dJ 2 j for 1 < j < i, di = Ln/2] - 2, and d; = m - 1 for 
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i + 1 < j ,< m. Note that i > m/2. Since di + dh-j+r b m for all j such that 
1 < j ,< m/2 and m - j + 1 # i, the degree sequence of G’ satisfies the hypothesis 
of the theorem. By the induction hypothesis, G’ has a hamiltonian cycle C = cr, 
c2, . . ..GnCl. Without loss of generality, we may assume c1 E U. Since 
G*C(Y- Vu {u,cdl . 1s a clique, it has a hamiltonian cycle ur, u2, . . . . uV, u1 with 
u1 = cr, v2 = u. Clearly, v2, v3, . . . . v,,cl,c2, . . . , c,, v2 is a hamiltonian cycle of G*. 0 
3. Cycles of all lengths 
We shall rely on the following known results to establish our theorems on pancyclic 
graphs. (We shall call a vertex x of a graph G rich if &(x) 2 ) V(G) l/2; otherwise x is 
called poor.) 
Theorem 10 (Schmeichel et al. [lo] ). Let G be a graph on n vertices with a hamiltonian 
cycle C = v1,v2, . . . . v,,, vl. Suppose that do(ul) + do(u,) > n; then G is either 
(i) puncyclic, 
(ii) bipartite, or 
(iii) missing only a cycle of length n - 1. Moreover, in this case, precisely one of the 
two following cases must hold. In the first case, the vertices v,_ 2, v, _ 1, v2, v3 are poor, 
the vertices vl, v2,v3, v,, v,_ 1, v,,_~ are independent except for the edges of C, and 
v,v,_ v v _ v v v v E E(G). The second case is identical to thefirst case except that 39 n n 49 1 49 1 5 
+,I < d(u,), w3 E E(G), ult’s $ E. 
Lemma 6 (Bondy [l] and Schmeichel et al. [lo]). Let G be a graph on n vertices with 
a hamiltonian cycle vl, v2, . . . , u,,vl. Zf dc(vl) + do(u,) > n then G is pancyclic. 
Theorem 11 (Faudree et al. [7]). Let G be a graph on n vertices with a hamiltonian path 
Vl,U2, . . . . v,. If vtv, $ E(G) and dG(vl) + do(u,) 3 n then G is puncyclic. 
Proof of Theorem 8. Let C = vr, v2, . . . . II,, vr be a hamiltonian cycle of G. We 
may assume that no hamiltonian cycle of G has three consecutive rich vertices (by 
Theorem 10). By an (a, b)-path, we shall denote a path with endpoints a, b. A path of 
the cycle C means a path formed by the edges of C. 
Claim 1. If there is a path P of C having three more rich vertices than poor vertices, then 
the theorem holds. 
Proof. By induction on the length of P. Suppose that P = vl, v2, . . . , v,. 
There must be two consecutive rich vertices Ui,Ui+l on P (since P has three more 
rich vertices than poor vertices) where 1 d i < m. 
Suppose that the theorem did not hold. Then, by Theorem 10 we know that 
Vi+z,Ui+3 are poor and Ui-r,Ui-2 are poor. Let PI be the (vi+4,u,)-path of C (if 
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i < m - 3), and let Pz be the (vi, vi-,)-path of C (if i > 3). Either Pi or P2 has three 
more rich vertices than poor vertices. The induction hypothesis implies that the 
theorem holds, contradiction. 0 
Now, we suppose the theorem is false and proceed by contradiction. Let 
c = vi,v2, . . . , u,, u1 be a hamiltonian cycle of G. We shall say that C is of type 1 if 
n = 0 mod 4, there are precisely n/2 rich vertices, and the subscripts can be arranged so 
that rqi+ i,r4i+2 are rich for 1 d i < n/4 (the subscripts are taken modulo n). We say 
that C is of type 2 if the vertices of C are alternately rich and poor, i.e. ui is rich if Vi _ , is 
poor, 1 d i d n. 
Claim 2. Eoery hamiltonian cycle ofG is of type 1 or type 2. 
Proof. Let C = ul, u2, . . . . u,, ui be a hamiltonian cycle of G. If C has three consecutive 
poor vertices then C has a path satisfying the hypothesis of Claim 1. a contradiction. 
Suppose that C is neither of type 1 nor of type 2. Let P be a path of C whose vertices 
are alternately rich and poor, and let P be maximal with respect to this property. Let 
Ui, vj(i < j) be the two extremities of P. If Ui is rich then Ui+ z is also rich and 
SO Ui_ 1 must be poor, otherwise condition (iii) of Theorem 10 implies that G is 
pancyclic or bipartite, a contradiction; but if Ui_ 1 is poor then the maximality of P is 
contradicted. 
So we may assume that Vi and uj are poor. The maximality of P implies that 
Vi-1 and Vj+i are also poor. NOW, the path P’ = Vi-2, Vi- 3, . . . , Uj+ 3, Uj+ z has three 
more rich vertices than poor vertices; so by Claim 1, the theorem holds. 0 
Now, we shall distinguish among two cases. 
Case 1. G has a hamiltonian cycle C = ul,uz, .,., u,, u1 of type 1. By Lemma 6, 
we may assume that each rich vertex has degree exactly n/2. By Theorem 10, G has 
cycles of all lengths except n - 1. We may assume that no vertex Ui is adjacent to 
the vertex ui+* for otherwise we are done. We shall distinguish among two 
subcases. 
Case 1.1. Some rich vertex vi is adjacent to some poor vertex vj with lj - iI > 3, 
j > i. Without loss of generality, we may assume that vi_ 1 is rich. Suppose that uj- 1 
is poor. Consider the path P=~i-l,t’i-2 )...) II~+~~v~,zI~,LJ~+~ )...) II_2. If 
ri- 1 Vj- 1 $ E(G) then P is a hamiltonian path of the graph G’ = G - rj- 1 with 
dG,(Ui_1) + dc,(uj-2) > IV(G’)(, and we are done by Theorem 11. If Oi_irj_i E E(G) 
then the hamiltonian cycle of G formed by P and the edges Uj_2rj_l,Vj_ 1Ui_, is 
neither of type 1 nor of type 2, a contradiction. 
NOW, we may suppose that Uj-1 is rich. Let P be the path ri-l,ui-2, . . . . vj+ 1. 
Uj,Ui,Ui+1,...,Vj-l. If Ui_ iUj- l # E(G) then G has a cycle of length n - 1 by Theorem 
11; if ri_ iuj_ 1 E E(G) then P together with the edge Vi_ 1Uj- 1 from a hamiltonian cycle 
of G which has three consecutive rich vertices (ri- i, rj- i, Vj- 2), a contradiction. 
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Case 1.2. No rich vertex vi has a poor neighbour vj, except when j = i + 1 or 
j = i - 1. In this subcase, we know that there is an edge joining any two distinct rich 
vertices. Suppose that UiUj E E(G) for some poor vertices vi, Uj with j > i, j $ {i - 1, 
i + l}. Without loss of generality, assume vi+ 1 is also poor. If vj+ 1 is rich then the 
Cycle~~,~~-~,~~~,~j+~,V~+~r~~+~~...,~j,V~haslength~- l;if~j+iispoorthenthecycle 
vi-- 1, Vi-2, . . ..Vj+2.Uj-1,Uj,vi,Ui+1,vi+2~...,Vj-2,vi-l has length a- 1. 
Now, we may assume that each poor vertex has exactly one poor neighbour which 
is its neighbour on C. Clearly G is the graph shown in Fig. 2. 
Case 2. Every hamiltonian cycle of G is of type 2. Let C = vl, v2, . . . , v,,, vt be a hamil- 
tonian cycle of type 2 of G. Suppose UiVj E E(G) for some poor vertices Vi, Vj of G with i < j. 
Consider the hamiltonian path P = Uj+ 1, Uj+ 2, . . . , vi, Vi, Uj- 1, . . . , vi+ 1. Note that Uj+ 1 and 
vi+1 are rich. If uj+lri+l E E(G) then P together with the edge Vj+iui+l form a hamil- 
tonian cycle which is not of type 2, a contradiction; if uj+ iUi+ 1 q! E(G) then G is pancyclic 
by Theorem 11. So we may assume that the poor vertices induce a stable set in G. 
Claim 3. Let vi be a poor vertex and vj be a rich vertex with lj - iI # 1, j > i. If 
ViUj EE(G) then Vi- lvj- 1 E E(G), and by symmetry vi+ lvj+ 1 E E(G). 
Proof. Suppose UiUj E E(G) but Vi-lvj-1 $ E(G). Consider the path P = vi_l,t)i-2, . . . . 
Vj+1,Vj,vi,Vi+l,...,Vj~2. If Vi- 1Uj-2 +! E(G), then by Theorem 11 the graph 
G’ = G - uj_ 1 is pancyclic, and so is G (note that in this case 
dc,(vi-,) + dc*(vj+z) > IV’(G’)(). NOW we have Vi-rVj_2 E E(G). By Theorem 10, we 
may assume that G’ and thus G have cycles of all lengths except n - 2 (note that G’ has 
an odd number of vertices and so it cannot be both hamiltonian and bipartite); this 
assumption implies that (j - iJ # 3. Now condition (iii) of Theorem 10 implies that 
dG,(vj_4) < (n - 1)/2, i.e. Uj-4 is adjacent to vj_ l in G, but then clearly G has a cycle of 
length n - 2. Claim 3 is justified. 
Claim 4. Let vi be a poor vertex and let vj be a rich vertex with 1 j - iJ # 1. Then 
vivj $ E(G). 
Proof. Suppose Claim 4 was false for some poor vertex vi. Then there exists an integer 
k, such that vk is rich, virk_2 E E(G) and uirk 4 E(G) (note that Vi must be non-adjacent 
to some rich vertex because vi is poor). Without loss of generality, assume k - 2 > i. 
By Claim 3, We have vi+lvk_~~vi_1vk_~ E E(G). Consider the path P = vk,uk+l,..., 
Ui-2,Ui-ltVk-3,Vk-2,Uk-l,Vi+l,Ui+2t.~*,Vk-4; P is a hamiltonian path of the graph 
G’ = G - Vi. If v,&-4 $ E(G) then G’ is pancyclic (and so is G) by Theorem 11. 
Otherwise, by Theorem 10, we may assume that G has cycles of all lengths except 
n - 2; but then the CyCk Vk_l,Vk,Vk+l, . . ..Vi_lrVk_3.Vk_4,...,Vi+l,Vk_l has length 
n - 2. Claim 4 is justified. 
Now we may assume that each poor vertex is adjacent to exactly two rich vertices 
and vice versa. If n = 4 then every vertex of G is rich, a contradiction to the hypothesis 
of this case. So we may assume that n 2 6. 
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Without loss of generality, assume u1 is rich. Suppose that u1u3 4 E(G). Then since 
ui and uj are rich, we have uluk, uJuk E E(G) whenever k is odd and k +! { 1,3}. Clearly 
G is pancyclic: for any I, 4 < I d n - 2, G has a cycle of length 1 (if 1 is odd then 
Ul>V2, ..-, I_+, u1 is such a cycle; if 1 is even then or, u2, u3, v5, u6, . . . . u,, q+ r, ul is such 
a cycle); the edge u3u5 implies that G has cycles of lengths 3 and n - 1. Thus we must 
have u1u3 E E(G). 
Since ul is chosen arbitrarily, we may assume that uiDi+2 is an edge for each rich 
vertex 0;. Note that Ui is non-adjacent to precisely one other rich vertex. It is now 
a routine matter (the details are left to the reader) to verify that G is pancyclic. 0 
Lemma 7. Let G be a graph with a hamiltonian cycle ul, u2, . . . . u,, ul. Suppose that 
dC(u2) + do(u,_ 1) > n + 2. Then G has cycles of all lengths except possibly length n - 1. 
Proof of Lemma 7. Let G’ = G - {ui, u,}. If uzu,_ 1 +! E(G), then by Theorem 11 G’ is 
pancyclic, and so the lemma holds for G; otherwise, by Theorem 10 G’ is bipartite, or 
has cycles of all lengths except possibly n - 3, or is pancyclic. Assume without loss of 
generality that do(u2) > d&u,_ l). 
If G’ is bipartite than dcG(u2) = (n - 2)/2, and therefore u2u, E E(G). Now, it is easy 
to verify that G is pancyclic. 
Suppose G’ has cycles of all lengths except n - 3. Note that dc(u2) + 
do(u,_ 1) = n - 2 (by Lemma 6). This implies that ulu,_ i, u,u2 E E(G). Theorem 10 
implies that 112u5 E E(G). But then, clearly, G is pancyclic. 
Finally, if G’ is pancyclic then the lemma obviously holds for G. 0 
Lemma 8. Let G be a graph with a hamiltonian cycle u,, u2, . . . . u,, u1 with n >, 4. 
Suppose that da(u2) + da(u,_ 1) 3 n + 1, do(ul) 3 n/3, do(u,) >, n/3. Then G has a cycle 
qf length n - 1. 
Proof of Lemma 8. We may assume that ulu. _ 1 + E and u,uz 4 E, for otherwise G has 
a cycle of length n - 1. Let i be any subscript such that 2 < i d n - 3. We claim that 
if Ului E E then t’rUi+ 1 $ E; (5) 
otherwise the hamiltonian path u2, u3, . . . . ui, ul, Vi+ 1, Ui+2, . . . . v,_ 1 of G’ = G - u, has 
dC.(uZ) + do,(u,_ 1) 2 n and we are done by Theorem 11 and Lemma 6. Using a similar 
argument, we see that 
if u,ri E E then U,Ui+ 1 4 E. (6) 
Next, we claim that 
ifr,uiEE thenv,,vi+i#E andV,U1+2$E. (7) 
TO verify (7) suppose that rlri E E. If r,Ui+ 1 E E then consider the hamiltonian path 
v2,v3> . . . , Ui,U1,V”,Ui+l,ui+2,...,~,_1: if v~c’,-~ EE then we are done by Lemma 6; 
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otherwise we are done by Theorem 11. If U”Ui+ 2 E E then consider the hamiltonian 
path v2, v3, . . . ~vi~v1~vn~vi+2~~~~~ V,_1OfG’=G_Vi+l: if v2v,_ 1 E E then G has a cycle 
of length n - 1; otherwise we are done by Theorem 11. 
Now, we have 
~14-2 4 E 
(otherwise the hamiltonian path v2,v3 ,...,u.-2,Vl,&n~,-l of G and Lemma 6 and 
Theorem 11 imply that G has a cycle of length n - l), and 
(otherwise the hamiltonian path v2, v3, . . . , v, _ 3, vl, v,, v,_ 1 of G - v,_ 2 and Theorem 
11 imply that G has a cycle of length n - 1). 
For2~i~n-4,defineSi={VjljE(i+1,i+2},VlviEE,26idn-4}.Then 
i # i’ implies Si n Sit = 0, by (5). Since JN(vi) n {vi 12 < i < n - 4) 1 2 n/3 - 1, the set 
s = s2 v s3 u ~1. u Sn_4 has ISJ > 2(n/3 - 1). Since JN(v,)n {Vi)2 < i < n - 2}1 > 
n/3 - 2 and v, is not adjacent to any vertex in S (by (7)), it follows that 
r,Vj E E if and only if Vj 4 S, 3 < j < n - 2. (8) 
This also implies 
d,(v,) = &(vi) = F and n = Omod 3. (9) 
Apathri,vi+i,..., v, is called an (i, t)-alternating path if 2 < i < n - 2,2 < t < n - 2, 
t 2 i + 2 and, for each j such that i Q j d t, Uj E N(v,) if and only if j 3 imod 2. We 
shall prove that 
no (i, t)-alternating path exists. (10) 
Suppose there is an (i, t)-alternating path P with i > 2. Let P be maximal with respect 
to this property. The maximality of P implies that vi_ 2 # N(v,) and i > 4. This implies 
that vi & S and SO viv, E E by (8). But then v,, vi, vi_ 1, . . . . 01,0i+2,vi+3, . . . . V, is a cycle of 
length n - 1. 
Now, we may assume that any maximal (i, t)-alternating path P must have i = 2. If 
such a path P exists, then since &(vi) = n/3 we may assume that t < n - 4. From our 
assumption, we know that no other maximal alternating path may exist. In particular, 
v1 v,+ 2 & E. We have the following implications: v,+ 3 +! S =P v,v,+ 3 E E = v,,v~+~ c$ E 
(by(6)) *~,+~~S(by(8)) ~vlv,+3~E.Itfollowsthatviv,~Ewheneverrr tmod3, 
t + 3 < r < n. But then clearly &(vi) > n/3, a contradiction to (9). Thus (10) is 
justified. 
Let k be any integer satisfying 2 < k d n - 7; we claim that 
if vlvk E E then v1vk+3 E E. 
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To see this, consider the fOllOWing implications: uluke E *o~u~+~, uluk+z $ E 
(by (5) and (lo)) =j uk+ 3 6 S -j wk+ 3 E E (by (8)) *wk+~4E(b’(6)) =‘&.+4ES@Y 
(8)) *ul~+~ E E. so the claim is justified. 
Since u1u2 E E, it follows that ulu, E E whenever r F 2mod3,2 < r < n - 4. Thus, 
by (8) we have u,u, E E whenever r E 2 mod 3,5 < r < n - 4. 
Let s be any integer such that 5 Q s < n - 2, s = 1 mod 3, or s z 0 mod 3. If u2u, E E 
then either u2, u,, u,+ 1, . . . , II,, us_ 1, us_ 2, . . . , u2 is a cycle of length n - 1 (ifs = Omod 3), 
or~2,~,,~s+1,...,~,,~1,~s-2,~g-3,..., u1 is a cycle of length n - 1 (ifs = 1 mod 3). Thus 
u2u, $ E. It follows that &(u2) d n/3 + 1 and by symmetry da(u,_ 1) 6 n/3 + 1. But 
then d&u*) + dc(u,-l) 6 2(n/3 + 1) < n + 1, a contradiction. 0 
Lemma 9. Let G be a graph with a hamiltonian cycle C = ul, u2, . . . . u,, ul. If 
dG(ul) + dG(u3) > n then G is pancyclic. 
Proof of Lemma 9. Let G’ = G - u2. Then G’ has a hamiltonian path 
~l,~,,~n-I,..., u3. If ulu3 4 E(G), then by Theorem 11 G’ and G are pancyclic. Now, we 
may assume that ulu3 E E(G). By Theorem 10 we may assume that G’ is bipartite or 
missing only a cycle of length n - 2. In the latter case, since ulq2 E E(G), G clearly 
has a cycle of length n - 2. So we may assume that G’ is not pancyclic but is bipartite. 
We may also suppose that da,(ul) 2 (n - 1)/2. This implies UlUi E E(G) whenever i is 
odd. Let k satisfy 4 < k d n - 1. If k is odd then ulr u2, u3, . . . . ok, ul is a cycle of length 
k; if k is even then ul, u3, uq, . . . , uk + 1, u 1 is a cycle of length k. The edge u 1 u3 implies that 
G has a cycle of length 3. Then G is pancyclic. 0 
Lemma 10. Let G be a hamiltonian graph on n vertices. Zf more than n/3 vertices of 
G have degrees greater than n/2 then G is pancyclic. 
Proof. Let C = u,,u2, . . . . u,,ul be a hamiltonian cycle of G. Let R be the set of 
vertices of degrees greater than n/2. The hypothesis of the theorem implies that 
there are vertices Ui, Uj of R such that ) j - i( < 2. By Lemmas 6 and 9, G is pancyc- 
lit. 0 
Proof of Theorem 7. Let G be a graph satisfying the hypothesis of the theorem. First 
note that since G is t-tough, its minimum degree is at least 2t. (From now on we shall 
not rely on the condition that G is t-tough. Thus we are actually proving a stronger 
theorem: If a hamiltonian graph with minimum degree at least 2t satisfies P(t) then it 
is pancyclic or bipartite.) 
We may assume that n >, 4t + 1, for otherwise we are done by Theorem 8. Let k be 
the greatest integer less than n/2. If dk > k then we are done by Theorem 8. So we may 
suppose dk < k. Let R be the set of vertices of degrees greater than n/2. The hypothesis 
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of the theorem implies that 
IRJ2 - 42. i-7 2 4’ (11) 
the second inequality follows from n 2 4t + 1. We know that [RI < n/3 for otherwise 
we are done by Lemma 10, so the minimum degree of G is at least 2t > n/3. 
Let C = u u r, 2, . . . , u,, u1 be a hamiltonian cycle of G. By Lemmas 6 and 9, we may 
assume that 
the distance between any two vertices of R on C is at least three. (12) 
Since IRJ > n/4, there are vertices ui, Vj of R such that lj - iJ ,< 3. By (12) we have 
lj - il = 3. If n is even then we are done by Lemmas 7 and 8. So we may suppose that 
n is odd. 
Let S be the set of vertices of degrees at least Ln/2 J. We claim that 
if ISI > c 
2 
then G is pancyclic. (13) 
Suppose (S( > n/2. From (12) and (1 l), it follows that there are some two 
consecutive vertices v,, v,+ 1 of C such that v, E R, v,+, E S - R; and so by Theorem 
10 we may assume that G has cycles of all lengths except n - 1. But then by 
Lemma 8, the existence Of Di and Uj implies that G has a cycle of length n - 1. Thus (13) 
holds. 
Now if dk_ 1 B k = Ln/2J, then ISI > n/2 and we are done by (13). Thus we may 
assume that dk _ 1 d k - 1. Then there are at least Ln/2 A- t > n/4 - 1 vertices of 
degrees at least [n/21 + 1; so we may assume that Vi or Vj is one of these vertices. But 
then d(ui) + d(ui) 2 n + 2, and we are done by Lemmas 7 and 8. ??
Proof of Theorem 9. We will prove a stronger theorem: If a hamiltonian graph with 
minimum degree at least 2t satisfies Q(t) then it is pancyclic or bipartite. Defining 
k, R, S as in the proof of Theorem 7, the reader may verify that dk < k and 
IRI c IX21 - t (or A++< < n - k); otherwise we are done by using essentially the 
same arguments of the proof of Theorem 7 (the only new case we have to consider is 
thecasewherenisodd,dk_l <k- l,d rnjzI+t+ 1 < [n/21 + 1, but then we must have 
dk + drn,21+r 2 n =-d, + drnlll+f+l B n *dk = k,dy,,z1+,+1 = k + 1 = [n/21; so 
ISJ > n/2 and we are done by (13)). 
If n is even then dniz + dn,2 +f 2 n * d,,, +, 2 n/2 * dn,2 +1+ 1 = n/2 (recall that 
d,-,+, = dnil+t+l < n - k = n/2 + 1) *dnlz = dn,2+l = ... = d,,Z+,+l = n/2. Thus 
G has at least n/2 rich vertices, and we are done by Theorem 8. 
If n is odd then IRJ < f-n/21 - t implies that dn_k+t = dr,,z,+t < k + 1 = [n/21. But 
the hypothesis of the theorem implies that dr,121 + dr,,z,+t_l 2 
n = drn,21+t_ 1 2 [n/21, a contradiction. 0 
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