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Abstract
We explore the existence of travelling wave solutions to coupled, advection-
reaction-diffusion (ARD) equation systems in one spatial dimension that come
from mathematical biology. The specific ARD systems of interest are those in
which diffusion is small (relative to the other terms), such that the systems are
singularly perturbed. By looking for travelling wave solutions, the ARD systems
are reduced to singularly perturbed systems of first order ordinary differential
equations, which we analyse using geometric singular perturbation theory (GSPT)
and canard theory. Travelling wave solutions are then represented by heteroclinic
orbits in a multidimensional phase plane.
Singular perturbation problems possess an inherent separation of scales. GSPT
enables us to separate these scales into independent, lower-dimensional subsys-
tems, which are more amenable to analysis. We construct solutions to the full
system as concatenations of components from each of the subsystems. The justifi-
cation for this method is provided by GSPT, specifically Fenichel theory. Canard
theory is required, in addition to standard GSPT, when there is a fold in a critical
manifold, along which the system loses normal hyperbolicity and hence Fenichel
theory no longer applies. Along this fold, canard points can exist that allow so-
lution trajectories to pass through the fold curve, via the canard point. These
trajectories are either canard solutions, which pass from the attracting to the re-
pelling branch of the critical manifold or faux canard solutions, which pass from
the repelling to the attracting branch. For the ARD models under consideration
in this thesis, the combination of the folded nature of the critical manifold and
the existence of canard points, specifically folded saddle canard points, is essen-
tial for the existence of travelling wave solutions with steep fronts, which become
shocks in the singular, diffusion-free limit.
Our analysis focuses on three specific models from the mathematical biology liter-
ature: a haptotaxis dominated model of malignant tumour growth (Perumpanani
et al., Phys. D, 126:145–159, 1999); a model of chemotactically driven wound
healing angiogenesis (Pettet et al., IMA J. Math. App. Med., 17:395–413, 2000);
and a version of the Keller–Segel model for which explicit solutions are known
(Feltham & Chaplain, Appl. Math. Lett., 13(7):67–73, 2000).
Firstly, we prove the existence of travelling wave solutions for an extended, bio-
logically more realistic version of the malignant tumour model in Perumpanani
et al. (1999) with small, rather than zero, diffusion. In the singular limit of no
diffusion, these solutions reduce to those that have previously been identified nu-
i
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merically and can be classified into three distinct types. As well as providing a
first proof of existence of the three types of solutions, our results validate a mod-
elling assumption that the effect of diffusion is negligible, which is not evident
in the original analysis. Furthermore, we prove the existence of a fourth type of
wave that is physically unrealistic due to a component with negative cell density
and so was previously neglected.
Secondly, we prove the existence of a novel, shock-fronted travelling wave solu-
tion for the wound healing model in Pettet et al. (2000) assuming two conjectures,
relating to the validity of numerically observed behaviour, hold. A proof of exis-
tence of a previously identified smooth travelling wave solution is also provided.
In addition, we generalise these results to broader parameter regimes and discuss
the potential for more exotic solutions: for example, where a solution trajectory
passes through multiple canard points. The analysis of this model is similar to
that of the malignant tumour model. However, it is significantly more involved
due to the addition of two model parameters that complicate the slow dynamics.
For example, up to five canard points may exist along the fold in the critical
manifold, which interact and change type as the parameters vary, rather than a
single folded saddle canard point.
Finally, we investigate the existence of travelling wave solutions for a version of
the Keller–Segel model for which explicit solutions are known in the diffusion-
free limit. In this context, we also demonstrate the effects that small but unequal
diffusion coefficients have on the results.
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Chapter 1
Introduction
This thesis uses techniques from geometric singular perturbation theory (GSPT)
and canard theory to explore the existence of travelling wave solutions to models
from mathematical biology. Consequently, it has the potential to be of interest
to two (not necessarily distinct) groups, namely those whose interests lie in mod-
elling and singular perturbations. As such, the introduction (Chapter 1) aims
to provide background information on both the modelling and more theoretical
aspects of the research, with the former frequently acting as motivation for the
latter. The main body of this thesis (Chapters 2–4) is presented in the form of
published papers (see Section 1.7).
1.1 Mathematics & biology
The extent to which mathematics can help further our understanding of biological
processes is a question for the ages. The chances of being able to derive a complete
mathematical description of the complex behaviour observed within our cells,
ecological populations or disease dynamics, for example, seem slim. However,
that does not necessarily diminish the potential value of mathematics to progress
in biological understanding, as suggested by the recent survey [37].
Mathematics plays its part by providing insight into areas of biology that are
difficult, impractical or impossible to measure experimentally. For example, a
simplified model of tumour growth may be used to simulate and test various
treatment methods, when in vivo or in vitro experiments are not possible or
practical. The purpose of the model need not necessarily be to describe the exact
process in detail (which in any case is likely impossible) but to provide reliable,
qualitative information about, say, the speed of advance of the tumour or under
what conditions it thrives or dies.
Ultimately, the goals of mathematical models in general can be two-fold: firstly,
to help understand a mechanism driving an observed behaviour and secondly, to
be predictive. Progressing from the former to the latter requires validation of
the model. This can be in the form of comparison with experimental data (if
any is available) or perhaps, at a more fundamental level, studying the range
of solutions the model admits over a broad parameter space and examining the
feasibility of the outcomes from a physical viewpoint. Either way, having written
down a mathematical description of a biological process, identifying observable
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solutions is of primary importance.
Observability of a solution relates to its mathematical stability. A solution that is
unstable to small perturbations will certainly not be observed in a real biological
environment where small perturbations are intrinsic. However, before stability
must come existence and so determining the full range of possible solutions to a
model is a first step. Even the existence of physically unrealistic solutions, which
initially may be assumed irrelevant, can be insightful when combined with stabil-
ity. From a biological perspective, a model that supports nonphysical solutions
should be treated with caution.
In this thesis, we focus on the existence of solutions and leave the stability, or
observability, for future research; see Chapter 5.
1.2 Advection-reaction-diffusion models in mathematical
biology
One class of models that arise frequently in modelling biological processes is clas-
sical conservation equations or balance laws (also known as generalised transport
models) that incorporate advection, reaction and diffusion terms to represent
the transport of a substance. In the context of mathematical biology, this class
of models is generally referred to as advection-reaction-diffusion (ARD) models.
Descriptions of advective, reactive and diffusive processes are widely available
within the literature; see, for example, [24] and references therein. We present a
brief description of each in the follow sections.
1.2.1 Diffusion
Random motion of a species at the individual scale (generally) leads to the spread-
ing out of the species at the population scale. Mathematically, this spreading
motion results in a macroscopic flux that is proportional to the (negative) gradi-
ent in the density of the species. This process is referred to as diffusion. The rate
at which the species diffuses is determined by the diffusion coefficient D (which
has units of space2 per time). In the simplest case, the diffusion coefficient is a
constant. However, it can also be a function of space, time and/or the density of
the modelled species. We restrict our interests to diffusion coefficients that have
no explicit spatial or temporal dependence.
1.2.2 Advection
In contrast to the random motion described by diffusion, advection is the directed
motion of a species in response to gradient of some kind. In the context of
biology, the most commonly modelled form of directed motion, or advection, is
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chemotaxis. It is one of the two forms, along with haptotaxis, that are relevant
here. However, almost every other imaginable kind of taxis exists, for example,
migration due to a gradient in temperature, light or magnetic field, known as
thermotaxis, phototaxis or magnetotaxis, respectively.
Although the underlying mechanism in each case is invariably different, the idea
behind the various forms of taxis is essentially the same. Organisms have sensors
that can detect external signals. If a signal is favourable (or unfavourable) to the
organism it is likely to move towards it (or away from it). Thus, when the signal
concentration exhibits spatial variation, the organism is observed to migrate in
response to the gradient in the signal. Due to this similarity, the various forms
of taxis frequently result in the same, or similar, mathematical description; this
is certainly the case for chemotaxis and haptotaxis.
Chemotaxis
Chemotaxis is the preferential migration of a species up (or down) a gradient
in a background chemical concentration; such a chemical is referred to as the
chemoattractant (or chemorepellant). It is best understood in the context of
bacterial chemotaxis; see, for example, [57,123].
Located around the exterior of individual cells are receptors. These receptors
detect molecules of any chemicals present (dissolved or suspended) within the
environment. If a chemical is detected that is favourable to a cell (a chemoattrac-
tant), it attempts to migrate towards regions with higher concentration of that
chemical. This optimal direction is determined by the location of the particular
receptor(s) that have detected the chemical. As such, if there exists a macro-
scopic gradient in the chemical, the cells migrate (on average) up the gradient
in chemical concentration. Alternatively, if no overall gradient in the chemical
concentration exists, this directed motion is not observed. Rather, the cells either
do not migrate or continue to migrate randomly, according to a diffusive process.
Mathematically, chemotaxis corresponds to a macroscopic flux that is propor-
tional to the density of the cell species, the gradient of the chemical species and
a chemotactic response function χ (which has units of space2 per concentration
per time).
The chemotactic response function can take a variety of forms; see [57, 81] for a
discussion in the context of bacterial chemotaxis. As with diffusion, the simplest
choice is a constant chemotactic response function. However, the mechanism for
chemotaxis described above may mean that a greater overall concentration of the
chemical reduces the effect of chemotaxis, due to a saturating effect [94]. This
phenomenon has been modelled by assuming a chemotactic response function of
4 Chapter 1
the form (chemoattractant concentration)−1, or similar.
Remark 1.2.1. The presence of an evenly distributed (on average) chemical con-
centration can still influence the migration of the cells by, say, increasing or de-
creasing the motility of the cells. However, this increased or decreased migration
due to the presence of a chemical exhibiting no (average) gradient in concentra-
tion is referred to as chemokinesis rather that chemotaxis and is modelled, for
example, via a concentration dependent diffusion coefficient.
Remark 1.2.2. Although chemotaxis primarily refers to directed motion in re-
sponse to a chemical gradient, it is also used colloquially to describe directed
motion in biology and ecology in general. For example, in predator-prey models
that include spatial effects, the predator can be said to respond chemotactically
to a gradient in the prey density, thereby making the prey the chemoattractant.
Thus, in some contexts, the chemotactic response function may have an explicit
spatial or temporal dependence. We do not consider such response functions here.
Haptotaxis
Haptotaxis describes the directed motion of a species in response to a gradient
in a bound substrate. This bound substrate could be a bound chemical (such
as binds to the extracellular matrix), the extracellular matrix itself or even cell
adhesion sites. Consequently, the haptoattractant1 itself is relatively immotile.
This is in contrast to a chemoattractant, which generally exists within a soluble
fluid and so is diffusive. Despite this difference, the mechanism for haptotaxis is
similar to chemotaxis. The receptors or feelers on the exterior of the cells detect
the presence of the bound chemical, or of the location of available cell adhesion
sites, and direct the cell to migrate accordingly [14]. Hence, on average, cells
migrate up the gradient in the bound substrate and so haptotaxis is modelled
mathematically in the same way as chemotaxis.
1.2.3 Reaction
Without reaction terms, the resulting advection-diffusion (AD) models corre-
spond to classical conservation laws and so (assuming zero net flux across the
boundaries) conserve mass. Thus, the reaction terms describe any sources or
sinks that introduce or remove mass to or from the system. In the case of in-
teracting chemical species, the reaction terms describe actual chemical reactions.
On the other hand, when the modelled species are organisms, the reaction terms
describe birth and death processes. These reaction terms can take a variety of
mathematical forms, depending on the biological process being modelled. We
1The haptoattractant is more commonly referred to as a bound chemoattractant or simply
a chemoattractant; see Remark 1.2.2.
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restrict our interests to local operations (for example, no integral terms) with no
explicit spatial or temporal dependence.
1.2.4 Mathematical description
The mechanisms described above are used to model a variety of biological pro-
cesses and the literature documenting it is vast. A complete and comprehensive
review is beyond the scope of this thesis; instead, we refer to any of a number of
texts on the subject, for example, [9, 10, 24,69,79,80] and references therein.
In this thesis, our interests are restricted to models in one spatial dimension.
Hence, we can write all the ARD models of interest in the general (dimensionless)
form
∂U
∂t
= εD
∂
∂x
(
D(U )
∂U
∂x
)
− εA∂ (V (U )U )
∂x
+ εRF (U ), (1.1)
where U ∈ Rn are the modelled species, x ∈ R is the spatial coordinate and t > 0
is time, along with appropriate (asymptotic) boundary and initial conditions.
Here, D(U ) is the diagonal matrix of (possibly nonlinear) diffusion coefficients,
V (U ) is the diagonal matrix defining the velocity or response functions in the
advection process and F (U ) is the vector of reaction terms. The coefficients
εA,R,D are constants or indicators, representing the relative sizes of the advection,
reaction and diffusion terms, respectively.
These models are popular for modelling biological processes as they support a
variety of solutions having some type of structure, which mimic behaviour ob-
served in real biological systems. Such mathematical structures include, but are
not limited to, stationary and travelling fronts and pulses, and localised patterns.
The behaviour they mimic includes invading populations of cells [56], the spread
of genetic information through a population [35] or the patterning seen during
morphogenesis [108]; further examples are provided in, for example, [80].
Of the examples provided in [80] and elsewhere, many fit the general form (1.1)
but with εA = 0. These reaction-diffusion (RD) models describe the migration
of the modelled species as purely diffusive. Depending on the biological process
being modelled the type, or mode, of migration can also be modelled as purely
advective or a combination of diffusive and advective. In this thesis we are inter-
ested in models describing advection dominated migration, that is, with εD  εA.
In the following we briefly discuss relevant contexts in which this and other forms
of migration arise, hence motivating our analysis.
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1.2.5 Diffusive versus advective migration
Diffusion is frequently used as a first step towards the inclusion of spatial depen-
dence in a model as it represents the random dispersal of the species of interest; it
is a way of incorporating spatial effects into a model without imposing a preferred
direction of migration. On the other hand, advection is generally included in a
model only when the modelled population is known to exhibit migration in a pre-
ferred direction, such as due to chemotaxis. However, recent studies suggest that
advective motion may also provide a more accurate description of the dispersal of
a high density population when crowding is taken into account [106, 107]. When
directed motion is evident, the question may then be whether the migration is
purely advective, or whether diffusion also plays a role.
Chemotaxis is generally in response to a chemoattractant that is dissolved or
suspended in a fluid. Thus, the chemoattractant itself is likely diffusive. The
cells’ response to this chemoattractant may in turn be more random than if the
chemoattractant was nondiffusive. However, since macroscopic chemotaxis is an
averaged behaviour, it is debatable whether this behaviour should be modelled as
purely advective or a combination of advective and diffusive migration [100,102].
Alternatively, the bound substrate that acts as the stimulus in haptotaxis is
itself unlikely to migrate very much, if at all. Moreover, the cells undergoing
haptotaxis are likely to be bound to the substrate; this is especially true when the
haptotaxis is due purely to the availability of cell adhesion sites. Consequently,
when haptotaxis is the modelled form of advection, diffusion is less likely to also
play an important role.
Thus, especially in the context of cell biology, there are a number of examples
and applications where advection is likely to be the dominant mode of migration.
Certainly, there is sufficient evidence to motivate studying models where this is
assumed to be the case.
1.3 Travelling wave solutions
We previously discussed the structures that solutions of ARD models can exhibit.
Those of interest to this thesis are travelling fronts, or travelling waves. Travelling
wave solutions are stationary solutions (∂t = 0) of (1.1) in an appropriately
translating frame. Generally, this translating frame has a constant, nonzero speed
and the corresponding travelling wave solutions are assumed to be nonconstant,
finite functions with decaying derivatives in the far field [80]. It is this definition
that we adopt in this thesis.
Consequently, when looking for travelling wave solutions, we look for solutions,
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U (x, t) = U˜ (x − ct, t) = U˜ (z, t) = U˜ , with c the speed of the travelling wave.
This reduces the PDE system (1.1) to the ODE system
−cdU˜
dz
= εD
∂
∂z
(
D(U˜ )
∂U˜
∂z
)
− εA
∂
(
V
(
U˜
)
U˜
)
∂z
+ εRF (U˜ ).
For convenience we choose c > 0, which corresponds to right-moving travelling
waves. We impose asymptotic boundary conditions prescribing that in the limit
z → ±∞, the travelling wave solutions approach one of the background states of
(1.1). These background states correspond to solutions that do not vary in space
or time and hence satisfy F (U ) = 0.
Remark 1.3.1. The travelling wave solutions U = U˜ (z) we search for are a
specific type of solution of the PDE system (1.1) that have constant shape and
translate along the domain at constant speed (they are stationary solutions in the
translating frame z that decay to the appropriate background states F (U ) = 0
as z → ±∞). Determining what, if any, initial conditions of (1.1) evolve to
these travelling wave solutions is an important, nontrivial task but is beyond
the scope of this thesis; see Chapter 5 for further discussion. Instead, we focus
on the existence of these travelling wave solutions (with constant speed), which
correspond to solutions of an ODE system rather than a PDE system.
One method of identifying travelling wave solutions is using techniques from dy-
namical systems. We demonstrate this method for one of the most well known and
studied RD equations, the Fisher–KPP equation [35, 58]. Note that the Fisher–
KPP equation also acts as a foundation for the models studied in Chapters 2–3.
1.3.1 Example 1: The Fisher–KPP equation
We use the Fisher–KPP equation,
∂u
∂t
= D
∂2u
∂x2
+ κu
(
1− u
K
)
,
to demonstrate the construction of travelling wave solutions from a dynamical
systems point of view. In the above equation, u represents some migrating species
(hence, we require u ≥ 0 for physically relevant solutions), x ∈ R, t > 0, D is
the constant diffusion coefficient and κu(1 − u/K) describes logistic growth of
the species up to the carrying capacity K. Travelling waves to the Fisher–KPP
equation have been extensively studied; see, for example, [9, 79] and references
therein.
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For simplicity, and without loss of generality, we take D = κ = K = 1. Then,
travelling wave solutions satisfy
−cu′ = u′′ + u(1− u),
where the prime indicates differentiation with respect to the travelling wave co-
ordinate z = x − ct and c > 0 is the constant speed of the wave. Introducing
v = u′ yields the two-dimensional system of first order ODEs
u′ = v,
v′ = −cv − u(1− u).
(1.2)
Systems of ODEs such as the above can be studied using methods from dynam-
ical systems theory, where solution trajectories are analysed in the (u, v)-phase
plane; see, for example, [53, 76]. In this context, travelling wave solutions to the
Fisher–KPP equation are represented by heteroclinic connections (trajectories
connecting two different equilibrium points2) in the (u, v)-phase plane. In other
words, travelling wave solutions correspond to solutions of (1.2) that decay in
both forward and backward z to (different) equilibrium points of (1.2). Due to
the translational invariance of these solutions, we can take (u(0), v(0)) to be any
point along the corresponding heteroclinic orbit.
The system (1.2) has two equilibrium points, (u, v) = (0, 0) and (u, v) = (1, 0),
which correspond to the background states of the original PDE. The eigenvalues
and corresponding eigenvectors of the linearisation around the equilibrium points
are given by
λS,SS(0,0) =
−c± φ−
2
,
λU,S(1,0) =
−c± φ+
2
,
ψS,SS(0,0) =
(
1, λS,SS(0,0)
)T
,
ψU,S(1,0) =
(
1, λU,S(1,0)
)T
,
where φ± =
√
c2 ± 4 and the U superscript denotes the unstable direction, S the
stable direction and SS the strong stable (larger magnitude) direction. Conse-
quently, (1, 0) is a saddle for all c > 0 and (0, 0) is a sink (stable node) for c ≥ 2
(degenerate for c = 2) and a spiral sink (stable focus) for c < 2. A schematic of
the phase planes for c < 2 and c > 2, as well as the corresponding travelling wave
shape, is given in Figure 1.1.
It is clear from the position of the eigenvectors that, for all values of c, a hete-
roclinic connection exists between (1, 0) and (0, 0), and hence, a travelling wave
2The points at which u′ = v′ = 0 (that is, where the system is constant in time) are
synonymously referred to in the literature as equilibrium points or equilibria, steady states, and
fixed points (of the flow).
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Figure 1.1: A schematic of the equilibria of (1.2), their linearised eigenvectors and the hetero-
clinic trajectory connecting them, for c < 2 (top left) and c > 2 (bottom left). The
corresponding travelling wave shapes are shown in the right hand panels.
solution exists for the Fisher–KPP equation. For c ≥ 2, this connection corre-
sponds to a monotonic, positive travelling wave. Alternatively, for c < 2, since
the orbit spirals around the origin, the heteroclinic connection corresponds to
a nonmonotonic travelling wave that has components with negative u. Conse-
quently, only waves with c ≥ 2 are physically relevant. Furthermore, it is only
for these values of c (c ≥ 2) that the travelling wave solutions of the Fisher–KPP
are stable [38, 66, 75, 79, 95] and so could be observed in physical experiments or
situations.
Remark 1.3.2. It is not necessarily the case that the set of physically relevant
solutions and the set of stable solutions coincide. That is, the stability of a
solution with respect to the PDE system is not determined from the phase plane
analysis of the ODE system. However, one would hope that for any reasonable
model, any nonphysical solutions would always be unstable.
The Fisher–KPP equation serves as an illustrative example, to demonstrate the
dynamical systems approach to constructing travelling wave solutions, via phase
plane analysis. However, it is an RD model, that is, it models migration that
is purely diffusive. Travelling wave solutions also exist for full ARD models,
with a combination of diffusive and advective migration, and AR models, where
the mode of migration is purely advective. One of the best known examples of
the former is the Keller–Segel model for bacterial chemotaxis; see, for example,
[47, 57, 81,117] and references therein. For examples of the latter we refer to, for
example, [25, 97, 116]. Here, we are interested in travelling wave solutions in a
regime of advection dominated migration.
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1.4 Shock-fronted travelling waves
Mathematically, when the mode of migration switches from diffusive and ad-
vective to purely advective, the system (1.1) switches from being parabolic to
hyperbolic. Setting εD = 0 in (1.1) yields the system of hyperbolic PDEs
∂U
∂t
+ εA
∂ (V (U )U )
∂x
= εRF (U ). (1.3)
As written above, the velocity matrix V (U ) may in principle depend on the
spatial derivative of one or more of the components of U . However, the explicit
dependence on these derivative terms can be removed by extending the system by
introducing several dummy variables. That is, by introducing Un+i = (Uj)x, with
i = 1, 2, . . . , n¯, n¯ ≤ n corresponding to each j for which (Uj)x appears explicitly
in (1.3), it can be rewritten as
∂U¯
∂t
+
∂v¯(U¯ )
∂x
= F¯ (U¯ ).
Now, U¯ is the concatenation of U and the n¯ new dummy variables, v¯(U¯ ) is
the (modified) product of V (U ) and U , incorporating the new variables, and so
depends only on U¯ , not any of its derivatives, and F¯ (U¯ ) is the appropriately
modified vector of reaction terms. Note that for notational convenience, the
coefficients εA,R have been absorbed into the new functions v¯(U¯ ) and F¯ (U¯ ).
Written in the above way, the system is classified as strictly hyperbolic when the
eigenvalues of the Jacobian matrix DU¯ v¯(U¯ ) are real and distinct, or equivalently,
the Jacobian is diagonalisable. A well-known feature of systems of strictly hy-
perbolic PDEs is that they support travelling wave solutions containing shocks.
In this case, the solutions are not solutions in the traditional sense but in the
weak sense. Weak solutions satisfy an integral formulation of the problem rather
than the differential formulation above. Alternatively, they satisfy the differential
formulation everywhere except at jump points, where instead they satisfy appro-
priate jump or shock conditions, namely the Rankine–Hugoniot (RH) and Lax
entropy conditions. For a derivation of these conditions and further details of
weak solutions, see, for example, [49, 67, 101]. Here, we simply state the condi-
tions.
The RH jump condition requires that for each i = 1, . . . , n+ n¯
[
v¯i(U¯ )
]
= c
[
U¯i
]
,
where c is the shock speed. The square brackets represent the difference across
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the shock: [ω] = ω+ − ω−, with the ∓ subscript denoting the left and right hand
limits of the shock, respectively. The Lax entropy condition specifies that entropy
cannot decrease, or equivalently, that there must exist at least one eigenvalue
λi(U¯ ) of DU¯ v¯(U¯ ) satisfying
λi(U¯ −) > c > λi(U¯ +),
with the ∓ subscript once again referring to the left and right hand limits, re-
spectively, of U¯ across the shock.
1.4.1 Example 2: Burgers’ equation
One model that supports shock-fronted travelling waves is the inviscid Burgers’
equation [12],
∂u
∂t
+ u
∂u
∂x
= 0,
or written in conservative form
∂u
∂t
+
∂
∂x
(
u2
2
)
= 0.
We use this model as an example, to demonstrate the application of the RH and
Lax entropy conditions.
Burgers’ equation can be solved exactly using the method of characteristics (see,
for example, [101]). For a given initial condition u(x, 0) = u0(x), we have that
u(x, t) is constant along each characteristic x(t;x0) = u0(x0)t+ x0, with x0 ∈ R.
To demonstrate the appearance of shocks, let u0(x) = (1− tanh (x))/2 such that
the characteristics are given by
x(t;x0) =
(
1− tanh (x0)
2
)
t+ x0. (1.4)
Shocks appear in the solution if the characteristic curves intersect in the (x, t)-
plane. Consider two nearby points x0 and x˜0. A shock exists if(
1− tanh (x0)
2
)
t+ x0 =
(
1− tanh (x˜0)
2
)
t+ x˜0
for any t and x0 6= x˜0. Rearranging for 2/t and taking the limit x˜0 → x0 reduces
the above condition to
2
t
= 1− tanh2 (x0), (1.5)
which has solutions for all t ≥ 2. Thus, for the chosen initial condition u(x, 0),
a shock appears at t = 2 along the x0 = 0 characteristic: x(2; 0) = 1, u(2, 0) =
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u0(0) = 1/2. Furthermore, this shock persists; for all t > 2, (1.5) has two
solutions x0 = ±x∗0, with ±x∗0 → ±∞ as t → ∞ implying that u = u0(x∗0) → 0
and u = u0(−x∗0)→ 1. The solution is shown in Figure 1.2.
As soon as the shock appears, it must satisfy the RH and Lax entropy conditions.
In this example, the RH condition stipulates that[
u2
2
]
= c[u]
where c is the speed of the shock. Expanding this condition gives
u− + u+
2
= c,
where u∓ are the left and right hand limits, respectively, of u across the shock.
Thus, the wave that evolves from the initial condition u(x, 0) = (1− tanh (x))/2,
travels with speed c = 1/2.3 The Lax entropy condition states that there must
be at least one eigenvalue that in the limit that the shock is approached from the
left (right) is greater than (less than) the wavespeed. Since Burgers’ equation is
only a single equation, it only has one eigenvalue:
λ =
d
du
(
u2
2
)
= u.
Hence, the Lax entropy condition becomes u− > c > u+, which is automatically
satisfied for this example. Another interpretation of the Lax condition is that
characteristics run into the shock. This is illustrated in Figure 1.2, where the
shock is represented by the red line. If the characteristics were plotted beyond
the shock, their intersections would be evident.
Burgers’ equation serves as an illustrative example of travelling waves containing
shocks, or equivalently, shock-fronted travelling waves. However, as the equations
increase in number and complexity, the method of characteristics quickly becomes
too involved to be a useful tool. Furthermore, shock-fronted travelling wave
solutions are difficult to resolve numerically due to the infinite gradient at the
shock location. Numerical methods have been developed to specifically deal with
this issue; see, for example, [68, 82, 98, 99]. However, in this thesis, we are more
concerned with the implication shocks have for the dynamical systems approach
to constructing travelling wave solutions demonstrated in Section 1.3.1.
3Recall, since u0(x0) is constant along each characteristic, u± = (1 − tanh (±x0))/2 and
hence (u− + u+)/2 = 1/2. Furthermore, the resulting wave travels at a speed equal to the
shock speed.
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Figure 1.2: The solution of Burgers’ equation. The left hand panel shows solutions for t = 0
(black dashed), t = 1 (lightest), . . . , 8 (darkest). The right hand panel shows the
characteristic curves. At t = 2 a shock appears. This is due to the characteristic
curves (1.4) intersecting for t > 2, with the initial intersection point defining the
location of the shock. The shock is illustrated by the red line in the right hand
panel.
1.4.2 Walls & gates
The implications of shocks on the dynamical systems approach to constructing
travelling waves were first realised, in the context of mathematical biology, in
[86]; see also [87]. In [86, 87], the authors study a model describing a purely
chemotactically driven growth process (specifically wound healing angiogenesis),
that is, a model of the form (1.3). By applying a standard travelling wave analysis
(as in Section 1.3.1), their system of PDEs reduced to the system of ODEs
du
dz
= R(u,w; c),
P (u,w; c)
dw
dz
= Q(u,w; c),
(1.6)
where P , Q and R are nonlinear polynomials. The goal was to identify travelling
wave solutions to the original PDE model as heteroclinic connections in the (u,w)-
phase plane. However, due to the function multiplying the w-derivative, this
type of ODE system leads to singularities in the phase plane for P (u,w) = 0, a
phenomenon not previously documented in the mathematical biology literature.
In general, solution trajectories cannot cross this wall of singularities (defined by
P (u,w; c) = 0) except at points where P (u,w; c) = Q(u,w; c) = 0. These points
along the wall of singularities are termed gates or holes in the wall [86].
In [86, 87], the authors found that heteroclinic connections that exist far away
from the wall of singularities are cut off as the wavespeed c decreases, bringing
the wall closer; see Figure 1.3 for an illustration (also Figure 3.2). However,
they postulated that it may still be possible to construct heteroclinic connections
14 Chapter 1
u
w
u
w
Figure 1.3: A schematic of a heteroclinic connection being cut off as the wall of singularities
(green dotted line) moves closer to the end states of the wave (filled black circles).
The open circle on the wall of singularities is the hole in the wall. It is only at this
point that trajectories can cross the wall.
under these parameter regimes, and hence observe travelling wave solutions, via
some sort of interaction with the wall4.
A similar system of ODEs, which fits the general form (1.6) and exhibits a wall of
singularities, arose in the context of modelling malignant tumour invasion, where
the cell migration was purely haptotactic [85]. The authors of the subsequent
work [72] show, numerically, that by combining phase plane analysis with the RH
and Lax entropy conditions for shocks, discussed above, heteroclinic connections
can be made via interaction with the wall of singularities. Such a connection
crosses the wall of singularities twice: firstly, through a hole in the wall, and
secondly, via a jump over the wall, with the jump satisfying the RH and Lax
conditions. Thus, these connections correspond to travelling wave solutions con-
taining a shock, in contrast to the smooth connections found previously.
Using this new approach, shock-fronted travelling waves have been shown to exist
for a number of other models in the literature, where an assumption of purely
advective migration leads to phase planes with walls of singularities [4,16,63–65,
70,71]. Note that in all these examples the results are numerical.
Recently, it was established that holes in the wall of singularities are equivalent
to folded singularities that arise in the study of canard solutions [122]. This
discovery provides a whole new set of tools for studying shock-fronted travelling
wave solutions, from an analytic perspective: geometric singular perturbation
theory (GSPT) and canard theory. It is this methodology that we employ in this
thesis.
4This was the original motivation for this thesis and for the publication that comprises
Chapter 3 [39].
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1.5 GSPT & canards
1.5.1 Singular perturbations
GSPT is used to study singularly perturbed systems. Generally speaking, a
singularly perturbed system is one where the highest derivative is multiplied by
a small parameter, such that the order of the system decreases in the limit that
the parameter vanishes5. In the context of ARD models where advection is the
dominant mode of migration, this small parameter is the diffusion coefficient
εD. Since εD multiplies the highest derivative in (1.1), under the assumption of
advection dominated migration, (1.1) is singularly perturbed.
Perturbation methods in general are very common for studying the solution be-
haviour of a system in the limit of some quantity becoming very large or small;
we refer to any of a number of texts on the subject, for example, [45, 112] for
further details. Perturbation problems are classified as either regular or singular.
In both cases, the system of interest can be written in such a way that a small
perturbation parameter is explicitly visible; we denote this parameter ε, with
0 ≤ ε 1.
A regular perturbation problem is one where the solution can be written as regular
asymptotic series in ε, that is,
∑∞
n=0 ε
nan. In the limit ε → 0, this solution
approaches a0, the solution of the problem for ε = 0. In other words, first
setting ε = 0 and then solving the resulting leading order problem, yields the
same result as solving the full problem and then setting ε = 0. Thus, for regular
perturbation problems, a good approximation of the full solution can be obtained
from the leading order problem.
A singular perturbation problem is one where the solution cannot be written as
a regular asymptotic series in ε, rather, the solution is singular for ε = 0. In
this case, setting ε = 0 and then solving the leading order problem does not
yield the same result as solving the full problem and then taking the limit as
ε → 0.6 Instead, we lose important information about the solution by setting
ε = 0 and hence, for singular perturbation problems, a good approximation of
the full solution cannot be obtained from the leading order problem.
5In the case of algebraic rather than differential or partial differential equations, a problem
is singularly perturbed when the small parameter multiplies the term of the highest degree.
6Due to the full solution of a singular perturbation problem being singular for ε = 0, we
cannot set ε = 0 so instead take the limit as ε→ 0.
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Example 3: A singularly perturbed ODE
To demonstrate this idea, consider the singularly perturbed ODE
ε
dy
dt
= 1− y2, (1.7)
where 0 < ε  1 is the perturbation parameter7. This ODE can be solved
explicitly:
y(t; ε) = tanh
(
t− t∗
ε
)
, (1.8)
where t∗ is the integration constant (determined from the initial conditions). For
convenience we set t∗ = 0. We want to compare this solution to the approximate,
leading order solution obtained by first setting ε = 0 in (1.7). Doing so yields
0 = 1 − y20 (where y0 denotes the approximate, leading order solution), which
has two distinct solutions, y0 = ±1. Here, important information about the
solution has clearly been lost; although y ≈ ±1 for |t| > ε, we cannot recover the
information about the solution near t = 0. That is, y0 is not a good approximation
of (1.8), at least not for all t. Moreover, expanding (1.8) as an infinite series,
y(t; ε) =
t
ε
− t
3
3ε3
+
2t5
15ε5
+ · · · ,
demonstrates that it cannot be written as a regular asymptotic expansion (in fact
the series only converges for |t| < εpi/2).
Alternatively, taking the limit of (1.8) as ε→ 0,
lim
ε→0
y(t; ε) =
−1 for t < 0,1 for t > 0,
provides a hint for how we might construct a solution using components of the
leading order problem; that is, using y0 = −1 for t < 0 and y0 = 1 for t > 0.
This would then provide a good approximation of the full solution. However,
in general, the solution is likely not known prior to the perturbation analysis
and so such a construction cannot be made without further information from an
alternative source.
7This ODE is singularly perturbed due to the ε multiplying the highest derivative, dy/dt.
This term is only small, and hence can reasonably be neglected, provided y varies slowly. How-
ever, if y changes rapidly such that εdy/dt becomes the same size (order) as 1− y2, neglecting
it is no longer valid.
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Figure 1.4: A comparison of the full solution (blue) of (1.7) given in (1.8), the constructed
solution (1.9) (red) and the singular limit ε→ 0 of (1.8) (green), for ε = 0.1.
By rescaling time via t = ετ , (1.7) becomes
dy
dτ
= 1− y2.
This scaling enables us to recover the full solution y = tanh(τ) = tanh(t/ε)
(where once again we take the integration constant to be zero). As stated above,
the series approximation for y only converges for small |t|. Nevertheless, by
combining this series solution for small |t| with the leading order solution above
(y0 = ±1) for large |t|, we can construct an approximate solution to the original
problem, for all t,
y(t) =

−1 for t ≤ −ε,
t
ε
for − ε < t < ε,
1 for t > ε.
(1.9)
A comparison of this solution with (1.8), for ε = 0.1, and with the singular limit
ε→ 0 of (1.8), is provided in Figure 1.4.
For this example, where we have an explicit solution for both the original problem
and the rescaled problem, the construction of an approximate solution seems
tedious and not especially useful. However, in many practical examples no explicit
solution exists and so the approximate solution is quite helpful.
1.5.2 GSPT
GSPT adds a geometric perspective to singular perturbation problems. It is based
on the theory of invariant manifolds, in particular, what is known as Fenichel the-
ory [31, 34]. As previously mentioned, singular perturbation problems exhibit a
clear separation of scales. GSPT allows us to separate these scales into inde-
pendent problems and provides the additional information needed to construct
valid approximations to the full solution from the leading order solutions of each
18 Chapter 1
subproblem.
Fenichel’s theorems apply to singularly perturbed systems of the form
u′ = f(u,w, ε),
εw′ = g(u,w, ε),
(1.10)
with u ∈ Rk, w ∈ R`, 0 < ε 1 the perturbation parameter and f and g smooth.
The prime indicates differentiation with respect to an independent variable, say
t. Due to the ε multiplying the w-derivatives, w are considered fast variables,
while u are slow variables, with t the slow time scale. Consequently, (1.10) is
referred to generally as the slow system.
We are interested in studying the leading order behaviour and so take the limit
as ε→ 0 of (1.10) to give the reduced problem,
u′ = f(u,w, 0),
0 = g(u,w, 0).
(1.11)
However, as demonstrated in Section 1.5.1, since (1.10) is singularly perturbed,
taking ε→ 0 will have caused us to lose important information about the solution.
Thus, as in Section 1.5.1, we introduce the scaling τ = t/ε (for ε 6= 0) and write
the equivalent fast system on the fast time scale τ :
u˙ = εf(u,w, ε),
w˙ = g(u,w, ε).
(1.12)
Once again taking the limit as ε→ 0 yields the layer problem
u˙ = 0,
w˙ = g(u,w, 0).
(1.13)
While (1.10) and (1.12) are equivalent for ε 6= 0, expressed in terms of differ-
ent time scales, the corresponding singular limit systems (1.11) and (1.13) are
distinct, each providing important but contrasting information. The reduced
problem (1.11) is a differential algebraic system, where the k differential equa-
tions are only defined exactly at the points satisfying the ` algebraic constraints.
The layer problem (1.13) is an `-dimensional dynamical system with k parameters
(the slow variables).
The link between (1.11) and (1.13) is the set
S := {(u,w) | g(u,w, 0) = 0} ,
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which corresponds to the equilibria of (1.13) and are precisely the points at which
the differential equations of (1.11) are defined. We refer to this set as the (k-
dimensional) critical manifold.
Remark 1.5.1. Viewed on slow time scale, the flow of (1.13) evolves so quickly
that the slow variables do not change (hence acting as parameters of the layer
flow); in fact this flow is instantaneous, meaning that the fast variables are always
at equilibrium (on S). Thus, looking at (1.13), we see a family of equilibria (that
define S), at each of which there is no flow of the slow variables. However, there
must be a slow flow overall. This flow is governed by (1.11) and hence, (1.11) can
be thought of as blowing up the slow flow at each of the points on S, to a scale
at which the flow is no longer trivial [50].
Fenichel theory is based on three main theorems. It exploits the fact that the
k-dimensional critical manifold S is invariant with respect to the flow of (1.11)
and (1.13). Furthermore, the theorems assume that S is a compact manifold,
possibly with boundary, and normally hyperbolic. Before stating Fenichel’s theo-
rems, we provide definitions of these, and related terms that arise frequently in
the subsequent discussion.
Definitions
An invariant set X is one which, under the prescribed flow ϕ, cannot be left. Let
X · [0, t] denote the evolution, according to a prescribed flow function ϕ(X), of
a quantity X(t) from its initial condition X(0) to its value at t, X(t). Then, a
set X is invariant with respect to a flow ϕ if X · [0, t] ⊆ X for all t ≥ 0. The
simplest example of an invariant set is a fixed point; if X represents a fixed point,
then ϕ(X) = X for all t ≥ 0 by definition. Thus, since S corresponds to fixed
points of (1.13), it is invariant with respect to the flow of (1.13). Furthermore,
since the algebraic constraints of (1.11) prescribe that the flow (according to the
differential equations of (1.11)) is restricted to S, S is also invariant with respect
to (1.11).
A related definition is that of a locally invariant set. Informally, a locally invariant
set can be thought of as a set that is invariant but for finite time 0 ≤ t ≤ tˆ rather
than all time. More precisely, a set X is locally invariant with respect to a
prescribed flow ϕ if for every x ∈ X, x · [0, t] ∈ Y implies x · [0, t] ∈ X for (a
possibly finite) t > 0, with X ⊂ Y , at least locally. This definition imposes
specific conditions under which the flow can leave X, specifically, it cannot leave
X while remaining in Y ; see Figure 1.5.
Finally, an equilibrium point is called normally hyperbolic if the linearisation of
the system around the equilibrium point has no eigenvalues on the imaginary axis.
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Figure 1.5: A schematic definition of local invariance: the set X, evolved according to a flow
ϕ(X) (indicated by the arrow), is locally invariant if X cannot be left without also
leaving Y .
Thus, S is normally hyperbolic if the linearisation of the differential equations of
(1.13) (that is, taking the slow variables as parameters), evaluated along S, has
no eigenvalues on the imaginary axis: <(λi) 6= 0 for all i = 0, . . . , ` satisfying
det(Dwg(u,w, 0)− λI) = 0 when evaluated along S. Alternatively, S is normally
hyperbolic if the linearisation of (1.13) (including u˙ = 0), evaluated along S,
has exactly k eigenvalues on the imaginary axis, corresponding to the k slow
directions.
Assuming S is normally hyperbolic (and therefore Dwg(u,w, 0) is invertible), the
implicit function theorem implies that g(u,w, 0) = 0 can be rearranged to give
w = h(u) (at least locally), such that g(u, h(u), 0) = 0. In the following, we
assume that S can be expressed as a graph over the slow variables u, that is,
S = {(u,w) | w = h(u)}.
With these definitions in mind, we now present Fenichel’s theorems. We state
these theorems without proof; for the proofs we refer to Fenichel’s original works
[31–34] or [50] (and references therein). Instead we aim to highlight the key im-
plications of each theorem, in particular with regard to their use in the remainder
of the thesis. We refer to [50,54] for a more in depth discussion of Fenichel theory
and GSPT in general; we also refer to [43], which is specifically aimed at a math-
ematical biology audience. We also note that the following sections are inspired
by and, to an extent, derived from these works.
Fenichel’s first theorem
Theorem 1.5.1 (Fenichel’s Invariant Manifold Theorem 1). Assume for a given
(1.10) or (1.12), the critical manifold S = {(u,w) | w = h(u)} is compact and
normally hyperbolic. If ε > 0 but sufficiently small, there exists a sufficiently
smooth manifold Sε = {(u,w) | w = hε(u)} that lies within O(ε) of, and is dif-
feomorphic to, S. Moreover, Sε is locally invariant under the flow of (1.10) and
(1.12).
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Remark 1.5.2. As previously discussed, the property of local invariance imposes
specific conditions under which the flow can leave the locally invariant set. For
the locally invariant manifold Sε, the flow can only leave Sε through its boundary
(if it exists) [50].
In more general terms, from Fenichel’s first theorem we have that
lim
ε→0
hε(u) = h(u) or lim
ε→0
Sε = S
and as such the perturbed manifold Sε is a regular perturbation of the unper-
turbed manifold S:
hε(u) = h(u) +O(ε) or Sε = S +O(ε).
Taking the total derivative of the second equation in (1.11) gives
Dug(u,w, 0)u
′ +Dwg(u,w, 0)w′ = 0
with w = h(u) and u′ = f(u, h(u), 0) on S. Consequently, the unperturbed flow
is governed by
u′ = f(u, h(u), 0),
w′ = −D−1h g(u,w, 0)Dug(u,w, 0)f(u, h(u), 0),
= Duh(u)f(u, h(u), 0),
 on S,
where normal hyperbolicity of S guarantees Dwg(u,w, 0) is invertible. Differen-
tiating w = hε(u) with respect to t gives w
′ = Duhε(u)u′ with u′ = f(u, hε(u), ε).
Combining this with (1.10) yields g(u, hε(u), ε) = εDuhε(w)f(u, hε(u), ε), both
sides of which vanish as ε→ 0. Hence, the perturbed flow is governed by
u′ = f(u, hε(u), ε) = f(u, h(u), 0) +O(ε),
w′ = Duhε(u)f(u, hε(u), ε) = Duh(u)f(u, h(u), 0) +O(ε),
}
on Sε,
which reduces to the unperturbed flow on S in the limit ε → 0. Thus, the slow
flow on Sε is a regular perturbation of the flow on S.
Example 4: A singularly perturbed ODE system
To demonstrate the implications of Fenichel’s first theorem, consider the singu-
larly perturbed system
u′ = −u,
εw′ = u2 − w,
(1.14)
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with one slow variable u ∈ R (k = 1), one fast variable w ∈ R (` = 1) and where
the prime indicates differentiation with respect to the slow time scale t. The
one-dimensional critical manifold,
S =
{
(u,w)
∣∣ w = h(u) = u2} ,
is normally hyperbolic since Dwg|S = −1 6= 0. Using the expressions in the
previous section, the flow on S is approximated by
u′ = −u,
w′ = −2u2.
The solution of this system is u = k1e
−t, w = k21e
−2t + k2, where k1,2 are the
integration constants.
From Theorem 1.5.1 we know that for 0 < ε  1 sufficiently small, S perturbs
smoothly to an O(ε)-close manifold Sε, which is locally invariant with respect to
the flow of (1.14). The correction terms can be computed explicitly, to any order,
by assuming that on Sε, w = hε(u) = h0 +εh1 +ε
2h2 + . . ., a regular perturbation
expansion. Differentiating this expression for w with respect to t and using (1.14)
gives
εw′ = ε
dhε(u)
du
u′,
u2 − w = u2 − hε(u) = −εudhε(u)
du
,
u2 − h0(u)− εh1(u)− ε2h2(u) +O(ε3) = −εudh0(u)
du
− ε2udh1(u)
du
+O(ε3).
Collecting like-terms yields
h0(u) = u
2,
h1(u) = 2u
2,
h2(u) = 4u
2,
...
hi(u) = 2
iu2
and so the perturbed manifold is defined as
Sε =
{
(u,w)
∣∣∣∣ w = hε(u) = u2 + 2εu2 + 4ε2u2 + · · · = u21− 2ε
}
.
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Figure 1.6: The left hand panel shows the critical manifold S and the perturbed manifold Sε
for the system (1.14) with ε = 0.1. The right hand panel shows the flow along
these manifolds, starting (at t = 0) from the filled triangles and asymptotically
approaching the filled circle (u,w) = (0, 0), which represents the (stable) equilibrium
point of both systems.
Consequently, using the expressions given in the previous sections, we determine
that the flow on Sε is governed by
u′ = −u,
w′ = − 2u
2
1− 2ε = −2u
2(1 + 2ε+O(ε2)).
The solution of this system is u = k1e
−t, w = (1 − 2ε)−1k21e−2t + k2, with k1,2
once again the integration constants. A comparison of the perturbed (ε = 0.1)
and unperturbed (ε = 0) manifolds (Sε and S, respectively) and of the respective
flows on each is provided in Figure 1.6.
Fenichel’s second theorem
Since S is normally hyperbolic, the eigenvalues of the linearisation of (1.13) (tak-
ing the slow variables u as parameters) at each point p on S are divided into two
distinct groups: m with <(λi) < 0 and `−m with <(λi) > 0. The corresponding
linearised stable and unstable eigenvectors of each equilibrium point p ∈ S form a
basis for the (m-dimensional) stable and ((`−m)-dimensional) unstable subspaces
of R`. These subspaces are linear approximations of the full nonlinear subspaces
(invariant manifolds); we denote these stable and unstable manifold WS,U(p),
respectively. Summing over all points on S, we define WS(S) = ∪p∈SWS(p) as
the set of all initial conditions that, when evolved according to (1.13), decay ex-
ponentially to S in forward time. Similarly, we define WU(S) = ∪p∈SWU(p) as
the set of all initial conditions that decay exponentially to S in backward time.
Consequently, these stable and unstable manifolds have dimension m + k and
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Figure 1.7: An illustration of the stable and unstable manifolds of S, WS(S) and WU (S),
respectively, and their perturbed counterparts WS,U (Sε). All points in the pink
shaded regions decay exponentially to S or Sε (as appropriate) in backward time.
All points in the green shaded regions decay exponentially to S or Sε (as appropri-
ate) in forward time.
(`−m) + k, respectively.
Theorem 1.5.2 (Fenichel’s Invariant Manifold Theorem 2). Assume for a given
(1.10) or (1.12), the critical manifold S = {(u,w) | w = h(u)} is compact and
normally hyperbolic, with stable and unstable manifolds WS(S) and WU(S), re-
spectively. If ε > 0 but sufficiently small, there exist sufficiently smooth manifolds
WS(Sε) and WU(Sε) that lie within O(ε) of, and are diffeomorphic to, WS(S)
and WU(S), respectively. Moreover, WS,U(Sε) are each locally invariant under
the flow of (1.10) and (1.12).
We already described the notation WS,U(S) but the notation for the correspond-
ing perturbed manifoldsWS,U(Sε) requires further explanation. The manifold Sε
does not correspond to equilibria of (1.10) or (1.12) and nor do WS,U(Sε) corre-
spond to nonlinear versions of the subspaces spanned by the stable and unstable
eigenvectors of a linearisation of (1.10) or (1.12). (This is in contrast to S and
WS,U(S) and their relationship with (1.13).) However, using the definitions of
WS,U(S) discussed above, the similarity between the unperturbed and perturbed
manifolds becomes clear: points inWS,U(Sε) decay exponentially to Sε in forward
or backward time, respectively. An illustration is provided in Figure 1.7.
Fenichel’s third theorem
Theorem 1.5.2 guarantees that points in WS,U(Sε) decay exponentially to Sε (in
forward or backward time). However, it is not immediately clear to which point
on Sε a given point inWS,U(Sε) decays. In the singular limit, this is well defined;
since points on S correspond to equilibrium points, a point inWS,U(S) will decay
(according to (1.13)) to the appropriate equilibrium point.
In the previous section, we defined WS,U(S) = ∪p∈SWS,U(p). A point p ∈ S
is referred to as a base point, of the so-called fast fibre WS,U(p). The family
WS,U(S) is referred to as the (stable or unstable) fibration or foliation of S. Due
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to the invariance ofWS,U(S) with respect to (1.13), we have (using the previously
described notation) p · [0, t] = p and WS,U(p) · [0, t] ∈ WS,U(p) for all p ∈ S and
t ≥ 0. Moreover, as t → ±∞, WS,U(p) · [0, t] → p, respectively. Although
Theorem 1.5.2 guarantees the persistence of WS,U(S) as a whole, the question
of the persistence of the individual base points and fibres remains; recall that
Sε does not consist of equilibrium points and so the persistence of the related
fibres is not (necessarily) obvious. This question is addressed by Fenichel’s third
theorem.
Theorem 1.5.3 (Fenichel’s Invariant Manifold Theorem 3). Assume a given com-
pact, normally hyperbolic critical manifold S with stable and unstable manifolds
WS,U(S), respectively, as well as their perturbed counterparts Sε and WS,U(Sε).
If ε > 0 but sufficiently small, for every pε ∈ Sε, there exist sufficiently smooth m-
and (` −m)-dimensional manifolds WS(pε) ⊂ WS(Sε) and WU(pε) ⊂ WU(Sε),
that lie within O(ε) of, and are diffeomorphic to, WS(p) andWU(p), respectively.
The families WS,U(Sε) = ∪pε∈SεWS,U(pε) are (locally) invariant under the flow of
(1.10) and (1.12) in the sense that WS,U(pε) · [0, t] ⊂ WS,U(pε · [0, t]), for (possibly
finite) ±t > 0, respectively.
Note that this definition of invariance of the fibres also holds in the singular limit
since WS,U(p · [0, t]) =WS,U(p).
Broadly speaking, Theorem 1.5.3 states that the fast flow to Sε is a regular
perturbation of the fast flow to S. For ε > 0, the base points p and associated
fibres WS,U(p) perturb to nearby base points pε and fibres WS,U(pε). However,
in contrast to the ε = 0 case, a solution trajectory does not follow the perturbed
fibre as it decays to Sε. Instead, it drifts from fibre to fibre. More specifically,
a solution trajectory that starts (at t = 0) in the fibre WS(pε), will end up (at
t = t¯) in the fibreWS(p¯ε), where p¯ε is the point that pε evolves to (under the flow
of (1.10)) after time t = t¯: WS(pε) · [0, t¯] ⊂ WS(p¯ε = pε · [0, t¯]). However, as the
solution drifts, the distance between the solution (on a fibre) and the associated
base point decays to zero exponentially quickly. An illustration of Theorem 1.5.3
is given in Figure 1.8.
Together, Fenichel’s theorems, or Fenichel theory, allows the singularly perturbed
problem (1.10) to be reduced to two regularly perturbed problems (1.11) and
(1.13). It provides a rigorous method for constructing solutions that are good
approximations of the solutions of (1.10) or (1.12) for sufficiently small ε > 0;
that is, by concatenating (or glueing together) solution trajectories from each of
the leading order problems (1.11) and (1.13). A comparison of the leading order
(ε = 0) and full solution trajectories (with ε = 0.1) for the example system (1.14)
is presented in Figure 1.9. However, the assumptions under which the theorems
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WS(S)
WS(p) WS(p¯)
p = p · [0, t] p¯ = p¯ · [0, t] S
WS(Sε)
WS(pε) WS(p¯ε)
pε p¯ε = pε · [0, t]
Sε
Figure 1.8: An illustration of Fenichel’s third theorem. In the right hand figure (ε = 0), an
initial condition in the fibreWS(p) decays to the base point p under the flow (1.13).
In the left hand figure (ε > 0), this base point and its associated fibre have perturbed
slightly. Here the solution does not decay along the fibre to Sε. Instead, as the flow
evolves from its initial condition in WS(pε), it approaches Sε exponentially quickly
but remains within the fibre associated with the slow evolution (under the flow
(1.10)) of pε along Sε.
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Figure 1.9: A comparison of the constructed (ε = 0) and full (with ε = 0.1) solutions of (1.14).
The left hand panel shows the solution trajectories in the (u,w)-phase plane. The
right hand panel shows the evolution of the solution along two specific trajecto-
ries, starting (at t = 0) from the filled triangle or diamond and asymptotically
approaching the equilibrium point (filled circle in the left hand panel) at the origin
as t→∞.
apply, in particular that S is normally hyperbolic, do not hold for all systems of
interest. This brings us to the theory of canard solutions.
1.5.3 Canards
Canard theory extends GSPT, specifically Fenichel theory, to nonhyperbolic
points [59, 60, 103, 119, 121]. Thus, it enables us to continue constructing ap-
proximate solutions in the manner discussed previously, by concatenating tra-
jectories from the leading order problems, even when the critical manifold S is
not normally hyperbolic. The technique used to extend Fenichel theory to the
neighbourhood of nonhyperbolic points, and hence that provides the foundation
of canard theory, is known as the blow-up method; see, for example, [22,59,121].
Canards have also been studied using other methods; see, for example, [8, 23].
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However, due to the connection with GSPT and Fenichel theory, our interests lie
in the blow-up method and the resulting development of canard theory. Here, we
do not go into detail about the blow-up method. Instead, in the following sec-
tions, we provide a demonstration of the canard phenomenon and the implication
of canard solutions to the construction of leading order approximations to singu-
larly perturbed systems where normal hyperbolicity is lost. We refer to [121], and
references therein, for a more in depth and theoretical discussion on the study of
canards and development of canard theory.
Canards in the van der Pol oscillator
Canards are special solutions of singularly perturbed (or slow/fast) systems that
follow a repelling, or unstable, manifold for a considerable amount of time, con-
trary to an intuitive expectation. They were first discovered and studied by
French mathematicians [8] in the context of the van der Pol oscillator [109]. In
this context, canards explain the fast transition from small amplitude limit cy-
cles (or Hopf cycles) to large amplitude relaxation oscillations, known as canard
explosion; see Figure 1.10.
The van der Pol oscillator with large damping 1/
√
ε and constant forcing a is
described by the system
u′ = a− w,
εw′ = u− w
3
3
+ w,
(1.15)
where 0 < ε 1 and for convenience we assume a > 0.8 It fits the general form
of (1.10), with one slow variable u ∈ R (k = 1) and one fast variable w ∈ R
(` = 1), and has a one-dimensional, cubic critical manifold
S =
{
(u,w)
∣∣∣∣ u = w33 − w
}
.
However, unlike the critical manifolds in Section 1.5.2, this manifold is not nor-
mally hyperbolic for all (u,w). At the points (u,w) = (∓2/3,±1), S loses normal
hyperbolicity via a saddle-node or fold bifurcation. Consequently, S is (locally)
folded around (u,w) = (∓2/3,±1), the so-called fold points. As w varies through
±1, the stability of S changes: for |w| > 1, S is stable or attracting (denoted Sa),
while for |w| < 1, S is unstable or repelling (denoted Sr); see Figure 1.10.
The system (1.15) has a single equilibrium point (u,w) = (a − a3/3, a), which
resides on S. For a = 1, this equilibrium point coincides with one of the fold
points of S and is referred to as a canard point. The canard phenomenon occurs
8The canard phenomenon occurs for |a| / 1. We discuss the case where a / 1. The same
phenomenon occurs (but mirrored) for a ' −1.
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Figure 1.10: An illustration of the canard phenomenon. The black curve is the critical manifold
S, with the solid branches attracting (Sa) and the dashed repelling (Sr), the filled
circles are the equilibrium points and the blue curves are the trajectories for ε > 0
sufficiently small. Panel (a) shows a large amplitude relaxation oscillation, panels
(b) and (c) show canard cycles, panel (d) shows a small amplitude limit (or Hopf)
cycle and panel (e) shows a non-oscillatory solution. As a decreases through a = 1,
a Hopf bifurcation triggers the onset of small amplitude limit cycles. As a decreases
further, these cycles rapidly grow in size, through the canard cycles, to a large
amplitude relaxation oscillation. The amplitude A is measured as the horizontal
distance between the left- and right-most points along the trajectory. Note that
these figures are schematics only and panel (f), in particular, is not drawn to scale.
These figures are reproduced from those in [120]; see also [119].
for ε > 0 fixed and sufficiently small, as the parameter a is varied around a = 1.
For a > 1, the equilibrium point is stable. Consequently, no oscillatory solutions
are observed, rather, solutions decay exponentially to the equilibrium point; see
Figure 1.10e. At a = 1, stable limit cycles are born via a Hopf bifurcation. These
limit cycles (also known as Hopf cycles) have small amplitude; see Figure 1.10d.
However, as a decreases (and the equilibrium point becomes unstable), a very
rapid transition to large amplitude relaxation oscillations occurs; a trajectory
corresponding to a relaxation oscillation is illustrated in Figure 1.10a. This very
rapid transition is the canard phenomenon or canard explosion and occurs within
an exponentially small O(e−1/ε) range of the parameter a / 1.9
Within the exponentially narrow range of a, the small amplitude Hopf cycles
grow to become canard cycles, which trace Sr for a considerable amount of time;
see Figures 1.10b and 1.10c. Figure 1.10c depicts a canard cycle soon after the
transition from a Hopf cycle. Consequently, it still has relatively small amplitude.
As a decreases, the cycle grows in amplitude, with the fast segment of the orbit
9This property of the canard phenomenon makes detecting canards in numerical or physical
experiments virtually impossible. This is a contributing factor to their naming, a play on the
definition of a canard as a false or misleading story.
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Figure 1.11: A canard. The apparent resemblance between the solution trajectory in the left
hand panel and a duck (in French, canard) played a role in the naming of these
solutions. Note that our version of a canard is inspired by versions in, for example,
[119,120].
increasing in height (occurring for greater u) until it becomes level with the local
maximum (fold) of S (this last trajectory is termed the maximal canard). As a
is decreased further, the canard cycle continues to grow in amplitude. However,
a second fast segment appears, which connects the orbit to the left attracting
branch of S rather than the right; such a trajectory is shown in Figure 1.10b.
This fast segment decreases in height (occurs for smaller u) until it reaches the
local minimum (fold) of S and the canard cycle becomes a relaxation oscillation.
Note that Figure 1.10 provides schematics only and, in particular, Figure 1.10f,
which illustrates the amplitude of the oscillations, is not drawn to scale.
The name canard evolved (largely) due to the resemblance of the trajectory illus-
trated in Figure 1.10b to a duck (in French, canard)10. This resemblance is made
clearer in Figure 1.11.
Since S is not normally hyperbolic, Fenichel theory does not apply at (or in
a neighbourhood of) the fold points. Consequently, it also does not apply to
trajectories that pass through (or within a neighbourhood of) a fold point and the
existence of such trajectories must be studied via alternative means. The original
investigation [8] used nonstandard analysis [18], while a geometric interpretation
via the blow-up method is provided in [22]. It is the latter that we are interested
in. To analyse the van der Pol oscillator near a fold point, (1.15) is transformed to
a normal form, which emphasises the quadratic nature of S near the fold point.
However, keeping track of the higher order terms is quite tedious. Therefore,
in the following, rather than looking at the van der Pol oscillator directly, we
consider a simpler, quadratic system to highlight the canard phenomenon.
10The canard cycles in Figures 1.10b and 1.10c are sometimes referred to as a canard with
and without a head, respectively.
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Example 5: A singularly perturbed ODE system with canards
To demonstrate the existence of canard solutions, we consider the system
u′ = w − a,
εw′ = w2 − u,
(1.16)
which has a one-dimensional, quadratic critical manifold
S =
{
(u,w) | u = w2} .
In this case, the assumption of normal hyperbolicity fails at (u,w) = (0, 0) since
Dw (w
2 − u)|w=0 = 0. Thus, we cannot apply Fenichel’s theorems at (or in a
neighbourhood of) this point11. This raises the question of whether the leading
order solutions we can construct will be good approximations of the full solutions
of (1.16) with ε > 0. However, we proceed with the standard GSPT method
initially and address the issue of persistence for ε > 0 later.
For w > 0, Dw(w
2 − u) > 0, while for w < 0, Dw(w2 − u) < 0. Thus, the critical
manifold is divided into two branches: one repelling branch,
Sr :=
{
(u,w) | w = √u} ,
and one attracting branch,
Sa :=
{
(u,w) | w = −√u} .
At w = 0 (and consequently u = 0), we observe a saddle-node or fold bifurcation
[62]:
Dw(w
2 − u)∣∣
w=0
= 0, Du(w
2 − u)∣∣
w=0
= −1 6= 0, Dww(w2 − u)
∣∣
w=0
= 2 6= 0.
Hence, (u,w) = (0, 0) is a fold point. As in Section 1.5.2, the slow variable u
is constant along the fast fibres (away from the fold point), which in this case
connect Sr to Sa; see the left hand panel of Figure 1.12.
As in Section 1.5.2, the slow flow of the reduced problem associated with (1.15) is
only defined along S. In this context, the fold points correspond to singularities
of the slow flow, that is, where we observe finite time (forward or backward)
blow-up of a solution12. To determine the behaviour at other points on S, we
11Another implication of the loss of normal hyperbolicity is that S cannot be expressed as a
graph over the slow variables w = h(u), in contrast to Section 1.5.2.
12This is not necessarily immediately obvious but can be demonstrated using the blow-up
method; see, for example, [59].
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Figure 1.12: The left hand panel depicts the critical manifold S, with the upper branch repelling
(Sr), the lower branch attracting (Sa) and the fold point represented by the filled
red circle. A fast fibre connects a point on Sr to the corresponding point on Sa,
with constant u. The right hand panel illustrates the slow flow on S (projected
onto the w-axis) for different values of a. The equilibrium point in each case is
represented by the filled black circle. For a = 0, the equilibrium point and the fold
point coincide. Consequently, an equilibrium point no longer exists and instead a
canard point is observed (open circle).
substitute u = w2 into u′ = w − a. This projects the slow flow onto S to give
2ww′ = w − a, (1.17)
which has an equilibrium point at w = a and is singular at w = 0 (the fold point).
For a < 0, w = a is an attracting equilibrium point, while for a > 0 it is repelling.
This change in stability means we expect to see a bifurcation in (1.17) at a = 0.
However, we do not as w′ is indeterminate at w = a = 0, due to the equilibrium
point coinciding with the fold point. Consequently, w = a = 0 is no longer an
equilibrium point of (1.17) but rather a canard point. The canard point enables
the slow solution trajectory to pass through the fold point from the attracting to
the repelling branch of S, in finite time. With a = 0, we can solve (1.17), which,
combined with the definition of S, yields
w(t) =
t
2
+ k1, u(t) = w(t)
2 =
(
t
2
+ k1
)2
, (1.18)
where k1 is the integration constant. For example, with k1 = −1, the solution
starts on Sa at t = 0 at (u,w) = (1,−1), reaches the fold point (u,w) = (0, 0) in
finite time t = 2, and continues on to Sr. The right hand panel of Figure 1.12
illustrates the slow flow on S as a varies. It is the case where a = 0 that we are
interested in.
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With a = 0, the solution that passes through the fold point from Sa on to Sr is
the (singular) canard solution. The question is, does it persist for ε > 0? Away
from the fold point, Fenichel theory applies. Consequently, the manifolds Sa and
Sr and the flow on them persist, and the leading order constructions are valid
approximations of the full solutions, as in Section 1.5.2. Furthermore, using the
techniques in Section 1.5.2, the perturbed manifolds can be computed:
Sr,ε =
{
(u,w)
∣∣∣ w = √u(1 + ε
4u
+O(ε2)
)}
,
Sa,ε =
{
(u,w)
∣∣∣ w = −√u(1 + ε
4u
+O(ε2)
)}
.
It can be shown that these series converge to ±√u+ ε/2, respectively, provided
|u| > ε/2 (while for |u| < ε/2, they diverge).
To analyse the behaviour around the canard point, the blow-up method can be
used. In general terms, the blow-up method involves blowing up the nonhyperbolic
point(s) to a sphere (or in some cases a cylinder) and studying the resulting
(nontrivial) vector field on the sphere; see, for example, [59, 121]. The idea is
similar to that in Section 1.5.2, where the equilibria of S are blown up to observe
the slow flow. However, for this example, the system (1.16) is simple enough that
we can determine (implicit) formulae for the flow and so the blow-up method is
not required.
At a = 0, we expect to see a bifurcation in the slow flow since the equilibrium
point w = a changes stability. Due to the indeterminate nature of (1.17), we
do not see it by only studying the leading order flow. However, by looking at
the full system (1.16), we can identify the bifurcation as a Hopf bifurcation; the
eigenvalues of (1.16) are λ1,2 = (a±
√
a2 − ε)/ε, which are purely imaginary for
a = 0, ε > 0. Moreover, for a = 0, the system is conservative:
dΛ(u(t), w(t))
dt
=
∂Λ
∂u
du
dt
+
∂Λ
∂w
dw
dt
= 0,
with
Λ(u,w) = e−2u/ε
(ε
2
+ u− w2
)
= k, (1.19)
and k a constant. The (u,w)-phase plane is defined by the level sets of the
conserved quantity Λ(u,w); see Figure 1.13.13 For k ∈ (0, ε/2), these level sets
correspond to closed orbits, while for k < 0 the trajectories are unbounded.
The equilibrium point (u,w) = (0, 0) corresponds to the maximum of Λ(u,w),
k = ε/2. The boundary between the bounded and unbounded solutions is the
13These level sets also correspond to the flow on the northern hemisphere of the blown-up
canard point in the blow-up analysis, under an appropriate scaling.
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Figure 1.13: Level curves for the conserved quantity Λ(u,w) (1.19) and trajectories of the
phase plane of (1.16) with a = 0 and ε = 0.1. The trajectories correspond
to k = −0.01,−0.001,−0.0001,−0.00001 (unbounded, left to right), k = 0 (the
red parabola), k = 0.00001, 0.0001, 0.001, 0.01, 0.02, 0.03, 0.04 (closed orbits, in
decreasing size). The orbits terminate at k = ε/2 = 0.05, corresponding to
the maximum of Λ(u,w), which coincides with the equilibrium point of (1.16)
(u,w) = (0, 0). The small orbits around the origin are Hopf cycles, which grow
to become canard cycles. The red parabola defines the maximal canard. The
solutions that trace the outside of the maximal canard are also canard solutions.
curve u = w2 − ε/2, which corresponds to the k = 0 level set. Along the k = 0
level set, we can solve (1.16) explicitly:
w(t) =
t
2
+ k1, u(t) = w(t)
2 − ε
2
=
(
t
2
+ k1
)2
− ε
2
,
which is an O(ε) perturbation of the leading order solution (1.18). This solution
defines the maximal canard. Moreover, it coincides with the perturbed manifolds
Sa,ε and Sr,ε computed previously, for |u| > ε/2. In conclusion, both the critical
manifold S and the flow on it persist for ε > 0, as regular perturbations of their
singular counterparts. Despite the loss of normal hyperbolicity, the leading order
solutions we construct are still good approximations of the full solutions for ε > 0
sufficiently small.
To relate this example to the van der Pol oscillator, in Figure 1.13, the small
cycles around the equilibrium point at the origin are Hopf cycles, similar to
Figure 1.10d. As k decreases, these periodic orbits grow in amplitude to become
canard cycles that trace (the inside of) the repelling manifold for a considerable
amount of time before being repelled, similar to Figure 1.10c. The k = 0 level set
defines the maximal canard. For k < 0 but sufficiently small, the canard solutions
trace the outside of the maximal canard and consequently are eventually repelled
away, similar to Figure 1.10b.
This example demonstrates the persistence of the canard solution under small
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perturbations in ε, in the case a = 0. We have not considered the persistence of
the canard solution under small perturbations in a. However, it can be shown
that it persists only within an exponentially small range of the parameter a [59].14
This is typical of canards in two-dimensional systems and is fundamental to the
canard phenomenon observed in the van der Pol oscillator. However, in this
thesis, we only encounter canards in three dimensions or higher, where they are
more generic.
Canards in Rn
Before we discuss canards in higher-dimensional systems, we introduce the formal
definition of a canard. The following is modified from [103]; see also [120].
Definition 1.5.4. A canard solution is a solution of a singularly perturbed system
that follows an attracting slow manifold Sa, passes close to a (nonhyperbolic)
bifurcation point of the critical manifold S and then follows a repelling slow
manifold Sr for a considerable amount of time. In geometric terms, a canard
solution corresponds to the intersection of an attracting and a repelling slow
manifold Sa,ε ∩ Sr,ε, near the bifurcation point. This geometric object is referred
to as the maximal canard.
Remark 1.5.3. By this definition, there is not a unique canard solution for a given
parameter set. Instead, there exist a family of canards, which trace exponentially
closely to the maximal canard for a considerable amount of time. The specific
canard solution observed depends on the chosen initial condition (see Figure 1.13)
or, in the example depicted in Figure 1.10, the precise value of a parameter (within
an appropriate range).
The canard solution in the previous example, and canard solutions in R2 in
general, are degenerate because the one-dimen-sional intersection (which de-
fines the maximal canard) of two one-dimensional objects (Sa,ε and Sr,ε) in two-
dimensional space is not generic. Furthermore, the corresponding canard point
exists only for discrete values of a (it is nongeneric). However, introducing a
second slow variable (k = 2), such that the perturbed manifolds Sa,ε and Sr,ε
are two-dimensional, implies that canard solutions exist generically; the inter-
section of two two-dimensional objects in three-dimensional space is generically
one-dimensional. Furthermore, the corresponding canard points exist as continu-
ous families of the control parameter a. As the parameter varies, a canard point
moves along the one-dimensional fold curve (the one-dimensional equivalent of
14This is due to a Melnikov condition that specifies that the distance between Sa,ε and Sr,ε
near the canard point must be exponentially small, which only holds for an exponentially small
range of the parameter a [59].
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the zero-dimensional fold points in the previous section), rather than disappear-
ing. Similar arguments can be made for any higher-dimensional system of the
form (1.10) with two or more slow variables k ≥ 2.
As for canards in R2, the theory surrounding canards in Rn, n ≥ 3, k ≥ 2, is based
on the blow-up method [61,103,119,121]. The approach is similar to the analysis
of two-dimensional systems and the resulting canard theory extends GSPT and
Fenichel theory to nonhyperbolic points, in higher dimensions. In particular,
the analysis shows that the intersection of the attracting and repelling manifolds
Sa,ε and Sr,ε, respectively, is transverse. Consequently, this intersection, which
corresponds to the maximal canard solution, persists under small perturbations.
Since the systems considered in Chapters 2 and 3 have two slow variables k = 2,
the persistence of the singular (ε = 0) canard solutions for ε > 0, is guaranteed15.
In higher dimensions, canard points are further classified according to their eigen-
value structure in a so-called desingularised system16, where they resemble stan-
dard equilibrium points; see [121] and references therein. As such, canard points
are classified as folded saddles, folded nodes or folded foci (or in the degenerate
case, folded saddle-nodes), where the qualifier (folded) refers to their existence on
a fold curve17. However, unlike standard equilibrium points, which have an as-
sociated stability, canard points do not. Instead, they allow solution trajectories
to pass through them in finite time [121]; see Figure 1.14.
Remark 1.5.4. Canard points do not exist in the full system with ε > 0; they are
features of the reduced problem (with ε = 0) only. It is the canard solutions that
persist for ε > 0, corresponding to the intersection of the perturbed manifolds
Sa,ε and Sr,ε. This intersection is a perturbation of the singular (ε = 0) canard
solution and so passes near the location of the canard point. However, the canard
point itself has no physical interpretation for ε > 0.
1.6 Motivation, methodology & main results
In Chapters 2–4 we use GSPT and canard theory to construct travelling wave
solutions to existing models from the mathematical biology literature. The first
model we study is a simple, parameter free model of malignant tumour inva-
sion [85], the second is a more complex, two-parameter model of wound healing
angiogenesis [87] and the third is a version of the Keller–Segel model for which
explicit solutions are known (in a particular limit) [30].
15The system considered in Chapter 4 does not lose normal hyperbolicity and so there are no
canards.
16The desingularised system corresponding to (1.17) is w˙ = w − a, with a = 0 and the dot
indicating differentiation with respect to a rescaled (dummy) independent variable: t˙ = 2w.
17Canard points are also synonymously referred to as folded singularities.
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(a) A folded saddle.
Sr
Sa
Sr
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(b) A folded node.
Sr
Sa
Sr
Sa
(c) A folded focus.
Figure 1.14: Illustrations of the types of canard points observed in three- and higher-
dimensional systems. The green, dotted line represents the fold curve, the up-
per right, shaded region the repelling branch of the critical manifold Sr and the
lower left, unshaded region the attracting branch of the manifold Sa. The left
hand panels show standard equilibrium points (saddle, node, focus), which lend
their names to the corresponding canard points shown in the right hand panels.
Note that the only difference between the left and right hand panels is the direc-
tion of the trajectories on Sr. A folded saddle admits two trajectories through it,
along each of the corresponding eigenvalues of the saddle. A folded node admits
a funnel of trajectories between the strong eigendirection of the node and the fold
curve, which follow the weak eigendirection. A folded focus does not admit any
trajectories.
The first two models describe migration that is purely advective, that is, they can
be written in the form (1.3) (or (1.1) with εD = 0). (While the third model fits the
general form (1.1), it differs sufficiently from the first two models that we consider
it separately, below; see Objective 3 and Section 1.6.2.) Recall that GSPT is used
to study singularly perturbed systems, which (1.3) is not, due to the assumption
of purely advective migration. However, (1.3) becomes singularly perturbed if
the balance in the mode of migration is shifted (slightly) from purely advective
to strongly advective (by assuming in (1.1) that εD 6= 0 but much smaller than
εA, 0 < εD  εA). Hence, the models we study are actually extended versions of
those in [85,87], with small, rather than zero, diffusion.
Remark 1.6.1. Assuming small diffusion (0 < εD  εA in (1.1)) not only opens
the systems to analysis via GSPT but is likely also more biologically realistic
than the related diffusion-free models. In any modelling scenario, assumptions
are made to simplify models and make them more mathematically tractable.
When modelling advection dominated processes, a frequent assumption is that
the effect of diffusion is small and so the diffusion terms can be neglected; such an
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assumption is made in [85,87], for example. Thus, reintroducing a small amount
of diffusion is simply reversing a simplifying assumption of the original modelling
process.
The methodology we choose to employ is provided in [122], where the authors
present a novel approach for the construction of travelling wave solutions to the
general ARD model(
u
w
)
t
+
(
0
g(u,w)ux
)
x
=
(
h(u,w)
f(u,w)
)
+ ε
(
u
w
)
xx
, (1.20)
using GSPT and canard theory. The (extended) models we study adhere to this
form, which fits the more general form (1.1).
Remark 1.6.2. The method outlined in [122] can also be applied when the diffu-
sion coefficients are non-equal or non-constant, provided they are still sufficiently
small, and the results do not change significantly [122]. We demonstrate this for
one specific example in Chapter 4 by assuming diffusion coefficients that have a
constant, O(1) ratio. Furthermore, although the models we consider henceforth
are two-component models, the method is extendable to models with more than
two components.
The advantage of this approach is that it allows us to derive rigorous existence
results, not only for the existing models with zero diffusion (see Remark 1.6.5)
but also for the extended, biologically more realistic models with small diffusion
(0 < ε 1). This is in contrast to the combined use of phase plane analysis and
the RH and Lax conditions for shocks employed in [72] and subsequent works
listed in Section 1.4.2. In these works, the results are numerical in nature and
can only be applied in the zero diffusion (ε = 0) case18. Since the models in these
works are often derived by assuming that the effect of diffusion is negligible, it
seems vital that the results extend to the small diffusion case. In particular, it
seems necessary that the solutions in the zero diffusion limit at least provide good
approximations of the solutions for small diffusion.
GSPT has previously been used to construct travelling (and stationary) waves
and pulses; see, for example, [5,20,43,50,92,124]. However, in all these examples
the critical manifold is normally hyperbolic and so canard theory is not required.
18In particular, the appearance of shock-fronted travelling waves relies on a solution trajectory
passing through a hole in the wall of singularities. If the system is perturbed via the inclusion
of small (nonzero) diffusion, neither the wall of singularities or the holes in it persist, as the
system no longer contains singularities. Thus, it is not clear that the solutions constructed by
passing through the hole in the wall persist under small perturbations; an intuitive prediction
may be that they do not. It is only by recognising the equivalence between the holes in the
walls and canard points that the persistence can be demonstrated; see also Remark 1.5.4.
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Canards are frequently used to explain the complex bursting patterns known as
mixed-mode oscillations in neurons and other cells; see [17, 115] and references
therein. In these examples, folded node canard points play a large role in the
dynamics, and the models of interest are predominantly dynamic (ODE) mod-
els with oscillatory solutions rather than heteroclinic orbits. Canards have also
played a role in the existence of travelling wave solutions [13,42,93]. However, in
all these examples the models only have one slow variable and consequently the
canard solutions are not generic, as for the van der Pol oscillator. The application
of canard theory in the context of robust travelling wave solutions (that persist
under small perturbations) to coupled ARD models in mathematical biology, pre-
sented in [122], had not previously been realised. In particular, the implications
of the folded nature of the critical manifold (see Section 1.6.2) and the presence
of folded saddle canard points for the existence of travelling wave solutions with
steep fronts, that become shocks in the singular, diffusion-free limit, was first
recognised in [122].
1.6.1 Objectives
We now outline the main objectives of the thesis. Note that Objectives 1 and 2
are the main objectives of the thesis, whereas Objective 3 is a minor objective.
Objective 1
The first objective of this thesis is to demonstrate the utility of the method
outlined in [122] by implementing it for an existing model from the literature. In
particular, we aim to demonstrate that the assumptions and conditions imposed
in [122] (where the derivation is in terms of the general functions f , g and h)
can be explicitly checked and satisfied. Furthermore, due to the general nature
of the derivation in [122], travelling wave solutions are constructed in the form
of propositions, based on hypothetical locations of equilibria and canard points.
Our aim is to explore if, and under what conditions, the various hypothetical
scenarios arise.
The original motivation of this thesis was to investigate the existence of travelling
wave solutions for the wound healing model of [87], in parameter regimes where
the wall of singularities prevents a smooth connection between the end states,
such as depicted in the right hand panel of Figure 1.3. Thus, ideally, we would
begin by studying the model in [87]. However, for this model, the analysis is
complicated by the number of parameters and the existence of multiple canard
points within the domain of interest. Thus, we first consider a more simple model,
with fewer parameters and only a single folded saddle canard point [85]. Analysis
of this model comprises Chapter 2 and accomplishes the first objective. However,
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we further demonstrate the utility of the method in [122] when we return to the
wound healing model in Chapter 3.
Remark 1.6.3. In [122], the authors suggest models to which their method applies.
The models in [85, 87] are two such models; the other is a model of tactically-
driven (haptotactic) cell migration [64]. Subsequent to proposing scenarios in
which travelling wave solutions exist, the authors of [122] indicate which of these
scenarios are supported by the aforementioned models. However, they do so
without explicitly checking any of the conditions or assumptions. Thus, Chapter 2
provides the first demonstration that these conditions can be explicitly checked,
leading to travelling wave solutions corresponding to the scenarios proposed in
[122].
Objective 2
The second objective is to investigate and prove the existence of travelling wave
solutions for the model in [87] for a variety of parameter regimes, but in particular,
that depicted in the right hand panel of Figure 1.3. The results are presented in
Chapter 3. Due to the added complexity of this model, it is necessary to make
certain assumptions regarding the validity of numerically observed behaviour in
order to complete the existence proofs. However, under these assumptions we
prove the existence of novel travelling wave solutions to the model in [87], hence
completing the second objective.
Objective 3
The final objective is to investigate the existence of shock-fronted travelling wave
solutions for a Keller–Segel model. The Keller–Segel models [56] are a well known
class of models that support travelling wave solutions; see Section 1.3.1. However,
shock-fronted travelling wave solutions specifically, are less studied; see [15, 44,
116, 117] and references therein. We focus our analysis on a specific version of
the Keller–Segel model for which explicit solutions are known when there is no
diffusion of the species u [30]. This final objective comprises Chapter 4.
1.6.2 Overview of the method
The mathematical methods employed in each chapter are relatively similar. In
particular, Chapters 2 and 3 follow the method outlined in [122] very closely.
Chapter 4 differs slightly since canard theory is not required as the critical
manifold is normally hyperbolic. Furthermore, the singularly perturbed system
of ODEs we study in Chapter 4 is three-dimensional, in contrast to the five-
dimensional systems we study in Chapters 2 and 3 (see below). Thus, in the
following we provide an overview of the method used in Chapters 2 and 3 (and
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hence in [122]). As the method in Chapter 4 is similar but, in a sense, less in-
volved, it is not discussed here. The specific models we study all fit the general
form (1.1). Consequently, we consider this model in the discussion below, with
the aim (as previously discussed) to identify travelling wave solutions.
To apply the methods of the Section 1.5, we need to be able to rewrite (1.20) in
the form (1.10). Since we are interested in travelling wave solutions, we transform
to the comoving frame z = x − ct and look for stationary solutions, ∂t = 0. By
defining dummy variables v = uz and
uˆ = εuz + cu,
wˆ = εwz + cw − g(u,w)v,
(1.20) becomes
uˆz = −h(u,w),
wˆz = −f(u,w),
εuz = uˆ− cu,
εvz = −cv − h(u,w),
εwz = wˆ − cw + g(u,w)v,
(1.21)
a five-dimensional, singularly perturbed system, where the subscript denotes dif-
ferentiation with respect to the travelling wave coordinate z. System (1.21) ad-
heres to the general form (1.10), with two slow variables (k = 2)(
uˆ
wˆ
)
7→ u,
(
−h(u,w)
−f(u,w)
)
7→ f(u,w, ε)
and three fast variables (` = 3)uv
w
 7→ w,
 uˆ− cu−cv − h(u,w)
wˆ − cw + g(u,w)v
 7→ g(u,w, ε).
For convenience we choose not to explicitly write out the reduced, fast and layer
problems corresponding to (1.21). Instead, in the following, we refer to (1.11),
(1.12) and (1.13), with the actual systems of interest relating to the general ones
via the above mappings. Note that under this mapping, (1.11) is two-dimensional
(with three algebraic constraints), (1.12) is five-dimensional and (1.13) is three-
dimensional (with two parameters).
The ultimate goal is to identify travelling wave solutions of (1.20) as heteroclinic
connections in the five-dimensional (uˆ, wˆ, u, v, w)-phase space. As per GSPT,
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this is done by constructing heteroclinic orbits in the singular limit ε → 0 by
concatenating components from (1.11) and (1.13) and using Fenichel theory and
canard theory to prove that these orbits persist for 0 < ε 1.
We divide the method into three stages. The first stage is common to any system
of the form (1.20) and is outlined below; Figure 1.15 provides schematics of the
various steps. The second stage is comprised of a phase plane analysis of the
two-dimensional system obtained from the first stage. Consequently, this stage is
specific to each model of interest. The final stage consists of the proof that the
solutions constructed in the singular limit persist for 0 < ε 1. This stage uses
the theory of Section 1.5 and is similar for any model (1.20) other than checking
that the appropriate conditions hold in each specific case.
Stage 1: Reduction to two-dimensional phase plane analysis
The first stage can be further split into five steps, illustrated in Figure 1.15. The
two-dimensional critical manifold associated with (1.21) is
S =
{
(u, v, w, uˆ, wˆ)
∣∣∣∣ u = uˆc , v = −h(u,w)c , wˆ = cw − g(u,w)v
}
.
This critical manifold is normally hyperbolic everywhere except the curve c2 +
(g(u,w)h(u,w))w = 0, which, for the models studied in Chapters 2 and 3, can
be rearranged to be written as a graph over u, w = F (u). We refer to this curve
as the fold curve as it corresponds to the set of points at which (1.13) exhibits a
saddle-node or fold bifurcation (as in Section 1.5.3). Thus, the critical manifold
has two branches, separated by the fold curve; the attracting branch is denoted
Sa and the repelling branch Sr. A schematic is provided in Figure 1.15a with the
repelling branch represented by the shaded, upper region, the attracting branch
by the unshaded, lower region and the fold curve by the green, dotted line.
Remark 1.6.4. In reality, (1.21) is five-dimensional and so Figure 1.15a, and the
other panels of Figure 1.15, should be plotted in five dimensions. Obviously
this is not possible and so the figures are schematics only, designed to illustrate a
concept. Alternatively, they correspond to projections of the full five-dimensional
space into an appropriate three-dimensional space.
As for (1.13), the slow variables (uˆ, wˆ) are constant throughout the layer flow.
Each point pa ∈ Sa has a three-dimensional stable manifold WS(pa) and each
point pr ∈ Sr has two-dimensional stable and one-dimensional unstable man-
ifolds WS,U(pr). Generically, the intersection between a three-dimensional ob-
ject and a one-dimensional object in three-dimensional space is one-dimensional.
Thus, for each (uˆ, wˆ), the intersection between WU(pr) and WS(pa) defines a
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one-dimensional heteroclinic connection between the appropriate point pr ∈ Sr
and the corresponding point pa ∈ Sa. In accordance with Section 1.5.2, we refer
to these heteroclinic connections as fast fibres. In addition to the slow variables
being constant along the fast fibres, u must also be constant in order to satisfy
the conditions imposed by both the definition of S and the differential equations
of (1.13). Furthermore, S contains a symmetry specifying that the base points
of each fast fibre (pr and pa) have w-coordinates that are equidistant from the
fold curve, that is, w = F (u) ± C with C an arbitrary constant. A fast fibre is
illustrated in Figure 1.15b.
Remark 1.6.5. The conditions that the slow variables are constant along the fast
fibres and that the flow along them is from Sr to Sa are equivalent to the RH and
Lax conditions for shocks discussed in Section 1.4. Consequently, in the singular
limit ε → 0, the solutions to (1.20) reduce to the solutions previously identified
in [85,87].
The flow of the two-dimensional reduced problem (1.11) is defined only at the
points in S. By substituting the algebraic constraints of (1.11) into the differential
equations, we project the slow flow onto S. This is illustrated in Figure 1.15c,
where the black circles represent fixed points of the slow flow and the solid, blue
curves the trajectories. We emphasise that Figure 1.15c is a schematic of a flow
on S only and does not necessarily correspond to the flow of any actual system.
The equilibrium points of (1.11) also correspond to the background states of
(1.20). These are the end states we are trying to connect via a heteroclinic orbit.
Consequently, it is possible that a heteroclinic connection exists purely within the
slow flow on S. This type of connection corresponds to a smooth travelling wave
solution. Otherwise, a heteroclinic connection may be possible by concatenating
components from (1.11) and (1.13). A schematic of such a concatenation (with
two slow components and one fast) that leads to a heteroclinic orbit is shown in
Figure 1.15d. This type of connection corresponds to a travelling wave solution
containing a shock, where the shock coincides with the fast segment of the orbit
(along a fast fibre).
Although we are ultimately looking for heteroclinic connections in five-dimension-
al phase space, the variables of greatest interest are the original model variables u
and w. Therefore, we project S and the flow of (1.11) and (1.13) into (u,w)-space.
This effectively reduces the problem to a two-dimensional phase plane analysis.
The fold curve divides the plane into two regions, corresponding to Sr and Sa. In
this projection the fold curve also coincides with the wall of singularities discussed
in Section 1.4.2. The slow flow on S corresponds to trajectories of the projected
two-dimensional dynamical system, which can be determined via standard phase
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plane analysis. The fast fibres appear as vertical lines (u = constant) with end
points equidistant from the fold curve (w = F (u) ± C). An illustration of this
projection is provided in Figure 1.15e.
Stage 2: Phase plane analysis
In summary, the first stage effectively reduces the analysis to a two-dimensional
(u,w)-phase plane analysis. Very little about this stage can be determined in the
general case as the solution behaviour depends heavily on the specific choice of
functions f , g and h. However, in terms of constructing heteroclinic orbits, we
have two possibilities, as discussed above. The first is a connection consisting
purely of trajectories within the phase plane analysis of the projected slow flow.
The second is a connection that involves joining trajectories from the slow flow
together using vertical line segments corresponding to fast fibres.
In either situation, the existence of canard points along the fold curve can be
essential for the construction of heteroclinic orbits. As discussed above, the fold
curve divides the phase plane into two distinct regions, corresponding to Sa and
Sr. In many situations, such as shown in the right hand panel of Figure 1.3, a
heteroclinic connection cannot be made purely within either of these regions. In
these examples, canard points provide the only other means for constructing an
orbit, by allowing trajectories to pass from one branch of S to the other. Canard
points satisfy
h(u,w)(g(u,w)h(u,w))u − c2f(u,w) = 0 = c2 + (g(u,w)h(u,w))w.
Stage 3: Proof of persistence for 0 < ε 1
Assuming that heteroclinic orbits can be constructed (in the singular limit) via
combinations of the slow flow, fast fibres and canard points, the final stage is to
show that these constructions persist as nearby solutions of (1.20) for 0 < ε 1.
Here, most of the work is already done for us. We invoke Fenichel theory where
normal hyperbolicity holds and canard theory where it does not. All that remains
is to ensure that the appropriate conditions hold, in particular, a transversality
condition.
A heteroclinic orbit connects an unstable equilibrium point of (1.21) to a stable
one. The transversality condition ensures that the intersection between the un-
stable manifold of the initial state of the orbit and the stable manifold of the end
state is transverse. Assuming a transverse intersection of manifolds ensures that
their intersection persists under small perturbations and consequently so does the
heteroclinic orbit.
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(a) The folded critical manifold S.
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w = F (u)
pr = (uˆ, wˆ, u, v−, F (u) + C)
pa = (uˆ, wˆ, u, v+, F (u)− C)
(b) A fast fibre of the layer problem.
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(c) The slow flow projected onto S.
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(d) Constructing a heteroclinic orbit.
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w
(e) Projecting into two dimensions.
Figure 1.15: A schematic illustration of the various steps in the analysis using GSPT.
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1.6.3 Main results & original contributions
In the following, we summarise the main results of this thesis and highlight its
novel contributions.
• We demonstrate the utility of the method presented in [122] by applying it
to (extended) ARD models from the mathematical biology literature.
• We provide a first rigorous proof of the existence and uniqueness of travelling
wave solutions for the model of malignant tumour invasion described in [85]
and an extended, biologically more realistic model with small, rather than
zero, diffusion of both modelled species.
• We validate a modelling assumption in [85], that the effect of diffusion is small
and hence can be neglected, which is not clear from the original analysis.
• We present a numerical investigation of the asymptotic wavespeed of the
travelling wave solutions of the (extended) malignant tumour model. The
results in the diffusion-free limit agree with those in [72]. In the case of
small diffusion, such an investigation for this model had not previously been
undertaken.
• We identify a novel travelling wave solution for the model of wound healing
angiogenesis described in [86,87].
• Under mild assumptions and in specific parameter regimes, we provide a first
proof of the existence of travelling wave solutions for an extended version
of the wound healing model, with small, rather than zero diffusion of both
modelled species.
• In parameter regimes to which this proof does not apply, we propose other
potential solutions that may be supported by the (extended) wound healing
model.
• We investigate the existence of travelling wave solutions for a version of the
Keller–Segel model for which exact solutions are known (and hence can be
used for comparison) in the diffusion-free limit [30].
1.7 Outline
The main body of this thesis is comprised of published articles. These articles
are reproduced in their published or accepted form, except for minor stylistic and
typographical changes. The details of each are outlined below.
Chapter 2
Reference: K. Harley, P. van Heijster, R. Marangell, G. J. Pettet, and M. Wech-
selberger. Existence of travelling wave solutions for a model of tumour invasion.
SIAM J. Appl. Dyn. Syst., 13(1):366–396, 2014.
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Abstract: The existence of travelling wave solutions to a haptotaxis dominated
model is analysed. A version of this model has been derived in Perumpanani et al.
(Phys. D, 126:145–159, 1999) to describe tumour invasion, where diffusion is ne-
glected as it is assumed to play only a small role in the cell migration. By instead
allowing diffusion to be small, we reformulate the model as a singular perturba-
tion problem, which can then be analysed using geometric singular perturbation
theory. We prove the existence of three types of physically realistic travelling
wave solutions in the case of small diffusion. These solutions reduce to the no
diffusion solutions in the singular limit as diffusion is taken to zero. A fourth
travelling wave solution is also shown to exist, but that is physically unrealistic
as it has a component with negative cell population. The numerical stability, in
particular the wavespeed of the travelling wave solutions, is also discussed.
Author contributions:
• K. Harley (candidate) performed the analytic computations and numerical
simulations, wrote the MATLAB code for the simulation of the ODE system,
wrote the majority of the manuscript, created all the figures, interpreted and
presented the results and acted as the corresponding author.
• P. van Heijster guided and supervised the research, checked the analytic
computations, assisted with the interpretation and presentation of results
and edited and proofread the manuscript.
• R. Marangell assisted with the interpretation of the numerical asymptotic
wavespeed results and proofread the manuscript.
• G. J. Pettet guided and supervised the research and proofread the manuscript.
• M. Wechselberger guided and supervised the research, wrote part of the sec-
tion on the persistence of the travelling wave solutions for 0 < ε 1, assisted
with the interpretation and presentation of the results and edited and proof-
read the manuscript.
Chapter 3
Reference: K. Harley, P. van Heijster, R. Marangell, G. J. Pettet, and M. Wech-
selberger. Novel solutions for a model of wound healing angiogenesis. Nonlinear-
ity, 27:2975–3003, 2014.
Abstract: We prove the existence of novel, shock-fronted travelling wave solu-
tions to a model of wound healing angiogenesis studied in Pettet et al. (IMA
J. Math. App. Med., 17:395–413, 2000), assuming two conjectures hold. In the
previous work, the authors showed that for certain parameter values, a hetero-
clinic orbit in the phase plane representing a smooth travelling wave solution
exists. However, upon varying one of the parameters, the heteroclinic orbit was
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destroyed, or rather cut-off, by a wall of singularities in the phase plane. As
a result, they concluded that under this parameter regime no travelling wave
solutions existed. Using techniques from geometric singular perturbation theory
and canard theory, we show that a travelling wave solution actually still exists for
this parameter regime. We construct a heteroclinic orbit passing through the wall
of singularities via a folded saddle canard point onto a repelling slow manifold.
The orbit leaves this manifold via the fast dynamics and lands on the attracting
slow manifold, finally connecting to its end state. This new travelling wave is no
longer smooth but exhibits a sharp front or shock. Finally, we identify regions
in parameter space where we expect that similar solutions exist. Moreover, we
discuss the possibility of more exotic solutions.
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Abstract: We study a version of the Keller–Segel model for bacterial chemotaxis
for which explicit travelling wave solutions are known in the zero attractant-
diffusion limit. Travelling wave solutions are constructed in the small diffusion
case using geometric singular perturbation theory, which converge to these explicit
solutions in the singular limit.
Author contributions:
48 Chapter 1
• K. Harley (candidate) performed the analytic computations, wrote the ma-
jority of the manuscript, created all the figures, interpreted and presented the
results and acted as the corresponding author.
• P. van Heijster guided and supervised the research, checked the analytic
computations, interpreted and presented the results and edited and proofread
the manuscript.
• G. J. Pettet guided and supervised the research and proofread the manuscript.
The final chapter of the thesis provides a discussion and summary of the results
and of future directions of research. In particular, we discuss future research sur-
rounding the stability of the travelling wave solutions whose existence comprises
the main thesis chapters.
Chapter 2
Existence of travelling wave solutions for a model of
tumour invasion
This chapter was first published as
K. Harley, P. van Heijster, R. Marangell, G. J. Pettet, and M. Wechselberger.
Existence of travelling wave solutions for a model of tumour invasion. SIAM J.
Appl. Dyn. Syst., 13(1):366–396, 2014.
Abstract
The existence of travelling wave solutions to a haptotaxis dominated model is
analysed. A version of this model has been derived in Perumpanani et al.
(Phys. D, 126:145–159, 1999) to describe tumour invasion, where diffusion is ne-
glected as it is assumed to play only a small role in the cell migration. By instead
allowing diffusion to be small, we reformulate the model as a singular perturba-
tion problem, which can then be analysed using geometric singular perturbation
theory. We prove the existence of three types of physically realistic travelling
wave solutions in the case of small diffusion. These solutions reduce to the no
diffusion solutions in the singular limit as diffusion is taken to zero. A fourth
travelling wave solution is also shown to exist, but that is physically unrealistic
as it has a component with negative cell population. The numerical stability, in
particular the wavespeed of the travelling wave solutions, is also discussed.
2.1 Introduction
2.1.1 Travelling waves in cell migration
Cell migration has been studied by both biologists and mathematicians for years;
see, for example, [9, 79] and references within. It is important in a variety of
contexts, including wound healing, cancer (or other tumour) growth, and embry-
onic growth and development. Travelling wave solutions arising from continuum
mathematical models to describe various modes of cell migration (purely diffu-
sive, purely advective, or a combination of both) are of particular interest. As
well as the mode of migration, the speed of the travelling wave solutions is of
interest, as this corresponds to the rate of invasion of cells.
One of the most famous examples of a model exhibiting travelling wave solutions
is the Fisher–KPP equation [35, 58]. This model has been extensively studied
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and is an example of travelling wave solutions arising from a purely diffusive flux
term. Another class of models known to exhibit travelling waves are the Keller–
Segel type models [56,57]. These models describe cell migration resulting from a
combined diffusive and advective flux term. Advective motion (or advection) is
the preferential motion of cells in a particular direction. This could be due to the
flow of a fluid they are suspended in, or a response to a chemical gradient, for
example. In all these examples, the observed travelling wave solutions are smooth.
However, if the effect of diffusion on cell migration is reduced so that the balance
between diffusive and advective migration shifts toward purely advective, the
fronts of the travelling wave solutions can steepen and become shock-like. Note
that true shocks or discontinuities will not be observed if even a small amount of
diffusion is present.
True shocks, or solutions containing actual discontinuities, arise from models
with a purely advective flux term. This type of flux term can be used to model
cell migration if, for example, cells are migrating in response to a gradient in a
chemical that is bound to some surface. The bound chemical reduces the amount
of random motion of the cells considerably, and hence diffusive-like motion is
minimal or non-existent. In these types of models, travelling wave solutions
are still observed, and furthermore, the shock-like behaviour observed in the
low diffusion case can develop into actual shocks. It is the low diffusion, high
advection limit of cell migration that we are interested in.
2.1.2 Shock-fronted travelling waves
One approach for analysing shock-fronted travelling waves is based on dynami-
cal systems theory, with the aim to identify travelling wave solutions of partial
differential equation (PDE) systems as heteroclinic orbits of an associated or-
dinary differential equation (ODE) system. By applying such an approach to
models of purely chemotactically (advectively) driven growth processes, systems
of two-species, coupled ODEs of the form
du
dz
= R(u,w),
P (u,w)
dw
dz
= Q(u,w)
(2.1)
were uncovered [86,87]. Systems of first order differential equations such as these
can be studied using methods from dynamical systems theory (see, for exam-
ple, [53, 76]), where solution trajectories are analysed in the (u,w)-phase plane.
However, due to the term premultiplying the left-hand side, this type of ODE sys-
tem leads to singularities in the phase plane for P (u,w) = 0 and Q(u,w) 6= 0. In
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general, solution trajectories cannot cross this wall of singularities except at the
point P (u,w) = Q(u,w) = 0, called the hole in the wall, where the indeterminate
form means that the system is no longer singular.
Since the discovery of these walls of singularities, they have been studied in a
variety of biological (and other) applications [4, 63–65, 70–73, 85]. These studies
(beginning with [72]) have led to the discovery of the possibility of both smooth
and shock-fronted travelling wave solutions, arising as a result of the singular
behaviour in the phase plane. Of particular interest is the transition from smooth
to shock-fronted travelling waves and the role diffusive versus advective migration
plays in determining the type of wavefront [65].
2.1.3 Geometric singular perturbation theory and canards
In [122], the authors studied the existence of shock-fronted travelling waves using
methods from geometric singular perturbation theory (GSPT) with a particular
focus on a special class of solutions known as canards.
The geometric approach to singular perturbation problems was introduced by
[34]. As with other singular perturbation methods, GSPT is applied to systems
exhibiting two (or more) distinct time or length scales, indicated mathematically
by a perturbation parameter multiplying the highest derivative. For a review of
geometric singular perturbation methods see [50,54], or, as they apply to problems
in mathematical biology [43]. These methods have been used to construct smooth
travelling wave solutions to a bioremediation model [5], as well as to find pulse
solutions to a three-component reaction-diffusion equation arising from a model
for gas discharge dynamics [20]. However, these theorems only apply under the
assumption of normal hyperbolicity and break down in the neighbourhood of
points where normal hyperbolicity is lost, such as a wall of singularities. This is
where the theory of canards comes into play.
The theory of canard solutions allows the extension of Fenichel theory to points
in the neighbourhood of non-hyperbolic points [8, 59,103,118,119,121]. In [122],
it was revealed that the holes in the wall investigated in [86,87] using traditional
phase plane analysis are equivalent to the folded singularities investigated inde-
pendently in [103,104,118] as part of the development of the existence of canards.
We will use the latter approach.
2.1.4 The model
In this work, we study a model originally presented in [85]. The model describes
haptotactic cell invasion in the context of malignant tumour growth, in particular
melanoma (a type of skin cancer). In [85], the following simplified, dimensionless
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model is derived:
∂c
∂t
= −c2u,
∂u
∂t
= u(1− u)− ∂
∂x
(
∂c
∂x
u
)
,
with boundary conditions
lim
x→−∞
c(x, t) = 0, lim
x→∞
c(x, t) = cˆ, lim
x→−∞
u(x, t) = 1, lim
x→∞
u(x, t) = 0,
and x ∈ R, t ∈ R+. Here c(x, t) is the extracellular matrix (ECM) concentra-
tion and u(x, t) is the invasive tumour cell population. Note that the original
description of the tumour invasion process included an expression for the density
of protease, but it was neglected as the density of protease can be assumed to be
constant to leading order, within certain parameter regimes [73,85]. The tumour
cells proliferate logistically, independent of the presence of ECM, all the while
consuming it. They also respond haptotactically to a gradient in ECM and so
migrate preferentially up the ECM gradient.
Haptotaxis is a type of advection similar to chemotaxis. Both describe the di-
rected motion of cells up (down) the gradient of some chemical or chemoattrac-
tant (chemorepellent). Chemotaxis, as the better known term, arises when the
chemoattractant (or chemorepellent) is suspended in a fluid. On the exterior of
each cell are receptors that detect chemoattractant and allow it to pass into the
cell. Based on the locations around the cell of the receptors admitting chemoat-
tractant, the cells determine the most favourable migration direction. For exam-
ple, if more receptors of the right hand side of the cell detect chemoattractant
than on the left, the cell will move to the right. Thus, if a gradient in the chemoat-
tractant is present, the cells will, on average, migrate up the chemical gradient.
The opposite occurs in the case of a chemorepellent. Haptotaxis follows a similar
mechanism but arises when the chemoattractant is bound to a surface. In this
case, the concentration of cell adhesion sites could even act as a chemoattractant,
as well as actual substrate-bound chemicals, such as present in the ECM.
Since the ECM is a substrate, to which the cells essentially bind themselves, it is
reasonable to assume that diffusion plays a very small role in the tumour invasion
process and therefore is ignored in [85]. (We shall not ignore diffusion but rather
allow it to be small; see Section 2.1.5.)
In [85] and subsequently [72], the authors show that this model exhibits both
smooth and shock-fronted travelling waves; we shall first provide a summary of
the relevant results here; for more details we refer to the original works. Although
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the model was originally presented in [85], we focus on the analysis undertaken
in the revised and self-contained version [72]. However, before we begin, we
must address the issue of nomenclature. Within the travelling wave literature,
it is convention to use c as the wavespeed of a travelling wave solution, not as a
variable as in [72,85]. Moreover, the model studied here fits the general framework
of [122], and thus we choose to use the notation therein. Consequently, we let
c(x, t) = u˜(x, t), u(x, t) = w˜(x, t) and will henceforth consider the system
∂u˜
∂t
= −u˜2w˜,
∂w˜
∂t
= w˜(1− w˜)− ∂
∂x
(
∂u˜
∂x
w˜
)
.
(2.2)
In order to investigate travelling wave solutions from a dynamical systems per-
spective, the coordinate transformation z = x− ct is applied, where c is now the
speed of the travelling wave. Thus (2.2) can be rearranged to the system of first
order ODEs:
du
dz
=
u2w
c
,(
2u2w
c
− c
)
dw
dz
= w(1− w)− 2u
3w3
c2
,
(2.3)
where we have dropped the tildes for convenience. The equilibrium points are
(1, 0) and the line (u∞, 0), where
u∞(c) := lim
z→∞
u(z), u∞ ∈ R.
Identifying possible travelling waves of the PDE system (2.2) is equivalent to iden-
tifying heteroclinic orbits of the ODE system (2.3) connecting (1,0) to (u∞(c), 0).
Since (2.3) is now in the form (2.1), it exhibits a wall of singularities and a hole
in the wall when analysing the phase plane. The wall of singularities is defined
by the zeros of the term premultiplying the w-derivative,
w =
c2
2u2
=: F (u). (2.4)
The hole in the wall is defined as the point in the first quadrant, on the wall of
singularities, where the right hand side of the w-equation also vanishes, and thus
appears at the intersection of the wall of singularities (2.4) and the non-trivial
w-nullcline. This gives
(uH , wH) =
(
c
4
[
c+
√
c2 + 8
]
,
1
uH + 1
)
. (2.5)
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Figure 2.1: An illustration of the appearance of both smooth solutions and those exhibiting
shock-like behaviour. The solutions are examples of a Type 1 wave, Type 2 wave
with infinite support, and Type 2 wave with semi-compact support, from left to
right. The solutions are generated from the numerical solution of (2.6) with ε =
0.005, however, are qualitatively the same as those presented in [72] for ε = 0.
Dashed lines represent the u-solutions and solid lines the w-solutions, with initial
conditions shown in black. Solutions are plotted at t = 0, 20, . . . , 80.
By examining the phase plane, a two parameter family of heteroclinic orbits con-
necting (0, 1) to (u∞, 0), representing both smooth (Type 1) and shock-fronted
(Type 2) travelling waves were identified [72]. These orbits are constructed nu-
merically, or using a power series solution centered at (uH , wH) to approximate
the two trajectories that cross through the wall of singularities, with the shocks
defined by the Rankine–Hugoniot and Lax entropy conditions; see, for exam-
ple, [101] and references within. Note that the power series solutions appear to
provide a good approximation sufficiently far away from the (0, 1) equilibrium
point.
The two parameters are the wavespeed c and the end state of the u-wave u∞,
which is equivalent to the parameter cˆ in the original notation [72, 85]. The
transition from the smooth to the shock-fronted waves is characterised by u∞ =
ucrit = ucrit(c) or, equivalently, c = ccrit = ccrit(u∞). Maximum and minimum
values for u∞ and c, respectively, are identified for the appearance of physically
realistic (non-negative) shock-fronted waves.
An illustration of the different types of waves is given in Figure 2.1, emphasising
the difference between the smooth and non-smooth waves. The solution curves
for u are represented by the dashed lines and those for w by the solid lines. Initial
conditions are shown in black, with the successive solutions plotted at equal time
intervals. The different wave types were generated by varying the steepness of
the initial profiles. This is discussed further in Section 2.3.1 and Section 2.3.2.
In summary, it is concluded in [72] based on numerical evidence that Type 1
solutions exist for c ≥ ccrit and Type 2 solutions for cmin ≤ c < ccrit, for fixed u∞.
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Both wave types were demonstrated to be numerically stable. A third, Type 3
wave was also considered, however, it did not satisfy the Lax entropy condition
and was demonstrated to be numerically unstable. Waves for which c < cmin
were not considered as they would be non-physical. These results can also be
expressed in terms of ranges of the parameter u∞, for fixed c.
The existence of the Type 1 waves is rigorously proven in [48] by considering a
desingularised version of (2.3) and constructing an invariant region to which the
Type 1 waves are restricted.
2.1.5 Outline and main results
In this work we formalise the results from [72] and extend the work of [48] to
provide a rigorous proof of existence of both smooth and shock-fronted travelling
wave solutions to (2.2). Furthermore, we prove the existence of travelling wave
solutions for the more general model, where both the ECM and cell species are
allowed to diffuse,
ut = −u2w + εuxx,
wt = w(1− w)− (uxw)x + εwxx,
(2.6)
with x ∈ R, t ∈ R+ and ε  1. From a biological or modelling perspective,
this formulation is advantageous as it allows us to investigate the effects of small
diffusion as well as no diffusion. (Note that for ε = 0, (2.6) is equivalent to
(2.2).) We take the diffusion coefficients to be equal for simplicity. However,
if we instead chose diffusion coefficients such that the ratio was O(1) but not
equal to 1, the method used would carry through, and the results would not be
significantly altered, as stated in [122, Remark 2.1].
The background states of (2.6) are (u,w) = (0, 1) and (u,w) = (u∞, 0), u∞ ∈ R;
that is, (u∞, 0) represents a line of equilibria. Hence, we are searching for trav-
elling wave solutions on an unbounded domain that connect (0, 1) (representing
a state with no ECM and a dimensionless concentration of 1 of tumour cells)
to (u∞, 0) (representing the tumour free state with a variable amount of ECM).
Thus, we have
lim
z→−∞
u(z) = 0, lim
z→∞
u(z) = u∞, lim
z→−∞
w(z) = 1, lim
z→∞
w(z) = 0. (2.7)
Due to the nature of the background states and the expectation that the tumour
cells will invade the ECM, we expect to see right-moving travelling waves, that
is, c > 0. The second condition in (2.7) implies that the right hand boundary
condition on u, denoted u∞, is free. Since u and w represent concentrations, we
shall focus on solutions to (2.6) for which u,w ∈ [0,∞) for all x ∈ R, t ∈ R+.
56 Chapter 2
Hence, for this purpose we assume u∞ ≥ 0. We will, however, consider one type
of solution for which w < 0.
From a mathematical perspective, the advantage of the formulation (2.6) over
(2.2) lies in the applicability of GSPT to (2.6), as demonstrated in [122]. In [122],
travelling wave solutions of the general model (to which (2.6) conforms),(
u
w
)
t
+
(
0
g(u,w)ux
)
x
=
(
h(u,w)
f(u,w)
)
+ ε
(
u
w
)
xx
, (2.8)
are investigated, with f(u,w), g(u,w) and h(u,w) adhering to certain assump-
tions. We explicitly check these assumptions for (2.6). Upon introducing a new
variable v = ux, (2.8) is transformed into the singularly perturbed system of
coupled balance lawsuv
w

t
+
 0−h(u,w)
g(u,w)v

x
=
h(u,w)0
f(u,w)
+ ε
uv
w

xx
, (2.9)
where we note that the first two equations are equivalent since the second is
the derivative (with respect to x) of the first. Consequently, GSPT, including
Fenichel theory [34] and the theory of canard solutions [59, 103, 118, 119, 121],
is used to provide a general framework for a proof of the existence of travelling
wave solutions of (2.8). These solutions include smooth travelling waves as well
as those that exhibit shock-like behaviour.
The key steps of the proof are as follows:
• reformulate the model as a singular perturbation problem as in (2.9);
• in the singular limit ε → 0, identify fold(s) in the critical manifold (see
Lemma 2.2.2);
• identify folded saddle canard point(s) (see Lemma 2.2.3);
• construct heteroclinic orbits (see Lemmas 2.2.4, 2.2.5 and 2.2.6); and
• prove the persistence of the singular heteroclinic orbits for sufficiently small
ε > 0 (see Section 2.2.5).
Note that the folded nature of the critical manifold is essential for the existence
of shock-fronted travelling wave solutions in the limit ε → 0. Furthermore, the
existence of the folded saddle canard point is an important feature of such models
as (2.8) that was previously unrecognised.
In Section 2.2, following the steps outlined above, we identify singular heteroclinic
orbits representing so-called Type I, II, III and IV waves. The classification of the
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Figure 2.2: Illustration of the four types of travelling wave solutions identified.
travelling wave solutions as Type I, II, III or IV is based on distinguishing features
of the waves in the singular limit ε → 0. Figure 2.2 provides an illustration of
the four types of waves. We assume the label for the Type 1 waves from [72];
that is, any smooth travelling waves are classified as Type I. The Type 2 waves
identified by [72] are waves that exhibit a shock in w, including both those with
infinite and semi-compact support. We split this category in two; Type II waves,
which are the Type 2 waves from [72] with infinite support, and Type III waves,
which have semi-compact support in w. The reason for the explicit distinction
between the Type II and III waves will become apparent in Section 2.3. Note
that the Type III waves should not be confused with the Type 3 waves from [72],
which we show do not exist. The Type IV waves are those that exhibit a shock
and have a negative component in w. This type of solution was not considered
in [72] as it is non-physical.
Having completed the proof of existence, in Section 2.3 we present additional
numerical results, in particular, relating to the wavespeeds of the various travel-
ling wave solutions. We derive an expression for the wavespeed of Type I and II
waves that compares well with the numerically measured wavespeeds. However,
an expression for the wavespeed of the Type III, minimum wavespeed wave re-
mains to be found. No Type IV waves were observed numerically. We conclude
in Section 2.4.
2.2 Existence
In this section we prove the existence and uniqueness of travelling wave solutions
to (2.6) for sufficiently small ε by means of dynamical systems theory and, in
particular, GSPT. These solutions include both travelling waves with and without
a shock.
Before we begin we wish to make clear what we mean by a shock or a shock-
fronted travelling wave, based on classical PDE theory. For ε = 0, the system is
strictly hyperbolic and so is known to exhibit shocks. These shocks are defined by
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the Rankine–Hugoniot and Lax conditions. Thus for ε = 0, when we talk about
solutions exhibiting a shock, we are referring to weak solutions of (2.2), which
contain discontinuities, with the solution away from the discontinuity satisfying
(2.2) and the discontinuity satisfying the appropriate shock conditions. As we
turn on ε these discontinuities smooth out and thus the entire solution will satisfy
(2.6). However, for 0 < ε  1 sufficiently small the solutions will still contain
regions with steep gradients where the discontinuity was previously observed.
Thus, when we refer to a shock, we are referring to the region in a solution con-
taining very steep gradients, which in the limit ε → 0 becomes a discontinuity.
From a geometric perspective, the shocks correspond to components of the so-
lutions that arise from a diversion through the fast subsystem. Furthermore,
the corresponding Rankine–Hugoniot and Lax entropy conditions for hyperbolic
PDEs have a clear geometric interpretation.
Theorem 2.2.1. There exists an ε0 such that for ε ∈ [0, ε0], travelling wave
solutions exist for the system (2.6) with boundary conditions (2.7) and are unique
in the sense that for a given c > 0 and u∞ > 0, a single wave exists. Furthermore,
for fixed wavespeeds and u∞ > 0, four wave types can be identified. The Type I
wave exists for 0 < u∞ < ucrit and is smooth. The Type II wave exists for
ucrit < u∞ < u3 and exhibits a shock in w. The Type III wave exists for u∞ = u3,
and exhibits a shock and has semi-compact support in w. The Type IV wave exists
for u3 < u∞ < uupper, and exhibits a shock and has a negative component in w.
We follow [122] and begin by introducing a new variable, v = ux, such that we
can write (2.6) as a system of coupled balance laws:
ut = −u2w + εuxx,
vt = −(u2w)x + εvxx,
wt = w(1− w)− (vw)x + εwxx.
(2.10)
Since we are looking for travelling wave solutions, we introduce the coordinate
z = x− ct, where c > 0. This gives
(εu′ + cu)′ = u2w,
(εv′ − u2w + cv)′ = 0,
(εw′ − vw + cw)′ = −w(1− w),
(2.11)
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where the prime indicates differentiation with respect to z. Defining three new
variables
uˆ := εu′ + cu,
vˆ := εv′ − u2w + cv,
wˆ := εw′ − vw + cw,
allows us to write (2.11) as a system of first order differential equations:
uˆ′ = u2w,
vˆ′ = 0,
wˆ′ = −w(1− w),
εu′ = uˆ− cu,
εv′ = vˆ + u2w − cv,
εw′ = wˆ + vw − cw.
The second equation implies vˆ is a constant. Moreover, it can be seen upon
comparison of the definition of vˆ and the first equation of (2.11) (recalling that v =
u′) that vˆ = 0. Therefore, we now have a five-dimensional, singular perturbation
problem:
uˆ′ = u2w,
wˆ′ = −w(1− w),
εu′ = uˆ− cu,
εv′ = u2w − cv,
εw′ = wˆ + vw − cw,
(2.12)
containing two slow variables (uˆ and wˆ) and our three, original fast variables (u,
v and w). We refer to (2.12) as the five-dimensional slow system, with z the slow
travelling wave coordinate. To investigate the problem on the fast timescale, we
introduce the fast travelling wave coordinate y = z/ε, which gives the correspond-
ing five-dimensional fast system
˙ˆu = εu2w,
˙ˆw = −εw(1− w),
u˙ = uˆ− cu,
v˙ = u2w − cv,
w˙ = wˆ + vw − cw,
(2.13)
provided ε 6= 0 and where the dot indicates differentiation with respect to y.
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The non-trivial equilibria of the five-dimensional systems, denoted P∓ for the
respective end states of the wave, are
P−(uˆ, wˆ, u, v, w) = (0, c, 0, 0, 1) and P+(uˆ, wˆ, u, v, w) = (cu∞, 0, u∞, 0, 0).
As per GSPT, we now examine the singular limit of the slow and fast systems,
(2.12) and (2.13), respectively. This provides us with two lower-dimensional prob-
lems, which are consequently more amenable to analysis. In the singular limit
ε → 0 the five-dimensional slow system (2.12) reduces to the two-dimensional
reduced problem with three algebraic constraints:
uˆ′ = u2w,
wˆ′ = −w(1− w),
0 = uˆ− cu,
0 = u2w − cv,
0 = wˆ + vw − cw.
(2.14)
Similarly, as ε→ 0, the five-dimensional fast system (2.13) reduces to the three-
dimensional layer problem with two parameters:
˙ˆu = 0,
˙ˆw = 0,
u˙ = uˆ− cu,
v˙ = u2w − cv,
w˙ = wˆ + vw − cw.
(2.15)
Given the above two subsystems, GSPT allows us to study each independently
and construct singular limit solutions that are concatenations of solution segments
of both subsystems. Then, assuming certain conditions are met, we can prove
that the singular limit solutions perturb to nearby solutions of the full, five-
dimensional problem for 0 < ε 1.
2.2.1 Layer problem
We begin our analysis with the layer problem (2.15) and note that within the
layer problem the slow variables are constants of integration and so the layer flow
is independent of the slow variables or is along so-called fast fibres. A diversion
of the solution through the fast subsystem, or equivalently along a fast fibre,
corresponds to a shock in the travelling wave solution. Thus, this condition
implies that the slow variables will be constant along any shocks in the travelling
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wave solutions.
The equilibria of the layer problem (2.15) define a two-dimensional critical surface
or critical manifold, which can be represented as a graph over the fast variables
(u,w):
S =
{
(uˆ, wˆ, u, v, w)
∣∣∣∣ uˆ = cu, v = u2wc , wˆ = cw − vw
}
. (2.16)
While this is not the only possible graph representation of the set S, we emphasise
that it is not possible to describe S as a graph over a slow variable base. This
follows from the following:
Lemma 2.2.2. The layer problem (2.15) has a saddle-node bifurcation along the
set F (u) defined in (2.4). That is, the critical manifold S, defined in (2.16), is
folded around F (u), with one attracting side, Sa, and one repelling, Sr. Moreover,
S is symmetric in w around F (u).
Proof The Jacobian of the layer problem,
J =
 −c 0 02uw −c u2
0 w −c+ v
 ,
evaluated along S, has eigenvalues given by
λ1 = −c,
λ2,3 = −c+ u
2w
2c
±
√(
u2w
2c
)2
+ u2w.
The eigenvalues λ1 and λ3 are negative for u,w ≥ 0, whereas λ2 can change sign.
Thus, for λ2 < 0 (2u
2w < c2) S is stable or attracting (denoted Sa) and for λ2 > 0
(2u2w > c2) is unstable or repelling (denoted Sr).
The loss of normal hyperbolicity at λ2 = 0 is generically due to either a Hopf
or saddle-node (fold) bifurcation. In this case, since λ2 also has zero imaginary
part, we have a saddle-node bifurcation. This implies that the critical manifold
is folded, provided the non-degeneracy and transversality conditions,
p · (D2UUG)(U , Uˆ )(q , q) 6= 0 and p · (DUˆG)(U , Uˆ ) 6= 0,
respectively, are met [121]. Here U = (u, v, w), Uˆ = (uˆ, wˆ) and G = (u˙, v˙, w˙),
with u˙, v˙ and w˙ defined in (2.15), and where U and Uˆ are evaluated along
λ2 = 0, which coincides with w = F (u) as in (2.4). Therefore, U = (u, v, w) =
(u, c/2, c2/(2u2)). The vectors p and q are the left and right null vectors of J
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respectively, with q · q = p · q = 1:
p =
1
P
(
c4
2u3
,
c3
2u2
, c2
)
, q =
1
Q
(
0, u2, c
)T
,
where
P =
3c3
2Q
, Q =
√
c2 + u4.
The first condition is equivalent to showing that p ·B(q , q) 6= 0, where
B i(q , q) =
∑
j,k
∂2G i
∂U k∂U j
q jqk
with the derivatives as well as U j and U k evaluated along λ2 = 0. This gives
B(q , q) =
(
0, 0,
2cu2
Q2
)T
,
and
p ·B(q , q) = 2c
3u2
PQ2
,
which is non-zero for c 6= 0 and u 6= 0.
The second condition reduces to
p ·
 1 00 0
0 1
 = ( c4
2u3P
,
c2
P
)
6= 0.
Therefore, the critical manifold S is folded with the fold curve corresponding
to where λ2 = 0 or 2u
2w = c2. This fold curve is equivalent to the wall of
singularities (2.4) found in [72].
Furthermore, on S we have
wˆ(u, v(u,w), w)|w=F (u)+A = wˆ(u, v(u,w), w)|w=F (u)−A ,
where A is an arbitrary constant. Consequently, S is symmetric in w around the
fold line and points on S connected by fast fibres will be equidistant from the
fold line in the w-variable. Defining w± ∈ Sr,a to be the values of w at either end
of the fast fibre, we have
w = F (u) =
w+ + w−
2
. (2.17)
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Figure 2.3: Projections of the critical manifold S (2.16) defined in (2.18) for c = 1. The green,
dotted line represents the fold curve. The left hand figure plots S projected onto
(u, wˆ, w)-space. The right hand figure plots S projected onto (u, wˆ, v)-space so as
to more easily observe the folded nature of the critical manifold.
To visualise the two-dimensional manifold S defined in the five-dimensional phase-
space, we plot projections in three-dimensional subspaces:
wˆ = cw − u
2w2
c
or wˆ =
c2v − cv2
u2
, (2.18)
as seen in the left and right hand panels of Figure 2.3, respectively, with the
green, dotted line indicating the fold curve, F . Note that a consequence of the
folded nature of S is that it cannot be expressed in a single coordinate chart over
the slow variables (uˆ, wˆ), as seen in Figure 2.3 (where since c = 1, uˆ = u on S).
The fast fibres mentioned previously connect points on S with constant uˆ and wˆ.
Due to the stability of S, the direction of the flow along these fast fibres is from
Sr to Sa; see Figure 2.4.
Remark 2.2.1. For ε = 0 and u,w > 0, (2.10) is strictly hyperbolic, and so
solutions can exhibit shocks. These shocks must satisfy the Rankine–Hugoniot
and Lax entropy conditions, which are given in [72]. The Rankine–Hugoniot
conditions can be written
cu+ = cu−,
v+ − v− = u
2
c
(w+ − w−),
cw+ − v+w+ = cw− − v−w−,
where the ± subscript denotes the value of the given variable at the beginning
or end state of the shock respectively. By comparing these conditions with the
definition of S in (2.16), we see that they are satisfied since uˆ and wˆ are constant
along any shocks in the system. Furthermore, the second and third conditions
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(u, v+, w+, uˆ, wˆ)
(u, v−, w−, uˆ, wˆ)
Figure 2.4: A schematic of the critical manifold S. The fold curve F is represented by the
dashed, green line. The upper part of the surface is the repelling side of the manifold
Sr and the lower part the attracting side of the manifold Sa. The flow of the layer
problem is along fast fibres, two examples of which are drawn in. They connect a
point on Sr (labelled (u, v+, w+, uˆ, wˆ)), to a point of Sa (labelled (u, v−, w−, uˆ, wˆ)).
Along these fast fibres u, uˆ and wˆ are constant. The direction of the flow can only
be in that shown here, that is, from Sr to Sa.
combined can be rearranged to give (2.17). The Lax entropy condition reduces
simply to w+ > w− but can also be written as
2u2w− < c2 < 2u2w+.
This implies that the direction of the shock must be from the repelling to the
attracting side of the manifold.
Hence, the combination of the slow variables being constant within the layer
problem and the shape and stability of the critical manifold encapsulates the
restrictions imposed by the Rankine–Hugoniot and Lax entropy conditions and
discussed in [72]. Note that the Lax entropy condition is not satisfied for the
Type 3 waves in [72], and consequently they do not exist.
2.2.2 Reduced problem
The reduced problem (2.14) is a differential-algebraic problem; that is, the re-
duced flow is constrained to a manifold. This implies that the reduced vector
field must be in the tangent bundle of the critical manifold S. Since S is given as
a graph over (u,w)-space, we can study the reduced flow in the single coordinate
chart (u,w).
Lemma 2.2.3. The reduced problem contains a folded saddle canard point.
Proof We substitute the definitions of uˆ and wˆ in (2.16) into the differential
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equations of (2.14), to obtain the reduced vector field on S, written in matrix
form:
[
uˆ
wˆ
]′
= M
[
u
w
]′
:=

c 0
−2uw
2
c
c− 2u
2w
c

[
u
w
]′
=
[
u2w
−w(1− w)
]
,
where the prime indicates differentiation with respect to the slow variable z and
M is singular along 2u2w = c2, the fold curve or wall of singularities. We multiply
both sides by the cofactor matrix of M ,
c− 2u
2w
c
0
2uw2
c
c
 ,
to give
{
c2 − 2u2w}[ u
w
]′
=

cu2w − 2u
4w2
c
−cw(1− w) + 2u
3w3
c
 . (2.19)
The above system is still singular for 2u2w = c2, but the singularity can be
removed by rescaling the independent variable z¯, such that
dz
dz¯
= c2 − 2u2w. (2.20)
This gives the desingularised system
du
dz¯
= cu2w − 2u
4w2
c
,
dw
dz¯
= −cw(1− w) + 2u
3w3
c
.
(2.21)
The equilibrium points of (2.21) are (uU , wU) = (0, 1), (uS, wS) = (u∞, 0), u∞ ∈ R
and
(uH , wH) =
(
c
4
[
c+
√
c2 + 8
]
,
1
uH + 1
)
. (2.22)
The former equilibrium points correspond to the background states of (2.6) given
in (2.7), while the latter is a product of the desingularisation. More specifically,
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(uU , wU) = (0, 1) has eigenvalues and eigenvectors
λ1 = c, ψ1 = (0, 1), λ2 = 0, ψ2 = (1, 0),
and is therefore centre-unstable; (uS, wS) = (u∞, 0) has eigenvalues and eigenvec-
tors
λ1 = −c, ψ1 = (−u2∞, 1), λ2 = 0, ψ2 = (1, 0),
and is therefore centre-stable; and finally, (uH , wH) has eigenvalues and eigenvec-
tors
λ± =
(
c−√c2 + 8
2
)4 1± c
√(
4
c−√c2 + 8
)4
− 3
 , ψ± = (f±(c),−1),
and is therefore a saddle (we consider f±(c) in more detail in Section 2.2.4). The
phase portrait of (2.21) is shown in Figure 2.5a, with u and w parameterised by
z¯.
To obtain the (u,w)-phase portrait parameterised by z, we observe that
dz
dz¯
>
0 on Sa (that is, below the fold curve F ), while
dz
dz¯
< 0 on Sr. Therefore,
the direction of the trajectories in the (u(z), w(z))-phase portrait will be in the
opposite direction to those in the (u(z¯), w(z¯))-phase portrait for trajectories on Sr,
but in the same direction for trajectories on Sa. This does not affect the stability
or type of the equilibrium points (uU , wU) and (uS, wS). However, (uH , wH) is
not an equilibrium point of (2.19).
Rather, as the direction of the trajectories on Sr are reversed, the saddle equi-
librium of (2.21) becomes a folded saddle canard point of (2.19) [122], equivalent
to the hole in the wall (2.5). In particular, on Sr the stable (unstable) eigenvec-
tor of the saddle equilibrium of (2.21) becomes the unstable (stable) eigenvector
of the folded saddle canard point. This allows two trajectories to pass through
(uH , wH): one from Sa to Sr and one from Sr to Sa. We refer to the former as
the canard solution and the latter the faux canard solution. In Figure 2.6, the
canard solution is the union of WS∗ and Toff , and the faux canard solution on Sr
is depicted as WUcrit. The (u,w)-phase portrait parameterized by z is shown in
Figure 2.5b.
Since all the equilibrium points of (2.19) lie on Sa, there are only two possible
ways to create heteroclinic orbits. Firstly, smooth connections can be made (on
Sa) to the (u∞, 0) equilibria up to a critical value of u∞, which we call ucrit.
These heteroclinic orbits correspond to smooth travelling wave solutions and are
the Type 1 waves identified in [72]. In this case, the connections are made purely
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(a) Vector field of (2.21).
u
w
0 2 4 6
0
1
F
N
Sa
Sr
z increasing
(b) Vector field of (2.19).
Figure 2.5: The left and right hand figures show the (u,w)-phase portraits parameterised by
z¯ and z, respectively. The fold curve is labelled F and the non-trivial u-nullcline
N with the saddle equilibrium (filled black circle) and folded saddle canard point
(open black square) visible at the intersection of these curves in the left and right
hand figures, respectively. The other black circles correspond to the background
states of (2.6), which are equilibria of both (2.19) and (2.21), with the thick black
line along the u-axis indicating that the whole axis is an equilibrium. Trajectories
representing travelling wave solutions connect the unstable equilibrium point (0, 1)
to any of the family of stable equilibria (u∞, 0) along the u-axis. The region below
F , shaded blue, corresponds to the attracting side of the critical manifold Sa, and
above F , shaded red, to the repelling side Sr.
on Sa, that is, without crossing through the canard point onto Sr. The second
possibility for creating heteroclinic connections arises if the solution does cross
through the canard point onto Sr. This case is considered in Section 2.2.3.
Lemma 2.2.4. For 0 < u∞ ≤ ucrit, ucrit ∈ (uH ,∞], there exist singular hetero-
clinic orbits Γ = γs representing Type I waves, that is, singular heteroclinic orbits
that live solely on Sa.
Proof From the phase plane analysis we know that for u < uH , w < 1, trajec-
tories cross the w-nullcline N from left to right and travel along the {u = 0}-
nullcline in a downward direction. Furthermore, a calculation comparing the
gradient of N with the stable eigenvector of the canard point (on Sa) reveals that
the canard solution enters the canard point under N . Finally, it can be shown
using a monotonicity argument for the derivative
dw
du
= −c
2(1− w)− 2u3w2
u2(c2 − 2u2w) , (2.23)
that in Figure 2.5b all solutions on Sa (Sr) and below (above) N will be mono-
tonically decreasing in w and consequently increasing in u [85]. (This is indicated
in Figure 2.6 by the direction of the blue arrows.) Together, these conditions
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guarantee that the component of the canard solution on Sa connects (uH , wH) to
the unstable equilibrium point (u,w) = (0, 1) (in backward z). We denote this
trajectory WS∗ ; see Figure 2.6.
Similarly, due to monotonicity, the component of the faux canard solution on Sa
connects (uH , wH) to a stable equilibrium point (u,w) = (ucrit, 0), ucrit ∈ (uH ,∞)
in forward z. We denote this trajectory WUcrit, as in Figure 2.6.
The two trajectories WS∗ and WUcrit, along with the u- and w-axes act as sepa-
ratrices that bound the region in which smooth heteroclinic connections can be
made on Sa. Therefore, any trajectory leaving (0, 1) with a gradient less thanWS∗
will make a smooth connection on Sa to (u∞, 0), u∞ ∈ (0, ucrit). Since a singular
heteroclinic orbit Γ representing a Type I wave consists of a single slow segment
γs, we have simply Γ = γs.
An example of a Type I wave, with the corresponding phase trajectory, is shown
in Figure 2.7a.
2.2.3 Travelling waves with shocks
The second way to connect the equilibrium points is by concatenating solutions
from the reduced and layer problems.
Lemma 2.2.5. For u∞ > ucrit, there exist singular heteroclinic orbits Γ = γc ∪
γf ∪ γs representing Type II waves.
Proof Type II waves correspond to solutions that follow WS∗ and pass through
the folded saddle canard point (uH , wH) onto Sr. Once on Sr, the solution can
then switch onto a fast fibre of the layer problem, which connects a point on Sr
to the point on Sa with constant uˆ and wˆ. We refer to this action as a jump or
shock. Since u = uˆ/c on S, the value of u at either end of the shock will also be
constant. The values of w at either end (denoted w±) are the solutions of (2.18)
for the given values of wˆ and u. Alternatively, if the value of w at one end of the
shock is known, the value at the other end can be computed from (2.17).
Once the solution has returned to Sa via the fast fibre, monotonicity guarantees
that the solution trajectory continues to a stable equilibrium point (u∞, 0), thus
completing the heteroclinic orbit. For Type II waves, we are assuming that the
jump lands at a point on Sa with w > 0.
Thus, a singular heteroclinic orbit Γ representing a Type II wave is a concate-
nation of three components: γc, the slow segment of the orbit that follows that
canard solution; γf , the fast segment of the orbit along a fast fibre; and γs, the
remaining slow component of the orbit that connects to the end state (u∞, 0).
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Figure 2.6: An illustration of the important curves and points in the phase plane of the reduced
problem. The blue shaded region corresponds to Sa and the red shaded region to Sr.
The blue arrows are indicative of the sign of the derivative (2.23) and consequently
the monotonic decrease or increase of solution trajectories in the respective regions.
We define the take-off curve Toff(u) as the set of points (u,w+ = Toff(u)) from
which the solution leaves Sr and switches onto a fast fibre of the layer problem.
Note that Toff coincides with the canard solution on Sr. Similarly, we define
the touch-down curve Tdown(u) as the set of points (u,w− = Tdown(u)) on Sa to
which the fast fibres connect, or equivalently, the landing points of any jumps
in the solution. These curves are illustrated in Figure 2.6. Both Toff and Tdown
are monotonically decreasing functions of u and as a result u ≥ uH and w ≤ wH
along Toff and Tdown.
If Tdown intersects the u-axis at, say, u = u3 (with u3 ∈ (uH ,∞) as labelled in
Figure 2.6), then there is the possibility for jumps to land on Sa with w ≤ 0, as
opposed to with w > 0, as is the case for a Type II wave. It is worth noting that
in all the cases we tested numerically, u3 <∞.
Lemma 2.2.6. If u3 < ∞, that is, Tdown intersects the u-axis, then there exist
singular heteroclinic orbits Γ representing Type III (Γ = γc ∪ γf ) and Type IV
(Γ = γc ∪ γf ∪ γs) waves.
Proof The Type III wave corresponds to the special case where the jump or
fast fibre connects the solution trajectory directly to the stable equilibrium point
(u3, 0). Due to this direct connection, Type III waves have semi-compact support,
in contrast to Type II waves, which have infinite support. Furthermore, the direct
connection implies a singular heteroclinic orbit Γ representing a Type III wave
is a concatenation of only two components, Γ = γc ∪ γf . For the Type III wave,
we can determine using (2.17) the relationship between the end state of the wave
u∞ = u3 and the point along Toff where the jump occurs: (u,w+) = (u3, c2/2u3).
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For u > 0, w < 0, there is a single w-nullcline, which trajectories cross from
right to left, as well as the {u = 0}-nullcline, along which trajectories travel
upward. Between the u-axis and this negative w-nullcline, solution trajectories are
monotonically decreasing in u and increasing in w. Below the negative w-nullcline,
solution trajectories are monotonically decreasing in both u and w. Consequently,
jumps landing on Sa with w < 0 connect to a stable equilibrium point, thus
completing the heteroclinic orbit. These connections represent Type IV waves
and, akin to the Type II waves, consist of the three components Γ = γc ∪ γf ∪ γs,
but where w < 0 along γs.
The Type II, III and IV waves correspond to travelling wave solutions with a
shock, with the Type II and III waves together equivalent to the Type 2 waves
in [72]. Examples of Type II, III and IV waves with the corresponding phase
trajectories are shown in Figures 2.7b, 2.7c and 2.7d, respectively.
2.2.4 Uniqueness of heteroclinic orbits
We are also interested in the uniqueness of the singular heteroclinic orbits con-
structed in Sections 2.2.2 and 2.2.3. For a travelling wave solution to be unique
we require that for fixed c and u∞, only one heteroclinic orbit exist connecting
the unstable equilibrium point (0, 1) to the stable equilibrium point (u∞, 0).
Lemma 2.2.7. The singular heteroclinic orbits representing Type I, II, III and
IV waves are unique.
Proof The uniqueness of the heteroclinic orbits constructed as Type I, II, III and
IV waves follows from the following lemmas. The first concerns the transversality
of the vector field (2.23) and Tdown. If the vector field were tangent to Tdown at
any point, we would observe non-unique solutions.
Lemma 2.2.8. The vector field (2.23) has a transverse intersection with Tdown.
Proof We know that along Tdown the vector field satisfies (2.23) with w = w−(u).
Furthermore, since we are only considering u > uH and w < wH , we can relate w−
to w+ using (2.17). Therefore, demonstrating the transversality of the intersection
between the vector field (2.23) and Tdown requires showing that
dTdown
du
− dw
du
∣∣∣∣
w=w−=2F (u)−w+
6= 0.
This defines the transversality condition, where the former derivative denotes
the slope of Tdown and the latter the vector field (2.23) along it. Recalling that
w−(u) = Tdown (and w+(u) = Toff), we again use (2.17) to rewrite the slope of
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(a) Type I wave, with u∞ = 1, c = 2.
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(b) Type II wave, with u∞ = 1, c = 0.715.
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(c) Type III wave, with u∞ = 1, c = 0.665.
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(d) Type IV wave, with u∞ = 1, c = 0.625.
Figure 2.7: Example solutions for the four types of waves described in Sections 2.2.2 and 2.2.3.
The first columns shows the singular heteroclinic orbit in the phase plane of the
reduced vector field, with the vertical lines representing the diversion along a fast
fibre. The second column is the same orbit plotted onto the critical manifold S. In
these figures, the diversion along a fast fibre is more easily seen, as we can explicitly
see the trajectory leaving S. The third column shows the corresponding wave shape
for each orbit. The darker line is the w solution and the lighter one the u solution.
Note that the singular heteroclinic orbits are constructed numerically by solving the
desingularised system (2.21) using MATLAB’s inbuilt ODE solvers and then manually
inserting the jump at the appropriate location.
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Tdown as
dTdown
du
=
dw−(u)
du
= 2
dF (u)
du
− dw+(u)
du
. (2.24)
Along w+(u) = Toff the vector field is tangent to Toff as this is a solution trajectory.
Thus, the final derivative in (2.24) is written simply as the vector field (2.23)
evaluated at w = w+, and we rewrite the transversality condition as
dTdown
du
− dw
du
∣∣∣∣
w=w−
= 2
dF (u)
du
− dw
du
∣∣∣∣
w=w+
− dw
du
∣∣∣∣
w=2F (u)−w+
.
Recalling from (2.4) that F (u) = c2/2u2, we evaluate the derivatives on the
right hand side of the above expression by explicitly differentiating F (u) and
substituting w = w+ and w = 2F (u)−w+ = c2/u2−w+ into (2.23), respectively
to give
dTdown
du
− dw
du
∣∣∣∣
w=w−
=− 2c
2
u3
+
c2(1− w+)− 2u3w2+
u2(c2 − 2u2w+)
+
c2(1− (c2/u2 − w+))− 2u3(c2/u2 − w+)2
u2(c2 − 2u2(c2/u2 − w+))
=
c2
u4
> 0 for c, u 6= 0.
Thus Tdown does not lie tangent to, but rather will always be less steep than, the
vector field at any point.
The second opportunity for non-unique solutions to arise is if WUcrit ≥ Tdown at
any point. Consider the regime depicted in Figure 2.8b, or in fact any regime
whereWUcrit ≥ Tdown. Under this regime we can identify multiple pairs of solutions
(one with and one without a shock) that connect (0, 1) to the same (u∞, 0) end
state. One such example is drawn in Figure 2.8b. Here, to connect (0, 1) and
(ucrit, 0) the solution can either follow WS∗ then WUcrit, or WS∗ then Toff until a
jump is made to the intersection point between WUcrit and Tdown, after which the
solution continues to (ucrit, 0).
Lemma 2.2.9. For all u > uH , Tdown(u) >WUcrit(u).
Proof From Lemma 2.2.8, we know that for u > uH , WUcrit can only intersect
Tdown from top to bottom. That is, if an intersection occurs at (u,w) = (u
∗, w∗),
WUcrit(u) > Tdown(u) for u < u∗ and WUcrit(u) < Tdown(u) for u > u∗. If the inter-
section were to occur in the opposite direction (as depicted in Figure 2.8b), the
vector field at the point of intersection would be less steep than the instantaneous
slope of Tdown, which is in contradiction to Lemma 2.2.8. (They also cannot touch
without intersecting as this would result in their gradients being equal at that
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Figure 2.8: An illustration of the possibility of non-unique solutions if WUcrit > Tdown for any
u > uH . The left hand figure displays the actual location of the curves WUcrit
and Tdown, showing no intersection and Tdown > WUcrit for all u > uH . The right
hand figure gives example locations of the curves WUcrit and Tdown that lead to non-
unique solutions. In this case, there are two possible connections to ucrit. Firstly, by
following WS∗ and then WUcrit; secondly, by following WS∗ , then Toff until switching
onto a fast fibre as shown in red, and finally, following WUcrit to the equilibrium
point (ucrit, 0). Note that the right hand figure violates the transversality condition
of Lemma 2.2.8.
point.) Therefore, if WUcrit is greater than Tdown at any point, it must be initially,
as the two curves leave the canard point.
Consider a linearisation around the canard point, where we are interested in the
difference in slope (at a linear level) of Tdown and WUcrit:
dTdown
du
− dW
U
crit
du
.
The eigenvectors of the canard point are
ψ± = (f±(c),−1),
where
f±(c) =
c2(c+B)4
64(c2 + cB + 1)± 2(c+B)2√16 + 24cB − 48c2 + 6c3B − 6c4 ,
with B =
√
c2 + 8. In this case, ψ+ corresponds to the direction of WUcrit and ψ−
to Toff . Hence, by taking the gradient of the eigenvectors and using (2.24), we
approximate the difference in slopes of Tdown and WUcrit near the canard point by
dTdown
du
− dW
U
crit
du
≈ dTdown
du
+
1
f+(c)
= 2
dF (u)
du
∣∣∣∣
u=uH
+
1
f−(c)
+
1
f+(c)
. (2.25)
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Consider only the sum
1
f−(c)
+
1
f+(c)
=
f+(c) + f−(c)
f+(c)f−(c)
,
where
f±(c) =
α
β ± γ ,
with
α = c2(c+B)4,
β = 64(c2 + cB + 1),
γ = 2(c+B)2
√
16 + 24cB − 48c2 + 6c3B − 6c4.
Then,
f+(c) + f−(c)
f+(c)f−(c)
=
(
2αβ
β2 − γ2
)/(
α2
β2 − γ2
)
=
2β
α
,
and we can simplify (2.25) to
dTdown
du
+
1
f+(c)
= −2c
2
u3H
+
2β
α
= − 128
c(c+B)3
+
128(c2 + cB + 1)
c2(c+B)4
=
128
c2(c+B)4
,
which is positive for all c 6= 0. Therefore, we can say that near the canard point
Tdown lies above WUcrit, which, together with Lemma 2.2.8, implies that in fact
Tdown >WUcrit for all u > uH .
The vector fields of the layer problem (2.15) and the desingularised system (2.21)
are continuous and sufficiently smooth to ensure uniqueness within the individual
problems. The existence of the canard point in the reduced problem provides a
unique trajectory that connects (0, 1) to (uH , wH). This, together with the above
results, guarantees the uniqueness of the heteroclinic orbits representing Type I,
II, III and IV waves.
An implication of Lemma 2.2.9 is that u3 > ucrit. This implies that for fixed
c, as u∞ is increased (or similarly for fixed u∞ and decreasing c), the singular
heteroclinic orbits vary from representing Type I, to Type II, Type III and Type
IV waves, in that order, as depicted in Figure 2.9b. In particular, for fixed c,
Type I waves exist for 0 < u∞ ≤ ucrit, Type II waves for ucrit < u∞ < u3,
Type III waves for u∞ = u3, and Type IV waves for u3 < u∞ < uupper, with
uupper ∈ (u3,∞]. Note that these results can also be expressed in terms of ranges
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Figure 2.9: An illustration of the different types of waves observed as u∞ is varied, for fixed
c = 1. The left hand figure shows a schematic of the regions of the phase plane
of the reduced problem in which the different wave types are observed. The right
hand figure demonstrates the smooth transition between the wave types. Note that
this smooth transition is also observed if u∞ is fixed and c varied.
of c, for fixed u∞. A summary of where in the phase plane the different wave
types are observed is given in Figure 2.9a.
2.2.5 Persistence of solutions for 0 < ε 1
Proof of Theorem 2.2.1 Having constructed travelling wave solutions in the
singular limit ε → 0, we now show that these singular limit solutions persist
as nearby solutions of the full problem (2.6) for sufficiently small 0 < ε  1, as
in [122]. Firstly, we note that the end states of the waves (0, 1) and (u∞, 0), which
are the background states of (2.6), do not depend on ε and so remain unchanged
for ε > 0.
The existence of Type I waves for ε > 0 follows from Fenichel theory alone [34].
Away from the fold curve, the normally hyperbolic manifolds Sa and Sr deform
smoothly to locally invariant manifolds Sa,ε and Sr,ε respectively, and the slow
flow on these manifolds is a smooth, O(ε) perturbation of the flow on S. Hence,
the singular Type I waves Γ established in Lemma 2.2.4 will perturb to nearby
Type I waves Γε of the full system (2.6), connecting (1, 0) to (u∞, 0). Note that
since u∞ is a free parameter, we in fact have a family of possible end states.
Consequently, for a given singular heteroclinic orbit Γ connecting to a particular
end state (u∞, 0) with wavespeed c, Γε will connect to this end state with a nearby
wavespeed c(ε) for ε > 0, with c(0) = c. Equivalently, with the wavespeed fixed,
the perturbed heteroclinic orbit Γε connects to a nearby end state (u∞(ε), 0) for
ε > 0, with u∞(0) = u∞.
The existence of Type II–IV waves for ε > 0 follows from a combination of
Fenichel theory, canard theory, and the transversality condition in Lemma 2.2.8.
We first focus on the slow segments γc and γs of Γ defined in Lemmas 2.2.5
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and 2.2.6. As mentioned above, away from the fold curve, Sa and Sr deform
smoothly to locally invariant manifolds Sa,ε and Sr,ε, and the slow flow on these
manifolds is a smooth, O(ε) perturbation of the flow on S. Hence, the segment
γs perturbs smoothly to γ
ε
s on Sa,ε, connecting to the end state (u∞, 0). The
persistence of the segment γc relies on canard theory [59, 103, 121] since normal
hyperbolicity is lost near the fold. Canard theory guarantees the existence of a
maximal folded saddle canard γεc in the full system. Geometrically speaking, the
stable and unstable slow manifolds (Sa,ε and Sr,ε) intersect transversally near the
folded saddle singularity for ε > 0 within the three-dimensional centre manifold
corresponding to the two slow and the non-hyperbolic fast directions; see [11]
and [122] for details. This transverse intersection defines the so-called maximal
canard, and a family of canard solutions nearby, tracing the maximal canard
exponentially close.
Next, we focus on the fast dynamics. The normally hyperbolic branch Sa has an
associated local stable manifold WS(Sa) = ∪p∈SaWS(p) (stable layer fibration)
and the normally hyperbolic branch Sr has an associated local unstable manifold
WU(Sr) = ∪p∈SrWU(p) (unstable layer fibration). The points p ∈ Sa/r are called
base points of the fast fibres. Fenichel theory [34] implies that these local stable
and unstable manifolds (fibrations) perturb smoothly to O(ε)-close local stable
and unstable fibrations WS(Sa,ε) and WU(Sr,ε) with base points pε ∈ Sa/r,ε.
Recall that a fast segment γf connects the base points w+ = Toff(u) ∈ Sr and
w− = Tdown(u) ∈ Sa with u = uf . Since the layer fibre intersection ofWU(Toff) ⊂
WU(Sr) and WS(Tdown) ⊂ WS(Sa) is transverse, it will persist for 0 < ε  1.
The transversality condition in Lemma 2.2.8 ensures that the two slow solution
segments γεc and γ
ε
s intersect transversally (projected along fast fibres onto Sa,ε).
This unique intersection point identifies the base point location uf (ε) for ε > 0
of the fibre intersection γf,ε uniquely. Note that γf,ε is not a solution of the full
system (while γf is a solution of the layer problem).
Finally, recall that the end state (uU , wU) ∈ Sa,ε is repelling for u ≥ 0. This end
state can only be approached in backward z by solutions that are in Sa,ε (which is
only unique up to exponentially small terms). Note that the attracting manifold
Sa,ε extended past the folded saddle singularity aligns with the unstable fibres
of Sr,ε. We just showed that the unstable fibration of Sr,ε along γ
ε
c has a unique
fibre intersection. Hence, if we start on this fibre, we will approach the travelling
wave end states in forward and backward z, and the singular Type II and Type
IV waves Γ established in Lemmas 2.2.5 and 2.2.6 will perturb to nearby Type II
and Type IV waves Γε of the full system (2.6), connecting (1, 0) to (u∞, 0) with
nearby c = c(ε). The above argument also holds for Type III waves, but without
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tracing backward on Sr,ε.
2.3 Numerical analysis of asymptotic wavespeed
In the previous section we used GSPT to prove the existence and uniqueness
of travelling wave solutions to (2.6), based on the analysis of the corresponding
ODE system. When studying the ODE system, the wavespeed acts as an input
parameter. However, in reality, the wavespeed is an output of the PDE system.
The existence and uniqueness of travelling wave solutions provide no information
about the stability of the solutions, in particular which wavespeed will be ob-
served for a given initial condition. In this section, we investigate the observed
wavespeeds of travelling wave solutions, numerically.
2.3.1 Estimating the wavespeed
The model (2.6) under consideration is
ut = −u2w + εuxx,
wt = w(1− w)− (uxw)x + εwxx.
Linearising the desingularised system (2.21) (which arises from (2.6)) around
(u∞, 0) provides us with an approximation of the solution near (u∞, 0),(
u
w
)
=
(
u∞
0
)
+ A
(
−u2∞
1
)
e−cz¯,
where A is an appropriate integration constant. Furthermore, near (u∞, 0), z¯ is
approximately z/c2, so we have(
u
w
)
=
(
u∞
0
)
+ A
(
−u2∞
1
)
e−z/c. (2.26)
Consequently, we make the ansatz that the leading edges of the solutions behave
like
u(x, t) = u∞ − u2∞Ae−ξ(x−ct) = u∞(1− u∞w(x, t)),
w(x, t) = Ae−ξ(x−ct),
(2.27)
for asymptotically large x, with ξ, A > 0, and evolve from initial conditions with
equivalent asymptotic behaviour. Substituting (2.27) into (2.6) gives
−ξcu2∞w(x, t) = −(u∞ − u2∞w(x, t))2w(x, t)− εξ2u2∞w(x, t),
ξcw(x, t) = w(x, t)(1− w(x, t)) + 2ξ2u2∞w2(x, t) + εξ2w(x, t).
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Since w → 0 as x → ∞, we neglect the O(w2)-terms to obtain the dispersion
relation for both equations:
ξc = 1 + εξ2 or c = εξ +
1
ξ
.
This dispersion relation is equivalent to that of the Fisher–KPP equation. Thus,
applying the argument in [66, 75], we infer that solutions evolving from initial
conditions with asymptotic behaviour equivalent to (2.27) will have wavespeeds
c =

1
ξ
+ εξ, if ξ <
1√
ε
,
2
√
ε, if ξ ≥ 1√
ε
.
(2.28)
For ε = 0, (2.28) suggests a wavespeed of c = 1/ξ for all ξ. This has been
numerically verified for Type I and II waves [72]. However, minimum wavespeed
waves with semi-compact support (Type III waves) were also observed in [72],
where the speed of these waves was much greater than the expected value of zero
and evolved from initial conditions with various, finite values of ξ. This result is in
contradiction to (2.28), however is not unexpected since the analysis is not valid
for Type III waves. Initial conditions with semi-compact support also evolved
to the minimum wavespeed, Type III wave [72]. No numerical experiments were
carried out for ε > 0 in [72] as their model did not include diffusion.
2.3.2 Numerical results for ε > 0
We investigate the validity of (2.28) for ε > 0. To solve (2.6) we employ a
numerical scheme that uses the finite volume method for the spatial discretisation,
with a third order upwinding scheme for the advection term and linearisation in
time of the non-linear source term w(1−w), and a Crank–Nicolson timestepping
scheme. We choose initial conditions with appropriate asymptotic behaviour for
large x:
u(x, 0) = u∞, w(x, 0) =
1 if x ≤ x0,e−ξ(x−x0) if x > x0, (2.29)
where x0 = L/5 with L the length of the domain.
Figure 2.10 shows a comparison between (2.28) (solid lines) and the numerically
measured wavespeeds (markers), for various values of ε (ε = 0, 0.05, 0.1, . . . , 0.5)
with fixed u∞ = 1. We observe that the markers appear to lie on the solid lines
up to a critical value of ξ. Beyond this, (2.28) suggests the curves should flatten
out to 2
√
ε, the expected minimum wavespeed. However, this is only true for
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Figure 2.10: A plot of the numerically measured wavespeeds (markers) against (2.28) (solid
lines) for various values of ξ and ε. The colours of the curves and markers are
alternated purely as a visual aid, they do not represent anything mathematically
significant.
moderate values of ε; in the case where u∞ = 1, approximately ε ≥ 0.3. For
smaller values of ε, the transition to the minimum wavespeed occurs for smaller
values of ξ and larger values of c than suggested by (2.28).
For wavespeeds above the minimum wavespeed, both Type I and Type II waves
are observed numerically: Type I waves for smaller values of ξ (corresponding to
faster wavespeeds), and Type II waves for larger values of ξ (corresponding to
slower wavespeeds). However, as seen (or rather not seen) in Figure 2.10, there
is no distinguishing feature visible in the data to suggest a transition from Type
I to Type II waves. This is because the transition point is determined by u∞; in
particular, the value of u∞ corresponding to u∞ = ucrit(c, ε) for the chosen values
of ξ, ε, and consequently c.
For wavespeeds equal to the minimum wavespeed, only Type III waves are ob-
served. Since this minimum wavespeed is greater than that suggested by (2.28)
from the linear analysis, the numerical results indicate that the Type III wave is a
pushed front, in contrast to the Type I and II waves, which are pulled fronts [111].
We still require an expression for the minimum wavespeed. No Type IV waves
were observed numerically to evolve from initial conditions of the kind used here.
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Figure 2.11: The minimum wavespeed as a function of u∞. Since the minimum wavespeed wave
corresponds to a Type III wave, u∞ = u3. The solid, blue curve is data obtained
from the numerical solution of the ODE system (2.21) and so is for ε = 0. The
dashed, black curve is a power series approximation between u3 and c for ε = 0
given in [72]. The remaining curves show data from the numerical solution of the
PDE system (2.6) for ε = (0, 0.02, . . . , 0.1, 0.2, . . . , 0.5), as labelled. The colours of
these curves are alternated purely as a visual aid and do not represent anything
mathematically significant.
Furthermore, initial conditions similar to the Type IV wave in Figure 2.7d evolved
to a Type III wave.
Figure 2.11 shows the relationship between the minimum wavespeed and u3. The
solid, blue curve is numerical data obtained from the ODE solver for (2.21). The
black, dashed curve represents the power series approximation between c and u3
given in [72], assuming small c. (Note that [72] also provides an approximation
assuming large c, which compares well against our numerical results but is not
shown here.) The remaining curves are plots of numerical data obtained from
the PDE solver for various values of ε (ε = 0, 0.02, . . . , 0.1, 0.2, . . . , 0.5), with c
increasing as ε increases.
A first observation is that the data from the PDE and ODE solvers for ε =
0 compare well. They also compare well with the power series approximation
suggested in [72], which is only for ε = 0. The results suggest that the minimum
wavespeed depends not only on ε as suggested by (2.28), but also u∞ or u3. The
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power series solution in [72] suggests a quadratic relationship for ε = 0; however,
we do not have an approximation for c = c(u3, ε) for ε 6= 0.
For ε 6= 0, the most notable feature of the plots is the flattening out of the curves
for small u3. This indicates that for sufficiently large ε and sufficiently small
u3, the dependence of the minimum wavespeed on u3 is removed; that is, it only
depends on ε: c = c(ε). However, the curves suggest that, independent of the size
of ε, for sufficiently large values of u3, the minimum wavespeed will still depend
on u3, and the power series provides a reasonable approximation. That is, as
u3 →∞, c(u3, ε) ≈ c(u3, 0) ∼ √u3.
2.3.3 Numerical results for ε = 0
An interesting result from the numerical solutions of the ODE system is the
relationship between the jump length of Type II, III and IV waves and u∞. The
jump length is measured as w+−w−, with results for various wavespeeds depicted
in Figure 2.12. In particular, Figure 2.12a illustrates the relationship between
the jump length of a particular wave and its end state u∞, and Figure 2.12b, the
relationship between the jump length and the value of u where the jump occurs.
As expected, at the onset of Type II waves the jump length is zero and then
increases as u∞ or u increases. The jump length corresponding to the Type III
wave is marked with an ×. As u∞ or u increases further, the jump length reaches
a maximum and starts to decrease once more. This implies that there is a turning
point in the difference between the take-off curve w = Toff(u) and the fold curve
w = F (u).
Furthermore, these numerical results suggest that for any given c, there is a
maximum value of u∞ for the existence of travelling waves as constructed in this
article; that is, uupper is finite. This is clearly seen in Figure 2.12a. However,
although there appears to be a maximum value of u∞, the u-location of the jump
is not bounded. That is, as the jump length goes to zero, the jump location goes
to infinity. This is demonstrated in Figure 2.12b. An example trajectory for the
Type IV wave with a jump length close to zero is shown in Figure 2.12c. This
illustrates the point that as the jump location moves closer to infinity, the jump
size decreases, and that the corresponding end state of the wave u∞, though also
increasing, appears to be bounded.
Finally, as c is increased, Figures 2.12a and 2.12b indicate that the maximum
jump length decreases and approaches zero as c → ∞. This is to be expected,
since (uH , wH) → (∞, 0) as c → ∞, so all the solutions will be Type I and
therefore not contain a jump.
82 Chapter 2
u∞
jump length
0 0.5 1 1.5 2 2.5 3 3.5
0
0.1
0.2
0.3
0.4
0.5
0.6
Type III
c = 0.5
c = 1
c = 1.5
T
y
p
e
II
T
y
p
e
IV
T
y
p
e
II
T
y
p
e
IV
T
y
p
e
II
T
y
p
e
IV
(a)
u
jump length
0 5 10 15 20 25 30
0
0.1
0.2
0.3
0.4
0.5
0.6
Type III
c = 0.5
c = 1
c = 1.5
(b)
u
w
80
−0.2
0
0.2
2 4
−0.2
0
0.2
(c)
Figure 2.12: The first two plots show data from the numerical solutions of the ODE system
(2.21) illustrating how the jump length varies with u∞ and u, for various values
of c (and ε = 0). The jump length corresponding to a Type III wave is marked
with an ×. The corresponding value of u∞ or u at this point is u∞ = u3. Before
this (for smaller values of u∞ or u) the waves are Type II waves, and after (for
larger values of u∞ or u) are Type IV waves. The third plot shows an example
trajectory for a Type IV wave with jump length close to zero, with c = 0.5.
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2.4 Discussion
Thus far, we have proved the existence and uniqueness of travelling wave solutions
to a model of malignant tumour invasion (2.6) for sufficiently small 0 ≤ ε  1.
The wavespeed of the travelling wave solutions that evolved from initial conditions
(2.29) was also discussed. Other initial conditions for w were also considered that
had the required asymptotic behaviour but are not shown here. In all cases the
resulting wavespeed was equivalent to that resulting from (2.29).
The proof of existence of travelling wave solutions to (2.6) was constructed using
GSPT. Accordingly, the solutions were constructed as heteroclinic orbits in the
singular limit ε→ 0 and then extended to solutions of the full system (2.6) using
Fenichel theory and the theory of canard solutions, assuming sufficiently small ε.
These travelling wave solutions were classified as Type I, II, III or IV waves.
In [85], diffusion was neglected as it was assumed that it played a small role in
the migration process. We have provided a rigorous proof of the travelling wave
solutions for ε = 0 found numerically in [72], and furthermore, have shown that
these solutions persist for small ε. Therefore, we can confirm that the effect of
diffusion is in fact small.
2.4.1 Protease
Recall that in Section 2.1.4 a third expression was neglected in (2.2) describing
the density of protease ρ:
∂ρ
∂t
=
1
δ
(uw − ρ), (2.30)
where 0 < δ  1. This expression was neglected as it was assumed in [85] that
the protease reaction occurred on a sufficiently fast timescale that the protease
density could be considered to be at equilibrium to leading order. Subsequently
we ask: Which is smaller, the added diffusivity ε in (2.6) or the inverse protease
density rate parameter δ?
For our analysis we assume that δ = O(εη), where η > 1, such that δ → 0
faster than ε and the protease reaction can be neglected even when the diffusion
is not. In [73], the authors consider the full system of three PDEs, (2.2) and
(2.30). They suggest that travelling wave solutions are not observed for this
model unless diffusion is added to the cell species w, with ε = O(δ). Throughout
the analysis, parameter regimes with both ε > δ and ε < δ are considered. The
former regime gives rise to solutions that appear to be an O(ε) perturbation of the
solutions constructed in the singular limit, whereas the latter results in solutions
that exhibit oscillations at the wavefront. This suggests that our assumption that
δ → 0 faster than ε is reasonable. Analysis of the full system (2.2) and (2.30)
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using the method employed here is the topic of future investigation, to explore
the effect of the relative sizes of δ and ε.
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Chapter 3
Novel solutions for a model of wound healing angiogenesis
This chapter was first published as
K. Harley, P. van Heijster, R. Marangell, G. J. Pettet, and M. Wechselberger.
Novel solutions for a model of wound healing angiogenesis. Nonlinearity, 27:2975–
3003, 2014.
Abstract
We prove the existence of novel, shock-fronted travelling wave solutions to a model
of wound healing angiogenesis studied in Pettet et al. (IMA J. Math. App. Med.,
17:395–413, 2000), assuming two conjectures hold. In the previous work, the
authors showed that for certain parameter values, a heteroclinic orbit in the
phase plane representing a smooth travelling wave solution exists. However, upon
varying one of the parameters, the heteroclinic orbit was destroyed, or rather
cut-off, by a wall of singularities in the phase plane. As a result, they concluded
that under this parameter regime no travelling wave solutions existed. Using
techniques from geometric singular perturbation theory and canard theory, we
show that a travelling wave solution actually still exists for this parameter regime.
We construct a heteroclinic orbit passing through the wall of singularities via a
folded saddle canard point onto a repelling slow manifold. The orbit leaves this
manifold via the fast dynamics and lands on the attracting slow manifold, finally
connecting to its end state. This new travelling wave is no longer smooth but
exhibits a sharp front or shock. Finally, we identify regions in parameter space
where we expect that similar solutions exist. Moreover, we discuss the possibility
of more exotic solutions.
3.1 Introduction
3.1.1 The model
We study a two species model developed in [86, 87] describing wound healing
angiogenesis. This model focuses on the migration of microvessel endothelial cells
(MEC), especially those that make up the tips of newly formed capillaries, into
the wound space, mediated by the presence of a chemoattractant: macrophage
derived growth factor (MDGF). The interaction between these two species is
modelled using Lotka–Volterra like, predator-prey interactions, with the capillary
tips (MEC) acting as the predator and MDGF acting as the prey. An additional
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Figure 3.1: A schematic of a wound and the profiles of the density of capillary tips n(xˆ, tˆ) and
chemoattractant MDGF a(xˆ, tˆ) within it.
chemotaxis term describes the capillary tip migration in response to a gradient of
MDGF. Due to the assumed symmetry of the wound, the model can be restricted
to a one-dimensional spatial domain; see the left hand panel of Figure 3.1. The
model as described in [87] is
∂a
∂tˆ
= λ1a
(
1− a
K
)
− λ2an,
∂n
∂tˆ
= −χ ∂
∂xˆ
(
n
∂a
∂xˆ
)
+ λ3an− λ4n,
(3.1)
with xˆ ∈ [0, L], tˆ > 0, K,χ > 0, λi > 0 for i = 1, . . . , 4, and boundary conditions
given by
n(0, tˆ) = λ1
(
λ3K − λ4
λ2λ3K
)
, a(0, tˆ) =
λ4
λ3
, axˆ(0, tˆ) = 0,
and
n(L, tˆ) = 0, a(L, tˆ) = K, axˆ(L, tˆ) = 0,
where the subscript denotes the partial derivative. Here a(xˆ, tˆ) represents the
concentration of the chemoattractant MDGF and n(xˆ, tˆ) the capillary tip density.
Moreover, xˆ = 0 corresponds to the edge of the wound and xˆ = L to the centre;
see Figure 3.1. The first term in the expression for atˆ describes the production of
MDGF by the body in response to the wounding, with K the carrying capacity of
MDGF within the wound. The second term describes the consumption of MDGF
by the MEC at the capillary tips. The advection term in the expression for ntˆ
describes the migration of the capillary tips up the gradient of MDGF due to
chemotaxis. The kinetic terms describe the birth of MEC at the capillary tip due
to the presence of MGDF, and natural cell death, respectively. We refer to [87]
for a more detailed description and derivation of the model.
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The goal is to find travelling wave solutions that connect the wounded equi-
librium point (aW , nW ) = (K, 0) to the healed equilibrium point (aH , nH) =(
λ4
λ3
, λ1
(
λ3K − λ4
λ2λ3K
))
. To do so, the domain is extended to xˆ ∈ R. Biologically,
this means that any travelling wave solutions we find describe the closing of the
wound for early times in the healing process, when the interaction with the corre-
sponding wave from the other edge of the wound is negligible. Further analysis is
required to investigate the filling of the wound space as the edges come together.
Working on the unbounded domain, we nondimensionalise (3.1) via
u =
a
K
, w =
λ2n
λ1
, x =
√
λ1
χK
xˆ, t = λ1tˆ, α =
λ4
λ1
, β =
λ3K
λ4
,
to give
∂u
∂t
= u (1− u− w) ,
∂w
∂t
= − ∂
∂x
(
w
∂u
∂x
)
+ αw(βu− 1),
(3.2)
with x ∈ R, t > 0 and α, β > 0. We remark that our choice of nondimensional-
isation differs from the one used in [87]. However, we can relate our parameters
to theirs: α ↔ λˆ4 and β ↔ λˆ3/λˆ4, where we draw attention to the fact that
λˆ3 and λˆ4 refer to the scaled parameters post nondimensionalisation in [87], not
the original λ3 and λ4 in (3.1). Our particular choice of nondimensionalisation is
motivated by the fact that the rescaled background states of (3.2) of interest to
us are
(uW , wW ) = (1, 0) and (uH , wH) =
(
1
β
, 1− 1
β
)
;
that is, the wounded state is independent of the model parameters and the healed
state only depends on β. From now on we only consider β > 1 to ensure that
(uH , wH) lies in the positive quadrant.
3.1.2 Previous results
In [87], the authors investigate travelling wave solutions to (3.2) by looking for
heteroclinic orbits in the phase plane of the system obtained by substituting the
first expression of (3.2) into the advection term of the second, after transforming
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to the comoving frame z = x− ct.1 In our scaling, this system is
du
dz
= −uf(u,w)
c
,(
c2 + uf(u, 2w)
) dw
dz
=
uwf(u,w)f(2u,w)
c
− αcw(βu− 1),
(3.3)
where for notational convenience we have introduced
f(u,w) = 1− u− w. (3.4)
The phase plane analysis of (3.3) is complicated by the term premultiplying the
w-derivative. When this term vanishes the system becomes singular; this curve
is referred to as the wall of singularities in [86, 87]. The wall of singularities for
(3.3) is given by
w =
c2 + u− u2
2u
=: F (u) (3.5)
and will be represented by the green dotted line in the forthcoming figures. Phase
trajectories cannot cross the wall of singularities except at points where the right
hand side of the ODE for w also vanishes. These points are referred to as gates
or holes in the wall of singularities [86, 87]. The u-locations of the holes in the
wall are given by the roots of
3u4 − 4u3 + [1 + 4c2(1− αβ)]u2 + 2c2(2α− 1)u+ c4 = 0, (3.6)
which is obtained by equating both the left and right hand sides of the second
equation in (3.3) to zero, assuming w 6= 0.
Upon constructing phase planes of (3.3), the authors of [87] found that in certain
parameter regimes a smooth heteroclinic orbit connecting (uH , wH) and (uW , wW )
could be identified, while under other parameter regimes, no such orbit could be
identified due to interference from the wall of singularities. To demonstrate this
result, [87] provides phase planes for two parameter sets; in our scaling these
1In the travelling wave coordinate z = x− ct, (3.2) can be written
u′ = −u(1− u− w)/c = −uf(u,w)/c,
cw′ = u′w′ + (u′)′w − αw(βu− 1),
where the prime indicates differentiation with respect to z and we have expanded out the
advection term. Using u′ from the first expression, the second is rearranged to give
(c2 + u(1− u− w))w′ = −(u(1− u− w))′w − αcw(βu− 1)
= −u′(1− u− w)w + uw(u′ + w′)− αcw(βu− 1)
= uw(1− u− w)2/c− u2w(1− u− w)/c+ uww′ − αcw(βu− 1)
which rearranges to give (3.3), with 1− u− w = f(u,w).
Chapter 3 89
u
w
0 0.4 1
0
0.6
(uW , wW )
(uH , wH)
(a) Case 1
u
w
0 0.4 1
0
0.6
(uW , wW )
(uH , wH)
(b) Case 2
Figure 3.2: Schematics of figures in [87] illustrating how the smooth heteroclinic connection is
cut off by the wall of singularities (green dotted line) as c is decreased. The gate
in the right hand panel is depicted by the open circle, with a trajectory passing
through it acting as a separatrix between the end states.
correspond to
Case 1: (α, β, c) =
(
2
5
,
5
2
, 1
)
, Case 2: (α, β, c) =
(
2
5
,
5
2
,
√
2
2
)
. (3.7)
Schematics of the phase planes provided in [87] for the two parameter sets are
given in Figure 3.2.
More specifically, in the case illustrated in Figure 3.2a, a smooth heteroclinic con-
nection could be identified as the wall of singularities is sufficiently distant from
the end states (uH , wH) and (uW , wW ). Furthermore, since there are no gates
in the wall, that is, (3.6) has no real, positive solutions, it was concluded that
the connection found numerically, exists. Alternatively, in the case illustrated
in Figure 3.2b, reducing c causes the wall of singularities to move closer to the
end states, and as a result, it cuts off the smooth trajectory that existed previ-
ously. Decreasing c also causes a gate in the wall of singularities to appear, as
illustrated in Figure 3.2b. However, one of the trajectories leaving the gate acts
as a separatrix between (uH , wH) and (uW , wW ) and so it was concluded that a
heteroclinic connection did not exist.
It was also postulated that if c was decreased further, such that the wall of singu-
larities lies between (uH , wH) and (uW , wW ), no travelling wave solutions could
exist as the wall separating the end states precludes a heteroclinic connection.
Ultimately, the question remained: under what parameter regimes do heteroclinic
orbits, and correspondingly travelling wave solutions, exist or not exist?
Subsequent work on similar systems with walls of singularities in the phase plane
suggests that sometimes heteroclinic connections can still be made via interactions
with the wall, leading to shock-fronted travelling wave solutions [63,65,72]. Fur-
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thermore, in [70], the authors investigate specific solutions of (3.2) that have semi-
compact support in w. By combining phase plane analysis with the Rankine–
Hugoniot and Lax entropy conditions for shock solutions from hyperbolic PDE
theory, they numerically identify two waves of this kind; one for α = 1/5, β = 5
and c ≈ 0.72, and another for α = 7/10, β = 10/7 and c ≈ 0.24. They also
make claims about the existence (and non-existence) of travelling wave solutions
in other parameter regimes, but without providing details.
Thus, we refine the outstanding question of [87]: do heteroclinic orbits still exist
for values of c where the wall of singularities cuts off the smooth connection?
Furthermore, do heteroclinic orbits exist under other parameter regimes that have
not been previously considered? And finally, can we determine which parameter
regimes support smooth travelling wave solutions, which support shock-fronted
travelling wave solutions, or which do not support travelling wave solutions?
Moreover, we ask these questions for a more general model than (3.2) that includes
a small amount of diffusion of both species, which is biologically more relevant.
3.1.3 Main results and outline
In the original development of the model, diffusion of both MDGF and the cap-
illary tip cells was neglected as it was assumed that the kinetic and advective
terms played a significantly larger role in the distribution of MDGF and MEC
than diffusion [87]. In the current article, we do not neglect diffusion but rather
assume it to be small. Consequently, the system we consider is
∂u
∂t
= uf(u,w) + ε
∂2u
∂x2
,
∂w
∂t
= − ∂
∂x
(
w
∂u
∂x
)
+ αw(βu− 1) + ε∂
2w
∂x2
,
(3.8)
with 0 ≤ ε 1, u,w ≥ 0, x ∈ R, t > 0, α > 0, β > 1 and f(u,w) defined in (3.4).
We remark that, as in [40] (Chapter 2) and [122], while for convenience we take
the diffusivities to be equal, the results would not be significantly altered if we
chose diffusivities that are not equal but still of the same asymptotic order. This
is demonstrated in [41] (Chapter 4), where the ratio of the diffusivities is taken
to be an O(1) parameter. The aim is to find travelling wave solutions connecting
the healed state to the wounded state.
Including a small amount of diffusion in the model not only means that the model
becomes biologically more realistic but that mathematically we are dealing with a
singularly perturbed system rather than purely hyperbolic PDEs. Consequently,
(3.8) is amenable to analysis using techniques from geometric singular pertur-
bation theory (GSPT) [50, 54] and canard theory [8, 121], following the method
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outlined in [122].
The advantage of this approach lies in the ability to add rigor to formal asymptotic
results of standard singular perturbation methods or numerical results, such as
used in [70]. Embedding the problem, through the inclusion of small diffusion,
into a higher dimensional (phase-)space allows us to identify a slow (invariant)
manifold along which the solutions evolve, in the slow scaling. Furthermore,
recognising the equivalence of holes in the wall of singularities and canard points
[122] provides us with a clear interpretation of the solution behaviour near such
points. In the fast scaling, the fast jumps automatically encode the Rankine–
Hugoniot and Lax entropy conditions for shocks from classical hyperbolic PDE
theory.
As in [122], we write (3.8) as a system of coupled balance laws by introducing a
dummy variable v = ux:uv
w

t
+
 0−uf(u,w)
vw

x
=
 uf(u,w)0
αw(βu− 1)
+ ε
uv
w

xx
.
Since we are looking for travelling wave solutions, we are interested in solutions
of
(εuz + cu)z = −uf(u,w),
(εvz + cv + uf(u,w))z = 0,
(εwz + cw − vw)z = −αw(βu− 1),
with z = x−ct the travelling wave coordinate, as before. We look for right-moving
travelling waves (see Figure 3.1) and therefore assume c > 0. The above can be
written as a six-dimensional system of first order ODEs, via the introduction of
three, new, slow variables
uˆ := εuz + cu,
vˆ := εvz + cv + uf(u,w),
wˆ := εwz + cw − vw,
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to give
uˆz = −uf(u,w),
vˆz = 0,
wˆz = −αw(βu− 1),
εuz = uˆ− cu,
εvz = vˆ − cv − uf(u,w),
εwz = wˆ − cw + vw.
(3.9)
We refer to this system as the slow system, with z the slow travelling wave co-
ordinate. The differential equation for vˆ implies vˆ is a constant. A straight-
forward computation shows that vˆ = 0 and hence in principle we have only a
five-dimensional system of equations2.
We search for travelling wave solutions of (3.8) as heteroclinic connections in the
five-dimensional phase space of (3.9), satisfying
lim
z→−∞
(uˆ, wˆ, u, v, w) =
(
c
β
, c− c
β
,
1
β
, 0, 1− 1
β
)
,
lim
z→∞
(uˆ, wˆ, u, v, w) = (c, 0, 1, 0, 0),
and so connecting the healed state to the wounded state.
For ε 6= 0, we obtain the equivalent fast system by introducing the fast travelling
wave coordinate y = z/ε:
uˆy = −εuf(u,w),
wˆy = −εαw(βu− 1),
uy = uˆ− cu,
vy = −cv − uf(u,w),
wy = wˆ − cw + vw,
(3.10)
where we have removed vˆ from the system.
2The expression vˆ = 0 holds by definition. The derivation is equivalent to the one in
Chapter 2 to obtain system (2.12) and is described in more detail there.
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In the singular limit ε → 0, the slow and fast systems (3.9) and (3.10) reduce,
respectively, to what are termed the reduced problem,
uˆz = −uf(u,w),
wˆz = −αw(βu− 1),
0 = uˆ− cu,
0 = −cv − uf(u,w),
0 = wˆ − cw + vw,
(3.11)
and the layer problem,
uˆy = 0,
wˆy = 0,
uy = uˆ− cu,
vy = −cv − uf(u,w),
wy = wˆ − cw + vw.
(3.12)
While systems (3.9) and (3.10) are equivalent, systems (3.11) and (3.12) are
not; the reduced problem (3.11) is a two-dimensional differential-algebraic system
while the layer problem (3.12) is a three-dimensional differential system with two
parameters (uˆ and wˆ).
The strategy is now as follows. The two singular limit systems are analysed
independently as, being lower dimensional, they are more amenable to analysis
than the full system. Then, using the results from these, we construct singu-
lar limit solutions by concatenating components from each of the subsystems,
in the appropriate spatial domain. These concatenations provide us with sin-
gular heteroclinic orbits, connecting (uH , wH) to (uW , wW ). Finally, GSPT and
canard theory allows us to prove, under certain conditions, that these singular
heteroclinic orbits persist as nearby orbits of the full system for 0 < ε  1, and
correspondingly, that a travelling wave solution exists.
We implement this strategy to prove the existence of travelling wave solutions to
(3.8). Initially, this is done in the general case, that is, without specifying α, β
or c. However, it is algebraically too involved to derive specific results without
eventually specifying the parameters. This is due to the variability in the number
and type of canard points (or holes in the wall of singularities) corresponding to
the roots of (3.6), as well as the location and classification (by stability) of the
healed state, as parameters are varied. Therefore, the purpose of this article is
two-fold. Firstly, to derive results for the two specific choices of parameter values
used in [87], given in (3.7) and secondly, to investigate more general results for
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other parameter regimes. The former leads to our main result:
Theorem 3.1.1. Assuming two conjectures (regarding the validity of numerically
observed behaviour) hold and for sufficiently small 0 ≤ ε  1, (3.8) possesses
travelling wave solutions, connecting (uH , wH) to (uW , wW ). In particular, in
Case 1, a smooth travelling wave solution exists, while in Case 2, a travelling
wave solution containing a shock (in the singular limit ε→ 0) exists.
We prove Theorem 3.1.1 in Section 3.2, under the assumptions stated therein.
The proof is similar to the one in [40] (Chapter 2), which follows the outline
provided by [122]. As a result, we omit some of the more technical details and
instead refer the reader to the previous works and the appendices. Note that
numerical simulation of the PDE system (3.8) with α = 2/5 and β = 5/2 has
identified a travelling wave solution that is qualitatively similar in shape to the
smooth solution of Case 1 and travels with a speed c ≈ 1. However, as yet we have
been unable to identify a solution similar to the Case 2 solution by numerically
simulating (3.8), possibly due to an instability of some kind.
While Theorem 3.1.1 only refers to two specific parameter sets, the results and
methods of Section 3.2 apply more generally. Therefore, the secondary purpose
of this article is to infer for more general parameter values, the types of travel-
ling wave solutions that may be observed. In Section 3.3, we identify regions in
parameter space where we expect to observe qualitatively similar results to those
of Theorem 3.1.1. Moreover, we discuss the existence of other possible travel-
ling wave solutions of (3.8) for other parameter regimes. These other solutions
depend on the location of the equilibrium point (uH , wH) relative to the wall of
singularities, its stability, and the number and type of gates or canard points in
the positive quadrant.
We conclude with a brief discussion of the significance of our results from a
biological perspective.
3.2 Geometric singular perturbation methods
In this section, we follow [40] (Chapter 2) and [122] to construct travelling wave
solutions to (3.8) using techniques from GPST and canard theory. As previously
discussed, this is done in the first instance by analysing the two singular limit sys-
tems (3.11) and (3.12) independently, in the appropriate spatial regions. We then
use the information gathered from each of the systems to prove Theorem 3.1.1
and construct travelling wave solutions to (3.8) for sufficiently small 0 ≤ ε 1.
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3.2.1 Layer problem
We begin the analysis with the layer problem (3.12) and note that the layer
problem is independent of the kinetic parameters α and β. The results for the
layer problem will therefore hold for any α and β. The equilibria of (3.12) define
a critical manifold and are given by the surface
S =
{
(u, v, w, uˆ, wˆ)
∣∣∣∣ uˆ = cu, v = −uf(u,w)c , wˆ = cw − vw
}
, (3.13)
where we recall that f(u,w) is given by (3.4).
Lemma 3.2.1. The critical manifold S is folded with one attracting side and one
repelling side. Moreover, the fold curve, projected into (u,w)-space, coincides with
the wall of singularities F defined by (3.5).
Proof The proof of Lemma 3.2.1 is similar to the proof of Lemma 2.2 in [40]
(Lemma 2.2.2 in Chapter 2) and hence we refer to 3.6.1 for the details.
The expression for the fold curve is solved by (u, v, w) = (u, v(u, F (u)), F (u)),
with v(u,w) as in (3.13) and F (u) as in (3.5), and so in (u,w)-space it coincides
with the wall of singularities. To signify this relationship, we choose to also denote
the fold curve by F . However, note that in the context of the wall of singularities
w = F (u) defines a function, whereas in the context of the fold curve F represents
the set {(u, v, w) | v = −uf(u, F (u))/c, w = F (u)}. Adopting this notation, the
critical manifold can be written S = Sr ∪ F ∪ Sa, where Sr corresponds to the
repelling component of S, Sa to the attracting component and F to the fold curve.
Figure 3.3 gives an illustration of S for the parameter sets in (3.7), projected into
(u,w, wˆ)-space.
Since uˆ and wˆ act as parameters of the layer problem (uˆy = wˆy = 0), the layer
flow connects points on Sr to points on Sa with constant uˆ and wˆ. Also, u must
be constant along any such trajectory within the layer problem in order to satisfy
both the third equation in (3.12) and the condition that u = uˆ/c on S. Holding u,
uˆ and wˆ constant provides information about the value of w at either end of this
layer flow. In particular, we have that w = F (u)± C on Sr and Sa, respectively,
with F (u) defined in (3.5) and C an arbitrary constant. This follows from solving
wˆ = cw − vw with v = −uf(u,w)/c (as defined in (3.13)) for w, that is, solving
uw2− [c2 +u(1−u)]w+ cwˆ = 0 for w (assuming u and wˆ are fixed). A schematic
is given in Figure 3.4.
Remark 3.2.1. It can be shown that the condition that uˆ and wˆ are constant
along trajectories of the layer problem is equivalent to shocks in the travelling
wave solutions satisfying the Rankine–Hugoniot jump conditions of (3.2). The
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Figure 3.3: The critical manifold S defined in (3.13) projected into (u,w, wˆ)-space, for Case
1 and Case 2. The green dotted line corresponds to the fold curve F . The left
hand panels display the correct orientation for the manifold, that is, such that the
vertical planes u = constant, wˆ = constant are invariant under the layer flow. The
right hand panels provide an alternative view of the same manifolds to better see
the shape and location of the fold curve.
Sr
Sa
F
(uˆ, wˆ, u, v+, F (u) + C)
(uˆ, wˆ, u, v−, F (u)− C)
Figure 3.4: A schematic of the critical manifold S and the flow through the layer problem, with
F (u) defined in (3.5).
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related Lax entropy condition for physically relevant jumps (with non-decreasing
entropy) is satisfied provided the layer flow is from Sr to Sa and not vice versa.
This is discussed in more detail in [40] (Chapter 2) and [72,122].
3.2.2 Reduced problem
Next, we analyse the reduced problem (3.11) and observe that the three algebraic
constraints are equivalent to the equilibria of the layer problem. In other words,
the slow flow of the reduced problem is restricted to S. We analyse (3.11) by
investigating the solution behaviour in the (u,w)-phase plane.
The reduced problem can be written purely in terms of the original variables u
and w by substituting the expressions for uˆ, v and wˆ in (3.13) into the differential
equations of (3.11) (which also projects the flow of the reduced problem onto S).
Thus, the two-dimensional system describing the reduced flow is
M
[
uz
wz
]
:=

c 0
w
c
f(2u,w) c+
u
c
f(u, 2w)

[
uz
wz
]
=
[
−uf(u,w)
−αw(βu− 1)
]
.
(3.14)
Lemma 3.2.2. The flow of the reduced problem (3.14) is topologically equivalent
to the flow of the desingularised system
du
dz¯
= −uf(u,w) (c
2 + uf(u, 2w))
c
,
dw
dz¯
=
uwf(u,w)f(2u,w)
c
− αcw(βu− 1),
(3.15)
up to a scaling of the independent variable z¯. More specifically, the flow of (3.14)
and (3.15) is equivalent in forward z¯ on Sa and equivalent in backward z¯ on Sr.
Proof The matrix M is singular along c2 + uf(u, 2w) = 0, which corresponds to
the fold curve F . To remove this singularity we left-multiply the system by the
cofactor matrix of M to give
(
c2 + uf(u, 2w)
) [ uz
wz
]
=

−u
c
f(u,w) (c2 + uf(u, 2w))
uw
c
f(u,w)f(2u,w)− αcw(βu− 1)
 ,
and then rescale the independent variable z via
dz
dz¯
= c2 + uf(u, 2w).
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This gives system (3.15). Since the flow of the reduced problem is projected onto
S, the region of the (u,w)-phase plane for which w > F (u) corresponds to Sr and
the region for which w < F (u) corresponds to Sa. The expression for zz¯ vanishes
exactly on the fold curve F , which corresponds to a change of stability of S as
the third eigenvalue of the linearisation of the layer problem λ3 passes through
zero; see 3.6.1. Moreover, for w < F (u) (on Sa), zz¯ > 0 and for w > F (u) (on
Sr), zz¯ < 0. Therefore, the flow of (3.15) is equivalent to the flow of (3.14) on
Sa and differs only by sign, or direction, on Sr. This completes the proof of the
lemma.
3.2.3 Equilibria of the desingularised system
As the desingularised system (3.15) does not contain any singularities, the phase
plane analysis is more straightforward. Rather, the expression c2 + uf(u, 2w) is
now present on the right hand side of the u ODE due to the rescaling and so the
wall of singularities or fold curve (3.5) appears as a u-nullcline in (3.15).
The equilibrium points of (3.15) are the original background states of (3.8),
(uT , wT ) = (0, 0), (uW , wW ) = (1, 0), (uH , wH) =
(
1
β
, 1− 1
β
)
and, in addition,
(uC±0 , wC
±
0
) =
(
1
2
(
1±
√
1 + 4c2
)
, 0
)
,
(uCk , wCk) = (uCk , F (uCk)) , k = 1, . . . , 4,
where the uCk are the roots of (3.6):
3u4 − 4u3 + [1 + 4c2(1− αβ)]u2 + 2c2(2α− 1)u+ c4 = 0.
We remark that all the additional equilibria lie on F . Consequently, they are
folded singularities of (3.14); see Section 3.2.5.
Since we are only interested in equilibria of (3.15) that lie in the positive quadrant,
we can immediately ignore (uC−0 , wC
−
0
) and for notational convenience drop the +
subscript in the corresponding positive equilibria. That is, henceforth (uC0 , wC0)
refers to (uC+0 , wC
+
0
). Likewise, we need to determine which of the four roots
of (3.6) are positive, and further, which of these lead to positive values for the
corresponding wCk . Thus, since w = F (u) is a monotonically decreasing function
of u, we are interested in roots of (3.6) for which 0 < uCk < uC0 . Note that
since u = 0 and w = 0 are invariant sets, trajectories cannot leave the positive
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quadrant.
The Jacobian of (3.15) is
J =
[
j11 j12
j21 j22
]
,
where
j11 = −(c
2 + uf(u, 2w))f(2u,w)
c
− uf(u,w)f(2u, 2w)
c
,
j12 =
u(c2 + uf(u, 2w))
c
+
2u2f(u,w)
c
,
j21 =
wf(2u,w)2
c
− 2uwf(u,w)
c
− αβcw,
j22 =
uf(2u,w)f(u, 2w)
c
− uwf(u,w)
c
− αc(βu− 1).
Linear analysis reveals that since β > 1, both (uT , wT ) and (uW , wW ) are saddles.
Furthermore, since uC0 > 1, (uW , wW ) will always lie on Sa. For the healed state
we find that
(uH , wH) is

a saddle for 0 < c < c1(β),
an unstable node for c1(β) < c < c2(α, β),
an unstable focus for c > c2(α, β),
where
c1(β) =
√
β − 1
β
> 0 and c2(α, β) =
2
√
α(β − 1)√
β(4αβ(β − 1)− 1) .
Note that c2(α, β) is complex for α < (4β(β − 1))−1. So for certain parameter
choices the transition from an unstable node to an unstable focus does not occur.
The transition from a saddle to an unstable node (at c = c1(β)) occurs as (uH , wH)
crosses over F , from Sr to Sa, and is independent of α. Thus, for c = c1(β) one of
the roots of (3.6) coincides with (uH , wH). (The curves c = c1(β) and c = c2(α, β)
for various values of β are shown in Figure 3.5.)
For (α, c) to the left of the curve c = c3(α; β), (uC0 , wC0) is a saddle and for (α, c)
to the right it is a stable node, with
c3(α; β) =

√
(1− α)(α(β − 1)− 1)
αβ − 2 for
2
β
< α ≤ 1
β − 1 , β < 2,√
(1− α)(α(β − 1)− 1)
2− αβ for
1
β − 1 ≤ α <
2
β
, β > 2;
see also Figure 3.5. Note that for β = 2, c3(α; β) is represented by the vertical
line α = 1. By comparing the gradient of the wall of singularities as it crosses the
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u-axis with the non-trivial eigenvector of the linearised system at (uC0 , wC0), we
can conclude that when (uC0 , wC0) is a saddle, its unstable manifoldWU(uC0 , wC0)
enters the positive quadrant on Sr, whereas when it is a stable node, the now
stable manifoldWS(uC0 , wC0) enters the positive quadrant on Sa (in backward z¯).
Furthermore, at c = c3(α; β) one of the roots of (3.6) coincides with (uC0 , wC0).
The remaining equilibria are determined by the roots of (3.6), which, in principle,
can be solved exactly. However, it is impossible to determine which roots are
real and positive from their analytic expressions for generic parameter values.
Nonetheless, we can say something about the maximum number of positive roots
of (3.6) using Descartes’ rule of sign; see, for example, [3].
Lemma 3.2.3. If α >
1
2
or β >
1
α
(
1 +
1
4c2
)
, (3.6) has a maximum of two
positive roots.
Proof Descartes’ rule of sign states that the maximum number of positive roots
of a polynomial is determined by the number of sign changes between consecutive
coefficients. Consequently, for the fourth order polynomial in question, the only
regime where we have a maximum of four positive roots is when the u2-coefficient
is positive and the u-coefficient is negative. Thus, to have a maximum of four
positive roots we require
1 + 4c2(1− αβ) > 0 and 2c2(2α− 1) < 0.
In all other cases we have a maximum of two positive roots, which yields the
required result.
Note that in theory we could obtain further information about the number of
positive roots of (3.6), or more specifically, the number of roots in the interval
(0, uC0) using Sturm’s theorem; see, for example, [1]. However, in practice this
theorem provides no more useful information for general parameter values than
the exact solution. Therefore, we instead solve (3.6) over a range of parame-
ter values using MATLAB’s numerical root finding algorithm roots and count the
number of roots uCk ∈ (0, uC0). For each set of parameter values we also compute
the eigenvalues of the associated Jacobian to determine the (linear) stability of
each equilibrium of (3.15). The results are presented in Figure 3.5. We remark
that as β is increased further than shown in Figure 3.5, the results remain qual-
itatively the same. These results illustrate that within the chosen ranges of the
parameters, we can expect to see up to two equilibria (uCk , wCk) in the positive
quadrant and we never observe four positive roots with 0 < uCk < uC0 .
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Figure 3.5: An illustration of the number and stability of the equilibria (uCk , wCk) of (3.15)
with 0 < uCk < uC0 , for different parameter values. The labels (S, SN, etc.)
indicate the type of equilibrium of (3.15), with the solid, black lines separating the
different regions. The lines c = c1(β) and c = c2(α, β) respresent the transition of
(uH , wH) between a saddle and a stable node and a stable node and a stable focus,
respectively. The line c = c3(α;β) respresents the transition of (uC0 , wC0) between
a saddle and a stable node. The curve c = c4(α, β) corresponds to a saddle-node
bifurcation of (3.15). The points corresponding to the locations of the Case 1 and
Case 2 parameter sets are marked ×. In both cases (uH , wH) is an unstable focus
since c > c2(α, β).
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Figure 3.6: Phase planes of (3.15) for the two parameter sets. The green dotted line and the
black dashed lines correspond to the nullclines of the system and the black circles to
the equilibria. Note that both axes are also nullclines. Moreover, the green dotted
line coincides with F .
3.2.4 Constructing phase planes for the desingularised system
Due to the variability in the number and stability of the equilibria of (3.15), in
particular the ones arising from the solutions of (3.6), it is infeasible to construct
phase planes of (3.15) for general parameter values. Therefore, we select the two
specific parameter sets discussed in Section 3.1.2 (see (3.7)), with the locations in
parameter space illustrated in Figure 3.5d. For both parameter sets (uH , wH) =
(2/5, 3/5) lies on Sa and is an unstable focus since c > c2(2/5, 5/2) = 6
√
5/25 ≈
0.54.
Case 1
Firstly, we consider the case where α = 2/5, β = 5/2 and c = 1. Figure 3.5
suggests that in this case there are no equilibria (uCk , wCk) of (3.15) in the positive
quadrant, rather, all four roots are complex; see Table 3.1. The phase plane of
(3.15) for Case 1 is given in Figure 3.6a. This figure suggests that (3.15) possesses
a heteroclinic orbit connecting (uH , wH) and (uW , wW ), for this parameter set.
Although we do not observe any limit cycles in the numerically generated phase
planes shown in Figure 3.6, a priori we cannot exclude the appearance of limit
cycles. Therefore, we conjecture:
Conjecture 3.2.4. System (3.15) possesses no limit cycles for the parameter sets
Case 1 or Case 2.
Lemma 3.2.5. Assume Conjecture 3.2.4 holds and that the system parameters
are as in Case 1. Then, (3.15) possesses a heteroclinic orbit connecting (uH , wH)
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Label Case 1 (α = 2/5, β = 5/2, c = 1)
T (uT , wT ) (0, 0) saddle
W (uW , wW ) (1, 0) saddle
H (uH , wH) (0.4, 0.6) focus (U)
C0 (uC0 , wC0) (1.62, 0) saddle
C−0 (uC−0 , wC−0 ) (−0.62, 0) saddle
C1 (uC1 , wC1) (0.93 + 0.32i, 0.52− 0.32i) -
C2 (uC2 , wC2) (0.93− 0.32i, 0.52 + 0.32i) -
C3 (uC3 , wC3) (−0.26 + 0.53i, 0.25− 1.02i) -
C4 (uC4 , wC4) (−0.26− 0.53i, 0.25 + 1.02i) -
Label Case 2 (α = 2/5, β = 5/2, c =
√
2/2)
T (uT , wT ) (0, 0) saddle
W (uW , wW ) (1, 0) saddle
H (uH , wH) (0.4, 0.6) focus (U)
C0 (uC0 , wC0) (1.37, 0) saddle
C−0 (uC−0 , wC−0 ) (−0.37, 0) saddle
C1 (uC1 , wC1) (0.97, 0.27) focus (U)
C2 (uC2 , wC2) (0.62, 0.59) saddle
C3 (uC3 , wC3) (−0.13 + 0.35i, 0.33− 0.81i) -
C4 (uC4 , wC4) (−0.13− 0.35i, 0.33 + 0.81i) -
Table 3.1: Locations and type of the equilibrium points of (3.15) for the two parameter sets.
The greyed out equilibria lie outside the first quadrant.
with (uW , wW ). Moreover, this orbit does not cross F .
Proof Recall that u = 0 and w = 0 are invariant sets and that w = F (u) is
a u-nullcline, along which wz¯ > 0 for w > 0. Furthermore, for w = R with R
sufficiently large and u ≥ 0, wz¯ > 0. Therefore, we have that trajectories must
leave the region R bounded by the curves u = 0, w = 0, w = R and w = F (u);
see Figure 3.7a where the unshaded region corresponds (up to w = R) to R.
The Poincare´–Bendixson theorem [53] then implies that the trajectory leaving
(uW , wW ) in backward z¯ must approach either (uT , wT ), (uH , wH) or (uC0 , wC0),
or a limit cycle. The latter is excluded by Conjecture 3.2.4. We also exclude
connections to (uT , wT ) or (uC0 , wC0) since both are saddles and their stable
manifolds in backward z¯ are not inside R. Thus, (uW , wW ) connects to (uH , wH)
in backward z¯.
Corollary 3.2.6. Assume the parameters are such that (3.6) has no real solutions
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Figure 3.7: Solution direction of the desingularised system (3.15) within the different regions
of the phase planes, separated by the nullclines (black, dashed and green, dotted
lines). The line segment at w = R illustrates the upper boundary of the region R
used in proof of Lemma 3.2.5. The labels (I)–(IV) in the right hand panel denote
the regions referred to in the proof of Lemma 3.2.7. The red arrows indicate the
directions of the stable eigenvector of the linearised system at the equilibria of
interest. The equilibria are labelled according to Table 3.1.
and system (3.15) possesses no limit cycles. Then (3.15) possesses a heteroclinic
orbit connecting (uH , wH) with (uW , wW ).
Proof Under our original parameter restraints, α > 0, β > 1 and c > 0, the
assumption that (3.6) has no real solutions implies (uH , wH) lies on Sa. Con-
sequently, the proof of Corollary 3.2.6 follows immediately from the proof of
Lemma 3.2.5 since the region R is constructed without imposing any further
conditions on the parameters.
Case 2
Secondly, we investigate the case where α = 2/5, β = 5/2 and c =
√
2/2. Fig-
ure 3.5 suggests that in this case (3.15) has two additional (uCk , wCk) equilibria
in the positive quadrant: a saddle and an unstable focus. The solutions of (3.6)
confirm that by decreasing c from 1 to
√
2/2, two complex roots merge and form
two real, positive roots; see Table 3.1. The phase plane of (3.15) for Case 2
is provided in Figure 3.6b. This figure demonstrates that the smooth connec-
tion between (uH , wH) and (uW , wW ) that was visible in Figure 3.6a is no longer
present. Instead, Figure 3.6b shows heteroclinic orbits connecting (uH , wH) with
(uC2 , wC2), (uC1 , wC1) with (uC2 , wC2) and (uC1 , wC1) with (uW , wW ). Moreover,
Figure 3.6b suggests that (3.15) does not possess any limit cycles in Case 2, in
accordance with Conjecture 3.2.4.
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Lemma 3.2.7. Assume Conjecture 3.2.4 holds and that the system parameters
are as in Case 2. Then, a heteroclinic orbit connecting (uH , wH) to (uC2 , wC2)
exists.
Proof It can be shown that with the parameters as in Case 2, the trajectory
entering (uC2 , wC2) along the stable eigenvector does so from region (I) of Fig-
ure 3.7b, with the stable eigenvector indicated by the red arrow. As this trajectory
is traced backwards, it passes through regions (IV), (III), (II) and then back to (I)
due to the directions of the solution trajectories in the various regions of the phase
plane, illustrated in Figure 3.7b. This process repeats forever, since (uH , wH) is a
focus. Therefore, as we assumed there are no limit cycles, the solution trajectory
leaving (uC2 , wC2) in backward z¯ will spiral around (uH , wH) in an anti-clockwise
direction, approaching this end state. This completes the heteroclinic orbit.
We cannot rigorously prove that the latter two heteroclinic connections (that is,
(uC1 , wC1) to (uC2 , wC2) and (uC1 , wC1) to (uW , wW )) exist. Therefore, we make
the conjecture (which is needed in Section 3.2.7):
Conjecture 3.2.8. For parameter set Case 2, (3.15) possesses heteroclinic orbits
connecting (uC1 , wC1) to (uC2 , wC2) and (uC1 , wC1) to (uW , wW ).
Note that the numerically generated trajectories shown in Figure 3.6b strongly
suggest that Conjecture 3.2.8 is valid.
3.2.5 Recovering the flow of the reduced problem
Recall from Lemma 3.2.2 that the flow of (3.14) and (3.15) is equivalent in forward
z¯ on Sa and equivalent in backward z¯ on Sr. Consequently, the (u,w)-phase plane
parameterised by z is equivalent to the one parameterised by z¯, except that the
direction of the trajectories are reversed on Sr; see Figure 3.8 (in comparison with
Figure 3.6).
Importantly, as the direction of the trajectories on Sr are reversed, the equilibria
of (3.15) that lie on F become folded singularities or canard points of (3.14).
These points are not equilibria of (3.14) but are equivalent to the gates or holes
in the wall of singularities, as discussed in Section 3.1.3; see also [122]. The
existence of canard points is fundamental to the existence of heteroclinic orbits,
and hence travelling wave solutions, in regions of parameter space where the wall
of singularities prevents a smooth connection between the end states of the wave,
such as Case 2.
We emphasise key results from the analysis of (3.15), reinterpreted for (3.14), for
general parameters.
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Figure 3.8: The (u,w)-phase plane of the reduced problem (3.14), parameterised by z, for the
two parameter sets. The green dotted line corresponds to the wall of singularities
or fold curve F .
• The equilibria (uT , wT ) and (uW , wW ) are always located on Sa. In the limit
c→ 0, (uC0 , wC0) approaches (uW , wW ) but they do not cross.
• The sets u = 0 and w = 0 are invariant.
• At c = c4(α, β), we observe a folded saddle-node type I (FSN I) bifurcation
[61], that is, two canard points bifurcating in a saddle-node bifurcation. In
Figure 3.5, the curve c = c4(α, β) is visible as the solid, red line. Note that
the notation c4(α, β) is not strictly correct since c4 cannot be expressed as
a graph over (α, β). Rather, the curve denoted c4(α, β) represents the set of
points (α, β, c) for which (3.15) exhibits a saddle-node bifurcation.
• At c = c1(β), we observe a folded saddle-node type II (FSN II) bifurcation
[61]. As c decreases through c1(β), the equilibrium (uH , wH) crosses over F
via one of the (uCk , wCk) canard points causing (uH , wH) to transition from
an unstable node to a saddle and the relevant (uCk , wCk) to transition from a
folded saddle to a folded node; see Figure 3.5. Thus, the FSN II bifurcation
can also be regarded as a transcritical bifurcation between the equilibrium
(uH , wH) and the relevant canard point (uCk , wCk). Note that this implies
that for c < c1(β) (and hence (uH , wH) on Sr), (3.6) will have a least one real
root.
• At c = c3(α; β), we observe another FSN I bifurcation. As wCk decreases
through 0 (or c passes through c3(α; β)), one of the (uCk , wCk) canard points
crosses over w = 0 via (uC0 , wC0) causing (uC0 , wC0) to transition from a
folded saddle to a folded node and the relevant (uCk , wCk) to transition from
a folded node to a folded saddle; see Figure 3.5. This is also considered a
FSN I bifurcation as it is a bifurcation between folded singularities. However,
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it differs from the classic FSN I described above due to the invariance of one
of the folded singularities involved (uC0 , wC0), which leads to a transcritical
bifurcation between the canard points (uC0 , wC0) and the relevant (uCk , wCk).
Using the results from this section as well as those from Section 3.2.1, we now
construct singular heteroclinic orbits (ε = 0) for the two parameter sets of inter-
est. Then, using Fenichel theory and canard theory, we prove their persistence
for 0 < ε 1.
3.2.6 A travelling wave solution for Case 1
Theorem 3.2.9. Assume Conjecture 3.2.4 holds. If the system parameters are
as in Case 1, then there exists an ε0 > 0 such that for ε ∈ [0, ε0], (3.8) possesses
a smooth travelling wave solution, connecting (uH , wH) to (uW , wW ).
Proof Since the equilibria (uT , wT ), (uW , wW ) and (uH , wH) all lie on Sa, their
stability is not affected by reversing the direction of the trajectories on Sr. More-
over, the heteroclinic orbit in Lemma 3.2.5 connects (uH , wH) to (uW , wW ) while
remaining on Sa. Therefore, (3.14) also possesses a heteroclinic orbit connecting
(uH , wH) with (uW , wW ). This orbit and the corresponding wave shape are given
in Figure 3.9a.
We use Fenichel theory [31, 34] to prove that this singular orbit perturbs to a
nearby orbit of the full system (3.8) for sufficiently small 0 < ε  1. The
arguments here are equivalent to those presented in [40] (Chapter 2) for the so-
called Type I waves and so we refer the reader to this work for the details. In
summary, since Sa is a normally hyberbolic manifold away from the fold curve, it
deforms smoothly to a locally invariant manifold Sa,ε and the singular heteroclinic
orbit identified in Lemma 3.2.5 perturbs smoothly to an O(ε)-close orbit on Sa,ε.
Therefore, the corresponding travelling wave solution persists as a nearby solution
of (3.8) for 0 ≤ ε 1, with the parameters as in Case 1.
3.2.7 A travelling wave solution for Case 2
Theorem 3.2.10. Assume Conjecture 3.2.4 and Conjecture 3.2.8 hold. If the
system parameters are as in Case 2, then there exists an ε0 > 0 such that for
ε ∈ [0, ε0], (3.8) possesses a travelling wave solution containing a shock (in the
singular limit ε→ 0), connecting (uH , wH) to (uW , wW ).
Proof The equilibria (uT , wT ), (uW , wW ) and (uH , wH) still lie on Sa and hence
their local stable and unstable manifolds remain unaffected as the direction of
the solution trajectories on Sr are reversed. However, we now have to consider
what happens to (uC0 , wC0), (uC1 , wC1) and (uC2 , wC2). As previously discussed,
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Figure 3.9: Heteroclinic orbits in the (u(z), w(z))-phase plane and the corresponding wave
shapes for the two parameter sets Case 1 and Case 2. The labels in the left hand
panels refer to Table 3.1.
these points are not equilibria of the reduced problem (3.14) but rather canard
points. Thus, (3.14) possesses three equilibrium points in the positive quadrant,
as well as three canard points: (uC0 , wC0), (uC1 , wC1) and (uC2 , wC2).
Since (uC1 , wC1) is now a folded focus, no trajectories can pass through it due to
the reversal of the solution directions on Sr. Instead, each trajectory segment
surrounding the folded focus runs into the fold curve in finite forward or back-
ward z and so the corresponding solution blows up [121]; see also the left two
panels of Figure 3.10. The other canard points (uC0 , wC0) and (uC2 , wC2) are now
folded saddles. As the direction of the trajectories on Sr are reversed, the stable
(unstable) eigenvector of the saddle of (3.15) becomes unstable (stable) and so
the folded saddle of (3.14) admits two trajectories: one that passes from Sa to Sr
and the other from Sr to Sa. The former is referred to as the canard solution and
the latter the faux-canard solution; see, for example, [121] as well as the right
two panels of Figure 3.10.
Lemma 3.2.7 implies that a connection exists between (uH , wH) and (uC2 , wC2)
by Conjecture 3.2.4. This connection is not affected by reversing the direction
of the trajectories on Sr. However, rather than the trajectory terminating at
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Figure 3.10: A schematic of a folded focus canard point (no trajectories can pass through) and
a folded saddle canard point (two trajectories pass through). The first and third
panels show trajectories parameterised by z¯ while the second and fourth show
trajectories parameterised by z. In the fourth panel, the trajectory that passes
through the folded saddle from Sa to Sr is called the canard solution and the one
that passes from Sr to Sa, the faux-canard solution.
(uC2 , wC2), it continues through the folded saddle along the canard solution onto
Sr. From here, the only way the trajectory can return to Sa and hence (uW , wW ),
is to leave Sr via the layer flow.
Recall that the layer flow connects points on Sr to points on Sa with constant u, uˆ
and wˆ, and with w = F (u)±C, respectively, with F (u) defined in (3.5) and C an
arbitrary constant. In the slow scaling, this flow appears as an instantaneous jump
from Sr to Sa. If S is projected onto (u,w)-space, as in Figure 3.8b for example,
these properties correspond to the end points of a jump being equidistant from
the fold curve in w, while constant in u.
Thus, for a heteroclinic connection between (uH , wH) and (uW , wW ) to be possi-
ble, we must be able find a u∗ such that the unstable manifold of the folded saddle
WU(uC2 , wC2) on Sr and the stable manifold of the end state WS(uW , wW ), are
equidistant from F (u∗).
Conjecture 3.2.8 implies that the canard solution WU(uC2 , wC2) on Sr intersects
the fold curve at, say, (u+∗ , F (u
+
∗ )) with u
+
∗ ∈ (uC1 , uC0); we denote this segment
of the canard solution wJ(u). Since wJ(u) follows the vector field, we have
dwJ(u)
du
=
dw
du
∣∣∣∣
w=wJ
< 0,
with dw/du defined as the ratio of the two equations in (3.15). Hence, wJ(u) is
a monotonically decreasing function of u ∈ (uC2 , u+∗ ), with wJ(uC2) = F (uC2) =
wC2 > wJ(u
+
∗ ) = F (u
+
∗ ) > 0. Similarly, Conjecture 3.2.8 implies that the unstable
manifold of the wounded state WS(uW , wW ) intersects the fold curve at, say,
(u−∗ , F (u
−
∗ )) with u
−
∗ ∈ (uC2 , uC1); we denote this segment wS(u). Since wS(u)
also follows the vector field, w′S(u) < 0 for all u > u
−
∗ , with wS(u
−
∗ ) = F (u
−
∗ ) >
wS(1) = wW = 0.
We define the set of possible points at which a jump can land on Sa by (u,wL(u)),
with wL(u) := 2F (u) − wJ(u) due to the symmetry of the layer problem. Note
that, similar to wJ(u), wL(u) is defined for u ∈ (uC2 , u+∗ ), with wL(uC2) =
F (uC2) = wC2 > wJ(u
+
∗ ) = F (u
+
∗ ) > 0. However, in contrast to wJ(u), wL(u) is
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Figure 3.11: A schematic illustrating the curves wJ(u), wS(u) and wL(u), the existence of a
jump with w > 0 and the relevant u- and w-coordinates used to prove this. The
black curve is the actual, numerically computed curve wL(u) = 2F (u)−wJ(u) for
Case 2. The red, dotted curve is an example of a wL(u) that has a negative com-
ponent, meaning that wS(u) and wL(u) do not intersect with positive w. However,
we prove that this is in fact not possible. Note also that the intersection between
the actual, numerically computed curves wL(u) and wS(u) at u = u
∗ is transverse,
which is required for the persistence of the singular orbit for ε > 0.
not (necessarily) monotonic. If wL(u) ≥ 0 for all u ∈ (uC2 , u+∗ ), then there must
exist an intersection between wS(u) and wL(u) at some value u
∗ ∈ (u−∗ , 1); see
Figure 3.11. This value of u = u∗ defines the location of the jump, connecting
the canard solution on Sr to the stable manifold of the saddle (uW , wW ) on Sa.
Hence, if wL(u) ≥ 0 for all u, a heteroclinic connection between (uH , wH) and
(uW , wW ) exists.
We prove wL(u) ≥ 0 by contradiction. Since wL(uC2) > wL(u+∗ ) > 0, if wL(u) < 0
for any u > uC2 , there must exist at least one u = u˜ where wL(u˜) = 0 and
w′L(u˜) ≥ 0. However, given wL(u) = 2F (u)− wJ(u), we have that
dwL
du
∣∣∣∣
wL=0
= 2
dF (u)
du
− dw
du
∣∣∣∣
w=wJ=2F (u)
= −α(βu− 1)
u
< 0, for u > 1/β = uH .
Since uC2 > uH , we have a contradiction. This proves wL(u) ≥ 0 for all u ∈
(uC2 , u
+
∗ ) and guarantees that the conditions for a jump are satisfied, connecting
WU(uC2 , wC2) on Sr to WS(uW , wW ) on Sa.
Once the trajectory lands back on Sa on WS(uW , wW ), it will connect to the end
state, completing the heteroclinic orbit. This trajectory and the corresponding
wave shape are shown in Figure 3.9b.
To prove that this singular heteroclinic connection persists for ε > 0, we use
Fenichel theory as well as canard theory, as in [40] (Chapter 2) for the so-called
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Type II waves. As in Section 3.2.6, Fenichel theory guarantees that the man-
ifolds Sa and Sr deform smoothly to O(ε)-close manifolds Sa,ε and Sr,ε, away
from the fold curve, which are locally invariant under the flow of (3.9). Thus,
the last segment of the solution that connects to (uW , wW ) on Sa persists due to
Fenichel theory, as it exists solely on Sa, away from the fold curve. Fenichel the-
ory also guarantees that the invariant manifolds of the layer problem, governing
the fast flow, persist as (locally) invariant manifolds for ε > 0, provided that a
transversality condition is satisfied.
In general, the singular orbit persists in the full system (3.9) or (3.10) if it corre-
sponds to a transverse intersection. Since WU(uH , wH) is two-dimensional (two
slow and zero fast directions) andWS(uW , uW ) is four-dimensional (three fast and
one slow direction), their transverse intersection implies the existence of a unique,
one-dimensional heteroclinic connection in the full (five-dimensional) problem, for
a given parameter set.
Canard theory guarantees the persistence of the canard solution (that leaves
(uH , wH) and passes through the folded saddle), since Sr,ε and Sa,ε intersect
transversely near the folded saddle [103,121]. This (one-dimensional) intersection
defines the maximal canard, which in the singular limit reduces to the singular
canard solution. Extended past the folded saddle, the maximal canard comprises
one of the two unstable dimensions ofWUε (uH , wH) (the perturbed unstable man-
ifold of (uH , wH)), while the other aligns with the unstable manifold of Sr,ε along
this maximal canard. By Fenichel theory, the unstable manifold of Sr,ε is a smooth
perturbation of the unstable manifold of Sr, whose (one-dimensional) intersec-
tion with the stable manifold of Sa defines the layer flow depicted in Figure 3.4.
Thus, a sufficient condition for the transverse intersection of WU(uH , wH) and
WS(uW , wW ) is that the canard solution projected onto Sa intersects the vector
field transversely.
We previously defined the canard solution projected onto Sa as wL(u) and the
trajectory entering (uW , wW ) as wS(u); see Figure 3.11. Recall that wL(u) =
2F (u) − wJ(u) with wJ(u) the canard solution on Sr. Then, the transversality
condition is
T (u,wJ(u)) :=
dwL
du
− dw
du
∣∣∣∣
w=wL
= 2
dF
du
− dw
du
∣∣∣∣
w=wJ
− dw
du
∣∣∣∣
w=2F−wJ
6= 0,
where once again dw/du is the ratio of the two equations in (3.15). Evaluating
this expression gives
T (u,wJ(u)) =
αc2(βu− 1)(u− 1)
uf(u,wJ)(c2 − uwJ) ,
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which is non-zero provided α, c 6= 0 and u 6= 1/β, u 6= 1, as is the case here; see
also Figure 3.11.
Therefore, the singular heteroclinic orbit shown in Figure 3.9b perturbs to a
nearby orbit of the full system (3.9) and the corresponding travelling wave solution
persists as a nearby solution of (3.8) for 0 ≤ ε  1, with the parameters as in
Case 2.
3.3 Generalised results
In the previous section, we proved the existence of a travelling wave solution
to (3.2) for two sets of parameter values, assuming two conjectures are valid.
For the first parameter set, the solution was smooth and had previously been
identified in [87], while for the second parameter set, the solution contained a
shock and was previously unrecognised as its existence relied on the interaction
with a canard point. We also proved that these solutions persist as solutions of
(3.8), the extended model with small diffusion for both species.
While the main results of Section 3.2, Theorem 3.2.9 and Theorem 3.2.10, apply to
the specific parameter sets Case 1 and Case 2 given in (3.7), the qualitative results
apply more broadly. Furthermore, the methods used in Section 3.2 can be applied
for any choice of the parameters. The layer problem is independent of α and β
and the results are not conditional on a particular value of c. Consequently, the
analysis of the layer problem holds for any choice of parameters. The difference
in the analysis for alternative parameter regimes arises in the reduced problem,
in particular, in constructing the phase plane of the desingularised system. In
this section, we generalise the results of the previous section to a broader range
of parameters.
3.3.1 Extending the results of Theorem 3.2.9
Firstly, we consider the smooth travelling wave solution identified in Theorem
3.2.9. The proof of Theorem 3.2.9 does not impose any conditions on the param-
eters. Thus, subsequent to Corollary 3.2.6, we have the following result.
Corollary 3.3.1. Assume the parameters are such that (3.15) possesses no limit
cycles and (3.6) has no real solutions. Then, there exists an ε0 > 0 such that for
ε ∈ [0, ε0], (3.8) possesses a smooth travelling wave solution, connecting (uH , wH)
with (uW , wW ).
This result holds whether (uH , wH) is an unstable spiral or an unstable node
but the shape of the travelling wave solution will be qualitatively different: if
(uH , wH) is an unstable spiral, the solution will oscillate around the healed state;
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if (uH , wH) is an unstable node, while the solution may still be nonmonotone, it
will not oscillate.
The regions labelled ∅ in Figure 3.5 are so-labelled because (3.6) has no real,
positive solutions. However, the numerics suggest that in fact in these regions,
(3.6) has no real solutions, positive or negative. Therefore, Corollary 3.3.1 implies
that in these regions, (3.8) exhibits smooth travelling wave solutions.
3.3.2 Extending the results of Theorem 3.2.10
Secondly, we consider the shock-fronted (in the singular limit) travelling wave
solution identified in Theorem 3.2.10. In this instance the results are not as easily
generalisable. Certainly, numerical results suggest that qualitatively different
solution behaviour is observed even within the same region of Figure 3.5d as the
Case 2 parameter set. For example, for α = 0.4, β = 2.5 and c = 0.78, numerical
results suggest that a smooth connection between (uH , wH) and (uW , wW ) exists,
indicating the existence of a travelling wave solution qualitatively similar to the
one identified in Theorem 3.2.9; see Figure 3.12a.
This implies that the smooth heteroclinic connection between (uH , wH) and
(uW , wW ) in the absence of canard points (corresponding to roots of (3.6)), is
not necessarily destroyed the moment a canard point appears in the positive
quadrant. Rather, the smooth connection is destroyed at a smaller (for fixed α
and β) value of c: c = c∗(α, β).
For example, consider the two parameter sets Case 1 and Case 2, which differ
only in the wavespeed c. Section 3.2 demonstrated that for the former set, the
stable manifold of (uW , wW ) connects (in backward z) to (uH , wH), whereas for the
latter set, the stable manifold of (uW , wW ) connects (in backward z) to (uC1 , wC1).
Therefore, by continuity, there exists a c = c∗(α, β) at which the stable manifold
of (uW , wW ) connects (in backward z) to (uC2 , wC2). This is the point at which the
smooth connection is destroyed. Numerical results suggest that for the particular
values of α and β given in (3.7), c∗(2/5, 5/2) ≈ 0.755 < c4(2/5, 5/2) ≈ 0.785,
where we recall that c4(α, β) is the value of c at which two canard points appear
due to a FSN I bifurcation.
Another implication of the existence of smooth connections after the appearance
of canard points in the positive quadrant is the possibility of non-unique solutions.
Although, as discussed above, a heteroclinic connection between (uC2 , wC2) and
(uW , wW ) does not exist the instant canard points appear, a connection between
(uH , wH) and (uC2 , wC2) appears (numerically) to exist as soon as a canard point
appears. Thus, it is theoretically possible that both smooth and shock-fronted
solutions exist under the same parameter regime. However, note that for all the
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Figure 3.12: Illustrations of the different solution behaviours observed within the same region
of parameter space as Case 2 and similar solution behaviours observed in other
regions of parameter space. The last panel indicates the locations in parameter
space of the parameters used to construct the three phase planes. The first panel
depicts a smooth connection in the presence of canard points (in the same region
as Case 2), the second and third panels depict two parameter regimes (in different
regions to Case 2) where heteroclinic orbits containing a jump can be constructed.
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parameter sets we tested numerically this was not observed.
In contrast, there are regions other than the region of Figure 3.5d where the
Case 2 parameter set lives, where solutions qualitatively similar to the one in
Theorem 3.2.10 appear to exist: for example, if α = 0.5, β = 2.5 and c = 0.7, or
α = 1, β = 2.5 and c = 1; see Figure 3.12b and Figure 3.12c. Similar shock-like
solutions are theoretically possible in any parameter regime where (uH , wH) is on
Sa and a folded saddle canard point is present in the first quadrant. Note that
in the parameter regimes illustrated in Figure 3.5, if a folded saddle canard is
present in the first quadrant, (uH , wH) will be on Sa (c > c1(β)), and furthermore,
if (uH , wH) lives on Sr (c < c1(β)), no folded saddles are observed.
Therefore, assume that the parameters are such that a folded saddle is present
in the positive quadrant and (uH , wH) lives on Sa. Then, to prove the existence
of a travelling wave solution with similar properties to the one identified in The-
orem 3.2.10, using the methods of Section 3.2, one must check the following:
• That a connection exists between (uH , wH) and the folded saddle canard
(uCk , wCk). If the canard solution entering the folded saddle does so from be-
low the non-trivial w-nullcline (the equivalent region corresponding to region
1 in Figure 3.7b), then a connection between (uH , wH) and the relevant folded
saddle canard (uCk , wCk) exists. Therefore, computing the stable eigenvector
of the corresponding saddle of (3.15) is sufficient to determine the existence
or nonexistence of such a connection.
• That the conditions for a jump through the layer flow are met, connecting
the canard solution on Sr to the stable manifold of (uW , wW ) on Sa. That
is, there exists a u such that the w-coordinates along the canard solution
and WS(uW , wW ) are equidistant from the fold curve. If the connections
of Conjecture 3.2.8 can be shown to exist, the conditions for a jump will
automatically be met. However, note that Conjecture 3.2.8 is a sufficient
condition not a necessary condition.
• That the transversality condition T (u,wJ(u)), discussed in Section 3.2.7, is
satisfied. This is required for the proof that the singular limit solution persists
for ε > 0.
3.3.3 Identifying other potential solutions
Finally, we discuss other potential solutions. As mentioned previously, the meth-
ods used in Section 3.2 apply to a broad range of parameter values and so we have
the ability to identify other potential heteroclinic orbits of (3.8) (and therefore
(3.2)) for different parameter values. The existence of other solutions depends
on the locations and type of canard points in the positive quadrant of the phase
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plane of (3.11). Note that the canard point (uC0 , wC0) exists in all scenarios.
However, since it is either a folded saddle or folded node, any trajectory passing
through it cannot correspond to a physically relevant solution as doing so would
result in the w-solution becoming negative. Hence, we neglect it in the discussion
below.
Smooth solutions
As discussed above, when there are no canards points, only smooth connections
can be made between the end states. Smooth connections are also possible when
(uH , wH) lives on Sa and any number or type of canard points are present, if
the heteroclinic orbit does not pass through a canard point but connects the end
states while remaining on Sa; one example where this occurs (numerically) is
illustrated in Figure 3.12a.
Shock-like solutions
If (uH , wH) lives on Sr, shock-like solutions can exist irrespective of the number
or type of canard points present; a schematic is given in Figure 3.13a. (Due to
the FSN II bifurcation at c = c1(β), there will always be at least one canard point
when (uH , wH) is on Sr; see Section 3.2.5.) A trajectory leaving (uH , wH) simply
evolves on Sr, until some point at which the jump condition is satisfied, upon
which it jumps through the fast system and connects to WS(uW , wW ). Proving
the existence of a connection of this kind is similar to the proof of Theorem 3.2.10
but without the complication of the canard point. Rather, one only needs to
show that the conditions for a jump connection are satisfied, in this instance,
between the unstable manifold of (uH , wH) and the stable manifold of (uW , wW ).
A trajectory of this kind is numerically computed in [70] with α = 7/10, β =
10/7 and c ≈ 0.24, where the jump through the fast system connects directly to
(uW , wW ) such that the corresponding travelling wave has semi-compact support
in w.
Solutions involving folded nodes
Thus far, the only solutions considered involving a canard point are those where
the canard point in question is a folded saddle. As previously discussed, folded
foci do not allow trajectories to pass through them [121] and so do not give rise
to new heteroclinic connections. However, potential new solutions arise if we
consider parameter regimes where folded nodes exist.
Unlike folded saddles, which admit a single trajectory passing from Sa to Sr along
the canard solution (and similarly from Sr to Sa along the faux-canard solution),
folded nodes admit multiple trajectores but only in one direction [103, 119, 121].
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If the corresponding node of (3.15) is stable, the folded node of (3.14) will admit
a funnel of trajectories passing from Sr to Sa. Alternatively, if the corresponding
node of (3.15) is unstable, trajectories of (3.14) only pass from Sr to Sa through
the folded node.
Proving the existence of solutions involving a folded node is more complicated
than when only a folded saddle is involved and is beyond the scope of this article.
While in the singular limit one might be able to construct a heteroclinic orbit,
proving the persistence for ε > 0 is more challenging as only finitely many canards
persist for ε > 0 out of the continuum of singular (for ε = 0) canards [119]. The
following is a list of possible singular heteroclinic orbits involving folded nodes.
• If (uH , wH) lives on Sa and a folded node and a folded saddle are present, a
smooth connection between the end states is possible, involving both canard
points. This connection would pass onto Sr through one of the canard points
and then back to Sa through the other. See Figure 3.13b for a schematic,
where the two canards must correspond to equilibria of (3.15) that are either
a stable node and a saddle or a saddle and an unstable node, in order of
crossing. (This type of connection is also possible if (uH , wH) lives on Sa and
two folded saddle or two folded node canard points are present. However,
we did not identify any regions of parameter space where this occured; see
Figure 3.5.)
• If (uH , wH) lives on Sa and a folded node corresponding to a stable node of
(3.15) is present (alone or with another canard point), jump solutions are
possible. These solutions (in the singular limit) may be similar in appearance
to the jump solutions involving a folded saddle such as the one identified in
Theorem 3.2.10.
• If (uH , wH) lives on Sr and a folded node corresponding to a unstable node of
(3.15) is present (alone or with another canard point), a smooth connection is
possible. This connection would simply connect (uH , wH) on Sr to (uW , wW )
on Sa, via the folded node; see Figure 3.13c for a schematic. (This type of
connection is also possible if the canard point is a folded saddle. However,
with (uH , wH) on Sr, we did not observe any folded saddles in the positive
quadrant; see Figure 3.5.)
Remark 3.3.1. We emphasise that we are merely suggesting that these scenarios
are possible in theory, potentially yielding an even broader class of solutions to
(3.8) (and hence (3.2) and (3.1)); there is no guarantee they will be observed
in practice. Proving the existence (or non-existence) of these solutions requires
further analysis of the vector field for each parameter regime in the singular limit
and of the persistence of the canard solutions for 0 < ε 1. This is not done in
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Figure 3.13: Schematics of other possible solution trajectories. The left hand panel displays a
potential solution under any parameter regime with c < c1(β) such that (uH , wH)
lies on Sr; the centre panel, a parameter regime where (uH , wH) lies on Sr and
a saddle and a node of (3.15) are present on the fold curve; and, the right hand
panel, a parameter regime where (uH , wH) lies on Sr and an unstable node of
(3.15) is present on the fold curve. We refer to Figure 3.5 for an illustration of the
parameter regimes where the required properties are observed. A solution such
as is shown in the left hand panel is found numerically in [70] with α = 7/10,
β = 10/7, c ≈ 0.24 < c1(10/7) ≈ 0.46. Solutions such as shown in the centre
and right hand panels are yet to be found for this model. However, solutions
involving a folded node (and a folded saddle) are found in different models in, for
example, [84, 113,115].
this article but rather left for future research. We postulate that this may pose a
considerable challenge in the general case and instead may have to be investigated
on a case by case basis, as is done in this article.
3.4 Conclusion
In this article, we used GSPT and canard theory to prove the existence of travel-
ling wave solutions to (3.8), assuming certain conjectures (regarding the validity
of numerically observed behaviour) hold. From the outset, the purpose was two-
fold: firstly, to prove the existence of travelling wave solutions to (3.8) (and
therefore (3.2)) for the two parameter sets considered in [87], given in (3.7); and,
secondly, to generalise these results and to infer the types of solutions that may
be observed for a broader range of parameters. The former comprised Section 3.2,
the latter Section 3.3.
The methods employed here have previously been described in [122] as a technique
for determining the existence of travelling wave solutions that pass through a
folded saddle canard point in general one-dimensional advection-reaction-diff-
usion systems, and applied to a relatively simple model of tumour invasion in
[40] (Chapter 2). For this model, the nondimensionalised system contains no
parameters and at most one folded saddle canard point exists on the fold curve.
In the current work, we extended our previous results by showing that for a more
complicated system, the presence of multiple canard points can influence the
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existence of previously unrecognised travelling wave solutions. Furthemore, the
overall dynamics are less straightforward making them much more interesting. In
particular, studying the desingularised system proves a greater challenge and we
necessarily distinguish between several explicit parameter regimes.
One of the original motivations for considering the system (3.1) and (3.2) is that
it models the fundamental dynamics associated with one aspect of epidermal
wound healing, especially as it relates to the speed of wound closure rather than
the detailed cellular architecture that develops. Characterising the behaviour of
travelling wave solutions to this model, in particular by the relationship between
the kinetic rate parameter α and the threshold value 1/β provides some insight
into targets for wound healing interventions that have a likely impact on healing
speed. For example, with β large the healed state as a steady uniform solution to
(3.2) will be typified by a low level of MDGF and a high level of new vasculature.
Increasing the the magnitude of α, which may be thought of as representing the
sensitivity of the process of vessel cell proliferation to the growth factor MDGF,
can be expected to increase the steepness of the wavefront (inferred from (3.2)).
Further, it may be possible to infer a potential wound healing diagnostic from the
relationship between wavespeed and sharpness of the invading angiogenic front
discussed at length here. The observed presence of slow moving sharp-fronted
angiogenic fronts in a wound may indeed indicate a compromised proliferative or
chemotactic response to a specific growth factor, such as MDGF.
Of course, the observability of the travelling wave solutions depends not only on
their existence but also their stability. Determining the stability of the travelling
wave solutions is beyond the scope of this article. However, from both a mathe-
matical and biological perspective, it is an important aspect of the analysis and,
accordingly, the topic of future research.
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3.6 Appendix
3.6.1 Proof of Lemma 3.2.1
Proof The stability of S is determined by examining the eigenvalues of the Ja-
cobian of the layer problem,
JL =
 −c 0 0−f(2u,w) −c u
0 w −c+ v
 ,
where u, v and w are restricted to S. The eigenvalues
λ1 = −c and λ2 = −c+ 1
2
(
v −
√
v2 + 4uw
)
are negative for all u > 0, w > 0, while the third eigenvalue,
λ3 = −c+ 1
2
(
v +
√
v2 + 4uw
)
,
can change sign. Consequently, the layer problem exhibits a saddle-node (fold)
bifurcation along λ3 = 0. This implies that S is folded with the fold curve
corresponding to λ3 = 0 (which is satisfied by (u, v, w) = (u, v(u, F (u)), F (u))
with F (u) the wall of singularities, defined in (3.5)), provided the following non-
degeneracy and transversality conditions are satisfied [121].
Firstly, the non-degeneracy condition is
p · (D2UUG)(U , Uˆ )(q , q) 6= 0,
or equivalently,
p ·B(q , q) 6= 0,
where,
B i(q , q) =
3∑
j,k=1
∂2G i
∂U k∂U j
q jqk.
Here, U = (u, v, w), Uˆ = (uˆ, wˆ) and G = (uy, vy, wy), with uy, vy and wy defined
in (3.12). Moreover, U , Uˆ and all the derivatives of B(q , q) are evaluated along
λ3 = 0. For example, we have U =
(
u,
c2 − u+ u2
2c
, F (u)
)
.
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The vectors p and q are the adjoint null-vector and null-vector of JL, respectively,
normalised via q · q = p · q = 1. An easy computation shows
p =
1
P
(
F (u)
c2 − u+ 3u2
2cu
, F (u), c
)
, q =
1
Q
(0, u, c)T ,
where
P =
3c2 + u− u2
2Q
, Q =
√
c2 + u2.
Therefore, we have
p ·B(q , q) = 2c
2u
PQ2
6= 0 for c, u 6= 0.
Secondly, the transversality condition is
p · (DUˆG)(U , Uˆ ) 6= 0,
where once again, the vectors are evaluated along λ3 = 0. In our case, this
becomes
p · (DUˆG)(U , Uˆ ) = p ·
 1 00 0
0 1
 = 1
P
(
F (u)
c2 − u+ 3u2
2cu
, c
)
6= 0.

Chapter 4
A geometric construction of travelling wave solutions to a
Keller–Segel model
This chapter was first published as
K. Harley, P. van Heijster, and G. J. Pettet. A geometric construction of travelling
wave solutions to a Keller–Segel model. ANZIAM J., 55(EMAC2013):C399–
C415, 2014.
Abstract
We study a version of the Keller–Segel model for bacterial chemotaxis for which
explicit travelling wave solutions are known in the zero attractant-diffusion limit.
Travelling wave solutions are constructed in the small diffusion case using geo-
metric singular perturbation theory, which converge to these explicit solutions in
the singular limit.
4.1 Introduction
The Keller–Segel model [56,57] is a very popular model for modelling cell migra-
tion in response to a chemical gradient; see, for example, [44,105] and references
therein. Because it has explicit travelling wave solutions in the limit Du → 0 [30],
we are interested in the following particular version of the Keller–Segel model:
∂u
∂t
= Du
∂2u
∂x2
−Kw,
∂w
∂t
= Dw
∂2w
∂x2
− ∂
∂x
(
Qw
u
∂u
∂x
)
,
(4.1)
with u > 0, w ≥ 0, x ∈ R, t > 0, K,Q > 0, Du,w ≥ 0. Here u(x, t) is the
concentration of the chemical or chemoattractant and w(x, t) is the density of
the migrating species. The constant K is the rate of uptake of the chemical
by the migrating species, the constant Q is the chemotactic coefficient and the
constants Du,w are the diffusivities of each species. In particular, we are interested
in finding travelling wave solutions to (4.1) in the case where both the diffusivities
are small but of the same order: 0 ≤ Du,w  1.
With Du,w small, (4.1) is a singularly perturbed system; due to the advection
(chemotactic) term (the last term in the w-equation in (4.1)) we are unable
to scale out the small parameters. This makes (4.1) amenable for analysis via
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geometric singular perturbation theory (GSPT) [50, 54]. Using GSPT, we show
that (4.1) supports travelling wave solutions, which, in the limit Du,w → 0, agree
with the explicit solutions given in [30].
The background states of (4.1) are (u,w) = (u∗, 0), with u∗ ≥ 0 for physically
relevant solutions. We are interested in travelling wave solutions that travel with
a constant speed c. Therefore, we introduce a comoving frame z = x − ct and
(4.1) becomes
−cdu
dz
= Du
d2u
dz2
−Kw,
−cdw
dz
= Dw
d2w
dz2
− d
dz
(
Qw
u
du
dz
)
.
(4.2)
In particular, we study travelling wave solutions that satisfy the following asymp-
totic conditions
lim
z→−∞
u(z) = ul, lim
z→∞
u(z) = ur > ul, lim
z→±∞
w(z) = 0. (4.3)
Assuming ur > ul implies c > 0; integrating the first equation of (4.2) with
respect to z from −∞ to ∞ and applying the asymptotic conditions for u along
with w ≥ 0 gives c(ur − ul) > 0.
Integrating the second equation of (4.2) gives
σ0 = Dw
dw
dz
+ cw − Qw
u
du
dz
,
with σ0 a constant of integration. As z →∞, we have (u(z), w(z), u′(z), w′(z))→
(ur, 0, 0, 0) with ur > 0 by definition. This implies σ0 = 0 [30]. Thus, the system
considered henceforth is
Du
d2u
dz2
= Kw − cdu
dz
,
Dw
dw
dz
=
Qw
u
du
dz
− cw,
(4.4)
along with (4.3).
4.1.1 An explicit solution for Du = 0
As alluded to above, for Du = 0 and Dw < Q, (4.2) (and hence (4.4)) has explicit
solutions (see [30] for the derivation):
U(z) :=
[
u−1/γr + σe
−c(z+z∗)/Dw]−γ ,
W (z) := e−c(z+z
∗)/Dw
[
u−1/γr + σe
−c(z+z∗)/Dw]−γQ/Dw , (4.5)
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with
γ =
Dw
Q−Dw > 0, σ =
K(Q−Dw)
c2
> 0
and z∗ an integration constant representing the translational invariance of the
travelling wave solutions.
For fixed 0 < Dw < Q, lim
z→−∞
U(z) = 0, with U(z) defined in (4.5). Thus, in
order to compare solutions of (4.4) with the explicit solution (U,W )(z) (defined
in (4.5)), we take ul = 0. Furthermore, since (4.4) is invariant with respect to
the multiplicative scaling
(u,w)→ (ku, kw), k ∈ R, (4.6)
we assume, without loss of generality, ur = 1.
Remark 4.1.1. Observe that
lim
z→−∞
W (z)
U(z)
=
c2
K(Q−Dw) ,
so the w/u-term in (4.4) is bounded for the explicit solution as z → −∞.
4.1.2 Taking the limit as Dw → 0
Since we are interested in the case where both diffusivities are small, consider the
limit of (4.5) as Dw → 0. Choosing z∗ = (Q−Dw) ln (ur)/c with ur = 1 (that is,
z∗ = 0) and evaluating the limit gives
lim
Dw→0
U(z) =
ecz/Q, z ≤ 0,1, z > 0, and limDw→0W (z) =

c2
KQ
ecz/Q, z ≤ 0,
0, z > 0.
(4.7)
For convenience, we label this limit (U0,W0) and note that it is not a solution to
(4.4) in the classical sense since the W0-profile is discontinuous at z = 0. This
location of the discontinuity explains our choice of z∗: a different z∗ would result
in a similar, but translated, profile with the shock located at a different z-value.
Figure 4.1 shows (U,W ) (4.5) for the above-stated z∗ and decreasing Dw, as well
as the shock solution (U0,W0) (4.7). Clearly, (U,W )→ (U0,W0) as Dw → 0.
We provide evidence that (4.4) also possesses heteroclinic solutions connecting
(0, 0) to (1, 0), with small diffusion coefficients Du,w (that is, Du 6= 0). Therefore,
we show that (4.1) supports travelling wave solutions connecting (0, 0) to (1, 0)
and hence, by the scaling (4.6), travelling wave solutions connecting (0, 0) to
(ur, 0) with ur > 0.
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Figure 4.1: Plots of (U,W )(z) defined in (4.5), with decreasing Dw, as well as (U0,W0)(z),
defined in (4.7). The dashed curves correspond to U(z) and the solid curves toW (z),
with the value of Dw indicated by the colour. We choose z
∗ = (Q −Dw) ln (ur)/c
such that the shock in the W0-profile occurs at z = 0. The remaining system
parameters are taken from [30]: Q = 2, K = 1, c = 2 and ur = 1.
4.2 Travelling wave solutions for 0 < Du,w  1
Theorem 4.2.1. Let Du = µε and Dw = ε, with 0 < ε  1 a sufficiently
small parameter. Moreover, let µ,K,Q, c be O(1) (with respect to ε) and positive
constants. Then, travelling wave solutions to (4.1), connecting (0, 0) to (ur, 0)
with ur > 0, exist.
We use GSPT to underpin the above result. GSPT is applied to problems ex-
hibiting a clear separation of scales, for example, cell migration where diffusion
is operating on a much slower scale than advection or reaction. The power of
this method lies in the ability to separate the scales into independent, generically
lower-dimensional problems, which are more amenable to analysis.
We begin by introducing v = uz such that (4.4) can be written as the three-
dimensional system of first order ordinary differential equations (ODEs),
uz = v,
µεvz = −cv +Kw,
εwz = −cw + Qvw
u
.
(4.8)
This system exhibits two distinct spatial scales: the ε multiplying the v and w
derivatives makes these fast variables, while u is a slow variable, with z the slow
travelling wave coordinate. We refer to (4.8) as the slow system.
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Alternatively, we write (4.8) in terms of a fast travelling wave coordinate y = z/ε
(ε 6= 0),
uy = εv,
µvy = −cv +Kw,
wy = −cw + Qvw
u
,
(4.9)
which is then referred to as the fast system.
In the singular limit ε → 0, the slow system reduces to the one-dimensional
system with two algebraic constraints,
uz = v,
0 = −cv +Kw,
0 = −cw + Qvw
u
,
(4.10)
which we call the reduced problem. Similarly, the fast system reduces to the
two-dimensional system with a parameter u = u˜ ∈ R+,
µvy = −cv +Kw,
wy = −cw + Qvw
u˜
,
(4.11)
which we refer to as the layer problem. In contrast to the slow and fast systems,
the reduced and layer problems are not equivalent.
The strategy is as follows. Firstly, we analyse the two lower-dimensional systems
(4.10) and (4.11) independently. Secondly, we construct singular solutions that
are concatenations of solutions of each of the subsystems. Finally, using GSPT,
and in particular Fenichel theory [31,34], we provide evidence that these singular
solutions persist as solutions of the full three-dimensional problem (4.8) or (4.9),
and hence as travelling wave solutions of (4.1), for sufficiently small 0 < ε 1.
4.2.1 Layer problem
The layer problem (4.11) is a system of two first order ODEs with parameters
K,Q, c, µ, u˜ > 0. It has two steady states (v, w) = (vn, wn) = (0, 0) and (v, w) =
(vs, ws) = (cu˜/Q, c2u˜/(KQ)). The steady states coincide in the limit u˜→ 0.
Lemma 4.2.2. For all K,Q, c, µ, u˜ > 0, the layer problem (4.11) possesses a
heteroclinic orbit connecting (vs, ws) with (vn, wn). We refer to this connection
as a fast fibre.
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Proof The steady state (vn, wn) is a stable node with eigenvalues and eigenvec-
tors
λn1 = −c/µ,
λn2 = −c,
ψn1 = (1, 0)
T ,
ψn2 = (K, c(1− µ))T .
For µ = 1 the eigenvalues coincide and have algebraic multiplicity two. The
generalised eigenvector in this situation is ψg2 = (0, 1/K)
T . The other steady
state (vs, ws) is a saddle with eigenvalues and eigenvectors
λs1 = cθ
−/µ > 0,
λs2 = −cθ+/µ < 0,
ψs1 = (Kθ
−, cµ)T ,
ψs2 = (−Kθ+, cµ)T ,
where θ± = 1
2
√
1 + 4µ± 1
2
. With the exception of the location of the steady state
(vs, ws), these linearisations are independent of u˜.
The v-nullcline of (4.11) is w = cv/K and the w-nullclines are w = 0 and
v = cu˜/Q. Since µ > θ− for µ > 0 (which is a trivial exercise to show), the
unstable trajectory leaving (vs, ws) in the downward direction enters the region
R := {(v, w) | 0 < v < cu˜/Q, 0 < w < cv/K}, the region enclosed by the three
nullclines. The trivial w-nullcline (the v-axis) is invariant with respect to the
flow of (4.11). On the other boundaries of R, the flow of (4.11) points inward.
This yields that trajectories entering R cannot leave R. Thus, as the stable
trajectory entering (vs, ws) is not in R (that is, θ+ > 0 > −µ) and there are no
steady states inside R, the Poincare´–Bendixson Theorem [53] guarantees that the
unstable trajectory leaving (vs, ws) must connect with the stable node (vn, wn);
see Figure 4.2. The sign of µ− 1 determines whether this trajectory approaches
(vn, wn) via ψn1 or ψ
n
2 .
4.2.2 Reduced problem
The two algebraic constraints of (4.10) are equivalent to the steady states of
(4.11) (with u = u˜). Consequently, the flow of the reduced problem is restricted
to the one-dimensional critical manifold
S =
{
(u, v, w)
∣∣∣∣ v = Kwc , 0 = w
(
Qv
u
− c
)}
,
which consists of two branches
Sa := {(u, v, w) | v = 0, w = 0}
and
Sr :=
{
(u, v, w)
∣∣∣∣ v = cuQ ,w = c2uKQ
}
.
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Figure 4.2: An illustration of the existence of a heteroclinic connection between (vs, ws) and
(vn, wn): the unstable trajectory leaving (vs, ws) lies in R and since trajectories
cannot leave R and there are no steady states inside R it must connect to the
attracting steady state (vn, wn).
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u
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u,w
u
w
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u,w
u
w
Figure 4.3: The critical manifold S, depicted in (u,w)-space and the evolution of u and w in
the different regions. The open circle at the origin signifies that the original system
(4.1) has a singularity at this point.
The previous section demonstrated that Sa and Sr are normally hyperbolic: the
steady states of the layer problem (4.11) have no eigenvalues with zero real part.
Moreover, Sa restricted to (v, w)-space is attracting, while Sr restricted to (v, w)-
space is repelling, hence the subscript choice. Finally, Lemma 4.2.2 shows that
for fixed u the layer flow as described by (4.11) provides connections between the
points on Sr and Sa along fast fibres. An illustration is given in the left hand
panel of Figure 4.3.
We consider the reduced flow on the two branches Sa and Sr separately. Firstly,
on Sa we have uz = 0. Therefore, there is no flow along Sa and, using the
asymptotic boundary conditions (4.3) with ur = 1, we have (u, v, w) = (1, 0, 0).
This also implies that u = u˜ = 1 along a fast fibre.
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Secondly, on Sr we have uz = cu/Q, which is solved explicitly to give
u(z) = ec(z+z∗)/Q,
where z∗ is the constant of integration. Consequently,
v(z) =
c
Q
ec(z+z∗)/Q, w(z) =
c2
KQ
ec(z+z∗)/Q.
Thus, upon choosing z∗ = 0, in terms of the original variables u and w and in the
singular limit ε→ 0, the slow flow is
u(z) =
ecz/Q on Sr,1 on Sa, and w(z) =

c2
KQ
ecz/Q on Sr,
0 on Sa.
(4.12)
4.2.3 Singular heteroclinic orbits
We now have enough information to construct heteroclinic orbits in the singular
limit ε → 0. These singular orbits are concatenations of components from the
reduced and layer problems. We construct the waves in backward z.
In backward z, a solution begins on Sa from the point (u, v, w) = (1, 0, 0). Since
there is no evolution of the slow variables on Sa, the only possibility is for the
solution to switch onto a fast fibre of the layer problem. This connects the solution
to the appropriate point on Sr: (u, v, w) = (1, c/Q, c
2/(KQ)). Once back on Sr,
the slow flow of the reduced problem evolves the solution towards the initial state
of the wave (u, v, w) = (0, 0, 0); see the right hand panel of Figure 4.3 for an
illustration.
The choice of z∗ in the previous section means that the jump between Sr and Sa
occurs at z = 0 and hence (4.12) is equivalent to (4.7).
4.2.4 Heteroclinic orbits for 0 < ε 1
The persistence of the singular heteroclinic orbits for sufficiently small 0 < ε 1
to nearby smooth solutions of (4.8), and hence to travelling wave solutions of (4.1),
is studied using Fenichel theory [31, 34]. In the following, we provide evidence
that this theory can, in all likelihood, be applied to the problem at hand.
Since Sr and Sa are normally hyperbolic, Fenichel’s first theorem (see, for ex-
ample, [43] and reference therein) implies that these manifolds deform smoothly
to O(ε)-close manifolds Sr,ε and Sa,ε, which are locally invariant under the flow
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of (4.8)1. In this case, the model is simple enough that we can compute these
perturbed manifolds explicitly, to any order:
Sr,ε =
{
(uε, vε, wε)
∣∣∣∣ vε = cuεQ− ε, wε = c2uε(Q+ ε(µ− 1))K(Q− ε)2
}
,
Sa,ε = {(uε, vε, wε) | vε = 0, wε = 0} = Sa.
It is not surprising that Sa,ε = Sa, since Sa coincides with the background states
of (4.1), which are not affected by ε. Consequently, the flow on Sa,ε also remains
unchanged, that is, there is no flow along Sa,ε. Furthermore, since Sr,ε → (0, 0, 0)
as uε → 0, the solution evolving on Sr,ε will still connect (in backward z) to the
initial state of the perturbed wave.
By Fenichel’s second theorem2, the unstable manifold of Sr, WU(Sr), perturbs
smoothly for 0 < ε  1 to a nearby manifold WU(Sr,ε) that is locally invariant
under the flow of (4.8). This also holds true for the stable manifold of Sa.
IfWU(Sr,ε) andWS(Sa,ε) intersect, then Fenichel’s third theorem ultimately guar-
antees the persistence of nearby fast fibres, and consequently, the persistence of
the heteroclinic orbits. A sufficient condition for this intersection to occur is
the transverse intersection of WU(Sr) and WS(Sa) since then the implicit func-
tion theorem implies persistence under small perturbations [43]. To prove that
WU(Sr) and WS(Sa) intersect transversely, one, for example, uses techniques as
in [20].
In conclusion, the solutions constructed in the singular limit appear to persist as
nearby solutions of (4.1) for Du = µε, Dw = ε, with ε sufficiently small, which
connect to a nearby end state (1+O(ε), 0). However, since (4.1) is invariant with
respect to (4.6), we could rescale the perturbed wave to connect to the original
end state of the unperturbed wave (1, 0) but with slightly different speed c(ε).
Remark 4.2.1. It is not clear a priori that GSPT extends to the singularity
(u, v, w) = (0, 0, 0). However, in [19], the authors study a generalised Gierer–
Meinhardt equation, which also possesses a singularity within the domain of
interest. As is the case here, this singularity lies on the boundary of the critical
manifold and coincides with an equilibrium point of the reduced problem. They
show that GSPT and Fenichel theory can be extended to points on the boundary
of the critical manifold, assuming the system is well behaved as the solution
approaches the singularity. Similar arguments to those presented in [19] can, in
1Fenichel theory only holds for compact manifolds. So, in principle, we first have to com-
pactify the manifolds Sr and Sa by choosing an appropriate upper bound for u, for example,
u = 2.
2again after compactifying Sa,r
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principle, be used here to show that GSPT and Fenichel theory extend to the
singularity.
Remark 4.2.2. The above results hold for µ = 0. Moreover, in this case we can
solve the layer problem explicitly:
v(y) =
Kcu˜
KQ+ βecy
, w(y) =
c2u˜
KQ+ βecy
,
where β is the integration constant.
4.3 Conclusion
Using GSPT, we provided arguments in support of the existence of travelling
wave solutions to (4.1) with Du = µε, Dw = ε and ε sufficiently small. To leading
order, these solutions are given by ur times the expressions for u and w stated
in (4.12). Here, ur is the asymptotic value of the u-component of the wave for
z →∞. This example acts to demonstrate the power of GSPT for studying the
existence of travelling wave solutions to models such as the Keller–Segel model.
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Summary & open questions
In this chapter, we summarise the main results of this thesis and discuss directions
for future research.
5.1 Summary
In this thesis, we studied the existence of travelling wave solutions to three specific
models from the mathematical biology literature: a model of haptotactically
driven malignant tumour invasion [85], a model of chemotactically driven wound
healing angiogenesis [86, 87], and a specific version of the Keller–Segel model
for which explicit solutions are known [30]. More specifically, we considered
extended, singularly perturbed versions of these models with small, rather than
zero, diffusion, which are biologically more realistic but mathematically more
complicated to study.
The original motivation of this thesis was to study the wound healing model
of [86, 87], using the general framework provided in [122]. However, due to the
complications presented by the number of parameters within this model, we chose
to first demonstrate the method provided in [122] by applying it to the simpler,
parameter-free model of malignant tumour invasion in [85]. The method, or
framework, in [122] employs GSPT and canard theory to construct travelling
wave solutions to ARD models; using this approach, we derived new results for
both the previously studied, diffusion-free models and the less studied, extended
models.
This thesis was presented in the form of published journal articles, which together
addressed the objectives of the thesis (see Section 1.6.1):
1. To implement the method presented in [122] for existing models from the
literature, thereby demonstrating its utility;
2. To investigate and prove the existence of travelling wave solutions for the
model in [86,87], in particular, in parameter regimes where the wall of singu-
larities prevents a smooth connection; and
3. To investigate the existence of shock-fronted travelling wave solutions for a
Keller–Segel model.
In the context of studying the malignant tumour model [85], we provided a first
rigorous proof of the existence and uniqueness of four types of travelling wave
solutions for this model and the extended model with small diffusion. We also
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undertook a numerical investigation of what initial conditions produce the iden-
tified solutions, paving the way for the asymptotic and stability analysis; see
Sections 5.2.3 and 5.2.4. Returning to the wound healing model of [87], we iden-
tified novel travelling wave solutions for specific parameter choices and extended
these results, where possible, to broader parameter regimes. We also suggested
other potential travelling wave solutions that may be supported by the model.
Finally, in the context of investigating the existence of travelling wave solutions
for a version of the Keller–Segel model (with unequal diffusion coefficients), we
demonstrated the effects that small but unequal diffusion coefficients have on
the application of the geometric method and the travelling wave solutions we
construct.
The three models we studied are mathematically similar: two-component, coupled
ARD models with constant, small diffusion and advection of the cellular species
in response to a gradient in the chemical species. The tumour and wound healing
models studied in Chapters 2 and 3 differ only by the kinetic functions. The
Keller–Segel model studied in Chapter 4 differs from these models by the kinetic
functions and the chemotactic response function. As a result of these differences,
we observed different solution behaviour and encountered different challenges in
studying the existence of such solutions. This supports the need to study the
specific models individually; while the general results developed in [122] provide
the framework for studying the existence of travelling wave solutions, they cannot
foretell the difficulties and differences that will be encountered in the analysis, in
particular, in the phase plane analysis of the reduced (slow) problem.
The existence of travelling wave solutions in the small diffusion case is another key
outcome. As discussed in Chapter 1, a modelling assumption in the three models
considered (and in many other models) is that the effect of (small amounts of) dif-
fusion is small, although this is never proven; the combined method of phase plane
analysis and the Rankine–Hugoniot and Lax entropy conditions for shocks from
hyperbolic PDE theory employed in [70,72] (and elsewhere), in the zero-diffusion
limit, does not extend to the case of small diffusion. Furthermore, intuition may
suggest that the solutions that rely on the trajectory passing through the hole
in the wall would not exist in the small diffusion case, as the hole in the wall
no longer exists, nor has any intuitive meaning. From the modelling perspective
this is essential, as solutions existing for zero-diffusion but not small diffusion
would suggest that diffusion plays a large role in determining the behaviour of
the system, violating the original modelling assumption. Thus, the geometric
interpretation of the hole in the wall as a canard point and the corresponding
trajectories that pass through it as canard solutions, provides the justification
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and validation of these modelling assumptions.
The existence results of Chapters 2–4 also provide a first step towards determining
the observability of travelling wave solutions for the models of interest. A next
obvious step is to investigate the stability of these travelling waves and what
initial conditions, if any, will evolve to the identified solutions. One approach to
addressing the question of stability is discussed in Sections 5.2.3 and 5.2.4.
5.2 Open questions
The travelling wave solutions studied in this thesis are intended to mimic specific
behaviour observed in biological systems, for example, tumour growth, wound
healing and other cell migration scenarios. While a one-dimensional moving front,
on an infinite domain, with constant speed (a travelling wave) may be a good first
approximation of this behaviour, at a phenomenological level, it is obviously a
generalisation of much more complex processes. Consequently, from a modelling
perspective, considering two- or three-dimensional models in space, may provide a
better approximation. Similarly, models incorporating more than two species may
be more realistic in many contexts. While we have only considered two-species
models in this thesis, in principle, the methods we used to construct travelling
wave solutions extend to multi-species models.
Even in one spatial dimension, solutions other than travelling waves may be
more appropriate in some contexts. In reality, biological systems do not operate
on an infinite domain and so solutions on a finite domain, which interact with the
boundaries, may be more realistic. For example, in the context of wound healing,
models or solutions on a finite domain that incorporate the filling of the wound
space as the edges come together may be more appropriate than travelling wave
solutions. However, for large wounds or early times in the healing process, the
travelling wave solutions studied in Chapter 3 can still be relevant. Travelling
fronts with nonconstant speed are another type of solution worth investigating,
as well as other solutions types not discussed here.
The methods applied in this thesis are limited to studying the existence of trav-
elling wave solutions, with constant speed, to ARD models in one spatial di-
mension. Consequently, further investigation of these potentially more realistic
models would require alternative techniques. However, as the models grow in
complexity, the chance of being able to derive analytic results diminishes. In-
stead, the results would most likely be numerical.
Within the context of one(space)-dimensional travelling wave solutions, this thesis
has identified a number of avenues for future research. In the following, we provide
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a summary of the open questions discussed in Chapters 2–4. Where possible, we
also provide further details of potential approaches to address these questions.
5.2.1 Analysis of the three-component model of Perumpanani et al. (1999)
The original model proposed in [85] is a three-component model describing the
evolution of the extracellular matrix (ECM), tumour cell and protease populations
or concentrations (u, w and ρ in Chapter 2, respectively). However, the model
we studied in Chapter 2 (and the model ultimately studied in [72, 85]) has only
two components, the ECM and tumour cell populations. The third component
(protease) is eliminated based on an assumption that the reaction occurs on a
sufficiently fast timescale that the protease concentration is assumed to be at
equilibrium.
In [85], this assumption is made subsequent to the assumption that the effect of
diffusion is negligible, suggesting that if the size of the diffusion is O(ε) (as in
Chapter 2), the inverse rate of the protease reaction is O(εη), with η < 1. This is
in contrast to our analysis where we assume η > 1 such that the protease reaction
can be neglected even when the diffusion is not.
In [73], the authors study the three-component model, in particular, solutions that
evolve from initial conditions with semicompact support (similar to the Type III
waves of Chapter 2). Their results suggest that (numerically stable) travelling
waves are only observed in the three-component model if diffusion is also included
(at least in the equation for the tumour cells w). Furthermore, for η > 1, travelling
waves qualitatively similar to those in the ε→ 0 limit were observed, whereas for
η < 1, the solutions developed oscillations at the wavefront. These observations
suggest that to obtain similar solution behaviour (travelling waves), diffusion can
only be neglected if the protease reaction is as well, that is, η > 1. The existence
of oscillations at the wavefront is an interesting complication. In [73], the authors
show that the oscillations are real (as opposed to numerical error) by identifying
a spiral equilibrium point in an associated reduced system.
From a geometric perspective, oscillations at the wavefront can be explained by
the linearisation of the layer problem having complex eigenvalues as well as possi-
bly exhibiting a Hopf bifurcation; see, for example, [115]. Consequently, analysis
of the three-component model from a geometric perspective may provide further
insight into, or an alternative explanation of, the observed oscillations. Further-
more, considering the diffusion coefficients ε and the inverse protease reaction rate
εη as independent small parameters means the three-component model operates
on three scales. Three-scale systems (or higher-scale systems) are not widely stud-
ied in the literature; see [114] and references therein. However, as demonstrated
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in [114], GSPT and canard theory are applicable to such three-scale systems.
Applying these methods to the three-component system in [85] could lead to a
better understanding of the effects that different choices of η, and hence the rela-
tive sizes of the two processes, have on the solutions. Such an analysis may be of
interest both with regard to the implications from a modelling perspective and
from a purely mathematical perspective.
5.2.2 Continued analysis of the (extended) model of Pettet et al. (2000)
The analysis and results presented in Chapter 3 pose many further questions and
directions of future research. Firstly, proofs of Conjectures 3.2.4 and 3.2.8 (or
generalisations of these to broader parameter regimes) would allow us to remove
the associated assumptions from Chapter 3. Recall that Conjecture 3.2.4 relates
to the existence of limit cycles in the phase plane. We do not expect limit cycles
to exist around the equilibrium point (uH , wH), in any parameter regime. On
the other hand, Figure 3.5 depicts curves that correspond to a change in stability
of a focus equilibrium point, which could lead to the appearance of limit cycles.
Using the Bendixson–Dulac theorem with Dulac function ϕ(u,w) = w (see, for
example, [53]) we can exclude the possibility of limit cycles for 1/2 < α < 1/β
(1 < β < 2). However, we have not been able to obtain further insights using this
method. A proof of Conjecture 3.2.8 (which relates to the existence of particular
heteroclinic connections in the phase plane) but with general parameter values
is unlikely, as numerical results suggest that it is only valid in certain parameter
regimes. Furthermore, obtaining bounds on the parameter regimes where the
connections in Conjecture 3.2.8 exist is difficult. However, we postulate that a
proof for the specific parameter regime of interest (the Case 2 regime) should be
achievable.
Secondly, undertaking a more detailed bifurcation analysis of the system (3.15)
may lead to a better understanding of the dynamics; it may also provide infor-
mation relating to the aforementioned conjectures. In particular, the bifurcations
of interest are those relating to the existence and type of canard points in the
positive quadrant. For example, the existence of a second FSN I bifurcation
(though we think it unlikely), would result in the appearance of a further two
canard points. A related question is that of the number of real, positive roots
of (3.6). We suspect that at most two positive roots exist for any given param-
eter regime but are unable to provide a proof in the general case. Certainly, for
1 − 4c2(1 − αβ) ≤ 0, (3.6) has at most two positive roots. Moreover, for all the
cases we tested, the minimum value of c > 0 required to satisfy this condition is
greater than c4(α, β); recall that c4(α, β) corresponds to a FSN I bifurcation and
the appearance of two positive roots of (3.6). Consequently, in the regimes where
138 Chapter 5
four positive roots are possible (as per Lemma 3.2.3), we in fact observe no real
roots. However, further investigation may yield more conclusive results.
Thirdly, the parameter regimes considered in Chapter 3 are quite specific; there
are many other parameter regimes that warrant investigation. Such investigation
could include, for example, looking for and determining the existence of the types
of travelling wave solutions proposed in Section 3.3.3. Solutions passing through
a folded node canard point (in the singular limit) or passing through multiple
canard points may prove particularly interesting. The former would result in
oscillations in the solution (see, for example, [115]). The existence of the latter
could imply that smoothly varying the parameters causes the solutions to move
from a regime of smooth travelling waves, to those with shock-like fronts, and
back to smooth waves. We believe this would be an interesting result (if true)
both to the biologically and mathematically minded.
Finally, in Section 3.2.7, we used a transversality condition to derive results about
the location of wL(u) (the curve of possible landing points for jumps through the
layer flow). Moreover, in Section 3.3.2 we raised the possibility of nonunique
solutions, due to the possible existence of both a smooth and shock-like travel-
ling wave solution in the same parameter regime. With α = 2/5 and β = 5/2,
this possibility arises due to the FSN I bifurcation occurring before the smooth
connection is destroyed, that is, c4(α, β) > c
∗(α, β). However, further analysis of
the transversality condition (carried out subsequent to the completion of Chap-
ter 3) rules out the possibility of nonunique solutions: any intersection between
wL(u) (implying the existence of a shock-like solution) and the smooth hetero-
clinic connection would violate the transversality condition. We believe it may
be possible to exploit this transversality condition further, potentially shedding
light on the parameter regimes where Conjecture 3.2.8 holds or where physically
relevant, nonnegative solutions exist.
5.2.3 Asymptotic wavespeed
A question for all the models studied in this thesis, and which we have not yet an-
swered, is the wavespeed a solution evolves to from a given initial condition. The
wavespeed a solution evolves to is important from a modelling perspective as it
corresponds to the rate of invasion of the tumour or the speed at which the wound
heals, for example. In particular, the minimum wavespeed waves are likely the
most biologically relevant as they often evolve from the most biologically relevant
initial conditions, those with semicompact support. Whereas kinetic parameters
and advection or diffusion rates are difficult or impossible to measure experimen-
tally, wavespeeds may be easier to approximate. Thus, an expression relating
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the wavespeed, in particular the minimum wavespeed, to the model parameters
is one way of approximating them.
For the Fisher–KPP equation [35,58],
∂u
∂t
= D
∂2u
∂x2
+ u(1− u), (5.1)
it has been proven that the speed a solution approaches in the limit t → ∞
(the asymptotic wavespeed), is related to the decay of the initial condition in the
limit x→∞ [78]. Moreover, this asymptotic wavespeed is exactly the wavespeed
determined from the linearisation of the Fisher–KPP equation around the lead-
ing edge of the initial condition [66, 75] (see also [79]), referred to as the linear
spreading speed in [111].
Assuming that the same is true of the models studied in this thesis, we can for-
mulate (naive) predictions for the asymptotic wavespeed of solutions that evolve
from appropriately decaying initial conditions. We can then use these predicted
relationships (the linear spreading speed) as starting points for an investigation
of which, if any, initial conditions evolve to the travelling wave solutions identi-
fied in Chapters 2–4. However, there is no guarantee that the linear spreading
speed will be valid and hence that the predictions will be correct. Nevertheless, in
Chapter 2, we used this approach as a first step towards determining the asymp-
totic wavespeed of the solutions identified therein. The same approach is also
taken to investigate the asymptotic wavespeed of solutions to the models studied
in [65,72].
For the model studied in Chapter 2, the linear spreading speed, given in (2.28),
is
c =

1
ξ
+ εξ, if ξ <
1√
ε
,
2
√
ε, if ξ ≥ 1√
ε
,
where ξ is the exponential decay rate of the initial condition in the limit x→∞.
Note that this is equivalent to the linear spreading speed of the Fisher–KPP
equation with D = ε. In Section 2.3, we undertook a numerical investigation
of the validity of this expression. For initial conditions with ξ less than some
(undetermined) critical value (not 1/
√
ε), the predicted and numerically measured
wavespeeds appeared to coincide. Moreover, we seemed to be able to recover
all the Type I and Type II solutions from these initial conditions. However, the
predicted minimum wavespeeds (corresponding to initial conditions with ξ greater
than the critical value), did not agree with the measured ones, except for relatively
large values of ε. These initial conditions result in the evolution of a Type III
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solution. In [72], an approximation for the minimum wavespeed is derived in
the ε → 0 limit, using information from the phase plane analysis: cmin ≈ √u3,
where u3 is the right hand boundary condition of u for the Type III waves in
Chapter 2. This wavespeed, which does not correspond to the linear spreading
speed, compares well with the numerical results in Chapter 2. Ultimately, the
regimes where we do not have an accurate approximation of the wavespeed are
those where there is a balance of both advection and diffusion, and ξ is sufficiently
large that Type III, minimum wavespeed waves are observed. We do not know
which, if any, initial conditions evolve to a Type IV wave.
In [65], a model similar to those of interest in this thesis is studied, with a wall
of singularities in the phase plane of the diffusion-free version of the model. By
choosing initial conditions with semicompact support, the minimum wavespeed
is investigated numerically, as the ratio of diffusion to advection is varied. Sim-
ilar to the results in Chapter 2, the results of [65] indicate that in a diffusion
dominated regime, the minimum wavespeed is well approximated by the linear
spreading speed: cmin = 2
√
ε. Similar to [72], an approximation of the minimum
wavespeed in the ε → 0 limit is derived: cmin ≈ K√χ, where K is a function
of the kinetic parameters of the model and χ is the chemotactic constant1. The
function K is determined numerically, for each choice of the kinetic parameters,
based on information from the phase plane analysis. An expression for the min-
imum wavespeed in a regime where neither advection nor diffusion dominates
(and hence neither cmin = 2
√
ε nor cmin = K
√
χ are good approximations) was
not established. Although, upper and lower bounds for such a wavespeed were
conjectured.
The question of the minimum wavespeed in regimes where there is a balance of
advection and diffusion is certainly one worth pursuing further, not only for the
models considered in this thesis but for ARD models in general. In [111], the
authors define waves that travel at the linear spreading speed as pulled fronts,
while those that travel at greater than (or in rare cases less than) the linear
spreading speed are defined as pushed fronts. Thus, insight may be gained by
studying the minimum wavespeed waves in the context of pushed fronts; see, for
example, [36,46,88,111]. Alternatively, it has been shown that small modifications
to the reaction term in the Fisher–KPP equation can result in travelling wave
solutions with speeds significantly larger than the predicted, linear spreading
speed; see [21] and references therein. This may be another avenue worth pursuing
in the context of the ARD models studied in this thesis, by considering the
1This approximation is equivalent to that developed in [72] (cmin ≈ √u3), under an appro-
priate rescaling.
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advection term as a modification of the kinetic terms.
In Chapter 3, we did not discuss the asymptotic wavespeed of the identified
travelling wave solutions. Nonetheless, the linear spreading speed associated with
the model studied in Chapter 3 is
c =

α(β − 1)
ξ
+ εξ, if ξ <
√
α(β − 1)√
ε
,
2
√
α(β − 1)ε, if ξ ≥
√
α(β − 1)√
ε
.
Extensive numerical investigation of the validity of this expression has not been
undertaken. However, using the Case 1 and Case 2 parameter regimes from
Chapter 3 and ε = 0.001, we can solve the above expression (assuming ξ is
less than the critical value2) for the values of ξ that may produce the travelling
wave solutions depicted in Figures 3.9a and 3.9b: ξ = 0.6004 and ξ = 0.8495,
respectively.
Figures 5.1a and 5.1b show the numerical evolution of the (extended) wound
healing model (3.8) from initial conditions with the calculated decay rates. Fig-
ure 5.1a shows a smooth travelling wave with the predicted speed c ≈ 1.0. How-
ever, Figure 5.1b shows the evolution of a shock-fronted, semicompactly sup-
ported travelling wave of speed c ≈ 0.76, slightly faster than the predicted speed
c =
√
2/2 ≈ 0.71, and with a different shape to that shown in Figure 3.9b.
Thus, for the travelling wave solution found in Section 3.2.7, the linear spread-
ing speed is not a good approximation of the actual speed. This discrepancy in
the wavespeed and asymptotic shape of the solution is unexpected as the solution
found in Section 3.2.7 is qualitatively similar to the Type II waves of Chapter 2 (in
that it has a small shock and infinite support), which evolve from the calculated
initial decay rate, to the predicted wavespeed.
What is more interesting, is that while Figure 5.1b seems to depict the evolution
of a solution with constant shape and speed, this solution does not appear to cor-
respond to a solution of the travelling wave ODE system in the limit ε→ 0; that
is, we cannot construct it using the methods of this thesis. This most certainly
warrants further investigation. Firstly, the use of an alternative numerical scheme
to that used to generate the solutions shown in Figure 5.1 may demonstrate that
the anomaly is simply due to numerical error. One possible alternative numer-
ical scheme, which is capable of resolving more exotic travelling wave solutions
such as those incorporating multiple shocks, is presented in [98]. However, note
2We assume that both the solutions evolve to a speed c = α(β − 1)/ξ + εξ based on the
results of Chapter 2, in particular, that the Type I and Type II waves evolved from initial
conditions with ξ less than the critical value.
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Figure 5.1: Numerical simulations of the extended wound healing model (3.8) with α = 2/5,
β = 5/2 and ε = 0.001 from initial conditions that decay exponentially with rates
ξ = 0.6004 and ξ = 0.8495, respectively. Solutions are plotted at t = 0 (black),
t = 10 (lightest),. . . , 100 (darkest). The wave in the left-hand panel has a speed
c ≈ 1.0, while the wave in the right-hand panel has a speed c ≈ 0.76.
that our numerical method has successfully been used to reproduce the results in
Chapter 2 (where a scheme specifically designed to solve the malignant tumour
model was used [82]). Thus, we believe other possible reasons for the discrepancy
should also be investigated. Secondly, numerical simulations in other parameter
regimes would be beneficial, to determine whether this unexpected result is iso-
lated or if similar results arise repeatedly, and to more thoroughly investigate the
adequacy of the linear spreading speed and the types of initial conditions that
lead to the travelling wave solutions identified in the phase plane analysis.
5.2.4 Stability
A property related to the asymptotic wavespeed of a solution is the stability of
the constructed travelling wave solutions. The stability of a solution refers to
its response to small perturbations. The question of being able to compute the
stability of travelling wave solutions for ARD models such as those studied in
this thesis, is one that, to the best of our knowledge, has yet to be answered.
Previous results on the stability of travelling wave solutions (see, for example,
[6,7,52,55,74,89,110] and references therein) focus on either systems of RD and
AD equations separately or scalar, semilinear ARD models. A rigorous framework
for studying the stability of travelling wave solutions to the ARD models of
interest is provided in [77], including the required conditions for establishing
stability. However, the results are general in nature and, similar to the existence
results of [122], discussed in Section 1.6, are largely constructed in the form
of propositions. Methods to actually compute the relevant quantities remain a
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challenge. Furthermore, the influence of canards on the stability of travelling
wave solutions is yet to be determined.
In the following, we provide a nontechnical overview of a proposed method to
determine the stability of the travelling wave solutions identified in this thesis;
see [38] for a more detailed description. The focus of the method is on computing
an Evans function [2,26–29], a complex analytic function whose zeros correspond
to (isolated) eigenvalues of the linearised stability problem. We refer to [55, 89]
for further discussion on the use of Evans functions in determining the stability
of travelling wave solutions, and on the stability of travelling wave solutions in
general.
To investigate the stability of travelling wave solutions, we look at the behaviour
of solutions of the form
U (z, t) = U˜ (z) + p˜(z, t),
where z = x − ct is the travelling wave coordinate, U˜ (z) ∈ Rn is the (steady)
travelling wave solution identified in the existence analysis and p˜(z, t) are small
perturbation functions (usually assumed to be square integrable). More specifi-
cally, we consider perturbations of the form
p˜(z, t) = eλtp(z),
where λ ∈ C are the (temporal) eigenvalues. We are interested in determining
the sign of the real part of the eigenvalues λ; eigenvalues with positive real part
correspond to modes of perturbation that grow, while eigenvalues with negative
real part correspond to modes of perturbation that decay. The coupled nature of
the models studied in Chapters 2–4 significantly complicate the analysis. Thus,
for the purposes of this discussion, we instead consider the Fisher–KPP equation
(5.1).
Substituting u(x− ct, t) = u(z, t) = U(z) + eλtp(z) into the Fisher–KPP equation
and considering only the linear terms in p yields
λp = D
d2p
dz2
+ c
dp
dz
+ (1− 2U)p. (5.2)
Traditionally, for a travelling wave solution U to be stable, we require that (5.2)
has no nontrivial solutions for <(λ) ≥ 0. However, due to the translational invari-
ance of travelling wave solutions, we expect a zero eigenvalue. This corresponds
to the fact that p˜ = U ′(z), or p = eλtU ′(z) with λ = 0, satisfies (5.2). Thus, we
require that (5.2) has no nontrivial solutions for <(λ) ≥ 0, other than U ′(z).
144 Chapter 5
It can be shown (see, for example, [79]) that travelling wave solutions to the
Fisher–KPP equation for c ≥ 2 are stable with respect to a specific class of com-
pactly supported, well-behaved perturbations: p(z) = P (z)e−cz/2 with P (z) ≡ 0
for |z| ≥ L and L finite. In this case, (5.2) can be reduced to the boundary value
problem
P ′′ −
[
λ+
(
2U +
c2
4
− 1
)]
P = 0, P (±L) = 0,
which only has solutions for <(λ) < 0 (since U > 0 for c ≥ 2).
The restriction to finite domain (compactly supported) perturbations is imposed
since we expect perturbations at infinity to cause a (small) change in the wave
shape (due to the presence of continuous, or essential, spectra). As discussed in
the previous section, the asymptotic wavespeed of solutions to the Fisher–KPP
equation depends on the decay rate of the solution as x → ∞. Consequently,
if the perturbation causes a change in this decay rate, we (generally) expect to
see a change in the wavespeed. Since the travelling wave shape (determined by
the phase plane analysis) depends on the wavespeed, a change in speed causes
the PDE system to select a different (nearby) solution. A change in shape sug-
gests the existence of an instability of some sort. However, the instability due to
perturbations at infinity, which causes a shift from one travelling wave solution
to another, is markedly different to an instability that causes the perturbations
to grow without bound. To signify this difference, the former is referred to as a
convective, or transient, instability, while the latter is an absolute instability. We
refer to [96] for a discussion on the differences between the different types of insta-
bilities with a mathematical biology audience in mind. A more mathematically
technical discussion is provided in, for example, [55,90].
One approach to investigating the stability of travelling wave solutions to the
Fisher–KPP equation to a more general class of perturbations, including those
on the infinite domain, is outlined in [38]; a similar approach is also used to study
the sine-Gordon equation in [52]. It is this approach that we propose to take to
determine the stability of the travelling wave solutions studied in this thesis. An
added difficulty of considering perturbations on an infinite domain (rather than
a bounded or semi-infinite domain) is that we not only have to consider the point
spectrum (as above, when finite perturbations are assumed) but also the contin-
uous, or essential, spectrum; see, for example, [55,89] for formal definitions of the
point and continuous spectrum. Generally speaking, the continuous spectrum
is related to perturbations at infinity and the point spectrum is related to per-
turbations not at infinity. Furthermore, as their names suggest, the continuous
spectrum consists of a continuous range of eigenvalues, while the point spectrum
consists of isolated eigenvalues. Therefore, as the continuous spectrum corre-
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sponds to perturbations at infinity and we expect such perturbations to result in
an instability of some sort, we expect the continuous spectrum to impinge on the
right half plane. To compensate for these unwanted3 positive eigenvalues, we can
either consider perturbations in an appropriately weighted space [91] or redefine
what we mean by an eigenvalue [83]; we refer to [38] and the discussion therein
for further details and references.
To begin the analysis, we let q(z) = p′(z) upon which (5.2) is rewritten as the
system (
p
q
)′
= A(z;λ)
(
p
q
)
:=

0 1
λ− 1 + 2U
D
− c
D

(
p
q
)
.
Since we are interested in the stability of travelling wave solutions to the Fisher–
KPP equation, in the limit z → ±∞, U(z) → 0 and U(z) → 1, respectively.
Consequently,
lim
z→±∞
A(z;λ) =

0 1
λ∓ 1
D
− c
D
 =: A±∞(λ).
The (spatial) eigenvalues and associated eigenvectors of A±∞ are
µ±+∞ =
−c±√c2 + 4D(λ− 1)
2D
,
µ±−∞ =
−c±√c2 + 4D(λ+ 1)
2D
,
ψ±+∞ =
(
1, µ±+∞
)T
,
ψ±−∞ =
(
1, µ±−∞
)T
.
In [38], the authors look for (temporal) eigenvalues as values of λ ∈ C for which
a solution (p, q)T exists that, in the limit z → −∞, decays exponentially to the
unstable subspace of A−∞ ΨU−∞ (spanned by the ψ
±
−∞ for which µ
±
−∞ > 0), and
in the limit z → ∞, decays exponentially to the stable subspace of A+∞ ΨS+∞
(spanned by the ψ±+∞ for which µ
±
+∞ < 0). Under an appropriate transforma-
tion4, this is equivalent to looking for heteroclinic connections between equilibrium
points, corresponding to the aforementioned unstable and stable subspaces, ΨU−∞
and ΨS∞, respectively.
Both <(µ−±∞) < 0 for all values of λ ∈ C, c > 0 and D > 0, while <(µ+±∞)
change sign as λ varies (as a function of c and D). For <(µ+−∞) < 0, the subspace
3The existence of continuous spectra in the right half plane for all values of c would sug-
gest that all travelling wave solutions to the Fisher–KPP equation are unstable, which is not
considered to be the case.
4The transformation, known as the Ricatti approach, is given by σ = q/p, ς = p/q; see [38]
for further details and references.
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ΨU−∞ is zero-dimensional and so there is no equilibrium point. Consequently,
no heteroclinic connections are possible. For both <(µ+±∞) > 0, the subspaces
ΨU−∞ and Ψ
S
+∞ are both one-dimensional and so the corresponding equilibrium
points are saddles. Consequently, heteroclinic connections are possible, for iso-
lated choices of λ; the one-dimensional intersection of two one-dimensional objects
in two-dimensional space is possible but not generic. In the intermediate case,
<(µ+−∞) > 0 and so the subspace ΨU−∞ is one-dimensional and the correspond-
ing equilibrium point is a saddle. Moreover, <(µ++∞) < 0 and so the subspace
ΨS∞ is two-dimensional and the corresponding equilibrium point is a stable node.
Consequently, heteroclinic connections exist generically, for all values of λ (since
the intersection of a one-dimensional object and a two-dimensional object in
two-dimensional space in generically one-dimensional). This intermediate region
(including its boundaries), where a continuum of eigenvalues exists, corresponds
to the continuous spectrum. The boundaries of the continuous spectrum are
defined by the curves (in the complex plane) along which <(µ+±∞) change sign.
Setting <(µ+±∞) = −ik, k ∈ R determines these boundaries (parameterised by k):
λ = −Dk2 + ick ± 1.
As expected, the region bounded by these curves extends into the right half
plane, implying the existence of positive (temporal) eigenvalues and hence an
instability. As discussed above, we can remove these unwanted eigenvalues by
restricting the definition of an eigenvalue (within the continuous spectrum): an
eigenvalue is a value of λ for which a heteroclinic connection exists that decays
to the equilibrium point ΨS∞ along the strong stable direction
5. Under this new
definition of an eigenvalue, the (isolated) eigenvalues of the Fisher–KPP equation
(either in the point or continuous spectrum) correspond to (isolated) zeros of an
Evans function6 [2, 26–29].
An Evans function is a complex analytic function whose zeros correspond to
eigenvalues, with respect to both location and multiplicity [26–29]; see also [2].
Consequently, the task of finding eigenvalues of the Fisher–KPP equation (or
other equation) reduces to determining the zeros of an Evans function. How-
ever, computing an Evans function is not an easy task and can usually only be
done numerically. Even then, numerically computing an Evans function can be
challenging. In [38], the authors construct an Evans function using the Ricatti
approach, which is numerically tractable even for large values of λ. Subsequently,
they demonstrate the nonexistence of (temporal) eigenvalues with <(λ) > 0 for
5Generally, a heteroclinic connection would decay along the weak stable direction. Thus,
this definition singles out a special heteroclinic connection.
6An Evans function is defined only up to a multiplicative constant. Hence, an Evans function
rather than the Evans function.
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c ≥ 2 and hence that travelling wave solutions to the Fisher–KPP equation are
stable for c ≥ 2 (as was already known).
Applying the methods in [38] to the travelling wave solutions identified in this
thesis, may yield results regarding the stability of these solutions. The stability
of the solutions is important as it determines which of those identified would be
observed in biological settings. While one would hope that any physically unre-
alistic solutions would be unstable, this may not be the case. Similarly, it is not
necessarily the case that all physically realistic solutions are stable. For exam-
ple, it would seem unlikely that travelling wave solutions of the wound healing
model studied in Chapter 3, in a regime corresponding to (uH , wH) residing on
Sr, would be stable. Furthermore, in relation to the discussion of the asymp-
totic wavespeed in the previous section, it can not be determined from the phase
plane analysis which initial conditions evolve to a given wave or, if a wave is
unstable, whether the perturbations grow without bound or cause a shift to a
nearby solution. Thus, determining stability also lends support for the validity of
a model. As mentioned previously, the coupling of the equations in the models of
interest introduces complications not encountered, but briefly discussed, in [38].
These complications surround the need to compute the so-called Maslov index;
see [7,51,52] and references therein. Furthermore, the lack of explicit expressions
for the travelling wave solutions makes numerically computing an Evans function
an even larger challenge. In conclusion, obtaining stability results is a difficult
task and would be a significant mathematical result as well as relevant from a
biological perspective.
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