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Abstract
One of the most important open problems in computational biology is the prediction of the
conformation of a protein based on its amino acid sequence. In this paper, we design approx-
imation algorithms for protein structure prediction in the so-called HP side chain model. The
major drawback of the standard HP side chain model is the bipartiteness of the cubic lattice. To
eliminate this drawback, we introduce the extended cubic lattice that extends the cubic lattice
by diagonals in the plane. For this lattice, we present two linear algorithms with approximation
ratios of 59=70 and 37=42, respectively. The second algorithm is designed for a ‘natural’ subclass
of proteins, which covers more than 99.5% of all sequenced proteins. This is the 9rst time that
a protein structure prediction algorithm is designed for a ‘natural’ subclass of all combinatorial
possible sequences.
? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
One of the most important open problems in molecular biology is the prediction
of the spatial conformation of a protein from its sequence of amino acids. The clas-
sical methods for structure analysis of proteins are X-ray crystallography and NMR-
spectroscopy. Unfortunately, these techniques are too slow and complex for a structure
analysis of a large number of proteins. On the other hand, due to the technological
progress, sequencing of proteins is relatively fast, simple, and inexpensive. Therefore,
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it becomes more and more important to develop eFcient algorithms for determining
the three-dimensional structure of a protein based on its sequence of amino acids.
1.1. Protein folding and the HP model
A protein is a linear chain of amino acids linked together by peptide bonds. An
amino acid consists of a common main part and one of 20 residues, which determines
its characteristic. For a given protein the sequence of amino acids is called its pri-
mary structure. Each natural protein folds into a unique spatial conformation called its
tertiary structure. From the thermodynamic hypothesis it is assumed that the unique ter-
tiary structure of a protein is the conformation with minimal free energy. Experiments
have shown that the folding process in vitro is independent of external inGuence (by
folding in vivo sometimes helper-molecules called chaperones are involved). It seems
that the tertiary structure of a protein is encoded in its primary structure. Under this
hypothesis, the spatial conformation of a protein can be computationally determined
from its sequence of amino acids.
A widely studied model for protein folding is the so-called HP model (see, e.g.,
[8,9,5]). This model is based on the assumption that the hydrophobicity of amino
acids is the main force for the development of a unique conformation. Natural pro-
teins form one or more hydrophobic cores, i.e., the more hydrophobic amino acids are
concentrated in compact cores whereas the more hydrophilic amino acids are located
on the surface of the protein. Therefore, we distinguish only between two types of
amino acids: hydrophobic (or non-polar) and hydrophilic (or polar). Thus, a protein is
modeled as a string over {H;P}, where each hydrophobic amino acid is represented
by H and each polar is represented by P. In the following, a string in {H;P}∗ will
also be called an HP-sequence.
The three-dimensional space will be discretized by a cubic lattice. More formally,
let Lk , for k ∈N, be the following graph:
Lk = (Z3; {{x; x′}∈Z3 × Z3 | |x − x′|26
√
k});
where | · |2 is the usual Euclidean norm. Then L1 is the cubic lattice. A folding of
a protein can be viewed as a self-avoiding path in the cubic lattice. More formally, a
folding of an HP-sequence =1 · · · n is a one-to-one mapping ’: [1 : n]→Lk such
that |’(i − 1) − ’(i)|26
√
k for all i∈ [2 : n]. The score of a folding is the number
of adjacent pairs of hydrophobic amino acids in Lk which are not adjacent in the
given primary structure. Thus, the expected spatial conformation of a given protein is
a folding with largest score, since the negative score models the free energy. Therefore,
a folding of a protein with maximal score is called a conformation.
The major disadvantage of the HP model is the representation of the three-dimensional
space by a cubic lattice, since it is a bipartite graph. Thus, two hydrophobic amino
acids with an even distance in the protein cannot contribute to the score, since they
cannot be adjacent in the cubic lattice. In particular, all foldings of the sequence (HP)n
are optimal, although each folding on the cubic lattice has score 0. Hence, we are
interested in a more natural discretization of the three-dimensional space. In this paper,
we consider the extended cubic lattice. In the extended cubic lattice we add to each
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lattice point 12 neighbors using diagonals in the plane, i.e., each lattice point has 18
neighbors. More formally, L2 is the mathematical description of the extended cubic
lattice. Note that the lattice L2 does not contain three-dimensional diagonals. The ex-
tended cubic lattice is the simplest and most closely related extension of the cubic
lattice that bypasses its major drawback of being a bipartite graph.
A natural extension of the HP model is the HP side chain model. This is a more
realistic model where residues of amino acids are explicitly represented. In terms of
graph theory, a protein is modeled by a caterpillar graph instead of a linear chain. A
caterpillar of length n is the following graph C = (B ∪ L; E), where
B= {b1; : : : ; bn};
L= {‘1; : : : ; ‘n};
E = {{bi; ‘i} | i∈ [1 : n]} ∪ {{bi−1; bi} | i∈ [2 : n]}:
Here, the set B represents the nodes in the backbone and L the so-called legs. A
backbone node represents the  carbon atom together with the main part whereas a leg
represents the residue of the amino acid. This is still a simpli9cation, since the residue
can be as simple as a hydrogen atom in Glycine and as complex as two aromatic rings
in Tryptophan. Note that we only mark the legs as hydrophobic or polar. Hence, a
backbone node cannot increase the score of a folding.
1.2. Related results
It is widely believed that the computational task of predicting the spatial structure of a
given polymer (or, in particular, a protein) requires exponential time. First evidence for
this assumption has been established by proving that the prediction of the conformation
of a polymer for some more or less realistic combinatorial models is NP-hard (see,
e.g., [15,19,10]). For a comprehensive discussion of these lower bounds, we refer the
reader to the survey of Ngo et al. [16].
In [17], Paterson and Przytycka show that, for an extended HP model with an in-
9nite number of diMerent hydrophobic amino acids, it is NP-hard to determine the
conformation. In this extended HP model a protein is modeled as a string over the
(arbitrarily large) alphabet {P;H1; H2; H3; : : :}. Here only pairs of adjacent hydropho-
bic amino acids of the same type (i.e., contacts of the form Hi–Hi) contribute to
the score. Recently, Nayak et al. [14] improved this result. Even for a constant (but
quite large) number of diMerent types of amino acids the problem remains NP-hard.
Moreover, they proved that this problem is even hard to approximate by showing its
MAXSNP-hardness. This result was further improved by Atkins and Hart [3] by re-
ducing the size of the alphabet to 12 diMerent amino acids. More recently, Crescenzi
et al. [6,7] as well as Berger and Leighton [4] have shown independently that it is
NP-hard to determine the conformation in the HP Model.
On the other hand, there is also progress on positive results for protein structure
prediction. As a 9rst milestone, Hart and Istrail exhibit in [11,12] an approximation
algorithm for protein folding that yields at least 38 of the optimal score in the HP model
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on the usual cubic lattice L1. In [13], the same authors present an approximation with
a ratio of at least 2=5 in the HP side chain model on the cubic lattice.
In [1,2], Agarwala et al. presented an algorithm with an approximation ratio of 3=5
in the HP model on the so-called triangular lattice (also known as face-centered cubic
lattice). This was the 9rst approach to investigate non-bipartite lattices. Although the
triangular lattice is diMerently de9ned, it can be topologically viewed as a superset of
L1 and a subset of L2. An extension of the cubic lattice by just one plane diagonal
direction in all three, two-dimensional subspaces is topologically isomorphic to the
triangular lattice. Thus, in the triangular lattice each lattice point has 12 neighbors.
Later, Hart and Istrail constructed in [13] a 31=36 approximation for the HP side chain
model on triangular lattices. Note that the quality of all these approximation algorithms
are measured with asymptotic approximation ratios.
1.3. Our results
In this paper, we investigate protein folding on extended cubic lattices L2. The
extended cubic lattice is a natural extension of the cubic lattice that bypasses its ma-
jor drawback, its bipartiteness. As mentioned above, the extended cubic lattice is the
simplest and most closely related extension of the ordinary cubic lattice that bypasses
its major disadvantage of being a bipartite graph. Due to the similarities of both mod-
els, the experimental evidence that the cubic lattice is a relatively good model of the
three-dimensional space can be conferred to the extended cubic lattice.
On the other hand, the triangular or face-centered cubic lattice is another interesting
model for the discretization of the three-dimensional space, but it is not an extension
of the cubic lattice and hence only loosely coupled with the cubic lattice. Moreover,
the combination of the HP side chain model and the triangular lattice seems not to
be a good model for real folding for the following reasons. Already a very simple
folding technique yields a high approximation ratio and a closer look leads to the
conjecture that these folding seems to be nearly optimal for this model, at least for
real HP sequences. Nevertheless the generated foldings are completely arti9cial, since
all generated foldings are identical with respect to the position of the hydrophobic
residues (provided a given 9xed number of hydrophobic residues).
Therefore the investigation of models yielding more realistic foldings are indispens-
able. In particular we are interested in other, especially non-bipartite lattice models
producing more non-arti9cial foldings to get a deeper insight into approximative fold-
ing algorithms within the HP side chain model. Since the extended cubic lattice ful9lls
all required properties mentioned above, we consider here extended cubic lattices.
First we present a general folding algorithm A which achieves for all protein se-
quences an approximation ratio of 59=70 (≈ 84:3%). Then we describe a more so-
phisticated folding algorithm B which can be applied to a restricted but quite natural
subset of HP-sequences. With the second algorithm we obtain an approximation ratio
of 37=42 (≈ 88:1%). Although it is diFcult to compare the approximation ratios for
protein structure prediction algorithms on diMerent lattice models, it should be men-
tioned that our approximation algorithm B achieves the best known approximation ratio
for such algorithms.
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Former protein structure prediction algorithms construct ‘layered’ foldings. This
means that the algorithms constructs in reality a folding in the two-dimensional sublat-
tice from which the 9nal folding in the three-dimensional lattice will be generated.
Therefore, only a few bonds use the third dimension. To obtain the high quality
of the presented folding algorithm B, it is substantial to construct non-layered fold-
ings in most parts of the conformation. Moreover, this construction does not only
depend on the distribution of the hydrophobic amino acids in the protein as for-
mer algorithms, it also strongly depends on the length of contiguous subsequences
of polar residues. This is a strong evidence that the predicted folding is not too
arti9cial.
On the other hand, this is the 9rst time that folding algorithms for a ‘natural’ sub-
class of HP-sequences have been investigated. A strong indication that the considered
subclass of HP-sequences is a ‘natural choice’ is the fact that more than 99:5% of
all known sequences of proteins in the protein database SWISS-PROT [20] belong to the
considered subclass. Finally, the running times of both approximation algorithms are
linear.
2. The general folding algorithm
In this section, we present a general folding algorithm in the HP side chain model on
extended cubic lattices. Let s=s1 · · · sn be an HP-sequence. A sequence of HP-sequences
(1; : : : ; m) is called a k-decomposition of s iM the following four conditions hold:
(1) s= 1 · · · m,
(2) |i|H = k for all i∈ [2 :m− 1],
(3) 0¡ |1|H 6 k and |m|H 6 k, and
(4) the last symbol in each i is an H for all i∈ [1 :m− 1].
Here |s|H is the number of H ’s in the sequence s. The strings i of a k-decomposition
(1; : : : ; m) are called k-fragments. If |1|H=k, we call  the canonical k-decomposition.
Note that for a given HP-sequence of length at least 2k − 1 has exactly k diMerent
k-decompositions provided that the sequence contains at least k hydrophobic residues.
Let s be an HP-sequence and let  = (1; : : : ; m) be the canonical 5-decomposition
of s. First we fold each i as shown in Fig. 1. Here, the nodes on the backbone
of the protein are drawn as circles. More precisely, a backbone node is drawn black
if it represents a hydrophobic amino acid and white otherwise. Hydrophobic residues
are drawn as black squares, whereas the polar residues are not explicitly marked. The
numbers in front of the squares represent the order of the hydrophobic residues in the
sequence of amino acids.
The contiguous block of polar amino acids between two hydrophobic amino acids
are not connected in Fig. 1. From the numbering of the hydrophobic residues, it should
be clear which strands have to be connected and in which way. We observe that for
each 5-fragment consecutive backbone nodes with a hydrophobic residue are placed
at neighbored lattice points except for the third and fourth backbone node. Therefore,
the folding of the 5-fragment is still admissible even if the P-sequence between two
hydrophobic residues is empty. If there is no polar residue between the third and fourth




Fig. 1. Folding of a single 5-fragment and arrangement to a pole.
hydrophobic residue of a 5-fragment, we just remap the backbone node of the fourth
hydrophobic residue one position up in the vertical direction.
In what follows, we show how to combine this folding of 5-fragments to obtain
a folding in the three-dimensional space. Using the third dimension, we combine the
5-fragments to a pole of height m such that the corresponding hydrophobic residues
form a vertical column. This will be achieved by arranging the layers in a zig-zag-style
in the third dimension. This is sketched in Fig. 1 where only the hydrophobic residues
are drawn explicitly as black circles. Note that at the front half of this pole the three
hydrophobic residues have no neighbors outside the pole. Using a turn after m=2 layers,
we combine the two halves to a new pole such that each layer contains 10 hydrophobic
residues. A simple computation shows that each layer of 10 hydrophobic residues
contributes 59 to the score: 23 H–H contacts within a layer and 36 H–H contacts to
the two neighboring layers. Note that there are 36 contact to the layer above and 36
contacts to the layer beneath. To count each contact exactly once, the total number
contacts to neighboring layers is divided by 2.
By de9nition, each lattice point has exactly 18 neighbors. Thus, each hydrophobic
residue can have at most 17 contacts with other hydrophobic neighbors. This upper
bound on the number of hydrophobic neighbors of a hydrophobic residue can be im-
proved as follows. We denote by a loss an edge in the lattice with the property that a
hydrophobic residue is mapped to exactly one of its endpoints. In the sequel, a back-
bone node with its adjacent leg is called a basic pair. A basic pair is called hydrophobic
iM its leg is marked hydrophobic.
Lemma 1. For all foldings on the extended cubic lattice; each single hydrophobic
basic pair is incident to at least six losses.
Proof. Consider a hydrophobic basic pair (b; ‘)∈B × L. Assume that b and ‘ are
mapped to adjacent lattice points pb and p‘; respectively. There exist at least six







Fig. 2. A hydrophobic basic pair with their triangles.
lattice points qi; for i∈ [1 : 6]; such that qi is adjacent to both pb and p‘ (for an
illustration cf. Fig. 2).
Consider a 9xed (but arbitrary) lattice point qi. Either a hydrophobic residue is
assigned to qi or not. In the 9rst case, there is a loss along edge {pb; qi}; in the latter
case, there is a loss along edge {p‘; qi}. Hence, in both cases the hydrophobic basic
pair is incident to a loss.
Since at most two hydrophobic residues can be involved in each loss, we immediately
obtain the following corollary.
Corollary 2. For each folding on the extended cubic lattice; a hydrophobic residue is
on average incident to at least three losses.
Note that in general a single hydrophobic residue can have 17 hydrophobic neighbors.
But in this case the neighbors have three additional losses, implying that on average
each hydrophobic residue has at least three losses. From the lemma follows that each
hydrophobic residue can contribute to the score of a folding of at most (17− 3)=2=7.
Our construction together with the previous lemma leads to the following theorem.
Note that in this paper we consider asymptotic approximation ratios only.
Theorem 3. Algorithm A constructs a folding in the HP side chain model on extended
cubic lattices for an arbitrary HP-sequence with an approximation ratio of at least
59=70 (≈ 84:3%). Moreover; this folding can be computed in linear time.
3. The improved folding algorithm
In this section, we describe an improved folding algorithm B. This algorithm is
designed for a special subset of HP-sequences. Let s be an HP-sequence and let  =
(1; : : : m) be a 6-decomposition of s. Further, let  = P‘1H · · ·P‘6H be 6-fragment.
We call  perfect iM
(1) there exists i∈ [2 : 6] such that ‘i = 0, or
(2) there exists i = j∈ [1 : 6] such that ‘i + ‘j6 3.
An HP-sequence is called perfect if it has a 6-decomposition such that all its 6-fragments
are perfect. An HP-sequence is called nearly perfect if it has a 6-decomposition such
that all but one of its 6-fragments are perfect. The substrings P‘i for i∈ [1 : 6] are called










(a) (b) (c) (d)
Fig. 3. Case 1: Folding of a 6-fragment with a 0-block.
an ‘i-block at position i. For example, the 6-fragment = P27HP2HP11HP12HP1HP4H
is perfect and has a 12-block at position 4. Intuitively, a protein sequence is perfect
if each fragment has a one or two suFciently short subsequences of contiguous polar
residues.
Again, we 9rst describe how to fold a single 6-fragment. We will use two adjacent
two-dimensional planes to achieve the folding. In each plane, we will place three
hydrophobic residues. We distinguish three cases depending on whether the 6-fragment
is perfect because of a 0-block at position greater than 1, a combination of a 0-block
at position 1 and a 3-block, or a combination of a 1- and a 2-block.
Case 1: First, we assume that the 6-fragment is perfect because of a 0-block at
position i¿ 1. The folding is illustrated in Fig. 3. Fig. 3a and b show the foldings
of a 6-fragment with a 0-block at position 2 and 3, respectively. The folding will
be completed as illustrated in Fig. 3d. In Fig. 3c the 9rst part of the folding of a
6-fragment with a 0-block at position 4 is shown. This folding will be completed by
a reverse traversal of the same folding given in Fig. 3c in the next layer. The case
where the 0-block is at position 5 or 6 is symmetric to the cases where the 0 block is
at position 2 or 1, respectively.
In contrast to the folding in the previous section, the folding of a 6-fragment consists
of two layers with three hydrophobic residues each. In both layers the hydrophobic
residues form a triangle. The narrowly dotted horizontal lines in Fig. 3 indicate where
the 6-fragment will be folded to obtain this construction.
Case 2: Now we consider the case of a 0-block at position 1. Figs. 4a–e illustrate
the folding provided that the 3-block is at position 2, 3, 4, 5, and 6, respectively.
Again, the narrowly dotted horizontal line indicates where the folding will be folded
to obtain two layers. The dashed lines indicates edges of the caterpillar which arise
between adjacent layers. Note that we use here some area which will usually be used to
connect the last hydrophobic amino acid of the previously considered fragment with the
9rst hydrophobic residue of the actual fragment. In our construction, the used positions
in the previous layer from the last visited hydrophobic residue are identical. Hence, a
reuse is possible and will not cause any diFculties.
Case 3: Finally, we consider a combination of a 1- and a 2-block. Now we distin-
guish three subcases depending on whether at position 0 there is a k-block, a 1-block,
or a 2-block for some k ¿ 2.























Fig. 4. Case 2: Folding of a 6-fragment with a 0-block at position 1 and a 3-block.
Case 3.1: The folding will be constructed from the partial foldings of a 6-fragment
given in Figs. 5 and 3d. Table 1 shows how to combine these partial foldings. The
rows and columns refer to the positions of the 1- and 2-block, respectively. The su-
perscript R indicates that the combined folding is traversed in reverse order. For ex-
ample, the folding of a 6-fragment of a 1-block at position 2 and a 2-block at po-
sition 5 is the combination of the foldings given in Fig. 5a and e. Note that for
the combination of Fig. 5a with f, a minor modi9cation of the folding given in
Fig. 5a is necessary. The backbone node of the hydrophobic residue labeled with
3 has to be remapped just to the right of the hydrophobic residue which is obviously
possible.
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(e) (f) (g) (h)
Fig. 5. Case 3.1: Folding of a 6-fragment with a 1- and a 2-block.
Table 1
Combinations of subfoldings to a folding of a 6-fragment
1-\2-block 2 3 4 5 6
2 — 5g+3d 5a+5f 5a+5e 5a+5d
3 5h+3d — 5b+5f 5b+5e 5b+5d
4 (5a + 5f )R (5b + 5f )R — 5c+5e 5c+5d
5 (5a + 5e)R (5b + 5e)R (5c + 5f )R — (5h + 3d)R
6 (5a + 5d)R (5b + 5d)R (5c + 5d)R (5g + 3d)R —
Case 3.2: Now we consider the case that the 1-block is at position 1 of the 6-fragment.
Fig. 6a illustrates the folding if the 2-block is at position 2. The folding for a 2-block
at position 3 is obtained by a combination of the foldings given in Fig. 6b and 3d.
If the 2-block is at position 5 or 6, the folding will be combined from the foldings
given in Fig. 6c and 5e or 5d, respectively. If the 2-block is at position 4, the folding
is more complex and is illustrated in Fig. 6d. Here, the dotted arcs indicate connected
subsequences of polar residues. Observe that the order of the traversed six hydrophobic
residues is diMerent from that in the other foldings. The last visited node is directly
above the fourth visited node of this fragment instead of the 9rst one.
Case 3.3: It remains the case where the 2-block is at position 1 in the 6-fragment.
These are the most complex foldings and they are explicitly illustrated in Fig. 7a–e
depending on the position of the 1-block. Again, the dotted arcs indicate connected
subsequences of polar residues.


















Fig. 6. Case 3.2: Folding of a 6-fragment with a 1-block at position 1 and a 2-block.
Note that all foldings are drawn for the case that the subsequences of contigu-
ous polar residues may be arbitrarily long. But nevertheless our construction is also
valid for any length of subsequences of contiguous polar residues with some minor
modi9cations.
It remains to construct a complete folding based on the presented foldings of the
6-fragments. First we combine the foldings of the 6-fragments to a long pole and
break it into four parts P1; : : : ; P4 of equal height. Then the four parts will be arranged
as shown in Fig. 8. In Fig. 8 only the hydrophobic residues are represented by gray
quarters of a cylinder. As an example, a folding of a single 6-fragment is illustrated in
this 9gure by six black circles. The connections between these four quarters are drawn
as dashed arcs.
Note that the four parts can be arranged such that in P1 and P2 as well as in P3
and P4 the last and 9rst hydrophobic residue are neighbors in the lattice. To connect
the parts P2 and P3 we spent an extra 6-fragment because otherwise the contiguous
block of polar residues between these parts might be too short. In the 9nal fold-
ing, each layer consists of 12 hydrophobic residues. Each layer of 12 hydrophobic
residues contributes 74 to the general score: 30 H–H contacts within a layer and 44
H–H contacts to the neighboring two layers. By Corollary 2, each layer can contribute
on average at most 12 ∗ 7 = 84 to the score. Thus, we have proved the following
theorem.
Theorem 4. Algorithm B constructs a folding in the HP side chain model on extended
cubic lattices for perfect HP-sequences with an approximation ratio of at least 37=42
(≈ 88:1%). Moreover; this folding can be computed in linear time.
























Fig. 7. Case 3.3: Folding of a 6-fragment with a 2-block at position 1 and a 1-block.
It is possible to extend this embedding for nearly perfect HP-sequences. We in-
terpret the HP-sequence as a circle instead of a linear chain. Then it is possible
to position the imperfect 6-fragment at the top of one of the four poles. Using the
freedom in the third dimension, it is possible to fold this fragment such that the
six hydrophobic residues form two triangles as in the other foldings of 6-
fragments.
Theorem 5. Algorithm B constructs a folding in the HP side chain model on ex-
tended cubic lattices for nearly perfect HP-sequences with an approximation ratio
of at least 37=42 (≈ 88:1%). Moreover; this folding can be computed in linear
time.
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Fig. 8. Final composition of the four subfoldings.
Table 2
Statistics of proteins in SWISS-PROT 36 and 39 with optimal 6-decompositions
i 0 1 2 3 4 5 ¿ 5 ¿ 0
N (i) 71434 1174 176 85 33 18 43 72963
% 97.9% 1.6% 0.2% 0.1%
N (i) 83695 1322 190 89 39 22 49 85406
% 98.0% 1.5% 0.2% 0.1%
An inspection of the protein data base SWISS-PROT [20] shows that more than 97:5%
of all stored proteins have a perfect 6-decomposition and more than 99:5% have a
nearly perfect 6-decomposition. Thus, algorithm B is applicable to almost all natural
proteins.
In our analysis, we marked the amino acids Ala, Cys, Phe, Ile, Leu, Met,Val, Trp,
and Tyr as hydrophobic and all other amino acids as polar. This classi9cation follows
Sun et al. [18] and is a conservative classi9cation in the sense that other classi9cations
mark more amino acids as hydrophobic. Obviously, the more amino acids are marked
as hydrophobic, the more proteins have a (nearly) perfect HP-sequence. The detailed
analysis of proteins in SWISS-PROT 36 as of July 1998 and in SWISS-PROT 39 as of June
2000 can be found in the 9rst two and the last two rows in Table 2, respectively. Here,
N (i) is the number of proteins that have an optimal 6-decomposition with i imperfect
6-fragments. An optimal k-decomposition is a k-decomposition with a minimal number
of imperfect k-fragments.
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4. Conclusions
In this paper, we have presented two approximation algorithms for protein folding on
extended cubic lattices. The general folding algorithm A achieves an approximation ratio
of 59=70 (≈ 84:3%) for all HP-sequences. For a ‘natural’ subclass of HP-sequences,
we have presented a more suitable folding algorithm B with a better approximation
ratio of 37=42 (≈ 88:1%).
It remains a challenging task to construct approximation algorithms with a high
approximation ratio (better than 99%) for the HP (side chain) model on cubic-like
lattices as well as on other lattices. Of course it is not clear whether such algorithms
exist. Another important question is whether a suitable restriction to a ‘natural subclass’
of HP-sequences might improve the approximation ratios for folding algorithms in other
lattices such as the triangular or face-centered cubic lattices. On the other hand, other
‘natural restrictions’ on the considered HP-sequences may yield even better and more
appropriate approximation algorithms.
It is also interesting to investigate which variants of the HP models allow a polyno-
mial time approximation scheme. Despite the results of Nayak et al. [14] and Atkins
and Hart [3], it is still possible that such schemes exist.
On the other hand, also good approximation algorithms for oM-lattice models are
desired. As a 9rst approach Hart and Istrail showed in [13] how results from the
face-centered cubic lattice can be transformed in a natural way to the tangent sphere
model, an oM-lattice model, with a considerable loss of the approximation ratio. This
transformation is quite simple because the face-centered cubic lattice is very similar to
the tangent sphere model.
References
[1] R. Agarwala, S. Batzoglou, V. DanRcSTk, S. Decatur, M. Farach, S. Hannenhalli, S. Muthukrishnan, S.
Skiena, Local rules for protein folding on a triangular lattice and generalized hydrophobicity in the
HP model, in: Proceedings of the Eighth Symposium on Discrete Algorithms, ACM Press, New York,
1997, pp. 390–399.
[2] R. Agarwala, S. Batzoglou, V. DanRcSTk, S. Decatur, M. Farach, S. Hannenhalli, S. Muthukrishnan, S.
Skiena, Local rules for protein folding on a triangular lattice and generalized hydrophobicity in the HP
model, in: Proceedings of the First Conference on Computational Molecular Biology, ACM Press, New
York, 1997, pp. 1–2.
[3] J. Atkins, W.E. Hart, On the intractability of protein folding wit a 9nite alphabet of amino acids,
Algorithmics 25 (1999) 279–294.
[4] B. Berger, F.T. Leighton, Protein folding in the hydrophobic–hydrophilic (HP) model isNP-complete,
in: Proceedings of the Second Conference on Computational Molecular Biology, ACM Press, New York,
1998, pp. 30–39.
[5] H.S. Chan, K.A. Dill, Origins of structure in globular proteins, Proc. Nat. Acad. Sci. USA 87 (1990)
6388–6392.
[6] P. Crescenzi, D. Goldman, C. Papadimitriou, A. Piccolboni, M. Yannakakis, On the complexity of
protein folding, in: Proceedings of the 30th Symposium on Theory of Computing, ACM Press, New
York, 1998, pp. 597–603.
[7] P. Crescenzi, D. Goldman, C. Papadimitriou, A. Piccolboni, M. Yannakakis, On the complexity of
protein folding, in: Proceedings of the Second Conference on Computational Molecular Biology, ACM
Press, New York, 1998, pp. 61–62.
V. Heun /Discrete Applied Mathematics 127 (2003) 163–177 177
[8] K.A. Dill, Dominant forces in protein folding, Biochemistry 29 (31) (1990) 7133–7155.
[9] K.A. Dill, S. Bromberg, K. Yue, K.M. Fiebig, D. Yee, P. Thomas, H. Chan, Principles of protein
folding: a perspective from simple exact models Prot. Sci. 4 (1995) 561–602.
[10] A. Fraenkel, Complexity of protein folding, Bull. Math. Biol. 55 (6) (1993) 1199–1210.
[11] W.E. Hart, S. Istrail, Fast protein folding in the hydrophobic–hydrophilic model within three-eights of
optimal, in: Proceedings of the 27th Symposium on Theory of Computing, ACM Press, New York,
1995, pp. 157–167.
[12] W.E. Hart, S. Istrail, Fast protein folding in the hydrophobic–hydrophilic model within three-eights of
optimal, J. Comp. Biol. 3 (1) (1996) 53–96.
[13] W.E. Hart, S. Istrail, Lattice and oM-lattice side chain models of protein folding: linear time structure
prediction better than 86% of optimal, in: Proceedings of the Second Conference on Computational
Molecular Biology, ACM Press, New York, 1997, pp. 137–146.
[14] A. Nayak, A. Sinclair, U. Zwick, Spatial codes and the hardness of string folding problems, in:
Proceedings of the Ninth Symposium on Discrete Algorithms, ACM Press, New York, 1998, pp. 639–
648.
[15] J.T. Ngo, J. Marks, Computational complexity of a problem in molecular structure prediction, Prot. Eng.
5 (4) (1992) 313–321.
[16] J.T. Ngo, J. Marks, M. Karplus, Computational complexity, protein structure prediction, and the
Levinthal paradox, in: K. Merz Jr., S. LeGrand (Eds.), The Protein Folding Problem and Tertiary
Structure Prediction, BirkhXauser, Basel, 1994.
[17] M. Paterson, T. Przytycka, On the complexity of string folding, in: F. Mayer auf der Heide, B. Monien
(Eds.), Proceedings of the 23rd International Colloquium on Automata, Languages, and Programming,
Lecture Notes in Computer Science, Vol. 1099, Springer, Berlin, 1996, pp. 658–669.
[18] S. Sun, R. Brem, H.D. Chan, K.A. Dill, Designing amino acid sequences to fold with good hydrophobic
cores, Prot. Eng. 8 (12) (1995) 1205–1213.
[19] R. Unger, J. Moult, Finding the lowest free energy conformation of a protein is an NP-hard problem:
proof and implications Bull. Math. Biol. 55 (6) (1993) 1183–1198.
[20] Swiss-Prot: Annotated protein sequence database, http://www.expasy.ch/sprot/;
Release 36 (July 1998): ftp://www.expasy.ch/databases/swiss-prot/sw old releases/sprot36.tar.gz;
Release 39 (June 2000): ftp://www.expasy.ch/databases/swiss-prot/sw old releases/sprot39.tar.gz.
