Introduction
Room-temperature ionic liquids (RTILs) are low-volatility molten salts composed of molecular cations and anions that have, by definition, a melting point below 100 o C. 1 They exhibit chemical, rheological and electrical properties that render them versatile alternatives to conventional solvent-based systems. Applications of RTIL range from electrolytes for solar cells 2 , fuel cells, 3 supercapacitors and batteries, 4 to lubricants and heat-transfer fluids 5 , and solvents for green synthesis and catalysis. 6 In particular, high ionic conductivity is an important property, exploited in dye-sensitised solar cells (DSSCs), so that some form of redox electrolyte (usually I " /I # " in an organic solvent) allows continual replenishment of charge according to the following mechanism: 7 the electron-hole can transfer from the dye to the electrolyte, while electrons injected into the semiconductor move through it into the external circuit, until these charge carriers recombine at the cathode, closing the circuit.
Indeed, being able to extend the DSSC lifecycle almost indefinitely through the replacement of a volatile electrolyte solution with a low-volatility solvent, usually an iodide-based RTIL, offers much promise. [8] [9] [10] The remarkably efficient charge transport -perhaps unexpectedly so when compared to similarly viscous systems -observed upon iodine addition to iodide-based ionic liquids, [11] [12] [13] [14] [15] [16] [17] appears to be based on a bond-exchange process 17 that in many ways resembles the Grotthuss mechanism for protons diffusion in water. 18 This mechanism has even been suggested to rationalise the large electrical conductivity of molten polyiodides, 19, 20 In any event, establishing the mechanism and energetics of the I " /I # " charge-transfer process in a solid state RTIL (in which iodine anions couple and swap between I " and I # " in a background provided by the cations lattice) remains an open question, not of impractical significance in the wider context of solid-state RTIL electrolytes for DSSCs. 8 It is also a computationally feasible first step towards understanding charge transport in disordered, liquid or glassy, iodide-based RTIL.
Here, using state-of-the-art electronic structure calculations, we elucidate charge-transfer pathways in a representative RTIL crystal, composed of 1-butyl-3-methylimidazolium iodide
, with added iodine. In so doing, we establish a transport mechanism which is reminiscent, in terms of energetics, of that observed in solid-state superionic conductors. 23 32 We then evaluated energetic pathways to move, in a concatenated manner, between the six different I " ⋯ I # " bond-exchange states using the Nudged Elastic Band approach. 33 The paths joining consecutive pairs of states were sampled using tens of intermediate steps, each of which underwent a full geometry optimization. This procedure gave rise to a minimum energy reaction-profile segmented into several windows, which allowed for the location of transition states, as well as for the estimation of energy barriers for each step along the pathway. Fig. 1 shows, schematically, the I " ⋯ I # " bond-exchange process. Note that the approach of the I " (4) need not be 'head-on' (i.e., collinear vis-à-vis the 2-3 vector), nor indeed the departure of the leaving I " (1). In fact, it is generally not so in the condensed phase, especially in the crystalline environment. In order to characterize the exchange process, we defined a reaction coordinate ξ = d21 -d43, which, in practice, is the difference in bond-length between the breaking (1-2) and the nascent (3-4) I-I chemical bonds. Note that this does not depend on a collinear 'line-up' of all four ions, so it is therefore suitable to capture curvature effects in the non-collinear arrangement of the I " ⋯ I # " moiety, that appears almost inevitably in the crystal state. In Fig. S1 (cf. Supplementary Information) we report a gas-phase study of the potential energy surface of the I " ⋯ I # " subsystem as a function of ξ, for various d41 separations, via DFT single-point calculations. In this case, we enforce a collinear arrangement, as the 'head-on' approach of 4 and departure of 1 is preferred in vacuo. We see that when d41 is less than, or up to, ~10.5 Å, a single energy minimum is evident for ξ = 0 (i.e., d43 = d21), and a symmetric I + ," complex is formed. However, not unexpectedly, once d41 exceeds ~10.5 Å (of the order of three times the elemental van der Waals diameter of ~3.96 Å 34 ), two minima develop, one for I " ⋯ I # " and other for I # " ⋯ I " , corresponding to the approach of I " (4) and departure of I " (1), respectively. Due to electrostatic repulsion, the overall energy decreases as d41 increases, and the distance between I " and I # " grows, such that by d41 = ~11.5 Å, the two-state minima are lower in energy than the single-state (equallyspaced) minimum at d41 ~10 Å.
Methodology

Results and Discussion
Having reviewed the relatively straightforward case of the gas-phase energy landscape, we present energies for traversing the pathways between the six crystal states in Fig. 2 . We traverse a full cycle from, and back to state 1 -with energy set at zero for configuration 'a' Given the importance of crystal-state orientations, we studied the angle of departure of I " (1), β (relative to the vector 2-3), in further detail. In Fig. 3 , we present the energy as a function of β along each of the three exchange paths. It is evident that the stable state at the end of the first reorientation, and before the first exchange, has the most 'twisted' and noncollinear arrangement of the four ions, with the highest relative energy amongst the stable configurations, and the highest barrier ΔE3 in Fig. 2 . This is reflected in the largest value of β experienced along the first exchange pathway in Fig. 3 (almost 60° at the transition state, TS). The lower-energy, more geometrically-relaxed exchanges 2 and 3 (cf. Fig. 2 ) manifest themselves in lower β values along the corresponding exchange pathways in Fig. 3 (with respective at-TS β maxima of 20 and 31°). In other words, steric constraints in the crystalline environment that enforce unnatural orientations of the I " ⋯ I # " moiety, lead to higher energy minima and barriers. It is therefore expected that the less constrained geometries in the liquid phase lead to lower diffusion barriers and higher conductivities.
Consideration of the charge evolution during reorientation and bond exchange is a matter of importance, and is rather instructive and revealing. To this end, we computed Hirshfeld Taking into consideration the observed behaviour of the mechanistic steps underpinning reorientation and bond exchange, a consistent picture of charge transfer emerges. The ion-'hopping' cycle is not unlike the Grotthuss mechanism prevalent in the liquid state, except this typically has rate-limiting energy barriers of ~0.2 to 0.3 eV. [12] [13] [14] [15] [16] [17] The present ratedetermining barrier ΔE3 of ~0.5 eV (cf. Fig. 2 ) during the first bond-exchange process is much more similar to those seen in solid-state superionic conductors, e.g., a barrier of ~0.4-0.5 eV for Li-ion diffusivity in sulphide-based solid-state superionic conductors like Li10GeP2S12, and related crystals. 23 However, we have also found bond-exchange barriers as low as 0.17 eV, whenever the [BMIM][I] lattice favours the formation of a relatively linear and relaxed transition state. Moreover, Grotthuss-like steps are not the entire story. In between those, the triiodide has to reposition itself for the next bond-exchange, and this is achieved by means of Stokes-like diffusive steps that exhibit lower barriers, more akin to those observed in liquid/glassy RTIL samples.
Conclusions
Energetically-and structurally-feasible pathways for I " /I # " exchange in the crystal state of 
