Abstract-In this paper we design deterministic interleavers for systematic repeat-accumulate (RA) codes. Despite their simple description the new interleavers are shown to outperform traditional interleavers over a wide range of code lengths and rates.
I. INTRODUCTION
Repeat-accumulate (RA) codes, introduced in [1] , are simultaneously a class of simple "turbo-like" codes and a class of low-density parity-check (LDPC) codes. This dual representation of RA codes allows the flexibility to use a Turbo code representation for the encoding and an LDPC code representation for the decoding, thereby gaining the benefits of both schemes.
When viewed as a serially concatenated Turbo code, the two constituent codes of an RA code are a rate-1 repetition code q and a rate-I 1 convolutional code, called an accumulator, 1HD with an interleaver between them. When viewed as an LDPC code, the accumulator and interleaver determine the structure of the code parity-check matrix H. LDPC codes with a dual diagonal submatrix in H, which have been independently introduced in [2] - [4] , can also be interpreted as RA codes.
While the RA interleaver can be chosen randomly, and indeed for long codes this produces very good performance results, random interleavers present significant challenges to implementation. Traditional Turbo interleavers which have been designed for particular constituent codes, such as the interleaver specified for 3G applications [5] , do not work well with the repeater and accumulator in RA codes. Further, for repeat-accumulate codes decoded as LDPC codes the interleaver must be designed to control the properties of the resulting Tanner graph and so even general Turbo interleavers such as the row-column (or block) interleaver perform poorly as RA interleavers. Not all interleavers are even valid for RA codes since a Tanner graph with repeated edges will be defined if the repeated bits at the output of the repetition code are too close at the output of the interleaver.
The aim of this paper is to design simple, and effective, RA code interleavers by considering the resulting LDPC code structure.
II. REPEAT-ACCUMULATE CODES
The encoding circuit of an RA code is shown in Fig 1 The bits at the output of the interleaver are then combined, modulo 2, in sets of a bits by the combiner before being passed to the accumulator. The Kqla bits, r, at the output of the combiner, are given by
(1) where D represents modulo 2 addition.
Finally, the kqla parity bits, p at the output of the accumulator are described by Pi Pi-ri, i= 1,2,...,Kqla (2) and so the final systematic codeword is c = [ml,im2, ..., mK,Pl,P2,.* * * pKq/a] Thus we have a code with length N = K(1 + q/a) and rate R = a/ (a + q). An RA code is called (q, a)-regular if every message bit is repeated a fixed number of times (q) and the combiner always sums a fixed number of a bits. The parity-check matrix H of an RA code has two parts;
Here H1 is a Kqla x K, column weight q, row weight a, matrix specified by the interleaver. That is, the rows of HI describe the equations in (1) . RA codes are decoded by sum-product decoding on the code's Tanner graph in exactly the same way as for LDPC codes (see e.g. [6] for a description of sum-product decoding).
As with LDPC codes, convergence to a valid codeword is easily detected and so it is possible to both halt decoding once a valid codeword has been found and to distinguish between detected and undetected errors.
III. RA INTERLEAVERS
Designing a regular RA code requires that we design an interleaver, . in bold, in the parity-check Cycles cannot be formed solely within the columns of H2 and so type-I and type-2 4-cycles cover all possible 4-cycles in an RA code.
Type-I 4-cycles can be avoided by using a popular Turbo interleaver called an S-type interleaver. An S-type interleaver requires that no two entries of HI within S of each other have a value within S of each other [7] . Pseudo-randomly constructed S-type interleavers are called S-random interleavers. Type-I 4-cycles can be avoided by specifying that S > max(q -1, 2a-1) however this can be a more stringent requirement than what is actually required to avoid type-I 4-cycles. More importantly though, an S-type interleaver cannot be used to avoid type-2 4-cycles when a > 1.
Another popular Turbo interleaver is the row-column, or block, interleaver which, unlike S-random interleavers, has a very simply algorithmic implementation. A length n rowcolumn interleaver is achieved by writing the bits 1 through n into a matrix row-wise and reading them out column-wise. However, the row-column interleaver is particularly bad for RA codes since it can add a large number of 4-cycles when a > 1. Example 3: The parity-check matrix of a length-16, rate-1/2, (2,2)-regular RA code with a row-column interleaver is: We require for RA codes an interleaver which, like a rowcolumn interleaver, is easy to describe, and thus implement, but which avoids 4-cycles in the code. The interleaver we propose for RA codes, and call an L-type interleaver, is presented in the following.
B. L-type interleavers
Given K, q and the interleaver parameter 1, the L-type interleaver first selects the K message bits in order and then selects from the message bits again, skipping 1 bits ahead after each selection. This process is repeated q times, as given in (5) . In practice the bits iK + 1 to (i + 1)K of HI, which we denote by IHi+1, are a type of row-column permutation of bits (i -1)K + 1 to iK of HI, denoted by IIi, where the bits are written row-wise into a matrix with 1 columns and read out column wise. Thus the L-type interleaver is the concatenation of q -1 of these matrix row-write, column-read, operations and so is straightforward to implement. As well as being simple to describe, a benefit of the L-type interleaver is that we can now guarantee some girth properties for the codes. In the following we define by Ri the set of K rows of H1 corresponding to IHi. This will only occur if the last a bits of HIi, which correspond to the last row of Ri, have entries in common with the first a bits of IHi+1, which will be selected from to form the first row of Ri+,. The first a bits of Hi+1 are selected from the first la bits ofHi. Since K > la + a = a2 + a the first la and last a bits of Hi do not overlap and thus type-I 4-cycles are always avoided. Next setting 1 = a ensures that each of the bits in a row in R2 are chosen from different rows in R1, and similarly that each of the bits in a row in R3 are chosen from different rows in R2. Further, since K/l > a the interleaver cannot wrap back around the K bits within a single row in R2.
Setting (K/l)/l > a i.e. K > a3 ensures that the interleaver cannot wrap back around the K bits within a single row in R2 and so type-2 cycles are also avoided. U Furthermore, the same construction can be used to guarantee RA codes without 6-cycles. In this case we define a type-I 6-cycle as one containing two accumulator columns, a type-2 6-cycle as one containing one accumulator column, and finally a type-3 6-cycle as one formed solely within H1.
Lemma 2: A (3, a)-regular RA code can be constructed without 6-cycles whenever K > 8a3 by using an L-type interleaver and setting 1 = 2a.
Proof: Since each set of K rows, Ri corresponding to each HIi, are disjoint, a 6-cycle must occur across three row sets. Thus a type-I 6-cycle can only be formed between the 2nd last (or last) rows of one set and the first (or respectively second) row of the next. This will only occur if the last 2a entries of HIi, which correspond to the last two rows of Ri, are within the first 21a entries of HIi which will be selected from to form the first two rows of Ri+,. Since K > 21a + 2a = 4a2 + 2a this cannot occur and type-I 6-cycles are always avoided. Next setting 1 = 2a ensures that each of the bits in a row in R2 are chosen from rows in R1 separated by at least one row, and similarly that each of the bits in a row in R3 are chosen from rows in R2 separated by at least one row. Further, since K/l > 2a the interleaver cannot wrap back around the K bits within two consecutive rows in R2. Setting (K/i)/i > 2a ensures that the interleaver cannot wrap back around the K bits within within two consecutive rows in R3 and so type-2 6-cycles are also avoided. Finally a type-3 6-cycle must involve one row from each of the three sets. Given any two overlapping rows in R1 and R2 the column entries in the row from R1 are consecutive while the column entries in the row in R2 are spaced 1 apart. Thus any two column entries from the row in R1 and the row in R2 are at most (a -1) + I(a -1) = 2a2 a -1 columns apart. However the column entries in the rows in R3 are at least 12 = 4a2 columns apart and so we cannot find a row in R3 which overlaps both of the two rows from R1 and R2. Thus type-3 6-cycles are always avoided.
G
For the a = 1 case we can do even better, and prove girth > 10 codes for I = 2 and K odd, K > 7, and girth > 12 codes for 1 = 3 and K = 1, 2 mod 3, K > 21. Unfortunately, however, when a > 1 the L-type interleaver always adds cycles of size 8. To see this consider that the first row of R2 contains ones in columns 1 and 1 + 1, while a later row in R2 will contain ones in columns 2 and 2+1. The columns 1 and 2 share a row in R1, as do the columns 1 and 1 + 1. These four rows always make up an 8-cycle, and unfortunately there are many 8-cycles formed similarly. Thus while the L-type interleaver will produce good codes for shorter lengths, where a girth of eight is beneficial, it will not be a good choice for long codes where codes with large girth can easily be constructed randomly.
For longer codes we propose a modified L-type interleaver in the following which breaks many of these 8-cycles. 
C. Modified L-type interleavers
In this interleaver Hl1 is unchanged and HIi is formed starting with the same process as previously, that is the bits of IHi-1 are written row-wise into a matrix, Mi with 1 columns and read out column-wise, but additionally the bits from each column are written row-wise into another matrix, Aj, and read out column-wise. The j-th column of Mi is written into a matrix Aj with j columns.
The implementation of this second RA interleaver will now require (q -1)1 matrix write-read operations instead of q -1. However the modified interleaver is still extremely simple to specify requiring just three parameters, 1, q and K. Fig. 2 shows graphically the encoding system for a combined repetition code and modified L-type interleaver. Decoding is performed on the code Tanner graph and so interleave and de-interleave operations may not explicitly be used. However, the deterministic code construction certainly permits flexible decoder realizations.
While this new construction method does break most of the 8-cycles, and, as we will see from performance results, works very well, it can add 4-cycles in the process. While this happens so rarely that the decoding performance of the codes is not effected, it does mean that we cannot present analogous results to Lemmas 1 and 2 for the modified L-type interleavers.
IV. DECODING PERFORMANCE
In this section we consider the decoding performances of RA codes with the proposed interleavers on the binary input additive white Gaussian noise channel when decoded with sum-product decoding. Figs. [3] [4] [5] show the performance of the proposed L-type and modified L-type interleavers over a range of code rates and lengths compared to the performances of row-column interleavers, which similarly have a simple description, and to randomly constructed interleavers subject to (4) . Randomly constructed S-type interleavers, called Srandom interleavers, which are constructed pseudo-randomly to achieve the best possible S value are also considered. For better performances, albeit with a corresponding increase in decoding complexity, RA codes with larger q and larger maximum number of decode iterations are also shown.
As expected, the RA codes with row column interleavers perform very poorly at all lengths and rates while the codes with random and S-random interleavers generally perform well. Despite their simple description the L-type interleavers perform extremely well for short RA codes, out-performing codes constructed with the alternative interleaver types. However, as expected, they do not perform as well as a randomly constructed interleaver at longer code lengths. The modified L-type interleavers however perform extremely well at all the lengths and rates considered. Even for code lengths of around 10,000 bits the modified L-type interleavers perform almost indistinguishably from randomly constructed interleavers.
Structured RA codes with q = 4 and good decoding performances have also been presented in the form of wrotation LDPC codes in [4] . However, these codes require a length n/8 permutation vector to be designed and specified for each code rather than the single parameter, 1, required for the L-type and modified L-type RA codes. In this paper we have presented straightforward deterministic construction methods for practical RA interleavers. These interleavers are shown to give excellent decoding performances for RA codes over a wide range of code lengths and rates. The deterministic nature of the interleaver gives improved performance over random interleavers for short codes, where structure is required to avoid codes with bad Tanner graphs, without hindering their performance in very long codes. Thus the new interleavers represent an excellent choice over both existing simple interleavers, which they outperform, and randomly constructed interleavers which they perform at least as well as, but with the added advantage of a deterministic description. [7] S. Dolinar and D. Divsalar, "Weight distributions for turbo codes using random and non-random permutations," Aug. 1995, JPL TDA Progress
Report 42-144.
