In the context of the exact factorization of the electron-nuclear wave function, the coupling between electrons and nuclei beyond the adiabatic regime is encoded (i) in the time-dependent vector and scalar potentials and (ii) in the electron-nuclear coupling operator. The former appear in the Schrödinger-like equation that drives the evolution of the nuclear degrees of freedom, whereas the latter is responsible for inducing non-adiabatic effects in the electronic evolution equation. As we have devoted previous studies to the analysis of the vector and scalar potentials, in this paper we focus on the properties of the electron-nuclear coupling operator, with the aim of describing a numerical procedure to approximate it within a semiclassical treatment of the nuclear dynamics.
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I. INTRODUCTION
Modelling the dynamical coupling of electrons and nuclei beyond the Born-Oppenheimer (BO), or adiabatic, regime is currently among the most challenging problems in the fields of Theoretical Chemistry and Condensed Matter Physics. Within the BO framework, molecular systems are visualized as a set of nuclei moving on a single potential energy surface that represents the effect of the electrons in a given eigenstate. Many interesting phenomena, however, such as vision [1, 2] , charge separation in organic photovoltaic materials [3, 4] or Joule heating in molecular junctions [5, 6] , occur in non-adiabatic conditions. In these situations, solving exactly the time-dependent Schrödinger equation (TDSE) for the coupled system of electrons and nuclear is not feasible, as the computational cost scales exponentially with the number of degrees of freedom. However, since the full quantum treatment requires to represent the problem in terms of adiabatic states and transitions among them in regions of strong non-adiabatic coupling, wave packet propagation techniques have been developed, retaining the quantum character of the nuclear dynamics [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . And these techniques are presently the state of the art in quantum dynamics computational methods, proving the benchmark for approximate methods. In fact, for large systems, the dimensionality of the problem does not allow to employ a quantum mechanical description, thus the only feasible approach is to combine a classical description for the nuclei (or ions) with a quantum treatment of a few other essential degrees of freedom, e.g. electrons or protons . In this context, the question of how to model the coupling between the quantum and classical subsystems still remains open, despite the fact that several schemes [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] have been proposed in the literature trying to settle this issue.
In recent work, we have addressed this problem in the context of the exact factorization of the electronnuclear wave function [40, 41] . In such a treatment of quantum dynamics, the solution of the TDSE is written as a single product of a nuclear wave function and an electronic factor, that parametrically depends on the nuclear configuration. Several advantages of this reformulation have been pointed out. First of all, it has been shown [42, 43] that the nuclear wave function evolves according to a modified TDSE where a time-dependent vector potential and a time-dependent scalar potential represent the effect of the electrons on the nuclei, beyond the adiabatic regime. When a classical treatment of the nuclear degrees of freedom is introduced, the coupling to the electrons is exactly represented by the force determined from the gradient of the time-dependent potentials [43, 44] . On the other hand, the electronic factor evolves according to a (less standard) evolution equation, coupled to the nuclear TDSE, where the effect of the nuclei is represented by an electron-nuclear coupling operator explicitly depending on the nuclear wave function.
The analysis of the time-dependent potentials and of the classical nuclear force has been the subject of previous work. We have been able to analyze a simple model system to pinpoint some relevant features [42] [43] [44] of the potentials that should be accounted for when developing approximations. Based on these observations, starting from the exact formulation, we have proposed [45, 46] a novel mixed quantum-classical algorithm to solve the coupled electronic and nuclear evolution equations in a fully approximated way. The classical limit is considered as the lowest-order, in aexpansion, of the nuclear wave function in the complexphase representation [47] .
In the present paper, the focus is directed towards the analysis of the electron-nuclear coupling operator that, in the electronic equation, mediates the coupling to the nuclei and that depends explicitly on (the gradient of) the nuclear wave function. It is fundamental to be able to correctly approximate such term, as it is responsible to induce electronic non-adiabatic transitions [45, 46] and decoherence [48] . When a classical description of the nuclei is adopted, the concept of wave function is somehow lost and problems arise when ap-proximating this operator. If a distribution of trajectories [44] is used to mimic the evolution of the nuclear wave function, its modulus and phase cannot be smooth functions of space. The numerical error thus introduced affects the calculations, but it can be cured if refined approximations are considered. The goal of this paper is to describe a procedure to avoid the above issue and to test its efficiency against exact calculations for a simple model system. Therefore, we propose here (i) to employ a representation of the nuclear density in terms of evolving frozen gaussians (FGs) [49] , rather than trajectories, following the scheme presented in Ref. [44] and (ii) to estimate the phase of the nuclear wave function adopting such a FGs picture, based on a simplified form of the semiclassical Herman-Kluk [50] [51] [52] [53] propagation scheme within the initial value representation (IVR) theory [54] [55] [56] [57] . The model system for non-adiabatic charge transfer of Ref. [58] allows for an exact numerical solution of the full quantum mechanical problem, thus providing a benchmark to any approximation that will be considered. Starting from these results, we will compute the exact time-dependent scalar potential, also referred to as time-dependent potential energy surface (TDPES), in a gauge where the vector potential can be set to zero. The effect of the electrons is then fully accounted for by this TDPES, that is adopted to evolve the FGs. Since the electronic part of the problem is solved exactly, the only source of error will be in this semiclassical approximation. It is worth stressing that this procedure does not result in the development of a new algorithm, but is a test of the performance of the FGs approximation of the nuclear motion.
The paper is organized as follows. In Section II we briefly recall the factorization formalism and we focus on the analysis of the electron-nuclear coupling (ENC) operator in the electronic evolution equation. Section III is devoted to a discussion on the apronximations employed in the calculations. Numerical results are presented in Section IV, by comparing situations with different non-adiabatic coupling strengths and testing the approximations employed to evaluate the ENC term. Conclusions are stated in Section V.
II. THE EXACT FACTORIZATION FRAMEWORK
In the absence of an external field, the non-relativistic HamiltonianĤ =T n +Ĥ BO describes a system of interacting nuclei and electrons. Here,T n denotes the nuclear kinetic energy andĤ BO (r, R) =T e (r) +V e,n (r, R) is the BO Hamiltonian, containing the electronic kinetic energyT e (r) and all interactionsV e,n (r, R). As recently proven [40, 41] , the full wave function, Ψ(r, R, t), solution of the TDSÊ
can be written as the product
of the nuclear wave function, χ(R, t), and the electronic wave function, Φ R (r, t), which parametrically depends of the nuclear configuration [59, 60] . Throughout the paper the symbols r, R indicate the coordinates of the N e electrons and N n nuclei, respectively. Eq. (2) is unique under the partial normalization condition (PNC)
up to within a gauge-like phase transformation. The evolution equations for Φ R (r, t) and χ(R, t),
are derived by applying Frenkel's action principle [61, 62] with respect to the two wave functions and are exactly equivalent [40, 41] to the TDSE (1). Eqs. (4) and (5) are obtained by imposing the PNC [63, 64] by means of Lagrange multipliers. The electronic equation (4) contains the electronic Hamiltonian
which is the sum of the BO Hamiltonian and the ENC operatorÛ
In Eq. (4), (R, t) is the TDPES, defined as
and (R, t), along with the vector potential A(R, t),
mediate the coupling between electrons and nuclei in a formally exact way. Here, the symbol · | · r stands for an integration over electronic coordinates. The nuclear evolution is generated by the Hamiltonian
according to the TDSE (5). The TDPES and the vector potential are uniquely determined up to within gauge-like transformations [40, 41] . The uniqueness can be straightforwardly proven by following the steps of the current density version [65] of the Runge-Gross theorem [66] . In this paper, as a choice of gauge, we introduce the additional constraint A ν R, t = 0 (see Ref. [44] for a detailed discussion on how this condition can be imposed) [67] .
As discussed in the introduction, we study the properties of the ENC term −i ∇ ν χ/χ that in the expression of the operatorÛ coup en [Φ R , χ] explicitly depends on the nuclear wave function. This analysis is based on the interest in developing a procedure to approximate it when a classical or semiclassical treatment of the nuclear motion is adopted. For instance, in the classical limit, we have derived [45, 46] its expression in terms of the nuclear momentum. This has been done by writing the nuclear wave function as χ(R, t) = exp i S(R, t) , with S(R, t) a complex function [47] . If we now suppose [45, 46] that this function can be expanded as an asymptotic series in powers of , namely S(R, t) = α α S α (R, t), the ENC term becomes
at the lowest-order in . On the right-hand-side (RHS), the function ∇ ν S 0 (R, t) is the classical nuclear momentum evaluated along the trajectory, since [45, 46] S 0 satisfies a Hamilton-Jacobi equation with Hamiltonian
The vector potential appears in the above expression of the classical Hamiltonian because this result has general validity, not only in the gauge adopted in the following calculations. Alternatively, if the nuclear wave function is written in terms of its modulus and phase, χ = |χ|e iS/ , the (exact) expression of the ENC term becomes
It is clear at this point that a good estimate of the ENC term is only possible when both the modulus and the phase of the nuclear wave function are correctly described. A classical treatment, as in Eq. (11), only provides an approximation to the real part of the ENC term, while the information about the imaginary part is lost [68] .
In the following, we will introduce a FG-based approach to determine an approximation to Eq. (13) . FGs [49] evolving on the exact TDPES are used to reconstruct the nuclear density, thus allowing to calculate the second term on the RHS, as |χ| is a smooth function of the nuclear coordinates. The phase information is instead encoded in the classical action accumulated over time and associated to each FG, as we will show in Section III.
Henceforth, we will drop the bold-double underlined notation for electronic and nuclear positions as we will deal with one-dimensional (1D) quantities.
III. SEMICLASSICAL APPROXIMATION

A. Nuclear density
According to the procedure presented in Ref. [44] , a set of independent classical trajectories evolving on the exact TDPES are able to reproduce the nuclear density in almost perfect agreement with quantum results. As pointed out in the Introduction, however, constructing a histogram from the distribution of the trajectories does not allow to compute the second term on the RHS of Eq. (13), that involves the gradient of |χ|, without a large numerical error. The reason is that the "classical" density is not a smooth function of space. The solution proposed here is to improve the previous approximation of nuclear dynamics, by propagating the mean positions and momenta of a set of FGs on the exact TDPES, rather than classical trajectories.
Given a set of N traj initial positions and momenta, R 0 , P 0 , sampled as described in Section IV, complex gaussians, also referred to as coherent states, are constructed as
with width γ to be determined below. Each FG is also associated a "weight",
corresponding to the projection of the initial nuclear wave function χ 0 (R) on the FGs. The nuclear density at each time is then obtained as
where R l (t), P l (t) are the time-evolved positions and momenta of R l,0 , P l,0 . In comparison to the purely classical approximation, Eq. (16) allows not only to reproduce the nuclear density in very good agreement with quantum results, as will be shown in Section IV, but also to calculate (analytically) the gradient of the nuclear density (or of the modulus, as it appears in Eq. (13)).
It is important to notice that Eq. (16) is an approximation to the nuclear density when the nuclear wave function is represented as a superposition of coherent states. In fact, coherent states form an overcomplete basis and, in writing Eq. (16), we neglect the overlaps of coherent states. The reason for this further approximation is related to the choice of the initial set of positions and momenta, the mean positions and mean momenta of the FGs. On one hand, we want to maintain the same choice of initial conditions done for the classical propagation (see Section IV), in order to be able to directly compare classical and FG results. On the other hand, we want to obtain an initial nuclear density as close as possible to the exact density. We have thus computed the root mean square deviation (RMSD) for the nuclear density when either (1) Eq. (16) (16) is used, for all the values of N traj . Once the parameters defining the coherent states are selected, namely R l , P l , γ, the weights w l associated to each FG are automatically determined by Eq. (15) and kept constant throughout the propagation.
B. Nuclear phase
The phase of the nuclear wave function will be determined according to
where χ SC (R, t) is a semiclassical approximation to the exact χ(R, t). Following the Herman-Kluk procedure [50] [51] [52] [53] to approximate the quantum propagator, the expression of the time-evolved wave function at time t is
Here, R 0 P 0 , γ|χ 0 denotes the projection of the initial nuclear wave function on the coherent states, similarly to Eq. (15), while R|R t P t , γ is an alternative expression for the coherent states (see Eq. (14)). R t , P t are the (classically) evolved positions and momenta corresponding to the initial conditions R 0 , P 0 . S(R 0 , P 0 ; t) is the classical action accumulated up to time t along the trajectory whose initial conditions are R 0 , P 0 . The Herman-Kluk pre-factor is indicated here with the symbol C t (R 0 , P 0 ) [50] [51] [52] [53] , but it will be set equal to unity throughout the calculations. Therefore, the symbol χ SC (R, t) will be replaced by χ F G (R, t), since we will use a FGs approximation rather than a rigorous semiclassical approximation. In the procedure employed here, the semiclassical nuclear wave function is estimated as a sum over trajectories of time-evolved coherent states, namely
where the l-th classical action is calculated as
Here, the (exact) TDPES is evaluated, at time τ , at the classical position R l (τ ) and its expression is obtained by solving the TDSE for the full wave function Ψ and by directly calculating Eq. (8) once the factorization (2) is applied.
IV. NUMERICAL RESULTS
The expression of the TDPES according to Eq. (8) is determined by calculating the electronic wave function Φ R (r, t) from the full wave function Ψ(r, R, t), which is known at all times by solving the TDSE (1) for the model Hamiltonian
This system has been introduce by Shin and Metiu [58] as a prototype for non-adiabatic charge transfer. The system is 1D and consists of three ions and a single electron, as depicted in Fig. 1 . Two ions are fixed at a dis- tance of L = 19.0 a 0 , the third ion and the electron are free to move in 1D along the line joining the two fixed ions. Here, the symbols r and R are the coordinates of the electron and the movable ion measured from the center of the two fixed ions. The ionic mass is chosen as M = 1836, the proton mass, whereas the other parameters are tuned in order to make the system essentially a two-electronic-state model. We present here the results obtained by choosing two different sets of parameters, producing strong and weak non-adiabatic couplings, between the first, (1) BO , and the second BOPES, (2) BO , around the avoided crossing at R ac = −1.90 a 0 . The values of the parameters in the Hamiltonian (21) are: R f = 5.0 a 0 , R l = 3.1 a 0 and R r = 4.0 a 0 , for the strong coupling case; R f = 3.8 a 0 , R l = 2.9 a 0 and R r = 5.5 a 0 , for the weak coupling case. The BO surfaces are shown in Fig. 2 (upper panels) . We study the time evolution of this system by choosing the initial wave function as the product of a realvalued normalized Gaussian wave packet, centered at R c = −4.0 a 0 with variance σ = 1/ √ 2.85 a 0 (thin black line in Fig. 2, upper panels) , and the second BO electronic state. To calculate the TDPES, we first solve the TDSE (1) for the complete system, with Hamiltonian (21) , and obtain the full wave function, Ψ(r, R, t). This is done by numerical integration of the TDSE using the split-operator-technique [69] , with time-step of 2.4 × 10 −3 fs (or 0.1 a.u.). The mean positions and momenta of the FGs evolve along classical trajectories, generated according to Hamilton's equationṡ
integrated by using the velocity-Verlet algorithm with a time-step of 12.0 × 10 −3 fs (or 0.5 a.u.). The initial conditions are sampled from the Wigner phase-space distribution corresponding to the initial nuclear wave function. The initial coherent states used in Eq. (15) are thus constructed to determine the (complex-valued) weights w l . Numerical results have been obtained for sets of N traj = 2000, 5000, 10000 trajectories, with the value [70] γ = 7.0 a −2 0 for the width of the FGs. The coherent states used to represent the nuclear wave function form an overcomplete basis, therefore the sum in Eq. (16) has to be truncated. In order to choose the adequate number of basis functions to include in the sum, energy conservation has been tested and confirmed for all values of N traj . The results will be presented only for the case N traj = 5000. We have computed the RMSD between the exact nuclear density and its approximation in Eq. (16) for a set of values of γ and we have chosen the value of this parameter for which the RMSD is minimum (see also the discussion at the end of Section III A), but clearly other values can be selected.
We will confirm below that the semiclassical FG scheme, adapted to the factorization approach, is an accurate and efficient way to approximate the nuclear wave function. Before presenting the FG results, let us first show different snapshots taken along the dynamics, showing the TDPES. Its feature have been extensively discussed in previous work [42] [43] [44] , but for the sake of completeness, we report here a few configurations. Moreover, we would like to underline that here results for different non-adiabatic coupling strengths will be presented, in order to test the efficiency of the method also in the weak coupling regime. Fig. 3 shows the gauge-invariant (GI) and gaugedependent (GD) components of the TDPES, namely the two terms that can be identified in Eq. (8) as
The snapshots shown in Fig. 3 are taken along the evolution at the times indicated by the arrows in Fig. 2 (lower panels) and the two lowest adiabatic surfaces are shown for reference. As previously discussed [42] [43] [44] , before the splitting of the nuclear wave packet, the GI part of the TDPES is diabatic, whereas the GD part is constant, and after the splitting the GI component develops steps that bridge between different adiabatic surfaces, whereas the GD part is piecewise constant. The TDPES is only calculated in the regions where the nuclear density is (numerically) not zero. The lack of reliable information beyond the regions shown in the figures is not an issue when classical trajectories or FGs are employed to mimic the nuclear density, as the regions where the exact density is exponentially small are not, or are poorly, sampled.
It is evident from Fig. 3 that we will discuss results for Fig. 2 , for strong (left) and weak (right) non-adiabatic coupling strengths. The two lowest BO surfaces (black) are plotted for reference. The GI part of the TDPES (red) presents the well-studied [42, 43] dynamical steps that bridge piecewise adiabatic shapes potential energy surface, whereas the GI part [44] (cyan) is piecewise constant. The nuclear density (blue) is shown for reference.
short dynamics, limited to the first half of the oscillation period of the nuclear wave packet in the potential well. Interesting dynamics may arise at later times, when for instance the nuclear wave packet crosses a second time the non-adiabatic coupling region. However, here we focus on the initial non-adiabatic event and test how the FG approximation capture this process. Due to the fact that the analysis reported below is the first attempt to incorporate semiclassically nuclear quantum effects in the exact factorization formalism, we study a simple situation that nonetheless captures the main features of a non-adiabatic event. Also, situations where, for instance, reproducing tunneling dynamics might represent a problem for classically evolving FGs [71] [72] [73] [74] will be the subject of further study and not addressed here.
A first set of results is shown in Fig. 4 , where we compare the nuclear density, |χ(R, t)| 2 , from three different calculations: quantum (cyan), employing the full electron-nuclear wave function; classical (green), where the histogram is constructed from the distribution of classical trajectories evolving on the TDPES according to Eqs. (22) (as in Ref. [44] ); FG (red), with the nuclear density given in Eq. (16) . As expected from previous calculations [44] , the use of classical trajectories seems to be enough accurate to reproduce the nuclear density. It is however important to stress again, that these results are not obtained by solving a fully approximate form of the coupled electronic and nuclear equa- tions (4) and (5). They only represent a benchmark for any quantum-classical algorithm, since the effect of the electrons, via the TDPES, is treated exactly. The semiclassical density, constructed as the weighted sum of FGs given in Eq. (16) , is also accurate. In comparison to the classical histogram, the gain here is the smoothness of the density, not achievable with purely classical trajectories. This feature is extremely important for the calculation of the ENC term containing the gradient of the nuclear density, via the term −i ∇ ν |χ|/|χ| in Eq. (13) .
The second important characteristic of the semiclassical approach is that each FG contributes a phase factor to the full nuclear wave function, thus allowing to determine also the first term on the RHS of Eq. (13) . We show this term, i.e. ∇ ν S(R, t), in Fig. 5 , comparing once again exact results with the corresponding FG and classical approximations. The semiclassical value of ∇ ν S(R, t) is determined as the gradient of the phase in Eq. (17) , whereas the function ∇ ν S(R, t) is classically interpreted as the nuclear momentum evaluated along each trajectory. While the agreement between quantum and FG results is remarkable, the phase-space points corresponding to the classical trajectories do not allow to reconstruct a smooth function of R. Even if the number of classical trajectories is increased, the phase-space points are too "noisy" to allow for reconstructing a smooth function. A smoothing algorithm should then be employed, but the numerical efficiency of the whole procedure might become questionable. pared only with the approximation (red) based on the semiclassical propagation of FGs. Even if we employ a simplified form of the Herman-Kluk propagator, where the pre-factor is set to 1, semiclassical results are in satisfactory good agreement with exact results.
One could consider improving the approach developed here by, for instance, explicitly computing the Herman-Kluk pre-factor, at the expenses of increasing the computational cost.
V. CONCLUSION
We have reported our first semiclassical procedure adapted to the formalism of the exact factorization of the electron-nuclear wave function [40, 41] . The approach has been used to estimate the ENC term that explicitly depends on the nuclear wave function (gradient of its modulus and phase) in the electronic equation. In previous work [45, 46] on the development of a mixed quantum-classical algorithm in the context of the exact factorization, such term has been treated fully classically and identified as the nuclear momentum. However, we observed that, despite the fact that this approximation is widely used in the literature [23, 26, 27] , correction terms naturally arise in the factorization framework. The extent and role of the corrections may depend on the process that we intend to study, therefore we have shown in the present paper how to evaluate such corrections based on the semiclassical propagation of FGs, for a simple model case of non-adiabatic charge transfer. The main gain in using FGs, rather than a purely classical approach, lies in the possibility of obtaining smooth functions whose gradients can be easily determined without introducing large numerical errors.
The semiclassical results shown in the paper have been obtained by evolving FGs on the exact TDPES, that is known for the simple model system studied here as the outcome of exact calculations based on the numerical solution of the full TDSE. This procedure is a test, since the only approximation is the semiclassical treatment of the nuclear dynamics, whereas the electrons are treated exactly, via the information encoded in the TDPES. Moreover, this study provides a benchmark for future development, aiming at improving the initial, and lowest-order, mixed quantum-classical algorithm derived from the factorization [45, 46] . The procedure described here can be easily implemented in an algorithm, as we will present elsewhere [48] , resulting in a novel mixed quantum-semiclassical scheme for solving coupled electron-nuclear dynamics.
