A high rate analysis is presented for multiple description quantizers introduced in 1], for rth power distortions and general source densities. Both, xed length and variable length encoding of the quantizer indices are considered. Optimal companding functions are shown to be the same as for single channel quantizers. As compared to the bound in 2], a gap of 8.69 dB and 3.07 dB exists between the entropy-constrained and level-constrained cases, respectively, for a memoryless Gaussian source and r = 2,
I Introduction
We present an asymptotic analysis of multipledescription scalar quantizers (MDSQ's), introduced in 1] for rth power di erence distortion measures and general source densities. A multiple description quantizer is designed for a communication system that connects the source to the destination via two (or more) channels. It is assumed that either of the two channels may be broken and that this information is known to the decoder but not the encoder. The objective is to design the encoder and decoder so as to minimize the average distortion when both channels work (referred to as the average central distortion) subject to constraints on the average distortion when only one of the channels works (referred to as the average side distortion).
An achievable rate region for the multiple description source coding problem was given by El Gamal and Cover 3] 1 , for a memoryless source and a single-letter delity criterion. Ozarow 2] , constructed the rate distortion region for the the special case of a memoryless Gaussian source and the squared-error distortion criterion. The binary symmetric memoryless source with an error frequency distortion criterion has been studied by Berger It was conjectured that the achievable rate region given in 3] coincided with the rate distortion region in cases other than the Gaussian memoryless source and the squared-error distortion criterion. However, this conjecture was disproved in 5]. There have been no results to date exactly characterizing the entire rate distortion region for non-Gaussian sources and for sources with memory. An important special case of the multiple description problem is the problem of successive re nement of information 9]. In 9], a necessary and su cient condition for a rate distortion problem to be successively re nable is derived.
The design of MDSQ's was addressed in 1] and 10], respectively. Vector quantizer design for the multiple description problem was addressed in 11]. Applications of multiple description source codes that have been explored so far are to speech transmission over packet switched networks and to communication over correlated Rayleigh fading channels. Speech transmission over packet switched networks was considered in 12] and 13], 14]. In 15] , it was shown that for transmitting information from a memoryless Gaussian source over a Rayleigh fading channel, the multiple description approach results in good performance at low interleaving delays as compared to standard channel coding approaches. This conclusion was extended to sources with memory in 16] where, on an equal interleaving delay basis, signi cant performance improvements are obtained over channel codes for speech transmission over Rayleigh fading channels. Applications of multiple description codes to image and video transmission over lossy packet networks are considered in 17].
The asymptotic analysis of single channel quantizers is very relevant to the work presented here. Bennett 18] derived an asymptotic formula for the mean squarederror using a companding approach. This was extended to rth power di erence distortions by Algazi 19] . Panter and Dite 20] derived the optimum MSE performance of a level-constrained quantizer and Gish and Pierce 21] derived the performance of optimum entropy-constrained quantizers and showed that uniform threshold quantizers were optimum for this purpose in the limit of high level density. Bucklew and Wise 22] presented a su cient condition under which Bennett's approximation is accurate.
The contribution of this paper is a derivation of the asymptotic performance of multiple description quantizers. Speci cally, we derive expressions for the average side and central distortions and for the entropy when the number of quantization levels is large. We show that the optimum companding functions for the class of multiple description quantizers introduced in 1] are the same as for single channel quantizers. Su cient conditions for the approximations to be valid are derived and comparisons are made against the multiple description rate distortion bound.
The paper is organized as follows. In Section II, we introduce notation and terminology and present relevant aspects of the MDSQ. An asymptotic analysis of distortion is presented in Section III and of the entropy in Section IV. In Section V, based on Sections III and IV, the asymptotic performance of optimum level-constrained and entropy-constrained quantizers as well as a comparison to the rate distortion bound is presented. The paper is summarized in Section VI. Su cient conditions for the approximations to hold and extensions to source pdf's with unbounded support are outlined in Appendix A.
II Preliminaries
The block diagram of a multiple description quantizer in a diversity system is shown in Figure 1 . We assume that the source has a marginal probability density function (pdf) p( ) and that the source has zero mean and unit variance. Further, we will assume that the pdf has nite support ?x 0 ; x 0 ] (Extensions to pdf's with unbounded support are provided in Appendix A). As previously stated, two channels connect the source to the destination. Either channel may be in a broken or working state, this being known to the decoder but not the encoder. A real valued source sample x from a stationary ergodic source is mapped by q( ) to an index l 2 J N , where we use J m = f1; 2; : : : ; mg. The mapping q( ) is de ned in terms of a set of thresholds, ?x 0 = t 0 < t 1 < : : : < t N = x 0 , and if x lies in cell t l?1 ; t l ), then q(x) = l. The index assignment a( ) maps l to an index pair (i; j) 2 C, C J m J m . We write i = a 1 (l) and j = a 2 (l). Since a( ) will be assumed invertible, we de ne its inverse to be a : C ! J N . Index i is sent over channel 1 at rate R 1 bits/sample and index j is sent over channel 2 at rate R 2 bits/sample. Here, R 1 and R 2 denote the the rates at the output of xed-length binary encoders (corresponding to the level-constrained case) or to the average codeword length at the output of variable length encoders (corresponding to the entropy-constrained case). 
The entropy of the index sent on channel s, s = 1; 2 is denoted H s and is given by
and
The index assignment is an important part of the MDSQ design and an example 1] is shown in Fig. 2 . In this gure, the index assignment matrix is shown. This matrix has dimension m m, m = 8 in this case, the column index is j and the row index is i. The (i; j) element of the matrix is the index l of the quantizer bin, assuming that the bins are numbered in increasing order from left to right. If source sample x lies in the lth bin, the index pair (i; j) is determined from the matrix. Let the number of diagonals in the assignment matrix be 2k + 1. We de ne a family of index assignments to be the set of all such index assignments, as k and m are varied.
Note that as m increases, the dimension of the index assignment matrix increases and the designer has the option of selecting k for each m. It , where, as mentioned earlier, R i = R bits/sample, is the rate on channel i, i = 1; 2. Our objective in this paper is to determine the so-called coe cient of quantization, i.e., the constants c 0 and c 1 for various quantizers, source pdf's and values of r.
Due to the large number of parameters involved, performance comparisons between two multiple description systems can be messy. However, in the balanced case, the product of the side and central distortions is a good gure of merit asymptotically in rate. We now illustrate this by considering the rate distortion results in 2]. Ozarow showed that for a memoryless Gaussian source and the squared-error distortion measure, given R 1 and R 2 , any triple of average distortions ( d (2) 0 ; d , and 0 a < 1. For a = 0, we nd after some algebra that d would be smaller than 2 ?4R , which is clearly impossible from rate distortion theory). In Fig. 3 , we have plotted d 0 as a function of d 1 for various rates. For a given rate, two curves are presented: the exact and the approximate i.e., d (2) 0 d (2) 1 = (1=4)2 ?4R (these are the curves with negative slopes). It is seen that the approximation gets better as R grows. Later we will see from the asymptotic analysis of multiple description quantizers that the distortion product is similarly useful.
III Asymptotic Analysis of the Average Distortions
We begin by considering the index assignment in a little more detail. In Fig. 4 we have shown the index assignment for which the analysis will be performed. It is assumed that m is large and a small section of the interior of the index assignment matrix is shown. Two di erent situations are illustrated in this gure . Fig 4(a) shows the assignment when k is odd and Fig 4(b) the assignment with k even. Note that for ease of analysis this assignment is slightly di erent from the index assignment presented in 1] and in Fig. 2 . Speci cally, the direction of the scan is never reversed and there are no \holes", unlike in 1]. However, it does introduce a slight asymmetry between the two side distortions at low rates and causes a small increase in distortion. Asymptotically in rate, however, this asymmetry disappears as does the increase in distortion.
From 
We now proceed with the analysis of the side distortion. The analysis proceeds by rearranging the summation in (2) so as to sum along the diagonals of the index assignment matrix, i.e., ! r p(y 0l ) l ; (9) where l = t l ? t l?1 and we have used the approximation jy 0a (i;j) ? y 0a (i;i) j juj(k + 1)=(Ng(y 0l )), for (j ? i) = u. Note that this approximation is valid for 0 < a < 1 
The inner summation can be approximated by the integral (1=(2k+1)) R x 0 ?x 0 p(x)=g r (x)dx. Upon making this substitution and upon de ning k;r = P k u=1 u r , we have 
In Appendix A a su cient condition for (11) to hold is provided, based on 22] and the result is extended to include densities with in nite support.
IV Asymptotic Analysis of the Index Entropies
We now proceed to develop asymptotic expressions for the entropy of the index sent on each channel. The analysis is performed for H 1 . The analysis for H 2 is similar and even though the entropies are a little di erent at low rates, they are the same asymptotically in N. From (3) , assuming that the extent of each cell is small enough to approximate the pdf by a constant over all cells with a given rst index i, we have
A log 2 1 p(y 0a (i;i) ) P k u=?k a (i;i)?u(k+1) ! ; (12) which in terms of g(x) may be written as
A log 2 Ng(y 0a (i;i) ) (2k + 1)p(y 0a (i;i) ) ! ; (13) since all 2k + 1 intervals with a given rst index are approximately the same length ( 1=(Ng(y 0a (i;i) )). Upon approximating the sum in (13) by an integral and some simpli cation we get H 1 log 2 N 2k + 1 + Z x 0 ?x 0 p(x) log 2 g(x)dx + h(p); (14) where h(p) is the di erential entropy of the source pdf. A rigorous derivation for the more general case of densities with in nite support and a su cient condition for (14) to hold is provided in Appendix A.
V Formulas for Special Cases
We use the dependence of k on N to provide closed form expressions for d (19) Combining (18) and (19) given by (6) over g( ), subject to a constraint on d
given by (11) and subject to the constraint H 1 < R, where H 1 is given by (14) . From the form of equations (6), (11) and (14) and 21], 24], it is clear that g( ) = 1=2x 0 is optimum. Using this fact in equations (6), (11) and (14) we obtain, in terms of the step size = 2x 0 =N, d 
Convergence implied by (26) and (27) is with a xed and R ! 1.
C Comparisons to the Multiple Description Rate Distortion
Bound for a Memoryless Gaussian Source and r = 2
For a squared-error distortion measure and a unit-variance, memoryless Gaussian source, based on the results in 3] and 2], it can be shown that the multiple description rate distortion bound at large rates is given approximately by
The performance of the optimum level-constrained quantizer for a unit-variance Gaussian source is given by d 
Thus there is a 8.69 dB gap between the optimum level-constrained quantizer and the multiple description rate distortion bound, and a gap of 3.07 dB between the performance of the optimum entropy constrained quantizer and the multiple description rate distortion bound. Equivalently, this gap may be stated in terms of the excess rate required by the quantizer to achieve a given distortion product as compared to the optimum system promised by rate distortion theory. This gap is 0.2546 bit/sample/channel for the entropy constrained case and 0.722 bit/sample/channel for the level-constrained case.
In Fig. 3 , we have also plotted the performance of a uniform threshold entropycoded MDSQ as a function of rate R, for r = 2 and a memoryless, unit-variance Gaussian source, while keeping the parameter a = 1=2. Speci cally, for each k, a step size was obtained so as to satisfy the equation k = 2 aH 1 (from (25)). Central and side distortions were then evaluated numerically for a quantizer with this step size. Also shown in Fig. 3 , is the performance obtained from the asymptotic relations (26) and (27) with r = 2 and a = 1=2, by varying H 1 . It is seen that there is a close agreement between the theoretical result and the computed performance of the quantizer. In Fig. 3 we have plotted (26) and (27) for a = 0:99 and a = 0:0 as R is varied to give the reader a sense for the region over which the asymptotics are valid. For a = 0:0, the calculation is based on the performance of two uniform stepsize quantizers with step 
VI Summary
An asymptotic analysis has been presented for multiple description quantizers for rth power distortion measures. For r = 2 comparisons have been made against the multiple description rate distortion bound. For the memoryless Gaussian source and the squared-error distortion measure, there is a 8.69 dB gap between the optimum levelconstrained quantizer and the multiple description rate distortion bound and a gap of 3.07 dB between the performance of the optimum entropy-constrained quantizer and the multiple description rate distortion bound.
A Appendix
Our objective is to prove rigorously the asymptotic formulas for the average distortions and the entropy that were derived in Sections IV and V. It is shown that under suitable conditions on the source pdf, which may not have compact support, these formulas are correct. Note that no proof is required for d 
