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Subscripts
Shortcut

Description

AIC

Akaike Information Criterion

ANN

Artificial Neural Network

ARIMA

Auto-Regressive Integrated Moving Average

BIC

Bayesian Information Criterion

COVID-19

Corona Virus Disease -19

CRISP DM

Cross Industry Standards Process for Data Mining

DCC

District Cooling Company

DCP

District Cooling Plant

EDA

Exploration Data Analytics

Eq

Equation

ETS

Energy Transfer Station

FCV

Flow Control Valve

IDEA

International District Energy Association

IQR

Inter Quartile Range (Boxplot)

KNN

K-Nearest Neighbors Algorithm

MAE

Mean Absolute Error

ML

Machine Learning

PHEX

Plate Heat Exchanger

Primary Side

DCC Side Related

SARIMAX

Seasonal Autoregressive Integrated Moving Averages with
Exogenous Regressors

SCADA

Supervisory Control and Data Acquisition

Secondary Side

Customer Side Related

Std

Stander Deviation

SVM

Support Vector Machine Algorithm
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Abstract
Yearly District Cooling Company (DCC) needs to upgrade the plants to meet customer
requirements. Moreover, this project will help the company to find when the demand load of
flow will reach above the plant's installed capacity and how much increase is expected. So, the
dataset was provided by the company for previous years. By applying ML and Arima, KNN,
and SVM algorithms, it was found that the best result was the KNN algorithm with an accuracy
of 94%, and the maximum flow load will be reached in summer of upcoming years.
Hence, the company needs to take further action to upgrade the plant accordingly, either
add a new chiller, modify the pumps, or any other suitable action.

Keywords: Algorithms, Data Analytics, KNN, SVM, ARIMA, Python, Tableau, Accuracy,
Time Series Forecasting, CRISP-DM, Temperatures, District Cooling.

*Note:

-

Due to confidently of the data/results by the company, some data will not be displayed
clearly.
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Introduction
Most modern and big cities are moving towards applying the new generations of
renewable energy to reach the requirements' load demand. UAE has the biggest malls, hotels,
and towers, where cooling energy is vital during summertime, as the weather temperature is
reaching around 50 ˚C. Hence, District Cooling System came to solve the high load demand
with a friendly environment solution. Where chilled water will take place in District Cooling
Plants (DCP) and will serve the customers through underground network pipes, reaching the
Energy Transfer Station (ETS), where it is the focal point between the DCP (primary side) and
Customer Side (Secondary side). DCC need to ensure that all requirements are met to the
customer side as agreed in the contract in the initial stage. Some challenges might happen
during the summer season, like flow shortage, which will impact the customer side with high
supply temperature above the acceptable range. DCC spending much time and effort each year
reviewing the plants' modification plans based on the requirements.
Hence, this project will focus on one critical plant which serves an important client
(plant connected to a single client), where it will predict the average flow will occur and when
it will occur, so DCC Management can decide to take the right action before that time, such as
add additional equipment, modify the existing equipment based on previous data.
The plan for this project is to utilize data analysis technics and do data exploring using
Tableau software for visualization. Then develop a Models using ARIMA Model via Python
programming language and apply some algorithms for testing and training purposes like KNearest Neighbors (KNN) and Support Vector Machine (SVM) for better output, which will
help to predict the required load demand of flow and see if other parameters can be predicted
as well. Furthermore, the results will be shared with DCC management for better decision
making.
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1. Problem Statement
District Cooling services peak demand load is reaching and maximum during summer
seasons, wherein UAE climate is reaching close to 50 ˚C in August/September each year. Each
plant has specific equipment with limited capacity to deliver, and customers' load is growing
gradually. It is crucial to think in advance for accurate decision-making, which can keep the
company's business continuity plan and keep expanding and achieve UAE vision to be an
innovative and clean country.
This Project will help to predict the average demand load of flow, power, and peak
power of one of the customers, in different words, to forecast the demand load for short term.
based on this prediction, and it will help DCC to decide if this plant is required to include in
the next-year budget for upgrade/modifications where this will ensure that no interruption to
the customer during this summer.
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2. Background of the Problem
As Business Continuity Plan for DCC, it should keep growing and ensure that the
services reach the customers with high satisfaction. If a customer asked DCC for district
cooling services, DCC will review the plant capacity before connecting and approve the
contract to make sure that the plant can deliver the required load at the peak.
Each plant has its specific installed capacity. During summer, the peak of cooling
service reaches its maximum demand, and some customers are complaining and ask for more
flow to maintain their cooling temperature in their building; some of them have their own
design issue in their building. DCC serving many customers, and if this customer asked for
extra flow, DCC need to ensure that the plant is capable to additional load requirement without
any delay.
As it is well known that flow parameter is one of the cooling load consumption factors,
the more flow, the less DT might occur, where he needs to return the flow with temperature
difference around certain degree ˚C, due to plant equipment designed to operate with specific
temperatures.
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3. Project Definition and Goals
3.1 Project Definition
➢ This project will try to predict the flow for next years, based on historized data from
previous years. Where flow, supply temperature, return temperature, temperature
difference, power and energy data are available with DCC.

3.2 Aims and Objectives
✓ Help Management for Better Decision Making.
✓ Implementing new algorithms into District Cooling Sector.
✓ Reduce Customer Complaints.
✓ Achieve UAE Vision for Green Energy.
✓ Ensure the Company Business Continuity Plan.

3.3 Limitations of the Study
❖ Limited coding experience.
❖ A small dataset was provided.
❖ COVID-19 situation led to different approaches of learning.

3.4 Project Budget
❖ This project is not required any financial budget, where only the data is required
from DCC servers.
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4. Literature Review
Modern cities are famous with attractive buildings and iconic shapes, tall towers with
different business types, residential, commercial, or business types. Those buildings need
different energy types, either electrical energy, cooling energy, to facilitate the business.
A study was done by (HO, 2003), where he stated that: “It has been expected that the
annual mean temperature in the decade 2090-2099 will rise by 4.8 ºC”. During the summer
season, the UAE climate reaching above 50 ºC, under such weather, the air conditioning system
is consuming high electrical energy by end-user in all buildings, reflecting more billing price
and more emissions to the environment, where everyone will be affected in some stage,
customers, governments and health sector as a sequence.
Using the traditional cooling system for individual users also not recommended, where
electrical power plants will add more load on their generation power plant. For each building
it has it is own power consumption, a report was done in 2004 by the Electrical and Mechanical
Service Department (Electrical and Mechanical Services Department (EMSD), 2012) in Hong
Kong showed that: “the annual electricity consumption in Hong Kong increased steadily from
134,138 TJ in 2001 to 150,895 TJ in 2010, i.e. by 12.5% over the 10-year period In this period,
the commercial sector, which is the dominant electricity consumer, had further increased its
electricity consumption by 21%.”
Also, he compared the accuracy of different building energy consumption predictions
using three different ML algorithms, ANN, Support Machine Vector, and Random Forest.
Where it has been studied in two types of buildings, elementary school building and
commercial building, and found that “For the elementary school buildings, the average
coefficient of variance of the root mean squared error (CvRMSE) determined by ANNs was
5.4% and the average CvRMSE for commercial buildings based on the RF model was 10.9%”
(Jang & Leigh, 2017) said.
As mentioned in (Francisco, Zamora-Mart´ınez, Romeu, & Pardo, 2013), Forecasting
is the most popular technique nowadays for many business companies, which is looking for
the best profits with less spending, and it more useful in terms of energy-saving and efficiency;
it can help to look into the future and try to develop a proactive control system.
Auto-Regressive Integrated Moving Average Model (ARIMA model) is one of the
most widely used methods for time series forecasting, where it can deliver complementary
11

approaches towards any forecasting problems. Where it is focused and aims to describe its
autocorrelations, and the results can be considered as a reference to compare it with Artificial
Neural Network (ANN) results (Escriva´-Escriva´, A´ lvarez-Bel, Rolda´n-Blay, & lca´zarOrtega, 2011) .
In general, as per (Farias, Puig, Rangel, & Flores, 2018) time series can be defined as
“a sequence of chronologically ordered observations recorded at regular time intervals. Those
observations might correspond to qualitative or quantitative data.” Where he conducted a
study on how the flow demand pattern behave on hourly biases, he mentioned that: “We assume
that the chilled water flow consumption volume is recorded hourly using flowmeters. Time
series present a cyclic consumption pattern, where each cycle repeats every 24 h. Observing
those daily patterns, we detected different dynamic pattern behaviors that might be seen as the
change of different regimes that need to be mathematically defined and validated”. A study
was made by (Quevedo & Puig, 2010), who found that water flow demand usually presents in
different patterns behaviors on public holidays and weekends, and almost the same patterns on
working days. Moreover, a set of algorithms related to chilled water flow demand forecasting
using clustering can be found, “Where the implementation of a daily Autoregressive Integrated
Moving Average (ARIMA) model combined with hourly patterns is proposed with the objective
of allowing prediction at daily and hourly scales every 24 h. The ARIMA model predicts the
total day consumption while a daily pattern is selected according to a calendar for distributing
the hourly consumption along the day” (Candelieri, 2017).
Many people prefer to use ARIMA, where it easy to consider and deal with it. (Murat,
Malinowska, Gos, & Krzyszczak, 2018) Showed that both (linear ARIMA and quadratic
ARIMA) models had the best overall performance in making short term forecasting and
predations of annual readings of the building's temperature.
Support Vector Machine (SVM) is one of the most popular supervised algorithms,
where it depends on prior data to train and test; accordingly, it will understand much better for
future values predictions. “SVMs could be regarded as one generalized classifier, which was
an extension of the prediction. SVM model has the ability to solve the non-linear problems even
with relatively less historical samples. Accordingly, this method is not especially relying on
large amount of data for training” said by (Liu, et al., 2019).
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K- Nearest Neighbor (KNN) algorithm or memory-based algorithm; its predicted
values are based directly on the training examples. Where it gives a maximum likelihood
estimate of the probabilities. When K is selected smaller, it will impact higher variance (less
stable), and if K larger, it will reflect higher bias (less precise). The value selection of K is still
not concluded globally, but most researchers agreed on K-value depends on the data: Adaptive
methods (heuristics) and Cross-validation. (Cunningham & Delany, 2007) thoroughly
explained the process of KNN and said: “k−NN classification has two stages; the first is the
determination of the nearest neighbors and the second is the determination of the class using
those neighbors.”
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5. Methodology Used
During data analytics courses, many information and tools were explained to help data
analytics users to deal with data. In this project, Python programing language will be used,
where more experience was gained compared to the R-Studio programming language. The
primary tool will use ARIMA to predict the required flow for a particular customer and use
machine learning by applying SVM and KNN algorithms, and the training/ testing process will
be applied by 70/30 of the original data set. Moreover, for visualization, the Tableau program
will visualize the output values, which will be another tool used in this project.
In summary, some processes were followed from previous courses to understand the
data and achieved the expected goal, which is called Cross-Industry Standards Process for Data
Mining (CRISP-DM), so it can be implemented in this case also, where it is proved and
provides an overall framework for planning and handling the project.

1. Business
Understanding

• Set the objectives.

2. Data
Understanding

• Decribe the data collected & explore it.

3. Data Preparing

• Data cleaning & date integration.

4. Moduling

• Generate train/ test model.

5. Evaluation

• Evaluate the results with decision

6. Deployment

• Produce final report.

Figure 1: CRISP DM process
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6. Sources of Data
For Data analytics projects, the essential thing to have the data. This project aims to
solve one problem for DCC, where dataset was provided by DCC. The required data have been
requested, and it was under management's approval process; within a few weeks later, data was
given.
Dataset was on a daily average from previous years. It includes different parameters for
that customer building, such as date (days), average supply temperature (˚F), average return
temperature (˚F), average flow (GPM), Temperature difference (Delta T (˚F)), power (TR),
Peak power (TR), Energy (TRH). Furthermore, it can be considered quantitative data, which
can be measured, counted, and expressed using numbers.
Checked the dataset and found that eight attributes with a total count were 8,520
readings. Moreover, it seems to be clean data and will check and confirm this statement by
doing EDA. Since that dataset is qualitative, including all data for each day, it can be utilized
to predict the future values under the time series forecasting group.
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7. Analysis
Note:

-

Python code was build using Google Colab to run it, due to required strong machine,
where it is not available in my laptop.

To give brief summary of the project steps:

Install all required
Libraries.

Upload the data set

Show & Describe the
data.

Do training/testing for
dataset
Do data cleaning.

Visulaise the data.

•Using KNN, SVM & ARIMA
•Evalute the Accurecy.

Select the best Algorhtim
to Predict next 3 years.
•Predict the Average Flow
•Predict the Average Power.
•Predict the Peak Power.

Figure 2: Project Analysis Steps used in Python
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7.1 Exploration Data Analysis
7.1.1 Getting the required data
As shown below in Figure 3, the total rows available in this dataset were 1,060 with eight
columns (total of 8,480 values/readings), for previous years on daily average readings. Each
parameter meaning is showing in table 1 below.

Figure 3: Uploading the data set and show it *.

Table 1: Data set attributes description

Attribute

Description

Date

Dates in days (daily)

AVG_SUPPLY_TEMP_(F)

Average supply temperature from DC Plant (Fahrenheit)

AVG-RETURN-_TEMP_(F)

Average Return temperature from Customer side (Fahrenheit)

Delta_T_(F)

Difference Temperature (The difference between supply and return Temperature)
Average Flow rate going to the customer (gallon/minute)

AVG_FLOW_(GPM)
[average of the day readings]
Average power consumed by the customer (Ton of Refrigeration)
AVG_POWER_(TR)
[average of the day readings]
Peak (maximum) power consumed by the customer (Ton of Refrigeration)
AVG_PEAK_POWER_(TR)
[average of the day readings]
ENERGY_(TRH)

Cumulative Readings of Power (Ton of Refrigeration)
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To find the count of the data set per attribute, where it will give quick indication for
next step, which data cleaning

Figure 4: Dataset attributes count

Figure 5 shows that all attributes have 1,060 readings. In different words, it is 1,060 days. And
it is clearly showing that all values were filled.

Figure 5: Checking the attributes types

After a quick look at the above data types, two types are considered objects, Date and Energy
readings, where it does not have decimals (the majority of the attributes). However, other
attributes are considered float64, which means Floating point numbers. Also, this is important
to the data analytics person, where need to see if it required to change any data type to another
format, like Boolean, string, and integer.
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7.1.2 Missing Data
From previous steps, it showed that data seems to be clean and ready to use, but it is crucial to
check and evaluate the data before starting, so it will use some part of the panda library, and
the total count of false/null/Nan will be counted for each attribute, and will divide that number
by total values (1,060 as it was shown earlier) to get the percentage of the missing data.

Figure 6: Missing data per attribute

As shown in the above figure, the data set is immaculate and ready to use. In general, it is
knowing that the fewer missing values, more accurate results will reflect at later stages.
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7.2 Data Preprocessing
7.2.1 Install all required libraries
As mentioned above, the model/coding language will be used Python, and Google Colab will
be the area to develop/run this project.
Each project is required different libraries, which need to be installed at the beginning of the
project, or later stages as per sections requirement. Some libraries are used to plot the values,
and some libraries are used for data cleaning, etc.

Figure 7: Installed all Libraries

7.2.2 Data Cleaning Process.
As shown in section 7.1.2, the dataset is clean, and no further cleaning action is required. So,
it can be used directly.
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7.3 Data Mining
7.3.1 Exploratory Data Analysis
Dealing with temperatures and a limited range of data is easy, but it is essential to see the
statistical information for each attribute in this data, like the average temperature supply/return,
minimum & maximum. The most crucial part is knowing the readings for interquartile range
(IQR), in a different way to study Boxplot, where it is used to divide the data into four quarters
by 25%, where it can give people a quick understanding of value, the dispersion of the dataset,
and signs of skewness.

Figure 8: Data Discerption

.

Figure 9: Importing plotting library & build the code.
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Figure 10: Average Flow, Average Power & Peak Power graphs *
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From above, it is interested to plot some graphs like flow, power, and peak power, which is
most related to the objectives of this project
It shows the first graph (blue line), representing the average flow, the red line showing Average
Power, and the black graph showing the peak power (TR) for the same duration. Flow is a
coolant liquid that needs to keep circulating in the network (dynamic system). If the flow went
down, it means it is raising the temperature in the secondary side (customer side), and that what
is showing during the winter season, where the secondary side does not have a high load, so
the FCV is at a minimum opening set point. As subsequence, the power will go down also.
Comparing all three graphs clearly shows that it is repeated seasonal trends, where during the
summer season, the values at the maximum, and lowest at winter. Also, it is observed that
during one of the years the flow and power readings were a bit longer in duration, comparing
to the previous year.

TR calculation can be found using below equation:
𝑇𝑅 =

𝑓𝑙𝑜𝑤 (𝑔𝑝𝑚)𝑥 ∆𝑇 (℉)
24 ℎ𝑜𝑢𝑟𝑠

(Eq.1)
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7.3.2 Training & Testing for original dataset
This project will apply a few algorithms and tools that can predict the accurate values for flow,
which is the objective for this paper, and will also check for power and peak power if possible.
So, will use KNN & SVM algorithms along with the ARIMA tool. Those algorithms were
selected because it is supervised machine learning based on the data set. Many other tools or
algorithms might be used, but this depends on the user selection and his dataset applicability.
All those algorithms & tools need to be trained and tested as part of the ML process to
understand the original dataset parameters' interrelationship. Usually, it necessary to decide
how does the user want to divide the dataset, which means in percentages wise; in this case, it
is decided to go with 70% for training, and 30% for testing.

Figure 11: Dividing the dataset into training and testing

Data divided into 70% training and 30% for testing; this will be used in all algorithms and
tools. X is used for some attributes, and Y is used for flow, where x will be used to store the
existing values, and Y will store the new values after testing.

7.3.2.1 ARIMA Section

ARIMA (Auto-Regressive Integrated Moving Average) is a time series where it was used in
12: Checking
for xcyclical,
& y values *seasonal, and irregular events on
prediction models. It also showsFigure
the impact
of the

the measured data item. Auto-Regressive: lag of variables itself, integrated: differencing steps
required to make stationery, Moving Average: Lags of previous information shocks. Where
Non-seasonal ARIMA model can be classified as ARIMA(p,d,q), where p represents the
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number of autoregressive terms, d value represents the number of non-seasonal differences
required for stationarity, d value represents the of number of slacked (lagged) estimate
mistakes within the forecast condition equation.
7.3.2.1.1 Augmented Dickey-Fuller Test

This project deals with time series analysis; most statistical forecasting methods assume that
the time series is approximability stationery. In a stationary time series, measurable and
statistical properties such as mean, and change are steady over time. In a non-stationary series,
these properties are depending on time and changing each time. So, the Augmented DickeyFuller Test (ad_test) is a well-known statistical test that can help determine if your time series
is stationary.

Figure 154: Augmented Data Fuller test and analysis

Figure 14: storing the new values into their locations

Figure 145: Augmented statistical Testing with respect to Flow, Power & Peak Power *
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This step is very important before doing ARIMA time series forecasting. Will apply this test on the
main three attributes (Flow, Power, Peak_Power)

The Augmented Dickey-Fuller (ADF) statistic test is used to determine whether if data should
be first differenced or regressed on the deterministic function of time to render the data
stationary. And actual testing can either be a Null hypothesis or an Alternative hypothesis.
•

Null hypothesis (H0): its declaration about the population that either is supposed to be
true (accurate) or is used to put into the open argument, unless it can be proved to be
incorrect beyond a reasonable doubt.

•

Alternative hypothesis (Ha): claims about the population that opposing to (H0) and what
was mentioned in (H0) when it was rejected.
o

ADF: The more negative it is, the more grounded the dismissal of the theory that
there is a unit root at a few levels of certainty and confidence.

o

P-Values: A smaller p-value means that there is stronger evidence in favor of the
alternative hypothesis.

o

Num of lags: Lag is essentially delay. Just as correlation shows how much two time
series are similar, autocorrelation describes how similar the time series is with itself.

o

Num of Observations used: Critical Values: Confidence values at 1%, 5% and 10%
confidence interval.

Summary of testing of Augmented Dickey-Fuller Test, P-values are more than 0.05, is the
probability that the null hypothesis is true, and no effect was observed.
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7.3.2.1.2 ARIMA Model: Average Flow

Figure 16: Fitting ARIMA model with respect to average flow

From Fig. 16 (red box) the results showed that the best model for flow is 2,1,1
respectively with p = 2, d = 1, and q = 1

Figure 17: ARIMA average flow details
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Figure 18: Residual Statistics details (for Average Flow)*

The residual means the difference between the observed values and the model's mean values
predicting that observation. Also, it is observed that some negative values, which means the
actual value was less than the predicted values, and the same for positive values, where the
actual values were more than the predicted values. So, it is better to do plot the predicted values.

Figure 19: Testing details (for Average Flow) *
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7.3.2.1.3 ARIMA Model: Average Power

Figure 20: Fitting ARIMA model with respect to average power

From Fig. 20 (red box) the results showed that the best model for flow is 4,1,4
respectively with p = 4, d = 1, and q = 4.

Figure 21: ARIMA average power details

29

`

Figure 22: Residual Statistics details (for Average Power) *

Fig.22 shows many fluctuating residual values, but it is better than Average flow residual
values, where many negative values were observed. Also, the std because down, and means the
fluctuation is very hard here, and this might impact on the predicted values later stage.

Figure 23: Testing details (for Average Power) *

The above trend shows the average power after testing, and it seems fine and normal.
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7.3.2.1.4 ARIMA Model: Peak Power

Figure 24: Fitting ARIMA model with respect to peak power

From Fig. 24 (red box) the results showed that the best model for flow is 4,1,5
respectively with p = 4, d = 1, and q = 5.

Figure 25: ARIMA model details for peak power
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Figure 26: Residual Statistics details (for peak power)*

Still the negative values are repeated in peak power, and even it is more than positive values,
and major drop like 5 times.

Figure 27: Testing details (for peak Power) *

Fig. 27 showing testing values for peak power, and it looks like normal dataset patterns.
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7.3.2.2 KNN Section

KNN algorithm is one of the highest popular algorithms in machine learning for regression. It
uses data and classifies new data points based on similarity measures. As long as the K values
are increasing, the accuracy might increase; sometimes, it is about trial and error process. In
this case, the best value for K was at K=2. Keep in mind that the lower values of error are
better, with high accuracy.

Figure 28: KNN classification

To understand the meaning of this algorithm, Fig. 28 shows that there are two classes, red and
blue; when K values are smaller (top left), it is clearly showing that the grouping is much better
and grouped well. However, referring to the value of k at 7 (bottom right), the classification of
the red region is covering some blue values, which is not recommended, so the lower k value,
the better classification. The training error rate and the validation error rate are two parameters
that need to access different k values.
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7.3.2.2.1 KNN Model: Average Flow

Figure 30: KNN Algorithm training/ testing with respect to Average Flow

Figure 29: KNN testing/training output for Average Flow

From Fig. 26 it is showing the predicted values (red points) are close to the actual (blue points)
while using k = 2, and the Mean Absolute Error is high, and tried to change the value of K to
different numbers, but found it became less accurate, hence kept k = 2 with best accuracy.
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7.3.2.2.2 KNN Model: Average Power

Figure 31: KNN Algorithm training/ testing with respect to Average Power

Figure 32: KNN testing/training output for Average Power

Also, for Average power, the values were regular, predicted values (red points) are close to the
actual (blue points), and the best output was founded when k=2, and the MAE became less.
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7.3.2.2.3 KNN Model: Peak Power

Figure 34: KNN Algorithm training/ testing with respect to Peak Power

Figure 33: KNN testing/training output for Peak Power

Predicted values (red points) are close to the actual (blue points).From above trends, it is
showing variance of accuracy.
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7.3.2.3 SVM Section

In Support Vector Machine (SVM) algorithm, it will plot individual numbers item as a point
in n-dimensional space (where n represent the number of features that dataset has), with the
esteem of each point being the value of a specific coordinate. Then, it will perform
classification by finding the hyper-plane that differentiates the two classes very well. The C
(classification) parameter trades off the correct classification of training examples against
maximization of the decision function’s margin. For larger values of C, a smaller margin will
be accepted if the decision function is better at classifying all training points correctly. A lower
C will encourage a more significant margin, therefore a more straightforward decision function,
at the cost of training accuracy. In other words, C behaves as a regularization parameter in the
SVM. In this case, the C was at best at C= 1,000,000. This might not give an accurate output,
and subsequent might impact the future predicted values. So, 70:30 train/test split is used.
Fitted model on train set used to predict on the test set.

Figure 35: Support Vector Machines Classification

There are two classes of observations, showing in blue and purple, each of which has
measurements on two variables. On the left graph: three separating hyperplanes (out of many)
lines are showing in black. On the right graph: separating hyperplane is showing a single line
in black. Both indicating the decision rule made by the classifier based on the separated lines,
which means whatever is falling in the blue region will consider as a blue class, and whatever
is falling in the purple side will consider as a purple class.
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7.3.2.3.1 SVM Model: Average Flow

Figure 36: SVM Algorithm training/ testing with respect to Average Flow

Figure 37: SVM testing/training output for Average Flow

From Fig. 37, the predicted values (red points) are not that much close to actual values (blue
points), even when C values changed up to 1 Million, and many trial and error was made to
reach to this shape.
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7.3.2.3.2 SVM Model: Average Power

Figure 38: SVM Algorithm training/ testing with respect to Average Power

Figure 39: SVM testing/training output for Average Power

From Fig. 39, the predicted values (red points) are not that much close to actual values (blue
points),even when C values changed up to 1 Million, and many trial and error was made to
reach to this shape.
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7.3.2.3.3 SVM Model: Peak Power

Figure 40: SVM Algorithm training/ testing with respect to Peak Power

Figure 41: SVM testing/training output for Peak Power

From Fig. 41, the predicted values (red points) are not that much close to actual values (blue
points),even when C values changed up to 1 Million, and many trial and error was made to
reach to this shape.
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7.3.3 Evaluating the models and finding the summary of trained model
In the above section covered under 7.3.2, it was found that the accuracy is not stable and not
close to each other. This proves how each algorithm is dealing with the dataset. For data
analytics people, it is crucial to evaluate the outcomes and proceed with the most suitable
method to achieve the expected results with less risks, especially while dealing with decisionmakers people.
7.3.3.1 Evaluating ARIMA model

Figure 42: Checking MSE for flow, power & peak power *

The Mean Squared Error (MSE) is essential in this case, telling how close the regression line
is to a set point. Usually, it is used to check how close forecasted readings are close to the
actual values. The lower the MSE, the accurate values to the actual, but this dataset shows a
massive difference for average flow, average power, and peak power. In other words, this will
lead to incorrect values for forecasting the future. Also, the Squared function was used to
remove the negative, which were observed in residual parts.
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7.3.3.2 Evaluating KNN model

Figure 43: KNN Accuracy

KNN algorithm showing a good score, compared to ARIMA, and it is showing 94% accuracy
which help to predict the future values with high accuracy.

7.3.3.3 Evaluating SVM model

Figure 44: SVM accuracy

As mentioned above, SVM was not much accurate even if the C values changed up to 1 million;
still the accuracy of the trained values to tested is 5% only, which is not accepted, and clearly,
in Fig. 37,39, and 41 it indicated that the outliers were ignored during testing and training
process.

(Note: even though, will prove the accuracy by predicting the future values and will try plot the outcome)
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7.3.4 Predicting the future values
This section will forecast the reading for flow, power, and peak power for the ARIMA model, KNN, and SVM. Prediction values trends shows
the maximum /minimum values to decide when the time for action is required by DCC.
7.3.4.1 ARIMA Predicted values

Figure 45: ARIMA Predicted Values graphs using tableau
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The predicted values show some values that inconsistent in daily readings and not behaving
similarly to original data. Hence, it extracted the data from python to CSV format, and plot it
into Tableau for visualization.
The above figure is showing cumulative values, which should not be in this case, due to that
the values are changing based on the season and demand load, but here it is showing the
condition is the same, even if the data set trained and tested, the result not met the expectations
at this level, but from MAE, it was indicating that the error is high. This might be a result of
the dataset length and not sufficient for this tool. it noticed that also, some scaling issue
reflected, in peak power, it is showing numbers with 15 digits, which is incorrect.

Figure 46: ARIMA Trends Line Model description from Tableau software
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Moreover, the values of b, d & q are affecting the results. In this model, the Augmented DickeyFuller Test was recommending using order as (p = 2, d= 1, q=1), where p means the number
of auto-aggressive terms, d is the number of non-seasonal difference needed for stationary, and
q is the number of lagged forecast errors in the prediction equation. The Dickey-Fuller test is
checks the dataset intercept to see if there is any relationship between the paraments selected
for testing, and accordingly, it finds the best order for p, d, and q values. Another factor is
affecting this model is that the AIC, P-value, and number of observations and number of the
lags.
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7.3.4.2 KNN Predicted values

From the KNN evaluation section, it was found that the accuracy of this algorithm is about 94%, which is the best result compared to other tools
and algorithms. To find the behavior of the predicted data, it is extracted from python to CSV format and plotted in Tableau software for comparison
and visualization.

Figure 47: KNN predicted Values graphs using Tableau *
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Comparing the original dataset trend to these trends are showing similar patterns, and from the
Tableau, the retrieved data is showing the models degrees of freedom is 2, and MSE is 24334
with a standers error of 155.9, and P-value for these trends is 0.0001 (less than 0.05) which
indicate it is significance.

Figure 48: KNN Trends Line Model description from Tableau software
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7.3.4.3 SVM Predicted values

The SVM evaluation section showed that this model's accuracy is 5%, which is not recommended to be taken in decision considerations. But, to
get more understanding, will be plotting the graphs of these model.

Figure 49: SVM predicted Values graphs using Tableau
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Figure 50: SVM Trends Line Model description from Tableau software

In Figure 47, the trend of flow shows negative values, which is totally incorrect, and it is not
looking like seasonal data. Overall, the SVM algorithm seems to be illogical, as it is showing
stable values starting from certain time onwards. This might be due to the weakness of the
training process in this algorithm. Also, the MSE, as shown in the earlier stage, it is very high
and impacted in the predicted values, and it is proved that this algorithm can be used and give
better results if it is used as a classifier based on the dataset type.
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7.3.5 Predicted values evaluation
Based on the above section, three prediction types were used, and different values were
predicted based. Each algorithm has its way of dealing with data, and this also depended on
the data length and data type. In this report, ARIMA, KNN, and SVM were selected due to
supervised learning and regression analysis, where this can help identify which variables have
an impact/intercept on a specific interest. During the process of performing a regression, it
helps the user to determine which factors matter most and which factors can be ignored.
The ARIMA model showed that testing values were typically compared to the original dataset,
it could not find seasonal patterns, so it predicts the man values (straight line). In other words,
the data set is not stationary, and it varies each day; even though that the module predicted the
best order for p, d & q, the model still not functioning well. To improve the model, either to
work to improve coefficient estimation like maximum estimation likelihood, least-square.
Alternatively, work to improve model & Residual Diagnostic such as AIC, BIC.
KNN showed the best accuracy during the testing/ training stage and found that the accuracy
was 94%, which much close to the original data. Even predicted values showed that the trends
were a similar pattern, indicating the confidence of the values. The reason behind this is the
mechanism of this algorithm and how it is looking for the link between each point. To improve
this model's accuracy can be by doing some tuning hyperparameters, which means these
parameters control the learning process and efficiency during the training stage of machine
learning. It basically determines how the algorithm is going to different learning approaches in
different steps of it is process. Additionally, Robust scaling can enhance the algorithm's
performance, which means using scaling to overcome the presence of outliers in the dataset,
which rescales the feature using the median and quartile range.
SVM was also used in this project, and it was challenging to select the C values; trial and error
were used to help the training dataset to improve. In general, SVM takes data points to draw a
straight line between two classes, all the data points that fall on one side will be labeled as one
class, and other points laid on the other side will be considered as second class. It is usually a
better idea to apply the ensemble method to improve the model's accuracy by using boosting
or bagging. Boosting means a technique used to adjust the weight of an observation based on
the lass classification, which will decrease the bias error and develop strong predictive models.
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8. Analysis Results
Three different models were developed and found that the accuracy percentage not matching
to each other. The reasons might be due to the mechanism of the algorithm and its functionality.
So, it decided to ignore the ARIMA model and SVM due to incorrect perdition values and will
consider the KNN model as a validation reference.
For comparison and check how accurate predicted values to actual values, requested additional
data for 1 month (actual) and compared it to predicted Flow, Power, and Peak Power values.
Figure 51 shows that the pattern is close to both readings, will little difference For the Flow, it
is shown that almost all the readings are the same on some days. However, in Power and Peak
Power not that close, but within the same range tolerance.
This project aims to determine and predict the load demand to a particular customer, and this
will help DCC to serve the client in a better way to avoid any complaint regarding flow or
power demand. The main goal is achieved and found that the highest flow required, and the
highest average power also will occur in the same day as it shown in figure 47. This means that
DCC needs to modify/upgrade the existing equipment in terms of pumps and chillers, where
the above numbers exceed the plant-designed flow and refrigerant tonnage.
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Figure 51: Predicted Vs. Actual comparison *
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9. Conclusions and Future Work
Years ago, decision-making used to be taken from experience, thoughts, lessons learned from
incidents, or assumptions. The data analysis world is growing swiftly, and it will be the next
decision-maker factor and will have a considerable value of money for organizations and
countries. Time is money for business markets, and data analytics is a security-enhancing tool
of the future, who have the data he can sustain in his business, else money will be spent more.
This project targeted the time series forecasting based on the historized dataset applied three
models, where ARIMA was not successfully given the results, so went to the next model, which
was KNN, and some improvement was found. Lastly, SVM was also applied to check which
is the best model is the best and proved that KNN is the best algorithm for this dataset, which
can be implemented in DCC decision-making system to support management during their
yearly plants' upgrading meetings. Nevertheless, SVM & ARIMA can be improved more by
applying the techniques mentioned in section 7.3.5.
The next target for this project is to look to the possibility to configure this model or any other
similar model into DCC system, where live data are coming into control room like SCADA
system, this will enhance the behavior of the model, and more training and testing will take
place. If such a system is implemented, it is assured that DCC is the first organization who
implement this technology in the district cooling sector.
Proudly, to be the first person in DCC how worked in such project and data analytics, and more
confident to share the findings with DCC management for their approval for implementation,
and it was planned earlier to participate in IDEA (International District Energy Association)
conferences and to share the value of the data and how it can help your business for decision
making. Due to confidentiality and DCC policy, it is not allowed to share the results with any
parties without official approval from DCC side.

53

10. Bibliography
Baru, C., Bhandarkar, M., & Nambiar, R. (2018). A Predictive Map Task Scheduler for Optimizing Data
Locality in MapReduce Clusters. Int. J. Grid High Perform, 10(4), 122-138.
Boussaada, Z., Curea, O., Remaci, A., Camblong, H., & Bellaaj, N. (2018, 11). A Nonlinear
Autoregressive Exogenous. Neural Network Model for the Prediction of the Daily Direct Solar
Radiation, 620-629.
Candelieri, A. (2017). Clustering and Support Vector Regression for water demand forecasting and
anomaly (Vol. 9). New York.
Cunningham, P., & Delany, S. J. (2007). k-Nearest neighbour classifiers. University College Dublin.
Dublin: Dublin Institute of Technology.
Electrical and Mechanical Services Department (EMSD). (2012). Implementation of district cooling
system at SEKD. Hong Kong: Legislative Council Panel on Environmental Affairs.
Escriva´-Escriva´, G., A´ lvarez-Bel, C., Rolda´n-Blay, C., & lca´zar-Ortega, M. (2011). New artificial
neural network prediction method for electrical consumption forecasting based on building
end-uses. Energy Build, 43 - 45.
Farias, R. L., Puig, V., Rangel, H. R., & Flores, J. J. (2018, March 15). Multi-Model Prediction for
Demand Forecast in Water Distribution Networks. Energies, 4-6.
Francisco, Zamora-Mart´ınez, Romeu, P., & Pardo, J. (2013). Towards Energy Efficiency: Forecasting
Indoor Temperature via Multivariate Analysis. Snergies, 18 - 21.
HO, P. Y. (2003). Weathering the Storm: Hong Kong Observatory and Social. Hong Kong: Hong Kong
University Press,.
Jain, A., & Ormsbee, L. (2002). Short-term flow demand forecast modeling techniques - conventional
methods versus AI. Oakland: Hydrologic Engineering.
Jang, J., & Leigh, S. (2017, Apr). A Prediction of Optimal Heating Timing based on Artificial Neural
Network by. 37, 563–564.
Liu, Z., Wu, D., Liu, Y., Han, Z., Lun, L., Gao, J., . . . Cao, G. (2019, January 28). Accuracy analyses and
model comparison of machine learning adopted in building energy consumption prediction.
Energy Exploration & Exploitation, 37(4). doi:10.1177/0144598718822400
Murat, M., Malinowska, I., Gos, M., & Krzyszczak, J. (2018). Forecasting daily meteorological time
series using ARIMA and regression models. 2Institute of Agrophysics, Polish Academy of
Sciences. Lublin, Poland: Internaltional Agrophysics. doi:10.1515/intag-2017-0007
Quevedo, V., & Puig, J. (2010). Validation and reconstruction of flow meter data in the Barcelona
water distribution network. Control Engineering, 640–651.

54

Appendix A
Table 1: Data set attributes description ............................................................................................... 17
Figure 1: CRISP DM process .................................................................................................................. 14
Figure 2: Project Analysis Steps used in Python ................................................................................... 16
Figure 3: Uploading the data set and show it *. ................................................................................... 17
Figure 4: Dataset attributes count ........................................................................................................ 18
Figure 5: Checking the attributes types ................................................................................................ 18
Figure 6: Missing data per attribute ..................................................................................................... 19
Figure 7: Installed all Libraries .............................................................................................................. 20
Figure 8: Data Discerption .................................................................................................................... 21
Figure 9: Importing plotting library & build the code. .......................................................................... 21
Figure 10: Average Flow, Average Power & Peak Power graphs * ....................................................... 22
Figure 11: Dividing the dataset into training and testing ..................................................................... 24
Figure 12: Checking for x & y values * .................................................................................................. 24
Figure 13: storing the new values into their locations ........................................................................ 25
Figure 15: Agumented statistical Testing with respect to Flow, Power & Peak Power * ..................... 25
Figure 14: Augmented Data Fuller test and analysis ............................................................................ 25
Figure 16: Fitting ARIMA model with respect to average flow ............................................................. 27
Figure 17: ARIMA average flow details ................................................................................................. 27
Figure 18: Residual Statistics details (for Average Flow)* .................................................................... 28
Figure 19: Testing details (for Average Flow) * .................................................................................... 28
Figure 20: Fitting ARIMA model with respect to average power ......................................................... 29
Figure 21: ARIMA average power details.............................................................................................. 29
Figure 22: Residual Statistics details (for Average Power) *................................................................. 30
Figure 23: Testing details (for Average Power) * .................................................................................. 30
Figure 24: Fitting ARIMA model with respect to peak power............................................................... 31
Figure 25: ARIMA model details for peak power .................................................................................. 31
Figure 26: Residual Statistics details (for peak power)* ....................................................................... 32
Figure 27: Testing details (for peak Power) * ....................................................................................... 32
Figure 28: KNN classification................................................................................................................. 33
Figure 29: KNN testing/training output for Average Flow .................................................................... 34
Figure 30: KNN Algorithm training/ testing with respect to Average Flow .......................................... 34
Figure 31: KNN Algorithm training/ testing with respect to Average Power ....................................... 35
Figure 32: KNN testing/training output for Average Power ................................................................. 35
Figure 34: KNN testing/training output for Peak Power ....................................................................... 36
Figure 33: KNN Algorithm training/ testing with respect to Peak Power ............................................. 36
Figure 35: Support Vector Machines Classification .............................................................................. 37
Figure 36: SVM Algorithm training/ testing with respect to Average Flow .......................................... 38
Figure 37: SVM testing/training output for Average Flow.................................................................... 38
Figure 38: SVM Algorithm training/ testing with respect to Average Power ....................................... 39
Figure 39: SVM testing/training output for Average Power ................................................................. 39
Figure 40: SVM Algorithm training/ testing with respect to Peak Power ............................................. 40
Figure 41: SVM testing/training output for Peak Power ...................................................................... 40
Figure 42: Checking MSE for flow, power & peak power ..................................................................... 41
Figure 43: KNN Accuracy ....................................................................................................................... 42
Figure 44: SVM accuracy ....................................................................................................................... 42

55

Figure 45: ARIMA Predicted Values graphs using tableau .................................................................... 43
Figure 46: ARIMA Trends Line Model description from Tableau software .......................................... 44
Figure 47: KNN predicted Values graphs using Tableau * .................................................................... 46
Figure 48: KNN Trends Line Model description from Tableau software .............................................. 47
Figure 49: SVM predicted Values graphs using Tableau ....................................................................... 48
Figure 50: SVM Trends Line Model description from Tableau software .............................................. 49
Figure 51: Predicted Vs. Actual comparison * ...................................................................................... 52

56

