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In this note the authors study the mapping properties of a class of integral operators with variable kernels
on the weak Hardy spaces.
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1. Introduction
Let Sn−1 be the unit sphere in Rn (n 2) with normalized Lebesgue measure dσ. A function
Ω(x, z) defined on Rn ×Rn is said to be in L∞(Rn)×Lq(Sn−1), q  1, if Ω(x, z) satisfies the
following conditions:
(i) for any x, z ∈Rn and λ > 0, Ω(x,λz) = Ω(x, z);
(ii) ‖Ω‖L∞(Rn)×Lq(Sn−1) := supx∈Rn(
∫
Sn−1 |Ω(x, z′)|q dσ (z′))1/q < ∞, where z′ = z/|z| for
any z ∈Rn \ {0}.
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Sn−1
Ω(x, z′) dσ (z′) = 0 for any x ∈Rn, (1.1)
then the singular integral operator with variable kernel is defined by
TΩf (x) = p.v.
∫
Rn
Ω(x, x − y)
|x − y|n f (y) dy.
In 1955, Calderón and Zygmund found that the operator TΩ connects closely with the problem
about the second order linear elliptic equations with variable coefficients. In [1], Calderón and
Zygmund obtained the L2 boundedness of TΩ (see also [2]).
Theorem A. (See [1].) If Ω(x, z) ∈ L∞(Rn) × Lq(Sn−1), q > 2(n − 1)/n, satisfies (1.1), then
there is a constant C > 0 such that ‖TΩf ‖L2  C‖f ‖L2 .
In 1971, Muckenhoupt and Wheeden [5] gave the weighted boundedness of the operator TΩ
for power weight. In the same paper, Muckenhoupt and Wheeden considered also the similar
question for the factional integral operator TΩ,α with variable kernel. Here TΩ,α is defined by
TΩ,αf (x) =
∫
Rn
Ω(x, x − y)
|x − y|n−α f (y) dy,
where 0 < α < n and Ω(x, z) ∈ L∞(Rn) × Lq(Sn−1) for q  1.
In this note we shall study the mapping properties of TΩ and TΩ,α on the weak Hardy spaces
H 1,∞(Rn). The space H 1,∞(Rn) was defined first by Fefferman and Soria in [3].
Definition 1. Suppose that φ ∈ C∞0 (Rn) with
∫
φ = 0. Denote f ∗+(x) = supt>0 |(φt ∗ f )(x)|,
where φt (x) = t−nφ(x/t). Then
H 1,∞
(
R
n
)= {f : sup
β>0
β
∣∣{x ∈Rn: f ∗+(x) > β}∣∣ C < ∞}. (1.2)
The smallest constant C in (1.2) is called the H 1,∞(Rn) norm of f , which is denoted
by ‖f ‖H 1,∞ .
Before stating our results, let us recall the definition of the integral modulus of continuity.
Definition 2. Let Ω(x, z) ∈ L∞(Rn) × Lq(Sn−1), q  1. Then the integral modulus ωq(δ) of
continuity of order q of Ω is defined by
ωq(δ) = sup
‖ρ‖δ
( ∫
Sn−1
sup
x∈Rn
∣∣Ω(x,ρz′) − Ω(x, z′)∣∣q dσ (z′))1/q
and ρ is a rotation in Rn with ‖ρ‖ = supz′∈Sn−1 |ρz′ −z′|. We simply denote ωq(δ) by ω(δ) when
q = 1.
Our first result shows that TΩ is a bounded operator from the weak Hardy space H 1,∞(Rn)
to the weak L1 space L1,∞(Rn) if Ω satisfies a weaker smoothness condition on the unit sphere.
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1∫
0
ω(δ)
δ
(
1 + | log δ|)σ dδ < ∞ for some σ > 1, (1.3)
then there exists a constant C > 0, independent of f , such that for any f ∈ H 1,∞(Rn) and β > 0,
∣∣{x: ∣∣TΩ(f )(x)∣∣> β}∣∣ C
β
‖f ‖H 1,∞ . (1.4)
Remark 1. Denote by M the Hardy–Littlewood maximal operator. It is known that if φ ∈
C∞0 (Rn) and f ∈ L1(Rn), then f ∗+(x) CM(f )(x) (see [6, p. 62, Theorem 2]). Hence, by the
weak (1,1) boundedness of M , it is easy to see that the space L1(Rn) is continuously embedded
as a subspace of the space H 1,∞(Rn), and ‖f ‖H 1,∞  C‖f ‖L1 for any f ∈ L1(Rn). Thus we
get immediately the following corollary of Theorem 1.
Corollary 1. If Ω ∈ L∞(Rn) × Lq(Sn−1), q > 2(n − 1)/n, satisfies (1.1) and (1.3), then the
operator TΩ is of weak type (1,1). That is, there exists a constant C > 0 such that for any
f ∈ L1(Rn) and β > 0,
∣∣{x: ∣∣TΩf (x)∣∣> β}∣∣ C
β
‖f ‖L1 .
Remark 2. By the conclusions of Theorem A and Corollary 1 and applying the interpolation
theorem of linear operator (see [7]), we obtain the Lp boundedness of the operator TΩ for 1 <
p < 2.
Corollary 2. If Ω ∈ L∞(Rn) × Lq(Sn−1), q > 2(n − 1)/n, satisfies (1.1) and (1.3), then for
1 <p < 2, ‖TΩ(f )‖Lp C‖f ‖Lp , where C > 0 is independent of f .
Now let us turn to stating the mapping property of the factional integral TΩ,α on H 1,∞(Rn).
Theorem 2. Suppose 0 < α < n, r > n/(n − α). If Ω(x, z) ∈ L∞(Rn) × Lr(Sn−1) satisfying
1∫
0
ωn/(n−α)(δ)
δ
(
1 + | log δ|)σ dδ < ∞, for some σ > 1, (1.5)
then there exists a constant C > 0 such that for any f ∈ H 1,∞(Rn) and β > 0,∣∣{x: ∣∣TΩ,α(f )∣∣> β}∣∣ C(‖f ‖H 1,∞/β)n/(n−α). (1.6)
Remark 3. Through Remark 1, we easily obtain the following corollary of Theorem 2.
Corollary 3. Suppose 0 < α < n, r > n/(n − α). If Ω(x, z) ∈ L∞(Rn) × Lr(Sn−1) satisfy-
ing (1.5), then there exists a constant C > 0 such that for any f ∈ L1(Rn) and β > 0,∣∣{x: ∣∣TΩ,α(f )∣∣> β}∣∣ C(‖f ‖L1/β)n/(n−α).
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We need the following Fefferman–Soria’s decomposition theorem of function in H 1,∞(Rn).
Theorem B. (See [3].) Given a function f ∈ H 1,∞(Rn), there exists a sequence of bounded
functions {fk}∞k=−∞ with the following properties:
(a) f −∑|k|N fk tends to zero in the sense of distributions;
(b) each fk may be further decomposed as fk =∑i hki in L1 and {hki } satisfies
(i) supp(hki ) ⊂ Bki := B(xki , rki ), where B(x, r) denotes the ball in Rn with the center at x
and radius r . Moreover,
∑
i |Bki | C12−k and
∑
i χBki
(x) C, where C1 ∼ ‖f ‖H 1,∞;
(ii) ‖hki ‖∞  C2k, where C is independent of i and k;
(iii) ∫ hki (x) dx = 0 for every i and k.
Now let us return to the proof of Theorem 1. We need to show that there exists a constant
C > 0 such that (1.4) holds for any f ∈ H 1,∞(Rn) and β > 0. To do this, we choose k0 satisfying
2k0  β < 2k0+1. By Theorem B, we may write
f =
k0∑
k=−∞
fk +
∞∑
k=k0+1
fk := F1 + F2 and fk =
∑
i
hki ,
where hki satisfies (i)–(iii). Denote Ak = supp(fk). Then Ak =
⋃
i B
k
i and |Ak| 
∑
i |Bki | 
C2−k‖f ‖H 1,∞ . Note that ‖fk‖∞  C2k. We have
‖F1‖2 
k0∑
k=−∞
‖fk‖2  C
k0∑
k=−∞
2k|Ak|1/2  C
k0∑
k=−∞
2k/2‖f ‖1/2
H 1,∞  C‖f ‖
1/2
H 1,∞β
1/2.
By Theorem A, it is easy to see that∣∣{x: ∣∣TΩ(F1)(x)∣∣> β}∣∣ β−2∥∥TΩ(F1)∥∥22 Cβ−2‖F1‖22  Cβ−1‖f ‖H 1,∞ . (2.1)
On the other hand, denote
Bki = B
(
xki ,2(3/2)
(k−k0)/nrki
)
and Bk0 =
∞⋃
k=k0+1
⋃
i
Bki .
We have
|Bk0 | C
∑
k=k0+1
∑
i
∣∣Bki ∣∣ C ∑
k=k0+1
∑
i
2n(3/2)k−k0
∣∣Bki ∣∣
 C
∞∑
k=k0+1
(3/2)k−k0 2−k‖f ‖H 1,∞  Cβ−1‖f ‖H 1,∞ . (2.2)
Thus, in order to complete the proof of (1.4), it suffices to show∣∣{x ∈ (Bk0)c: ∣∣TΩ(F2)(x)∣∣> β}∣∣ Cβ−1‖f ‖H 1,∞ . (2.3)
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c
∣∣TΩ(F2)(x)∣∣dx =
∫
(Bk0 )
c
∣∣∣∣
∫
Rn
Ω(x, x − y)
|x − y|n
∑
k=k0+1
∑
i
hki (y) dy
∣∣∣∣dx

∑
k=k0+1
∑
i
(I1 + I2), (2.4)
where
I1 =
∫
(Bk0 )
c
∣∣∣∣
∫
Bki
hki (y)
Ω(x, x − y) − Ω(x,x − xki )
|x − y|n dy
∣∣∣∣dx
and
I2 =
∫
(Bk0 )
c
∣∣∣∣
∫
Bki
hki (y)Ω
(
x, x − xki
)( 1
|x − y|n −
1
|x − xki |n
)∣∣∣∣dx.
It is easy to see that 13 |x − y| |x − xki | 3|x − y| for all i and k, since y ∈ Bki and x ∈ (Bk0)c .
Thus
I2  C
∫
(Bk0 )
c
|Ω(x,x − xki )|
|x − xki |n+1
∫
Bki
∣∣hki (y)∣∣∣∣y − xki ∣∣dy dx
 C2krki
∣∣Bki ∣∣
∞∫
2(3/2)(k−k0)/nrki
1
t2
∫
Sn−1
∣∣Ω(tx′ + xki , x′)∣∣dσ(x′) dt
 C2k
∣∣Bki ∣∣(2/3)(k−k0)/n.
Therefore∑
k=k0+1
∑
i
I2  C
∑
k=k0+1
(2/3)(k−k0)/n‖f ‖H 1,∞  C‖f ‖H 1,∞ . (2.5)
For I1, we have still |x − y| ∼ |x − xki |. Denote simply 2j (3/2)(k−k0)/nrki by Rki,j ,
I1  C2k
∫
Bki
∞∑
j=1
∫
Rki,j|x−xki |Rki,j+1
|Ω(x,x − y) − Ω(x,x − xki )|
|x − xki |n
dx dy
 C2k
∫
Bki
∞∑
j=1
∫
Rki,j|x|Rki,j+1
|Ω(x + xki , x + xki − y) − Ω(x + xki , x)|
|x|n dx dy
 C2k
∫
Bki
∞∑
j=1
Rki,j+1∫
Rki,j
1
t
∫
Sn−1
∣∣Ω(tx′ + xki , tx′ + xki − y)− Ω(tx′ + xki , tx′)∣∣dσ(x′) dt dy.
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Sn−1
∣∣Ω(tx′ + xki , tx′ + xki − y)− Ω(tx′ + xki , tx′)∣∣dσ(x′)
=
∫
Sn−1
∣∣∣∣Ω
(
tx′ + xki ,
x′ − ξ
|x′ − ξ |
)
− Ω(tx′ + xki , x′)
∣∣∣∣dσ(x′)
 C sup
|ρ||ξ |
∫
Sn−1
sup
w∈Rn
∣∣Ω(w,ρx′) − Ω(w,x′)∣∣dσ(x′)
 Cω
( |y − xki |
t
)
.
Thus
I1  C2k
∫
Bki
∞∑
j=1
Rki,j+1∫
Rki,j
1
t
ω
( |y − xki |
t
)
dt dy = C2k
∫
Bki
∞∑
j=1
|y−xk
i
|
Rk
i,j∫
|y−xk
i
|
Rk
i,j+1
ω(δ)
δ
dδ dy
 C2k
∫
Bki
(2/3)(k−k0)/n∫
0
ω(δ)
δ
dδ dy. (2.6)
By (1.3) we have
(2/3)(k−k0)/n∫
0
ω(δ)
δ
dδ  C 1[1 + (k − k0) log(3/2)]σ
1∫
0
ω(δ)
δ
(
1 + | log δ|)σ dδ  C
(k − k0)σ ,
which and (2.6) imply
∞∑
k=k0+1
∑
i
I1 C
∞∑
k=k0+1
∑
i
2k
∣∣Bki ∣∣
(
1
(k − k0)σ
)
C‖f ‖H 1,∞ . (2.7)
Then (2.3) follows from (2.4), (2.5) and (2.7). Combining (2.3) with (2.1) and (2.2), we complete
the proof of Theorem 1.
3. Proof of Theorem 2
Before proving Theorem 2, let us recall some known results.
Theorem C. (See [5].) Suppose that 0 < α < n, 1 < p < n/α, 1/q = 1/p − α/n and r > p′.
If Ω(x, z) ∈ L∞(Rn) × Lr(Sn−1), then if and only if −n/q < γ < n/q ′ − (n − 1)/r − α, there
exists a constant C > 0 independent of f and Ω , such that∥∥∥∥|x|γ
∫
Rn
Ω(x, y)
|y|n−α f (x − y)dy
∥∥∥∥
Lq(Rn)
 C‖Ω‖L∞×Lr(Sn−1)
∥∥|x|γ f (x)∥∥
Lp(Rn)
.
If r < p′, for any γ there does not exist any constant C satisfying the above.
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rem C, we have ‖TΩ,α(f )‖Lq(Rn) C‖f ‖Lp(Rn), where C is a constant independent of f .
Lemma 3.1. (See [4].) Let 0  α < n. Suppose Ω(x, z) ∈ L∞(Rn) × Lq(Sn−1) satisfies the
Lq -Dini condition for q  1. If there exists a constant 0 < β < 1/2 such that |y| < βR, then
( ∫
R<|x|<2R
∣∣∣∣Ω(x,x − y)|x − y|n−α − Ω(x,x)|x|n−α
∣∣∣∣
q
dx
)1/q
 CRn/q−(n−α)
(
|y|
R
+
|y|/R∫
|y|/2R
ωq(δ)
δ
dδ
)
,
where the constant C > 0 is independent of R and y.
Now let us turn to the proof of Theorem 2. We need to show that there exists a constant C > 0
such that (1.6) holds for any f ∈ H 1,∞(Rn) and β > 0. To do this, we choose k0 satisfying
2k0  βn/(n−α)/‖f ‖α/(n−α)
H 1,∞ < 2
k0+1. By Theorem B, we may write
f =
k0∑
k=−∞
fk +
∞∑
k=k0+1
fk := F1 + F2 and fk =
∑
i
hki ,
where hki satisfies (i)–(iii). Denote Ak = supp(fk). Then Ak =
⋃
i B
k
i and |Ak| 
∑
i |Bki | 
C2−k‖f ‖H 1,∞ . Since r > n/(n − α), equivalently 1  r ′ < n/α we can choose p such that
1 r ′ < p < n/α. We then choose q such that 1/q = 1/p − α/n. By Remark 4, we can obtain
TΩ,α is bounded from Lp(Rn) to Lq(Rn). Note that ‖fk‖∞  C2k, we have
‖F1‖Lp 
k0∑
k=−∞
‖fk‖Lp  C
k0∑
k=−∞
2k|Ak|1/p C
k0∑
k=−∞
2k
(
2−k‖f ‖H 1,∞
)1/p
C
k0∑
k=−∞
2k(1−1/p)‖f ‖1/p
H 1,∞  C2
k0(1−1/p)‖f ‖1/p
H 1,∞
Cβ1−n/q(n−α)‖f ‖n/q(n−α)
H 1,∞ .
Thus
∣∣{x∣∣TΩ,α(F1)(x)∣∣> β}∣∣ β−q∥∥TΩ,α(F1)∥∥qLq  Cβ−q‖F1‖qLp
Cβ−q
(
β1−n/q(n−α)‖f ‖n/q(n−α)
H 1,∞
)q
C
(‖f ‖H 1,∞/β)n/(n−α). (3.1)
On the other hand, denote
Bki = B
(
xki ,2(3/2)
(k−k0)/nrki
)
and Bk0 =
∞⋃
k=k0+1
⋃
i
Bki .
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|Bk0 | C
∑
k=k0+1
∑
i
∣∣Bki ∣∣ C ∑
k=k0+1
∑
i
2n(3/2)k−k0
∣∣Bki ∣∣
 C
∞∑
k=k0+1
(3/2)k−k0 2−k‖f ‖H 1,∞
 C2−(k0+1)‖f ‖H 1,∞
 C
(‖f ‖H 1,∞/β)n/(n−α). (3.2)
Thus, in order to complete the proof of (1.6), it suffices to show∣∣{x ∈ (Bk0)c: ∣∣TΩ(F2)(x)∣∣> β}∣∣ C(‖f ‖H 1,∞/β)n/(n−α). (3.3)
Setting s = n/(n − α), by the Minkowski inequality and Lemma 3.1, since n/s − (n − α) = 0,
we get
J :=
( ∫
(Bk0 )
c
∣∣TΩ(F2)(x)∣∣s dx
)1/s
=
( ∫
(Bk0 )
c
∣∣∣∣
∫
Rn
∞∑
k=k0+1
∑
i
hki (y)
Ω(x, x − y)
|x − y|n−α dy
∣∣∣∣
s
dx
)1/s

∞∑
k=k0+1
∑
i
( ∫
(Bk0 )
c
∣∣∣∣
∫
Bki
hki (y)
(
Ω(x,x − y)
|x − y|n−α −
Ω(x,x − xki )
|x − xki |n−α
)
dy
∣∣∣∣
s
dx
)1/s

∞∑
k=k0+1
∑
i
∫
Bki
∣∣hki (y)∣∣
( ∫
(Bk0 )
c
∣∣∣∣Ω(x,x − y)|x − y|n−α − Ω(x,x − x
k
i )
|x − xki |n−α
∣∣∣∣
s
dx
)1/s
dy
 C
∞∑
k=k0+1
∑
i
∫
Bki
∣∣hki (y)∣∣
×
∞∑
j=1
( ∫
Rki,j|x−xki |Rki,j+1
∣∣∣∣Ω(x,x − y)|x − y|n−α − Ω(x,x − x
k
i )
|x − xki |n−α
∣∣∣∣
s
dx
)1/s
dy
 C
∞∑
k=k0+1
∑
i
∫
Bki
∣∣hki (y)∣∣
∞∑
j=1
(
|y − xki |
Rki,j
+
|y−xki |/Rki,j∫
|y−xki |/Rki,j+1
ωs(δ)
δ
dδ
)
dy
 C
∞∑
k=k0+1
∑
i
∫
Bki
∣∣hki (y)∣∣
(
(2/3)(k−k0)/n +
(2/3)(k−k0)/n∫
0
ωs(δ)
δ
dδ
)
dy. (3.4)
By (1.5) we have
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0
ωs(δ)
δ
dδ C 1[1 + (k − k0) log(3/2)]σ
1∫
0
ωs(δ)
δ
(
1 + | log δ|)σ dδ
 C
(k − k0)σ ,
which and (3.4) imply
J C
∞∑
k=k0+1
∑
i
2k
∣∣Bki ∣∣
(
(2/3)(k−k0)/n + 1
(k − k0)σ
)
C‖f ‖H 1,∞ . (3.5)
Then (3.3) follows from (3.5). Combining (3.3) with (3.1) and (3.2), we therefore complete the
proof of Theorem 2.
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