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Approximate Supermodularity of
Kalman Filter Sensor Selection
Luiz F. O. Chamon, George J. Pappas, and Alejandro Ribeiro
Abstract—This work considers the problem of selecting sensors
in a large scale system to minimize the error in estimating
its states. More specifically, the state estimation mean-square
error (MSE) and worst-case error for Kalman filtering and
smoothing. Such selection problems are in general NP-hard,
i.e., their solution can only be approximated in practice even
for moderately large problems. Due to its low complexity and
iterative nature, greedy algorithms are often used to obtain these
approximations by selecting one sensor at a time choosing at each
step the one that minimizes the estimation performance metric.
When this metric is supermodular, this solution is guaranteed to
be (1− 1/e)-optimal. This is however not the case for the MSE
or the worst-case error. This issue is often circumvented by using
supermodular surrogates, such as the log det, despite the fact that
minimizing the log det is not equivalent to minimizing the MSE.
Here, this issue is addressed by leveraging the concept of approx-
imate supermodularity to derive near-optimality certificates for
greedily minimizing the estimation mean-square and worst-case
error. In typical application scenarios, these certificates approach
the (1−1/e) guarantee obtained for supermodular functions, thus
demonstrating that no change to the original problem is needed
to obtain guaranteed good performance.
I. INTRODUCTION
Often, the outputs of a dynamical system can only be
partially observed due to a limited sensing budget and/or
because the system scale makes instrumenting all outputs
impractical. This issue is critical for distributed systems, where
power and communication constraints further limit the number
of sensors available [2], [3], and is found in applications
such as target tracking, field monitoring, power allocation, and
biological systems analysis [4]–[9]. In these cases, we must
choose which outputs to observe in order to best estimate the
system internal states.
In general, solving this constrained output selection prob-
lem, often known as sensor selection, is NP-hard [10]–[16].
Still, there exist instances for which its solution can be approx-
imated. For instance, when the goal is to find the smallest
set of outputs that makes the system observable, greedy
sensor selection is near-optimal [17]. When only structural
descriptions are available, the problem is also known to be
NP-hard, although a variant in which the output sensing can be
designed freely admits a polynomial time solution [18]–[20].
Nevertheless, observability alone may not guarantee good state
estimates because it does not take into account how hard each
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system mode is to observe. To do so, we turn to measures of
the state estimation error.
In this setting, natural choices of objectives, especially
in Kalman filtering applications, are the state estimation
mean-square error (MSE) and the worst-case estimation error.
However, approximation guarantees for these problems are
scarce. In particular, typical guarantees for greedy search
do not apply since these functions are not supermodular, a
diminishing returns property used to obtain these results—
see [13]–[16] for counter-examples in the context of control
theory. Moreover, though convex relaxations of these problems
have been proposed, they too lack near-optimality certifi-
cates [15], [21]–[26]. In fact, system-independent guarantees
cannot be provided for optimizing the state estimation MSE
unless P = NP [16].
A typical way to address this issue is to use surrogate
supermodular objectives, such as the log-determinant of the
error covariance matrix or some information-theoretic measure
relating the selected output set and its complement [10],
[12], [17], [23], [27], [28]. Though effective, there is no
direct relation between the estimation MSE or the worst-
case estimation error and these cost functions. As a matter
of fact, despite its usefulness in minimizing the volume of the
confidence ellipsoid, the log-determinant is a poor proxy for
the MSE—see Remark 1.
In this work, we take a page out of Tukey’s book and try
to solve the “right problem” [29], i.e., selecting sensors so
as to directly minimize the estimation MSE or the worst-case
estimation error. To make this selection scalable and obtain
performance guarantees, we prove that greedy sensor selection
is near-optimal for minimizing the estimation MSE and the
worst-case estimation error in both filtering and smoothing
settings. Our results show that when the measurement noise
is large compared to the process noise, a scenario of practical
relevance in Kalman filtering, greedy solutions to these prob-
lems approach the classical (1 − 1/e)-optimal certificate for
supermodular objectives [30].
To derive these guarantees, we leverage two notions of
approximate supermodularity in which limited violations of
the diminishing return property are allowed (Section III). In the
case of α-supermodular functions, violations are allowed up
to a multiplicative factor α, whereas -supermodular functions
violate supermodularity up to an additive constant . We prove
that these functions can be minimized near-optimally using
greedy search and that α and  not only quantify how much
supermodularity is violated, but also the loss in performance
guarantee due to these violations (Theorems 1 and 2). We pro-
ceed to show that the estimation MSE is α-supermodular and
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that the worst-case estimation error—i.e., the spectral norm of
the error covariance matrix—is -supermodular (Section IV).
Combining these results yields performance guarantees for
greedy sensor selection using the MSE and the worst-case
error in filtering (Theorem 5) and smoothing (Theorem 6)
state estimation problems (Section V). Note that the α-
supermodularity and corresponding guarantees for the MSE in
filtering and smoothing problems were previously established
in [1]. A field monitoring example is provided to illustrate
these results (Section VI).
Notation: Lowercase boldface letters represent vectors (x),
uppercase boldface letters are matrices (X), and calligraphic
letters denote sets (X ). We write |X | for the cardinality of X
and let ∅ denote the empty set. To say X is a positive semi-
definite (PSD) matrix we write X  0, so that for X,Y ∈
Rn×n, X  Y ⇔ bTXb ≤ bTY b for all b ∈ Rn.
Similarly, we write X  0 when X is positive definite. For
a square matrix X , we denote its spectral norm (`2 induced
norm) by ‖X‖ and its maximum and minimum eigenvalues
by λmax(X) and λmin(X) respectively.
II. PROBLEM FORMULATION
Consider an autonomous dynamical system whose internal
states xk ∈ Rn evolve as
xk+1 = Fxk +wk (1)
and a set of sensors O such that the output yu,k ∈ Rpu of
sensor u ∈ O is given by
yu,k = Huxk + vu,k, (2)
where F ∈ Rn×n is the state transition matrix and Hu ∈
Rpu×n are the sensor output matrices. The process noise wk
and measurement noises vu,k are zero-mean Gaussian ran-
dom vectors with arbitrary covariances EwkwTk = Rw 
0 and Evu,kvTu,k = Rv,u  0 for all k. We as-
sume {vu1,i,vu2,j ,wi,wj} are independent for all i 6= j
and u1, u2 ∈ O. The initial states x0 ∼ N (x¯0,Π0) are
assumed to be a Gaussian random vector with mean x¯0 and
covariance Π0  0.
We seek to estimate the states xk from the observa-
tions {yu,i}u∈X for a sensing set X ⊆ O and i ≤ k.
Depending on the observation history used to estimate the
states at time k, we define the following estimation problems:
(i) Filtering, where the current states are estimated
using past observations, i.e., we seek xˆk(X ) =
E [xk | {yu,i}u∈X , i≤k].
(ii) Smoothing, where all states up to time k are
estimated based on all observations. Formally, we
seek x˜k(X ) = E [x¯k | {yu,i}u∈X , i≤k], where x¯k =[
xT0 x
T
1 · · · xTk
]T
. As opposed to (i), states are
estimated based on both past and future observations.
Note that we do not consider the problem of prediction
in which the states at time k is estimated based on obser-
vations up to j < k, i.e., in which we evaluate xˇk(X ) =
E [xk | {yu,i}u∈X , i≤j<k]. Although filtering and prediction
are different estimation problems, they do not differ from
the viewpoint of sensor selection. Indeed, prediction only
extrapolate the j-th filtered estimate using xˇk = F k−jxˆj .
Since it does not use additional measurements after the j-th
iteration, the sensor selection problem for prediction is in fact
the same as the one for filtering.
The performance of the estimation problems (i) and (ii) for
a given sensing set X ⊆ O is fully characterized by the error
covariance matrix of the estimators xˆ and x˜. Explicitly,
Pk(X ) = E [xˆk(X )− xk] [xˆk(X )− xk]T (3a)
Qk(X ) = E [x˜k(X )− x¯k] [x˜k(X )− x¯k]T (3b)
Observe that since the estimators depend on the sensing set X ,
so do their error covariance matrices. In the propositions
below, we show that the matrices in (3) can be written in
a unified manner as a set function Yk : 2O → S+ of the form
Yk(X ) =
(
M∅,k +
∑
u∈X
Mu,k
)−1
. (4)
where M∅,k  0 is the a priori error covariance matrix that
represents the error in the absence of sensor measurements
and Mu,k  0 carries the information obtained by using
sensor u ∈ O at time k.
Proposition 1. The error covariance matrix Pk(X ) of the fil-
tered estimator xˆ from (i) can be written recursively using (4)
with
M∅,k = P
−1
k|k−1 and Mu,k = Vu, (5)
where Pk|k−1 = FPk−1F T + Rw is the prediction error
covariance matrix, Pk−1 is the estimation error covariance
matrix at time k − 1, P0|−1 = Π0, and Vu = HTuR−1v,uHu.
Proof. This result is obtained directly from the Kalman fil-
ter (KF) recursion (see, e.g., [31]). For ease of reference, we
provide a derivation in the appendix. 
Proposition 2. The error covariance matrix Qk(X ) of the
smoothed estimator x˜ from (ii) can be written as in (4) with
M∅,k = blkdiag(Π0, I ⊗Rw)−1
Mu,k = Φ
T
k (I ⊗ Vu) Φk
(6)
where Vu = HTuR
−1
v,uHu, blkdiag(X,Y ) is the block diag-
onal matrix whose diagonal blocks are X and Y , and
Φk =

I
F I
...
...
. . .
F k F k−1 · · · I
 . (7)
Proof. The proof follows classical stochastic least-squares
results (see, e.g., [31]). For ease of reference, we provide a
derivation in the appendix. 
Propositions 1 and 2 show how the abstract set function (4)
applies to both filtering and smoothing estimation problems.
In the sequel, we formulate the sensor selection problem
and derive theoretical guarantees directly in terms of the
generic (4). Particular results for the estimation problems (i)
and (ii) are provided in Section V.
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A. Kalman filter sensor selection
Our goal is to study sensor selection problems in which we
seek a sensing set X ⊆ O constrained by a budget |X | ≤ s
so that the estimation error covariance matrix Yk(X ) in (4)
is minimized in some sense over a given time horizon N .
Formally:
Problem (Kalman filter sensor selection). Take N ∈ N and
let θk ≥ 0 for k ∈ [0, N − 1] be a set of nonnegative scalar
weights and h : S+ → R be a real-valued spectral function
over the PSD cone. Kalman filter sensor selection can be
written as the discrete optimization problem
minimize
X⊆O, |X |≤s
N−1∑
k=0
θk h
[
Ym+k(X )
]
− C∅, (P?)
where C∅ ,
∑N−1
k=0 θkh[M
−1
∅,m+k] is a constant.
It is worth noting that the constant C∅ is included only
so that the objective of (P?) vanishes when no sensor is
selected—since Yk(∅) = M−1∅,k , taking X = ∅ in (P?)
yields
∑N−1
k=0 θk h[Ym+k(∅)] − C∅ = 0. This normalization
has no effect on the optimization problem, but simplifies the
statement of the approximation certificates presented in the
following sections. Also observe that Propositions 1 and 2 do
not take control inputs into account. Hence, though a sensing
set obtained from (P?) can be used to perform state estimation
in the presence of control inputs, it need not be optimal for the
joint sensing set-controller design problem. This formulation
is left for future works.
Different choices of N , θk, and h in (P?) yield differ-
ent sensor selection problems. For instance, (P?) becomes
a myopic sensor selection problem when N = 1 [27].
When N > 1, we can choose to optimize the final estima-
tion error—corresponding to θk = 0 for all k < N − 1
and θN−1 = 1—, the average error—by making θk = 1 for
all k—, or some weighted average error—e.g., a geometric
discount using θk = ρN−1−k for ρ < 1. Observe that since
the smoothing problem (ii) estimates all states up to k, these
multi-step versions of (P?) may not be useful in practice. We
still consider them for the sake of symmetry.
The scalarization h is necessary because matrix minimiza-
tion in the PSD cone is not well-posed [32] and its choice af-
fects both the complexity and the practical usefulness of (P?).
For instance, (P?) with h(X) = −Tr(X−1) is combinatorial
but modular and can therefore be solved in linear time [33],
[34]. This objective, however, is of little relevance in practice
inasmuch as it has no direct relation to the estimation MSE.
In general, three scalarizations are widely agreed to be of
practical significance:
i. The trace defined as
T ? ∈ argmin
T ⊆O, |T |≤s
fT (T ) ,
N−1∑
k=0
θk Tr
[
Ym+k(T )
]
− C∅,
(PI)
in which case the objective represents the estimation MSE.
ii. The spectral norm or the maximum eigenvalue
S? ∈ argmin
S⊆O, |S|≤s
fS(S) ,
N−1∑
k=0
θk ‖Ym+k(S)‖ − C∅,
(PII)
in which case the objective is a robust version of (PI),
since it minimizes the worst-case estimation error.
iii. The log-determinant
D? ∈ argmin
D⊆O, |D|≤s
N−1∑
k=0
θk log det
[
Ym+k(D)
]
− C∅,
(PIII)
in which case the objective corresponds to the volume of
the confidence ellipsoid [22], [28].
These formulations are natural because they minimize dif-
ferent estimation error metrics related to the MSE, which
is a customary objective in traditional state estimation, i.e.,
problems that do not consider sensor selection (X = O). Still,
problems (PI)–(PIII) are challenging to solve. They are known
to be NP-hard [10], [12]–[15], [17], [33], so their solutions can
only be approximated in practice, typically by means of greedy
algorithms [15], [17].
In the case of problem (PIII), the log-determinant is a mono-
tonically decreasing and supermodular set function [17], [23],
[27], [28], i.e., it displays a “diminishing returns” property
that yields near-optimal performance guarantees for its greedy
minimization [30]. The MSE and the worst-case estimation
error, on the other hand, are not supermodular in general [12]–
[15], [33]. In fact, stringent conditions on the system matrices
are needed to make the estimation MSE supermodular [35],
[36]. These facts notwithstanding, greedy sensor selection has
been observed to perform well when solving (PI) and (PII) in
both control [13], [15], [17] and other contexts [37], [38].
Our goal in the remainder of this paper is to show that
in certain noise regimes of interest these objectives are ap-
proximately submodular, so that the greedy solutions of (PI)
and (PII) come with performance guarantees analogous to
those of (PIII), thereby reconciling empirical observations
with our theoretical understanding of these problems. To
obtain these near-optimal certificates, the following section
develops a theory of approximately supermodular functions,
studying operations that preserve approximate supermodular-
ity and showing that these functions can be near-optimally
minimized. We then show that the trace and the spectral norm
are approximately supermodular scalarizations of Yk so as to
finally provide explicit suboptimality bounds for greedy sensor
selection for filtering/smoothing.
Remark 1. Besides its intrinsic value as a minimizer of the
volume of the confidence ellipsoid [22], [28], the log det is
often put forward as a supermodular surrogate for the MSE.
It is important to point out that this figure of merit is not
directly related to the MSE or the worst-case error and that,
in general, it is not a good surrogate for either of them. In fact,
the log determinant is a good substitute for the MSE only when
the problem has some inherent structure that constraints the
confidence ellipsoid to be somewhat symmetric. Otherwise,
since the volume of an ellipsoid can be reduced by decreasing
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the length of a single principal axis, using the log det can
lead to designs that perform well—in the MSE sense—along
a few directions of the parameter space and poorly along all
others. Formally, this can be seen by comparing the variation
of the log-determinant and trace functions with respect to the
eigenvalues of the PSD matrix Y ,
∂ log det(Y )
∂λj(Y )
=
1
λj(Y )
and
∂ Tr(Y )
∂λj(Y )
= 1.
The gradient of the log-determinant is largest in the direction
of the smallest eigenvalue of the error covariance matrix. In
contrast, the MSE gives equal weight to all directions of the
space. The latter yields balanced designs that are similar to the
former only if those are forced to be balanced by the problem
structure. Even for random dynamical systems with 10 states
and 10 outputs (see Section VI for details), the MSE error
achieved by a sensing set (s = 3) selected by minimizing
the log det was up to 13% larger than a sensing set selected
by minimizing the MSE itself (100 realizations).
III. APPROXIMATELY SUPERMODULAR
FUNCTION MINIMIZATION
Supermodularity (submodularity) encodes a “diminishing
returns” property of certain set functions that implies near-
optimality bounds on their greedy minimization (maximiza-
tion). Well-known representatives of this class include the rank
or log det of a sum of PSD matrices, the Shannon entropy,
and the mutual information [33], [34]. Still, supermodularity
is a stringent condition. In particular, it does not hold for the
objectives of (PI) or (PII) [12]–[14], [33].
The purpose of approximate supermodularity (submodular-
ity) is to relax the original “diminishing returns” property
while controlling the magnitude of the violations. The rationale
is that if a function is “almost” supermodular, then it should
behave similar to a supermodular function. In what follows,
we formalize and quantify these statements.
Consider a set function f : 2O → R whose value for
an arbitrary set X ⊆ O is denoted by f(X ). We say f is
normalized if f(∅) = 0 and f is monotone decreasing if for
all sets A ⊆ B ⊆ O it holds that f(A) ≥ f(B). Observe that
if a function is normalized and monotone decreasing it must
be that f(X ) ≤ 0 for all X ⊆ O. Define
∆uf(X ) = f (X )− f (X ∪ {u}) (8)
to be the variation in the value of f incurred by adding the
element u ∈ O \ X to the set X . Then, a set function f is
supermodular if for all sets A ⊆ B ⊆ O and elements u ∈
O \ B it holds that
∆uf(A) ≥ ∆uf(B). (9)
A function f is submodular if −f is supermodular.
The relevance of supermodular functions in this work is
due to the celebrated bound on the suboptimality of their
greedy minimization [30]. Specifically, consider the generic
cardinality constrained optimization problem
X ? ∈ argmin
|X |≤s
f(X ), (PIV)
and construct its greedy solution by starting with G0 = ∅ and
incorporating the elements from O one at a time so as to
maximize the gain at each step. Explicitly, at step j we do
Gj+1 = Gj ∪ {u},
with u = argmin
w∈O\Gj
f (Gj ∪ {w}) . (10)
The recursion in (10) is repeated for s steps to obtain a greedy
solution with s elements. If f is monotone decreasing and
supermodular [30], then
f(Gs) ≤ (1− e−1)f(X ?). (11)
The guarantee in (11), however, no longer applies when f
is not supermodular. To provide guarantees in these cases,
we leverage two measures of approximate supermodularity
and derive near-optimality bounds for each of them. It is
worth noting that though intuitive, such results are not trivial.
In fact, [39] showed that for another measure of proximity,
functions δ-close to supermodular cannot be optimized in
polynomial time unless δ is small.
We start with a multiplicative relaxation of the supermodular
property (9).
Definition 1 (α-supermodularity). A set function f : 2O → R
is α-supermodular, for α ∈ R, if for all sets A ⊆ B ⊆ O and
all u ∈ O \ B it holds that
∆uf(A) ≥ α∆uf(B). (12)
For α ≥ 1, (12) reduces the original definition of super-
modularity (9), in which case we refer to the function simply
as supermodular [33], [34]. On the other hand, when α < 1, f
is said to be approximately supermodular. Notice that if f is
decreasing, then (12) always holds for α = 0. We are therefore
interested in the largest α for which (12) holds, i.e.,
α = min
A⊂B⊆O
u∈O\B
∆uf(A)
∆uf(B) (13)
This concept first appeared in the context of auction de-
sign [40], although it has been rediscovered in the context of
discrete optimization, estimation, and control [1], [41]–[43].
It is worth noting that α in Definition 1 is also related to
the submodularity ratio γ introduced in [11]. However, the
proposed bounds on γ depended on the sparse eigenvalues of
a matrix, that are NP-hard to compute. The first explicit (P-
computable) bounds on α were obtained in [1], [42], though
the same bounds were more recently derived for γ for a special
case of (PI) (m = 1, M∅ = σ2I , and rank-one Mu) [43].
These results were particularized for the problem of control-
ling linear systems in [44].
Interestingly, α not only measures how much f violates
supermodularity, but it also quantifies the loss in performance
guarantee incurred from these violations.
Theorem 1. Let f be a normalized, monotone decreasing,
and α-supermodular set function (i.e., f(X ) ≤ 0 for all X ⊆
O). Then, the solution obtained after r steps of the greedy
algorithm in (10) obeys
f(Gr) ≤ (1− e−αr/s)f(X ?). (14)
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Theorem 1
Figure 1. Illustration of the near-optimal guarantee from Theorem 1.
Proof. See appendix. 
Theorem 1 bounds the suboptimality of the greedy solu-
tion from (10) when its objective is α-supermodular. Indeed,
since f is a non-positive function, it guarantees that f(Gr) can-
not be too far from the optimal value (Figure 1). At the same
time, it quantifies the effect of relaxing the supermodularity
hypothesis typically used to provide performance guarantees in
these settings. In fact, if f is supermodular (α = 1) and r = s,
we recover the guarantee (11) from [30]. On the other hand,
for an approximately supermodular function (α < 1), the
result in (14) shows that the same 63% guarantee is recovered
by greedily selecting a set of size s/α. Hence, α not only
measures how much f violates supermodularity, but also gives
a factor by which a solution set must increase to maintain
supermodular-like near-optimality. It is worth noting that, as
with the original bound in [30], (14) is not tight and that better
results are typically obtained in practice (see Section VI).
Although α-supermodularity yields a multiplicative approx-
imation factor, finding meaningful bounds on α can be chal-
lenging for certain set functions, such as the objective of (PII).
It is therefore useful to look at approximate supermodularity
from a different perspective, as proposed in [45].
Definition 2 (-supermodularity). A set function f : 2O → R
is -supermodular, for  ∈ R, if for all multisets A ⊆ B ⊆ O
and all u ∈ O \ B it holds that
∆uf(A) ≥ ∆uf(B)− . (15)
Again, we say f is supermodular if  ≤ 0 and approximately
supermodular otherwise. As with α, we want the best  that
satisfies (15), which is given by
 = max
A⊆B⊆O
u∈O\B
∆uf(B)−∆uf(A). (16)
In contrast to α-supermodularity, we obtain an additive ap-
proximation guarantee for the greedy minimization of -
supermodular functions.
Theorem 2. Let f be a normalized, monotone decreasing,
and -supermodular set function (i.e., f(X ) ≤ 0 for all X ⊆
O). Then, the solution obtained after r steps of the greedy
algorithm in (10) obeys
f(Gr) ≤ (1− e−r/s) [f(X ?) + s · ] . (17)
Proof. See appendix. 
As before,  quantifies the loss in performance guarantee
due to relaxing supermodularity. Indeed, (17) reveals that -
supermodular functions have the same guarantees as a su-
permodular function up to an additive factor of Θ(s). In
fact, if  ≤ (es)−1|f(X ?)| (recall that f(X ?) ≤ 0 due to
normalization), then taking r = 3s recovers the supermodu-
lar 63% approximation factor. This same factor is obtained
for (α ≥ 1/3)-supermodular functions.
Although Theorems 1 and 2 characterize the loss in subop-
timality incurred from violating supermodularity, their perfor-
mance certificates depend on the specific values of α and .
However, (13) and (16) reveal that finding α and  for a general
function is a combinatorial problem. To give actual near-
optimal guarantees for greedy solution of the sensor selection
problems (PI) and (PII), the next section bounds the values
of α and  for different scalarizations of (4). Notice that we
do not need to tackle the objectives of (PI) and (PII) directly
thanks to the following lemma.
Lemma 1. Consider the set functions fi : 2O → R, i ∈ N.
Then, for θi ≥ 0 and b ∈ R,
(i) if the fi are αi-supermodular, then g =
∑
i θifi + b is
min(αi)-supermodular;
(ii) if the fi are i-supermodular, then g =
∑
i θifi + b is
(
∑
i θii)-supermodular.
Proof. See appendix. 
IV. APPROXIMATELY SUPERMODULAR
SCALARIZATIONS
Theorems 1 and 2 apply to set functions that are (i) nor-
malized, (ii) monotone decreasing, and (iii) approximately
supermodular. By construction, the objective of (P?) is nor-
malized [(i)]. In this section, we obtain properties (ii) and (iii)
by leveraging Lemma 1 and focusing only on the scalarizations
underlying the objectives of (PI) and (PII), namely the trace
t(X ) = Tr[Yk(X )] (18)
and the spectral norm
e(X ) = ‖Yk(X )‖ , (19)
for Yk defined as in (4).
To establish that set functions t and e are monotone decreas-
ing [(ii)], we prove that Yk(X ) is a decreasing set function
in the PSD cone (Lemma 2). The definition of Loewner order
and the monotonicity of the trace [46] imply the desired result.
The monotone decreasing property of the objectives of (PI)
and (PII) then follows immediately from θj ≥ 0.
Lemma 2. The matrix-valued set function Yk(X ) in (4) is
monotonically decreasing with respect to the PSD cone, i.e.,
A ⊆ B ⊆ O ⇒ Yk(A)  Yk(B).
Proof. The monotone decreasing nature of Yk stems from the
fact that matrix inversion is an operator antitone function, i.e.,
that forX,Y  0, it holds thatX  Y ⇔X−1  Y −1 [47].
To see this, write (4) as Yk(X ) = R(X )−1, where R(X ) =
M∅,k +
∑
u∈XMu,k. Then, notice that since R is a sum
of PSD matrices, it holds that R(A)  0 for all A ⊆ O.
Moreover, R is a modular (additive) function, i.e., R(A∪B) =
R(A) +R(B). Hence, for A ⊆ B ⊆ O, we obtain
R(B) = R(A) +R(B \ A)  R(A). (20)
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It is straightforward to obtain from (20) that for A ⊆ B ⊆ O
R(A)  R(B)⇔ R(A)−1  R(B)−1 ⇔ Yk(A)  Yk(B).

The remainder of this section is dedicated to showing
that the trace and the spectral norm are approximately su-
permodular scalarizations of Yk, starting with the set trace
function (18). In what follows, we omit the dependence of Y ,
M∅, and Mu on k for clarity.
Theorem 3. Let t be the set function in (18). Then, t is α-
supermodular with
α ≥ µmin
µmax
> 0, (21)
where
0 < µmin ≤ λmin [M∅] ≤ λmax
[
M∅ +
∑
u∈O
Mu
]
≤ µmax.
Remark 2. Although there exist examples for which t(X ) is
not supermodular, the general statement of Theorem 3 does
not allow us to claim that α < 1. A simple counter-example
involves the case in which M∅ = µ0I and Mu = µuI ,
µ0, µu ≥ 0, so that t becomes effectively a scalar function
of µ0, µu. Since scalar convex functions of positive modular
functions are supermodular [48], we have α ≥ 1 in this case.
The proof of Theorem 3 relies on the following bounds on
the variation ∆ut(X ):
Lemma 3. For all X ⊂ O and u ∈ O \ X , it holds that
λmin [Y (X )] Tr [MuY (X ∪ {u})] ≤ ∆ut(X ) ≤
λmax [Y (X )] Tr [MuY (X ∪ {u})] . (22)
Proof. See appendix. 
Theorem 3 then follows readily from this technical lemma.
Proof of Theorem 3. Notice from (8) and (13) that α can be
written as
α = min
A⊂B⊆O
u∈O\B
∆ut(A)
∆ut(B) .
From Lemma 3, we then obtain
α ≥ λmin [Y (A)]
λmax [Y (B)] ×
Tr [MuY (A ∪ {u})]
Tr [MuY (B ∪ {u})] . (23)
To simplify (23), recall from Lemma 2 that Y is monotone
decreasing in the PSD cone. Since A ⊂ B ⊆ O, it holds
that Y (A ∪ {u})  Y (B ∪ {u}). The ordering of the PSD
cone (Loewner order) gives us that the second term in (23) is
always greater than one, which yields
α ≥ λmin [Y (A)]
λmax [Y (B)] .
The lower bound in (21) is readily obtained by observing that
the decreasing nature of Y implies that for any set X ⊆ O:
λmin [Y (O)] ≤ λmin [Y (X )] ≤ λmax [Y (X )] ≤ λmax [Y (∅)] .

Theorem 3 gives a deceptively simple bound on the α-
supermodularity of the set function t in (18) depending on
the spectrum of the M∅,Mi. This bound can be interpreted
geometrically in terms of the “range” of the error covariance
matrix Y . To see this, define the numerical range of the set
function Y as
WO(Y ) = W
⊕
X⊆O
Y (X )
 , (24)
where A ⊕ B = blkdiag(A,B) is the direct sum of matri-
ces A and B and W (M) = {xTMx | ‖x‖2 = 1} is the
classical numerical range [46]. Since the numerical range is a
convex set, we can define its relative diameter as
∆ = max
µ,η∈WO(Y )
∣∣∣∣µ− ηµ
∣∣∣∣. (25)
Then, the following holds:
Proposition 3. The set functions t in (18) is α-supermodular
with
α ≥ 1−∆,
where ∆ is the relative diameter of the numerical range of Y
in (25).
Proof. Since Y  0, the numerical range in (24) is the
bounded convex hull of the eigenvalues of Y (X ) for all X ⊆
O [46]. We can therefore simplify (25) using the fact that it is
monotonically increasing in µ and decreasing in η. Explicitly,
∆ = max
X ,Y⊆O
∣∣∣∣λmax [Y (Y)]− λmin [Y (X )]λmax [Y (Y)]
∣∣∣∣.
Using the fact that Y is monotonically decreasing (Lemma 2),
this maximum is achieved for
∆ =
λmax [Y (∅)]− λmin [Y (O)]
λmax [Y (∅)] .
The bound in (21) thus becomes
α ≥ λmin [Y (O)]
λmax [Y (∅)] = 1−∆. 
Hence, (21) bounds how much t deviates from a supermod-
ular function (as quantified by α) in terms of the numerical
range of its underlying function Y . The shorter the range of Y ,
the more supermodular-like (18) will be.
Notice from Lemma 1, that evaluating the α-
supermodularity of the objective of (PI) is a straightforward
corollary of Theorem 3.
Corollary 1. The objective of (PI) is α-supermodular for
α ≥ min
0≤k≤N−1
λmin
[
M∅,m+k
]
λmax
[
M∅,m+k +
∑
u∈OMu,,m+k
] . (26)
Proceeding, we now bound the -supermodularity of (19),
once again temporarily omitting the dependences on k.
Theorem 4. Let e be defined as in (19). Then, e is -
supermodular with
 ≤ λmax(
∑
u∈OMu)
λmin [M∅]
2 . (27)
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Proof. The proof follows a homotopy argument, i.e., we
define a continuous map between ∆ue(A) and ∆ue(B) and
bound its derivative using spectral bounds on the sum of
Hermitian matrices. The inequality in (27) then follows from
the fundamental theorem of calculus.
Start by defining the homotopy, with t ∈ [0, 1],
hAB(t) =
∥∥Z(t)−1∥∥− ∥∥∥(Z(t) +Mu)−1∥∥∥ (28)
for A ⊂ B ⊆ O, Z(t) = R(A) + t [R(B)−R(A)],
and R(X ) = M∅ +
∑
u∈XMu. Note that since Y (X ) =
R(X )−1, we have hAB(0) = ∆ue(A) and hAB(1) =
∆ue(B). If h˙AB(t) is the derivative of hAB with respect to t,
it therefore holds that
∆ue(B) = ∆ue(A) +
∫ 1
0
h˙AB(t)dt. (29)
Comparing (29) to the definition of  in (16), we obtain
 = max
A⊂B⊆O
u∈O\B
∫ 1
0
h˙AB(t)dt. (30)
We now proceed by evaluating h˙. We omit the dependence
on A and B for conciseness. First, recall from matrix analysis
that for any X  0 we have
d
dt
∥∥X(t)−1∥∥ = q(t)T [ d
dt
X(t)−1
]
q(t)
= −q(t)TX(t)−1X˙(t)X(t)−1q(t),
(31)
where q(t) is the eigenvector relative to the maximum eigen-
value of X(t). To obtain (31), we used the fact that ‖X‖ =
λmax(X) for X  0 and ddt λmax[X(t)] = q(t)T X˙(t)q(t). We
then used ddtX(t)
−1 = −X(t)−1X˙(t)X(t)−1 [47]. In view
of (28) and (31), we obtain
h˙(t) = w(t)T [Z(t) +Mu]
−1 [
R(B)−R(A)]
× [Z(t) +Mu]−1w(t)
− u(t)TZ(t)−1 [R(B)−R(A)]Z(t)−1u(t), (32)
where u(t) and w(t) are the eigenvectors relative to the maxi-
mum eigenvalues of Z(t)−1 and [Z(t) +Mu]
−1 respectively.
We now proceed by finding a bound for h˙ in (32) that
is independent of t. To do so, observe that R(B)  R(A),
since A ⊆ B and R is monotone increasing (Lemma 2). By
the Loewner ordering, the second term in (32) is therefore
non-positive. Thus, using Rayleigh’s spectral inequality and
the fact ‖w(t)‖ = 1 for all t yields
h˙(t) ≤
∥∥∥(Z(t) +Mu)−1 [R(B)−R(A)] (Z(t) +Mu)−1∥∥∥ .
Next, we once again use the fact that R(B)  R(A) to
obtain Z(t)  Z(0) = R(A), effectively removing the
dependence on t. Using Cauchy-Schwartz then yields
h˙(t) ≤ λmax
[
(R(A) +Mu)−2
]
λmax [R(B)−R(A)] ,
which can be used in (30) to get
 ≤ max
A⊆B⊆O
u∈O\B
λmax [R(B)−R(A)]
λmin [R(A) +Mu]2
, (33)
Algorithm 1 Cardinality r greedy set selection for (P?)
Initialize G0 ← ∅
for j = 1, . . . , r
u← argmin
w∈O\Gj
N−1∑
k=0
θk h
[
Ym+k(Gj ∪ {w})
]
Gj+1 ← Gj ∪ {u}
end
The inequality in (27) is then obtained us-
ing ‖R(B)−R(A)‖ ≤ λmax(
∑
u∈OMu)
and λmin [R(A) +Mu] ≥ λmin [M∅]. 
From Theorem 4 and Lemma 1, we obtain:
Corollary 2. The objective of (PII) is -supermodular for
 ≤
N−1∑
k=0
θk
λmax(
∑
u∈OMu,m+k)
λmin
[
M∅,m+k
]2 , (34)
In the sequel, we particularize these results for the estima-
tion problems (i) and (ii) in Section II, showing that we we
obtain supermodular-like guarantees when a certain measure
of signal-to-noise ratio (SNR) is small. We also argue that
this is in fact the typical setting in which KFs are useful in
practice.
V. NEAR-OPTIMAL SENSOR SELECTION
In this section, we obtain approximation guarantees for
the greedy optimization of the MSE and worst-case error
in filtering and smoothing problems. More specifically, we
provide near-optimal certificates for the solution Gr obtained
using Algorithm 1 with Y taken from Proposition 1 (filtering)
or Proposition 2 (smoothing) and with the trace or spectral
norm scalarizations h (as in Section II-A).
A. Greedy sensor selection for filtering is near-optimal
The main result of this section stems from applying Propo-
sition 1 to Corollaries 1 and 2.
Theorem 5. Let Yk(A) = Pk(A), the filtering error co-
variance from Proposition 1, in (PI)–(PII) and denote their
solutions as T̂ ? and Ŝ?, respectively. Let T̂g and Ŝg be
the r-elements greedy solutions obtained by using Algorithm 1
on (PI) and (PII). Then,
fT (T̂g) ≤ (1− e−αˆr/s)fT (T̂ ?)
fS(Ŝg) ≤ (1− e−r/s)
[
fS(Ŝ?) + s · ˆ
]
for fT and fS the objectives of (PI) and (PII) respectively,
αˆ ≥ mink≤N−1 αˆk, and ˆ ≤
∑N−1
k=0 θk ˆk with
αˆk ,
λmin
[
P−1m+k|m+k−1
]
λmax
[
P−1m+k|m+k−1 +
∑
u∈O Vu
] (35)
ˆk , λmax
(∑
u∈O
Vu
)
λmax
(
Pm+k|m+k−1
)2
(36)
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Figure 2. α-supermodularity bounds (Theorem 5) for different process noise
variances and ‖F ‖2.
where Vu = HTuR
−1
v,uHu.
Theorem 5 shows that greedy sensor selection for state
filtering is near-optimal. In fact, it gives explicit bounds on
the suboptimality of greedy sensing sets as a function of
parameters of the dynamical system. When we do not allow
violations of the cardinality constraint, i.e., for r = s, and (35)
is close to one or (36) is close to zero, the guarantees
from Theorem 5 approach the (1− 1/e)-optimality of greedy
supermodular minimization.
To see when this occurs specifically, notice that (35) can be
rewritten using the Riccati equation (48) as
αˆk =
λmin
[
P−1m+k|m+k−1
]
λmax
[
P−1m+k(O)
] = λmin [Pm+k(O)]
λmax
[
Pm+k|m+k−1
] ,
i.e., as the ratio between the a posteriori error using all
sensors and the a priori error. Hence, αj in (35) is large when
the a priori and a posteriori error covariance matrices are
similar. To get additional insight, consider the particular case
in which Π0 = Rw = σ2wI and Rv = σ
2
vI . Also, suppose
that each state is measured directly, i.e., that O = {1, . . . , p}
and that Hu = eTu , u ∈ O, where eu is the u-th column of
a p×p identity matrix. Then, from (47) and (48), the matrices
of interest take the form
Pk|k−1 = FPk−1F T + σ2wI (37a)
Pk(O) =
(
P−1k|k−1 + σ
−2
v I
)−1
(37b)
Notice that for (35) to approach one, it must be
that Pk(O) ≈ Pk|k−1. Since Pk|k−1 depends directly on σ2w,
it is clear from (37b) that this occurs when σ2v  σ2w. Ad-
ditionally, we need Pk|k−1 to be well-conditioned. When σ2w
is large, this stems directly from (37a). On the other hand,
if σ2w  ‖F ‖, then Pk|k−1 ≈ FPk−1F T and its con-
dition number depends directly on F , since κ(Pk|k−1) ≤
κ(Pk−1)κ(F )2, where κ is the condition number with respect
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Figure 3. -supermodularity bounds (Theorem 5) for different process noise
variances and ‖F ‖2.
to the spectral norm [46]. A similar argument applies to (36),
which in this simplified setting reduces to
ˆk = σ
−2
v λmax
(
FPm+k−1F T + σ2wI
)2
.
Hence, similar conditions as above also guarantee that ˆ is
small. In particular, this occurs when σ2v is much larger
than σ2w and ‖F ‖.
Figures 2 and 3 illustrate these observations by showing
the values of αˆ and ˆ, averaged over 100 dynamical systems
realizations, for different values of σ2w/σ
2
v and ‖F ‖ (see
Section VI for details). Indeed, the guarantees from Theorem 5
are stronger when σ2v  σ2w, σ2v  ‖F ‖, and when the system
has modes with similar rates (κ(F ) ≈ 1). It is important to
highlight that this is the scenario in which KFs are most useful:
if the process noise dominates the estimation error, the system
trajectory is mostly random and the choice of sensing subset
has little impact on the estimation performance [31], [49]. Also
notice from Figure 2 that for σ2v > 10σ
2
w and ‖F ‖ = 0.3,
we can obtain supermodular-like guarantees for greedy sen-
sor selection by violating the cardinality constraint by 35%.
Since guarantees for problem (PII) are additive, meaningful
performance bounds are obtained on a narrower range of
parameters (Figure 3).
Remark 3. In [16], it was shown that it is impossible to
obtain a non-trivial, universal (system-independent) bound
on αˆ unless P = NP. To do so, they provide a reduction
from the problem of exact cover by 3-sets (X3C) that relies
on a dynamical system with noiseless outputs. Notice that this
is in line with the results from Theorem 5 given that αˆ → 0
as σ2v → 0, i.e., the guarantees based on approximate super-
modularity become vacuous for noise-free outputs. When this
is not the case, however, Theorem 5 provides non-trivial near-
optimal certificates for greedy sensor selection as a function
of the dynamical system parameters.
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Figure 4. α-supermodularity bounds (Theorem 6) for different process noise
variances and ‖F ‖2.
B. Greedy sensor selection for smoothing is near-optimal
We obtain similar results for smoothing by taking the values
of M∅,k and Mu,k from Proposition 2.
Theorem 6. Let Yk(A) = Qk(A), the smoothing error co-
variance matrix from Proposition 2, in (PI)–(PII) and take T˜ ?
and S˜? to be their respective solutions. Let T˜g and S˜g be
the r-elements greedy solutions obtained by using Algorithm 1
on (PI) and (PII). Then,
fT (T˜g) ≤ (1− e−α˜r/s)fT (T˜ ?) (38)
fS(S˜g) ≤ (1− e−r/s)
[
fS(S˜?) + s · ˜
]
(39)
for fT and fS the objectives of (PI) and (PII) respectively,
α˜ ≥ mink≤N−1 α˜k and ˜ ≤
∑N−1
k=0 θk ˜k with
α˜k ,
1/`max
λmax
[
C−1 +
∑
u∈OΦ
T
m+k (I ⊗ Vu) Φm+k
] (40)
˜k , λmax
[∑
u∈O
ΦTm+k (I ⊗ Vu) Φm+k
]
`2max (41)
where Vu = HTuR
−1
v,uHu, C = blkdiag(Π0, I ⊗ Rw),
and `max = max [λmax(Π0), λmax(Rw)].
Theorem 6 shows that greedy sensor selection is also near-
optimal for state smoothing. The suboptimality guarantees,
however, vary in strength depending on the parameters of
the dynamical system. Nevertheless, as with the filtering
case from Section V-A, the certificates improve in typical
practical settings. For simplicity, let us again analyze the case
where Π0 = Rw = σ2wI , Rv = σ
2
vI , and Hj = e
T
j ,
for j ∈ O = {1, . . . , p}. Immediately, `max = σ2w, C = σ2wI ,
and (40) simplifies to
α˜k =
1
1 + σ2w/σ
2
v λmax
(
ΦTm+kΦm+k
) . (42)
Notice that a noise ratio appears explicitly in the denomi-
nator of (42). Hence, as for filtering, it is ready that α˜ ≈ 1
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Figure 5. -supermodularity bounds (Theorem 6) for different process noise
variances and ‖F ‖2.
when σ2v  σ2w. Moreover, α˜j depends on the system dynam-
ics through the matrix Φ. In fact, this dependence can be made
explicit by bounding the norm of Φ in terms of its blocks. Ex-
plicitly, λmax
(
ΦTm+kΦm+k
)
= ‖Φm+k‖ ≤
√∑m+k
j=0 ‖F ‖2j .
Hence, stronger guarantees are obtained when σ2v  ‖F ‖.
Once again, similar arguments hold for (41), which reduces to
˜k = σ
4
w/σ
2
v λmax
[
ΦTm+kΦm+k
]
. (43)
We illustrate the values of α˜ and ˜ for different values
of σ2w/σ
2
v and ‖F ‖ in Figures 4 and 5 (see Section VI
for details). As (42) and (43) suggest, Theorem 6 provides
better guarantees when ‖F ‖σ2w/σ2v  1. In other words,
when the measurement noise dominates over both the process
noise and the decay rate of the system modes, a scenario of
practical value in KF applications [31], [49]. Similar to the
filtering case, Figure 4 shows that if we violate the cardinal-
ity constraints by 35%, we can obtain (1 − 1/e)-optimality
for ‖F ‖ = 0.3 and σ2v > 75σ2w. As in the filtering case, good
performance guarantees for problem (PII) are obtained for a
stricter range of parameters (Figure 5).
VI. NUMERICAL EXAMPLES
We begin by giving details on the simulations in Figures 2–
5. We considered dynamical systems with n = p = 100
in which the elements of F were drawn randomly from a
standard Gaussian distribution, Hu = eTu , where eu ∈ Rp
is a vector of zeros except for the u-th element, which is
one, Π0 = 10−2I , Rw = σ2wI , and Rv = I . The state
transition matrix F was normalized so that its spectral norm
is in [0.1, 0.9] and the process noise σ2w varied in [0.01, 100].
For Figures 2 and 3 (filtering), we minimize the 10-steps
average error [N = 10 and θk = 1 in (P?)]. For Figures 4
and 5 (smoothing), we minimize the error at the end of the
window [N = 10, θ9 = 1, and θk = 0 for k < 9 in (P?)].
Figures 2–5, along with Theorems 5 and 6, illustrate the
wide range of parameters over which good performance cer-
tificates can be provided for greedy sensor selection. It is worth
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Figure 6. Relative suboptimality of greedy sensor selection using the
MSE [(PI)] for filtering (1000 system realizations).
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Figure 7. Relative suboptimality of greedy sensor selection using the
MSE [(PI)] for smoothing (1000 system realizations).
noting, however, that these are worst-case guarantees and that
better results are common in practice. To illustrate this point,
we evaluate the relative suboptimality of greedily selected
sensing sets for both filtering and smoothing over 1000 system
realizations. Explicitly, we evaluate
ν?(G) = f(X
?)− f(G)
f(X ?) ,
where G and X ? are the greedy and optimal solutions of (P?),
respectively. In all experiments, we take r = s, i.e., we do
not consider violations of the cardinality constraint. Since ν?
depends on the optimal sensing set, we restrict ourselves to
small dynamical systems [n = 10 states, p = 10 outputs,
and s = 4 in P?]. However, we now randomly draw the ele-
ments of both F and H from standard Gaussian distributions
and normalize F so that its norm is 0.9. We keep σ2w = 10
−2
fixed, but draw the measurement noise variances at each output
uniformly at random from [10−2, 1].
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Figure 8. Relative suboptimality of greedy sensor selection using the spectral
norm [(PII)] for filtering (1000 system realizations).
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Figure 9. Relative suboptimality of greedy sensor selection using the spectral
norm [(PII)] for smoothing (1000 system realizations).
In Figures 6 and 7, we show the value of ν? for the result
of greedily solving problem (PI) for filtering and smoothing.
Notice that the values obtained are considerably lower than the
guarantee given in Theorems 5 and 6. In fact, they are lower
than the 1 − e−1 ≈ 0.63 bound for supermodular functions.
For both problem, greedy sensor selection found the optimal
sampling set in over 96% of the realizations.
In Figures 8 and 9, we show results for problem (PII). To
make sure the system is observable over the time window
selected, we use a smaller system [n = 5 states, p = 10
outputs, and s = 5 in (P?)]. Moreover, since the guarantees
for the greedy solution of (PII) are additive and therefore not as
strong as those for (PI), we take σ2w = 10
−3. For the filtering
problem, the results are similar to those observed in Figure 6
for minimizing the MSE. In over 98% of the realizations,
greedy sensor selection actually obtained the optimal sensing
set. On the other hand, the smoothing problem is more
challenging for the worst-case error and the results obtained
are poorer. This is especially due to the fact that f(S˜?) s · ˜
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Figure 10. Amazon basin, sensor pool (light circles), and greedy sensing
set (dark circles).
in (39) for this example, so that the guarantees we obtain
are less strict. Still, greedy sensor selection found the optimal
sensing set in 77% of the realizations.
A. Application: sensing for the Amazon basin
We conclude these numerical examples by illustrating the
use of greedy sensor selection for water monitoring in the
Amazon basin. The Amazon drainage basin, showed in green
in Figure 10, covers 7.5 million km2 and is composed of
over 7000 tributaries. In our experiments, we use a simplified
network of the basin (blue curve in Figure 10) obtained by
smoothing the original map [50].
Using this river network, we construct a weighted directed
tree G = (V, E). The set of vertices V is composed of the
possible sensor positions shown in Figure 10 and an additional
node midway between each sensor (|V| = 127). The set
of edges E is composed of ordered pairs from V × V such
that (i, j) ∈ E if water flows from node i to node j. We
assume all river flow toward the ocean. The adjacency matrix
of G is then given by
[A]ij =
{
exp
(
‖zi − zj‖2 /σ2
)
, if (i, j) ∈ E
0, otherwise
(44)
where zi ∈ R2 is the position of node i on the map
and σ2 = 10 is a smoothness parameter. We also define its
Laplacian as L = D − A, where D is a diagonal matrix
whose elements are the sum of the columns of A, and its
symmetrized Laplacian as L′ = D′− (A+AT ), where D′ is
a diagonal matrix whose elements are the sum of the columns
of A+AT .
Using A from (44) and the Laplacians defined above,
we construct a dynamical system whose states xk evolve
according to (1) with
F = 0.9 exp(−L∆t) + 0.099 exp(−L′∆t), (45)
where ∆t = 0.1 is the sampling period. The dynamics in (45)
are a combination of two processes: the first term corresponds
to the advection process by which water flows to the ocean
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Figure 11. Estimated unobserved states along the Amazon river. States
positions are indicated in Figure 10.
and the second term corresponds to a diffusion process. The
combination coefficients are chosen so that the system is
marginally stable (‖F ‖ < 1.02). The process noise wk
is drawn from a zero-mean Gaussian random variable with
covariances Rw = σ2wI , for σ
2
w = 10
−4. The true initial
state of the system is a spike at the beginning of the Amazon
river (the red curve in Figure 10), i.e., x0 is a vector of zeros
except at position 51, where it is 10. For the KF, however,
we assume the initial state is a zero-mean Gaussian random
variable with covariance Π0 = I .
We greedily select s = 10 sensors (dark circles in Figure 10)
from a pool of p = 64 sensors whose positions are shown
in Figure 10. The sensors observe a noisy version of their
respective states, i.e., yu,k = eTuxk+vu,k for u ∈ O, where eu
is a vector of zeros except for the u-th element that is one and
vu,k is a zero-mean Gaussian random variable independent
of vw,` for all w 6= u or ` 6= k with variance σ2v = 10−1.
The state trajectories estimated using Kalman filtering are
shown in Figure 11. We show only the values at 7 unobserved
portions along the Amazon river (indicated in Figure 10). We
compare the performance of a greedy sensing set selected
to optimize the average 200-steps MSE and a sensing set
containing one randomly selected sensor for each of the first
ten levels of the Amazon basin tree. Notice from Figure 11
that by portion C, the results using the greedy sensing set
track closely the true states of the system, whereas the random
sensing only detects the change in the water on the second half
of the river (position E). In terms of error, the average 200-
steps MSE for a full sensing solution (X = O) is 185.67. The
greedy sensing set, which contains only 15% of the possible
sensors, achieves a cost of 1005.03, an almost 50% reduction
over the 1978.22 obtained by the random set. Since the modes
of this system have similar decays (the condition number of F
is 1.3), the sensing set obtain by greedily solving (PIII) differs
in a single sensor from that obtained using (PI). Thus, they
achieve similar MSE performances. As discussed in Remark 1,
this is not necessarily the case in general.
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VII. CONCLUSION
This work studied the filtering/smoothing sensor selection
problems for both the MSE and the worst-case error and
provided near-optimal guarantees to their greedy solutions. To
do so, it relied on two concepts of approximate supermod-
ularity, α- and -supermodularity, and derived approximation
bounds for the greedy minimization of these functions. By
bounding α and  for the MSE and the spectral norm of
the error covariance matrix, it showed that filtering/smoothing
sensor selection problem can be solved near-optimally. In
fact, in typical application scenarios, the guarantees approach
the 1−1/e certificate of supermodular functions. These results
justify the use of greedy sensor selection without the need for
surrogate cost functions, such as the log det. We expect that
other cost functions have similar approximate supermodular
behavior and that this theory can be used to give approximation
certificates for other control problems. Of particular interest is
a formulation that takes the controller inputs into account when
designing the sensing set. The underlying theory developed
here could also potentially be applied to problems involving
joint state/input estimation and/or input and state constraints.
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APPENDIX
PROOF OF PROPOSITION 1
Proof. The filtered estimate xˆk(X ) can be obtained from a
previous estimate xˆk−1 using the KF iteration
xˆk(X ) = F xˆk−1 +
∑
u∈X
Ku,k [yu,k −HuF xˆk−1] , (46)
where Ku,k = Pk|k−1HTuE
−1
u,k is the Kalman gain of mea-
surement u ∈ O, with Eu,k = HuPk|k−1HTu +Rv,u denoting
the innovation covariance matrix and
Pk|k−1 = FPk−1F T +Rw (47)
denoting the a priori error covariance matrix. Then, Pk(X ) is
obtained directly from the KF recursion as
Pk(X ) =
[
P−1k|k−1 +
∑
u∈X
HTuR
−1
v,uHu
]−1
, (48)
where Pk−1 = E [xˆk−1 − xk−1] [xˆk−1 − xk−1]T is the error
covariance matrix of the state estimate and P0|−1 = Π0 [31].

PROOF OF PROPOSITION 2
Proof. Instead of relying on a Kalman smoother, we obtain
the error covariance matrix by analyzing this problem in the
batch setting. Note that both methods solve the same problem
and therefore lead to the same solution. Proceeding as in [28],
note from (1) that estimating x¯k, i.e., all states xj for j ≤ k,
is equivalent to estimating the first state x0 and the process
noises {wj}j≤k−1. Indeed, we can recover the smoothed states
using x˜k = Φkz¯k, for z¯k =
[
xT0 w
T
0 · · · wTk−1
]T
and Φk as in (7).
The estimation of z¯k can be cast as a stochastic estima-
tion problem by lifting. Formally, using the stacked y¯u,k =
[
yTu,0 · · · yTu,k
]T
and v¯u,k =
[
vTu,0 · · · vTu,k
]T
, it
is straightforward that y¯u1,k...
y¯us,k
 =
 I ⊗Hu1...
I ⊗Hus
Φk
︸ ︷︷ ︸
Ok(X )
z¯k +
 v¯u1,k...
v¯us,k
 , (49)
where X = {u1, . . . , us} is the observed output subset and ⊗
denotes the Kronecker product. The minimum MSE incurred
from estimating z¯ from y¯ is then given by the trace of
K(X ) =
[
C−1 +Ok(X )T blkdiag (I ⊗Rv,u)−1Ok(X )
]−1
,
(50)
for u ∈ X , Ok in (49), C = blkdiag(Π0, I ⊗ Rw), and
blkdiag(X,Y ) denoting the block diagonal matrix whose
diagonal blocks are X and Y [31].
To obtain the form in (4), use the fact that blkdiag(Ai)−1 =
blkdiag(A−1i ) and the mixed product property of the Kro-
necker product [46] to get
Ok(X )T blkdiag (I ⊗Rv,u)−1Ok(X ) =∑
u∈X
ΦTk
(
I ⊗HTuR−1v,uHu
)
Φk. (51)
Substituting (51) in (50) yields (6). 
PROOF OF THEOREM 1
Proof. Since f is monotone decreasing, it holds for every
set Gj that
f(X ?) ≥ f(X ? ∪ Gj)
= f(Gj)−
s∑
i=1
[f(Ti−1)− f(Ti−1 ∪ v?i )] , (52)
where T0 = Gj , Ti = Gj ∪ {v?1 , . . . , v?i }, i = 1, . . . , s, and v?i
is the i-th element of X ?. Notice that this holds regardless of
the order in which the v?i are taken. Since f is α-supermodular
and Gj ⊆ Ti for all i, the incremental gains in (52) can be
bounded using (9) to get
f(X ?) ≥ f(Gj)− α−1
s∑
i=1
[f(Gj)− f(Gj ∪ v?i )] . (53)
To proceed, we use the fact that Gj+1 = Gj∪{u} is constructed
by the greedy procedure in (10) so as to maximize the
incremental gains in (53). It therefore holds that
f(X ?) ≥ f(Gj)− α−1s [f(Gj)− f(Gj+1)] . (54)
By adding and subtracting f(X ?) in the brackets of (54), (54)
yields a recursion for the distance to the optimal value δj =
f(X ?)− f(Gj) given by
δj ≥ α−1s [δj − δj+1]⇒ δj+1 ≥
(
1− 1
α−1s
)
δj .
Note that since f is non-positive, δj ≤ 0 for all j by the
optimality of X ?.
The expression in (14) yields directly from this recursion
by noticing that since f is normalized, we have that δ0 =
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f(X ?) − f(∅) = f(X ?). Immediately, since Algorithm 1 is
used for r iterations, we obtain
f(X ?)− f(Gr) ≥
(
1− α
s
)r
f(X ?). (55)
Using the fact that 1 − x ≤ e−x, the expression in (55) can
be rearranged into (14). 
PROOF OF THEOREM 2
Proof. Using the assumption that f is monotone decreasing,
we write
f(X ?) ≥ f(X ? ∪ Gj)
= f(Gj)−
s∑
i=1
[f(Ti−1)− f(Ti−1 ∪ {v?i })] , (56)
where again T0 = Gj , Ti = Gj∪{v?1 , . . . , v?i }, for i = 1, . . . , s,
and v?i is the i-th element of X ?. Observe that the order in
which the v?i occur in the telescopic sum is irrelevant. Since f
is -supermodular and Gj ⊆ Ti for all i, (15) can be used to
bound the incremental gains in (56). Explicitly,
f(X ?) ≥ f(Gj)−
s∑
i=1
[f(Gj)− f(Gj ∪ {v?i }) + ] .
Since Gj+1 = Gj ∪ {u} is constructed in (10) so as to
minimize f(Gj+1), it holds that
f(X ?) ≥ f(Gj)− s [f(Gj)− f(Gj+1) + ] . (57)
Finally, a recursion for the optimality gap δ′j = f(Gj) −
f(X ?) is obtained from (57) by adding and subtracting f(X ?)
in the brakets. Explicitly,
δ′j ≤ s
(
δ′j − δ′j+1 + 
)⇒ δ′j+1 ≤ (1− 1s
)
δ′j + . (58)
Notice that since f is non-positive, δ′j ≥ 0 for all j due to the
optimality of X ?. The solution of (58) after r steps is
δ′r ≤
(
1− 1
s
)r
δ′0 + 
r−1∑
j=0
(
1− 1
s
)j
(59)
Evaluating the geometric series in (59) yields
δ′r ≤
(
1− 1
s
)r
δ′0 + s
[
1−
(
1− 1
s
)r]

and under the assumption that f is normalized, i.e., for δ′0 =
f(∅)− f(X ?) = −f(X ?) ≥ 0, we obtain
f(Gr) ≤
[
1−
(
1− 1
s
)r]
[f(X ?) + s · ] .
Using once again the fact that 1− x ≤ e−x yields (17). 
PROOF OF LEMMA 1
Proof. We proceed with the proof case-by-case:
(i) From the definition of α-supermodularity in (12), for
A ⊆ B ⊆ O and u ∈ O \ B it holds that
g (A)− g (A ∪ {u}) =
∑
i
θi [fi (A)− fi (A ∪ {u})]
≥
∑
i
αiθi [fi (B)− fi (B ∪ {u})] ,
where the constant factors of the affine transformations
cancel out. Since αi ≥ min(αi), we obtain
g (A)− g (A ∪ {u}) ≥
min(αi)
∑
i
θi [fi (B)− fi (B ∪ {u})] ≥
min(αi) [g (B)− g (B ∪ {u})] .
(ii) Similarly, using the definition of -supermodularity
in (15), for A ⊆ B ⊆ V and u ∈ O \ B we obtain
g (A)− g (A ∪ {u}) ≥∑
i
θi [fi (B)− fi (B ∪ {u})]−
∑
i
θii =
g (B)− g (B ∪ {u})−
∑
i
θii,
where again the constant factors b canceled out. 
PROOF OF LEMMA 3
Proof. Start by simplifying ∆ut(X ) = t(X ) − t(X ∪ {u})
using the matrix inversion lemma. To do so, write
Y (X ∪ {u}) = [R(X ) +Mu]−1 , (60)
letting once again R(X ) = M∅+
∑
u∈XMu. Since R(X ) 
0, but the matrices Mu need not be invertible, we use an
alternative form of the matrix inversion lemma [51] to get
Y (X ∪ {u}) = Y (X )− Y (X )MuY (X ∪ {u}) . (61)
where we used (60) to write Y (X ) = R(X )−1. Using (61)
and the linearity of the trace [46], we can write ∆ut(X ) as
∆ut(X ) = Tr [Y (X )MuY (X ∪ {u})] . (62)
To proceed, let M˜u = Mu + I  0 for  > 0 and define
the perturbed version of (62) as
∆˜ut(X ) = Tr
[
Y (X )M˜u
(
R(X ) + M˜u
)−1]
. (63)
Notice that ∆˜ut → ∆ut as  → 0. Using the invertibility
of M˜u and R(X ), we obtain
∆˜ut(X ) = Tr
[
Y (X )
(
Y (X ) + M˜−1u
)−1
Y (X )
]
.
Since Y (X )  0, its square-root Y (X )1/2 is well-defined and
unique [46]. We can therefore use the circular commutation
property of the trace to get
∆˜ut(X ) = Tr [Y (X )Z(X , u)] , (64)
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with Z(X , u) = Y (X )1/2
[
Y (X ) + M˜−1u
]−1
Y (X )1/2.
Since both matrices in (64) are positive definite, we can use
the bound from [52] to get
λmin [Y (X )] Tr (Z) ≤ ∆˜ut(X ) ≤ λmax [Y (X )] Tr (Z) .
Reversing the manipulations used to obtain (64) yields
λmin [Y (X )] Tr
[
M˜u
(
Y (X ) + M˜u
)−1]
≤ ∆˜ut(X ) ≤
λmax
[
Y (X )−1]Tr [M˜u (Y (X ) + M˜u)−1] .
The result in (22) is obtained by continuity as → 0. 
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