The need to personalize distance education courses stems from their ultimate goal: the need to serve an individual student independently of time, place, or any other restrictions. This means that a distance education system should be served by a data mining system (DMS) to monitor, intervene in, and counsel the teachingstudying-learning process. Compared to intelligent tutoring systems or adaptive learning environments where a teacher has only an occasional role, a DMS emphasizes the role of expert, in this case teacher, to interpret the findings obtained from analysing the data retrieved from the course. A DMS was designed and implemented to analyse the study records of two programming courses in a distance curriculum of Computer Science. Various data mining schemes, including the linear regression and probabilistic models, were applied to describe and predict student performance. The results indicate that a DMS can help a distance education teacher, even in courses with relatively few students, to intervene in a learning process at several levels: improving exercises, scheduling the course, and identifying potential dropouts at an early phase.
Introduction
The need to personalize distance education courses stems from their ultimate goal: the need to serve an individual student independently of time, place, or any other restrictions. This means that a distance education system should be served by a data mining system (DMS) to monitor, intervene in, and counsel the teachingstudying-learning process. Compared to current intelligent tutoring systems or adaptive learning environments where a teacher has only an occasional role, a DMS emphasizes the role of expert, in this case teacher, to interpret the findings obtained from analysing the data retrieved from the course.
General paradigms for intelligent tutoring systems
The idea intelligent tutoring systems (ITSs) (see e.g. [3, 4, 5, 6, 7] ) is to adapt the teaching according to individual skills, knowledge, and needs, and give personal feedback just-in-time. The core of the system is a tutoring module, which is responsible for selecting suitable actions like generating tests and exercises, giving hints and explanations, suggesting learning topics, searching learning material and collaborative partners.
The main idea of ITS is that they should be adaptive -i.e. adapt to the individual student's needs, but so far the current ITSs are far from real adaptivity. Rather, the current systems are very stable: they are either based on a fully deterministic rulebased system (e.g. [8] ) or even if some uncertain rules are used, they are predefined by experts [9, 10, 11] . A typical ITS consists of a predefined learning path, which a student proceeds by studying a concept and passing a test before entering the next topic. If the student fails in tests, s/he is advised to study more. In so called Bayesian learning models (e.g. [12, 13] ), the model structure is also fixed and teachers have assigned probabilities for passing a test, if the concept are actually not known. The only Bayesian thing in such models is the method of updating probabilities by Bayes rule. For example SModel [14] offers a general framework for Bayesian ITS, which the teacher can tailor for her/his own course setting by assigning the desired parameters.
A better approach would be to learn the model from real data, but only few experiments have been done on this direction. Kotsiantis et al. [15] have done a pioneer work in predicting dropouts by machine learning techniques. The data consisted of detailed personal data (including family and occupation obligations) and course activity in the beginning of course. In the comparison of six modelling paradigms -Naive Bayes model, decision trees (C4.5), back-propagation neural networks, support vector machines, 3-nearest neighbours algorithm and logistic regression -the Naive Bayes model and back-propagation performed best with over 80% prediction accuracy in the middle of course. Shin et Kim [16] have analysed the most influencing factors for course grades by logistic regression. In their experiment, the data was collected by a query, which contained questions about job load, social integration, willingness to study, amount of study time etc. The analysis revealed important factors, but they were not used further for prediction.
The unwillingness to use data mining and machine learning techniques in educational context is partly due to domain-specific problems. The data sets are typically very small (size of a class) and very often the courses change every year. Thus, we can accurately learn only very simple (and less informative) models, with decreased number of attributes and small domains to prevent overfitting. Still, it is likely that even the training error is quite large, because students do not behave deterministically. Special care should also be given for model validation, but in the educational setting it is not straight-forward: two classes never represent the same population, because even the smallest changes in material, tutors, assessment practices etc. affect the measured learning.
In this chapter, we clarify general modelling paradigms for developing truly adaptive ITSs and test the suitability of certain techniques with real course data. As a contrast to previous approaches, we do not suppose any background data, but try to analyse and predict course outcomes based on the data available during the course. We suppose that suitable prerequisite queries would improve the results, but students are usually not willing to fill any queries.
We have adopted a dual principle of descriptive and predictive modelling [17] , which combines classical paradigms of data mining and machine learning (Figure 1) . The idea is that in the descriptive phase, we analyse the previous year course data and search for local patterns like correlations and association rules. These results guide in selection of suitable modelling paradigm and especially in determining the model structure for predictive models. In the predictive phase, the modelling paradigm or paradigms (e.g. linear regression, Bayesian networks) are fixed and we define the model structure (variables and their relations). Then the model parameters are learnt from data. The resulting models are applied in the next course and updated in the light of new evidence. This is also the final test for validity of the model and guides the construction process in the next cycle.
In this framework, we can evaluate the descriptive and predictive power of models separately. For descriptive models, we can use the standard statistic measures like ¡ -test and ¢ -values. In the search for associative rules, this can be taken into account beforehand, by determining the minimum frequency thresholds according to ¡ -test values. These evaluations confirm that we have found statistically exceptional dependencies, but their utility in prediction is harder to validate. In educational setting, the testing itself affects on course results, either directly (if the test is transparent, as recommendable) or indirectly, through tutors and/or test setting. Cross-validation with the current data set gives good guidelines on how well the model generalises to new data, supposing that the future course setting stays quite stable.
Data Description
In model construction we used the course records from two programming courses, (Prog.1 and Prog.2), which are taught under ViSCoS distance learning program. The course records contained student identifiers, gender, exercise task points for 19 weeks, exam task points, total points, and grades. The exercise tasks were divided into six categories, according to topics covered ( Table 1) .
The data was collected in academic years 2001-2002 and 2002-2003 . Since the course has stayed quite unchanged during both years, we simply combined both records after some normalisations. The resulting data sets were divided into two 
¢
Error handling (Prog.2, weeks 9-10) parts: viscos1, which contained all students (122 rows), and viscos2, which contained only those students, who had passed Prog.1 course (91 rows).
The selected attributes, their domains and descriptions are presented in Table 2 . In the original data set, all attributes were numerical, but for association rules and probabilistic models we converted them to binary-valued qualitative attributes. In exercise categories 
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Correlations and Linear Regression Models
We started the research by (Pearson) correlation analysis to find the most strongly correlating attributes. The emphasis was to identify the most important factors for predicting final results ¢
"
and ¢
2
. The results are presented in Table 3 . It can be recognised that the exercise points in ¡ category correlate strongly with the amount of total points, especially in Prog. 1 ($ % "
), but also in Prog.2 ($ % ) course. The latter correlation can be partially reduced to the correlation between ¡ and ¤ , which suggests that skills in loops and arrays are important prerequisites for graphical applications. However, the exercise points in category have only a weak correlation with the total points of the courses. This may be due to the fact that the tasks in were the easiest and nearly all students solved a lot of them.
Another interesting observation is that the exercise points in category ¤ have a very strong correlation to the amount of total points on Prog.2 course. These results suggests that the students' performance in the middle of the course has a strong impact on the outcomes.
The strong correlation between $ % " and $ %
can either tell about the general learning tendency, or prove the importance of managing basic programming skills before proceeding to more difficult topics.
Gender ( ( ) was excluded from the correlation table, because it did not have any significant correlations with other attributes. For example, the correlation coefficients between gender and TP1/TP2 were only approximately 0.16.
The natural complement of correlation in predictive modelling is linear regression (see e.g. [18] ). In our research, we used multiple linear regression model, in which the predicted variable can depend on several factors. Formally we define: 
are real-valued regression coefficients.
We constructed several linear regression models for the selected attributes that proved to have meaningful correlations in the first phase of our study. Analyses concentrated on predicting the final results of both courses (¢ 
, otherwise. The constructed models, with some validation measures, are presented in Table  4 . The model name tells which attributes were used as independent variables to predict the final results (¢
"
or ¢
2
). True positive and true negative values tell the classification accuracy, i.e. the rate of correctly predicted outcomes from all passed/failed students. F-significance tells the significance level of the F-value for the whole model, i.e. the probability that such model would appear by chance. All the F-values are much less than 0.001, which means that the dependencies are very significant (there is much less than 0.1% probability that they would occur by chance). Models
were constructed from the viscos1 data set and the rest of the models from viscos2 data set.
Validation measures of regression models suggest that each of these models can be used to predict quite reliably either success or failure of a student. Some models, like
, require information from the end of the other course (exercise category ¢ particularly) in order to be usable. On the other hand model
can already make good predictions for the outcomes of the second programming course based on the information on the exercise category ¡ . Models where exercise category ¤ has been used yield particularly good results for both success and failure predictions. This indicates great significance of ¤ and therefore it could be used for instance to predict examination failure beforehand in order to provide a student with help to pass the course. We see also that attribute ¢ has no effect in the model as predictions from
, thus influence of ¢ to course outcome is minimal.
Association Rules and Probabilistic Models
Association rules offer a nice way to model nonlinear dependencies between attributes. Generally, association rules are of form In viscos data we have found several interesting association rules. In Table 6 we have listed all frequent rules for predicting the final results of Prog.1 and Prog.2 courses. The minimum frequency thresholds ¨ were defined according to ¡ -test to catch only those rules, which are statistically significant on level 0.01 (Table 5 ). This decision is critical (compared to user-defined, constant frequency thresholds), because for small datasets with few attributes the frequencies have to be really high, before the rules have any statistical value. In addition, the thresholds decrease fast, when the number of attributes grows. For minimum confidence threshold we used value ¨ ¦ ¢ . The association rules can already be used for prediction. E.g. we can predict that students who have done a lot of and ¡ tasks will pass the Prog.1 course with 92% probability. However, the frequent rules cover only some subsets of students, and a more general model would be needed. For this purpose we have constructed simple Naive Bayes models, NB1 and NB2, for both Prog.1 and Prog.2 courses. The model structures are presented in Figure 2 and the parameters are given in Table 7 .
In Naive Bayes model, we make Naive Bayes assumption that the leaf nodes depend only on the root node. In reality this assumption holds very seldom, but in practice the Naive Bayes model has proved to work well. In fact, Domingos et al. [19] have shown that this is only a sufficient but not a necessary condition for In our model, the root nodes tell the probability of passing/failing the course and The predictions by Naive Bayes models after each new evidence are presented in Table 8 . In the beginning of Prog.1 course, nearly alls students have done a lot of exercises and thus they are predicted to pass the course. However, when exercise points in ¡ category are known, the predictions are already very good, both for passing and failing.
¢ points do not improve the results much, because only few students had done a lot of those tasks.
In Prog.2 course, we can predict the outcomes already before the course has begun, based on Prog.1 outcomes. These predictions are already surprisingly good -better than Prog.1 predictions, when points were known. The predictions improve fast, when £ and ¤ points are known. With ¢ points we recognise a strange phenomenon: the classification accuracy decreases, even if we have got more evidence! This is totally correct, because ¢ and ¤ are highly correlating and thus the Naive Bayes assumption is clearly violated. This is the only case, when we have met restrictions of Naive Bayes model, and in practice these last predictions (when the course is over) are not so important. However, this demonstrates that Naive Bayes should be used with care, when attributes are correlated. A better approach might be a general Bayesian network with dependencies between attributes, as well. Friedman et al. [20] suggest that the best accuracy can be achieved by letting each attribute depend on at most one other attribute. DempsterShafer theory [21] offers another alternative: we can update the beliefs with only strong association rules (e.g.
), but leave the other predictions untouched. 
Evaluating the Predictive Power by Cross-Validation
Cross-validation is a standard way to evaluate the predictive power of a model, when no new test data is available. The idea is that the original data set of size is divided times to a training set and a test set of sizes ¡ and . Each time a new model is learnt from the training set and tested with the test set. Finally the classification rates are summed to get the total (average) classification rates.
In our experiment, we divided our original data set into 10 training set-test set pairs. We constructed the corresponding linear regression and Naive Bayes models for the following model structures:
1.
These model structures were selected, because they allow us to predict potential failing already in the middle of course. In the end of course (when all task points are known), the predictions are of course more accurate, but it does not benefit so much any more.
Each model was tested with corresponding test set and the classification rates were calculated. For ¡ models, the student's status was classified as passing, if the passing probability was ¤ ¦ #
, and failing, otherwise. The actual probabilities contain of course more information, but it was not used is this comparison. The average classification rates are presented in Figure 9 .
The most interesting and encouraging result is that both modelling paradigms were able to predict course performance for more than 80% of students, when the course was still on. This is especially surprising in the first test, when no previous information was available, and the predictions were totally based on exercise points. In test cases 2 and 3 the Prog.1 performance was already known. Test 2 gives especially valuable information, because dropout and failing are bigger problem in Prog.2 course and these models are able to predict the outcomes when only three weeks of the course has passed.
When we compare the models, we see that 
¡
model is also more general and we expect it to adapt better in a new course setting with different tasks and maximum points.
According to our initial tests with those students, who had filled the course prerequisite query, we expect even better classification accuracy in the future. Currently only 60% of students had filled the query, but we could find strong dependencies between the previous programming skills and course performance in both courses. Another important factor that should be queried is the student's knowledge in mathematics, which is known [22, 23] to have strong correlation with programming skills.
Conclusions
In this chapter, we have introduced a general paradigms for tackling intelligent tutoring systems. We have focused on predicting the course performance in a distance learning setting, when only some of the exercise points are known. As an example, we have introduced two descriptive-predictive model pairs, correlationslinear regression and association rules-Bayes model. Both descriptive models have revealed statistically significant dependencies, which can be used to construct predictive models. In addition, when the predictive power of the models was tested by cross-validation, both predictive models were able to predict the outcomes with more than 80% accuracy during the course.
The applicability of both predictive modelling paradigms depends on some assumptions, which are revealled in the descriptive modelling. The linear regression models presuppose strong correlations between numeric attributes. Exercise points and total points satisfy this condition very well, but it should be noticed that the model can overfit easily, if the attribute values vary between different classes. To minimize this variance we recommend to group similar attributes, in our case exercise tasks on similar topics.
The Naive Bayes models do not catch only linear dependencies, but any conditional depndencies. They can be easily applied to any discrete data, but to restrict model complexity and thus overfitting, we discretised all attribute values to binary ( §¨©© §/ § © ). This makes the model very general, but on the other hand the Naive Bayes model does not fit as well as the linear regression. An important issue is the Naive Bayes assumption that attributes should be independent given the class. It has been shown that this condition is only sufficient but not necessary for optimality of Naive Bayes classifier, but our experiments suggest that the model suffers for strong correlations (i.e. linear dependencies). This situation occurs very often with course data, where certain topics are prerequisite for new topics, and managing former is reflected by latter. That is why we are currently studying suitability of other similar paradigms like general Bayesian networks and Dempster-Shafer theory. Another interesting question is whether the lack of correlation is generally a sufficient condition for Naive Bayes optimality.
In the current research, we have simply tried to predict dropouts and failing as early as possible, but both proposed models can be easily generalised to predict also talented students, who might desire more challenges. In addition, it might be useful to distinguish dropouts and those who fail in the exam, because they may need different kind of tutoring.
Before implementing the intelligent tutoring system, we will carry on some more experiments to fully utilise all usable data. For example, our aim is to design a good prerequisite query, which all students should answer before the course. Other surveys [24, 16, 15] have reported that such prerequisite queries can predict the dropout in quite an early phase. Especially the "locus of control" -whether the student believes to have the control over performance in her/his own hands or not -has proved to be the most important factor affecting dropout [24, 25] . This could be further divided into three factors, which are asked in the query: motivation, self-esteem and taking responsibility of one's own learning.
To summarise, the results from our experiments show the feasibility of data mining in order to personalize distance education courses. The data mining approach can also open the black box used in many adaptive or intelligent tutoring systems or learning environments. It is important for everyone in the teaching-studyinglearning process to understand the explicit models used for description or prediction. For learners, this develops their meta-cognitive skills to observe, analyse and improve their learning process. For teachers, a model helps to understand and interpret the ongoing course at two levels: those of the whole learning group and of an individual learner. Therefore, data mining schemes can help the whole educational technology research community to move into the direction of semi-automation from a somewhat simplistic idea to automate the whole learning process.
