The Newton-Raphson basins of convergence, related to the equilibrium points, in the Sitnikov four-body problem with non-spherical primaries are numerically investigated. We monitor the parametric evolution of the positions of the roots, as a function of the oblateness coefficient. The classical Newton-Raphson optimal method is used for revealing the basins of convergence, by classifying dense grids of initial conditions in several types of two-dimensional planes. We perform a systematic and thorough analysis in an attempt to understand how the oblateness coefficient affects the geometry as well as the basin entropy of the convergence regions. The convergence areas are related with the required number of iterations and also with the corresponding probability distributions.
Introduction
The Sitnikov problem always refers to the special formulation of the restricted three-body problem, which describes the vertical motion of an infinitesimal mass m, along z-axis, perpendicular to the plane of the motion of two equally massed primaries, moving in circular or elliptic orbits with their common barycentre. The MacMillan problem [MacMillan, 1911] corresponds to the case in which the primaries move in circular orbits. It was [Pavanini, 1907] who described the dynamical model in which the two primaries move in circular orbit around their common barycenter, which paved the path for the beginning of the Sitnikov problem.
For several decades, the Sitnikov problem remains a fascinating research topic, with a plethora of open topics, such as the periodic orbits via Poincaré maps (e.g., [Corbera & Llibre, 2000] ), the manifold of families of three-dimensional periodic orbits (e.g., [Perdios, 2007] ), the periodic orbits in the case with A i , i = 1, 2, 3. The centers of the three primaries are located at (x i , y i , z i ) where
, y 1 = 0, z 1 = 0,
, y 2 = a 2 , z 2 = 0,
while a = 1 + A. According to [Pandey & Ahmad, 2013a ] the time-independent effective potential function of the circular restricted four-body problem with spheroid primaries is
where
are the distances of the fourth body from the respective primaries. The equations of motion describing the dynamics of the fourth body (with negligible mass m), moving under the mutual gravitational attraction of the three primaries read as
The above mentioned system of differential equations admits only one known integral of motion (also known as the Jacobi integral), which is described by the following Hamiltonian function J(x, y, z,ẋ,ẏ,ż) = 2Ω(x, y, z) − ẋ 2 +ẏ 2 +ż 2 = C,
whereẋ,ẏ, andż represent the velocities, while the numerical value of the Jacobian constant is shown by C and it is conserved. If we set in Eq. (2) m i = 1/3, x = y = 0, and A i = A then the same equation reduces to
where r = √ k 2 + z 2 with k = a √ 3 /3. Eq. (6) is the potential function of the circular Sitnikov problem of four bodies and describes the motion of the fourth body (with mass m) which oscillates along the z-axis i.e. along the straight line perpendicular to the orbital (x, y) plane of the primaries. In Fig. 1 , we present the configuration of the circular Sitnikov four-body problem.
Therefore the equation describing the motion of the fourth body along the vertical z-axis is z = − z r 3 − 9Az 2r 5 + 15Az 3 2r 7 ,
while the corresponding Jacobi integral, for the case of the vertical motion, reduces to J(z,ż) = 2Ω(z) −ż 2 = C z .
Parametric variation of the equilibrium points
Following the approach successfully used in [Douskos et al., 2012] (see Section 3), from now on the z coordinate is considered as a complex variable and it is denoted by z. The location of the positions of the equilibrium points can be obtained by setting the right hand side of Eq.(7) equal to zero which leads to which after simple calculations it reduces to
Equation (10) reveals that the root z = 0 is always present, regardless the value of A of the oblateness coefficient of the primaries. This root is directly associated with the inner collinear libration point L 1 of the circular restricted four-body problem. The left hand side of the Eq. (10) is a fifth order polynomial which leads to the fact that there are four additional roots, z i , i = 1, ..., 4, given by
Evidently, the nature of the roots strongly depends on the numerical value of the oblateness coefficients A. Our analysis reveals that • When A < A 1 four pure imaginary roots exits, along the z = 0 root.
• When A = A 1 two pure imaginary roots exist, along the z = 0 root.
• When A 1 < A < A 2 two real and two pure imaginary roots exist, along the z = 0 root.
• When A = A 2 , only two pure imaginary roots exist.
• When A 2 < A < A 3 two real and two pure imaginary roots exist, along the z = 0 root.
• When A = A 3 two pure imaginary roots exist, along the z = 0 root.
• When A 3 < A < A 4 four pure imaginary roots exits, along the z = 0 root.
• When A = A 4 only the z = 0 root exists.
• When A > A 4 four complex roots exist, along the z = 0 root.
The values
A 2 = −1,
are in fact critical values of the oblateness coefficient, since they determine the change on the nature of the four roots. It would be very illuminating to determine how the positions of the four roots, on the complex plane, evolve as a function of the oblateness coefficient. Fig. 2 shows the parametric evolution of the positive real and imaginary parts of the four roots R ij , i = 1, ..., 5, j = 2, ..., 5 on the complex plane, when A ∈ [−40, 10], with R = Re[z] and I = Im [z] . When A → −∞ the imaginary roots R 12 and R 14 tend to collide to +∞, while the imaginary roots R 13 and R 15 tend to collide to −∞. As we proceed to higher values of A the imaginary roots R 12 and R 13 tend to the origin and for A = A 1 they collide and they mutually eliminated. For A > A 1 two real roots R 22 and R23 emerge from the origin and they start to move away from the center (0, 0). This behavior continuous up to A = −9.46720, while for higher values of the oblateness coefficient the tendency is reversed and the real roots start to come closer to the origin. When A = A 2 the two real roots collide at the origin and all three roots R 21 , R 22 , and R 23 completely disappear. For A > A 2 a new pair of real roots emerge from the origin and follow similar evolution, as the previous one. In particular, for A 2 < A < −0.29149 the two real roots move away from the origin, while for −0.29149 < A < A 3 they return back and when A = A 3 they collide, once more, with the central point (0, 0). As long as A > A 3 a new pair of pure imaginary roots emerge from the origin. As the value of the oblateness coefficient increases, thus tending to zero, the the four imaginary roots come closer as they move on collision course. Indeed, when A = A 4 R 42 and R 43 collide with R 44 and R 45 , respectively thus annihilating each other, which implies that only the central root z = 0 survives. Finally, when A > A 4 four complex conjugate roots emerge. It is interesting to note that the imaginary parts of the complex roots bifurcate exactly at the points where the four pure imaginary roots of the previous case collided. Our analysis indicates that with increasing value of the oblateness coefficient all four complex roots move away from the center, while their nature remains unperturbed when the primary bodies are oblate (A > 0).
The basins of convergence of the Newton-Raphson scheme
The well-known Newton-Raphson optimal method of second provides one of the simplest ways for solving numerically an equation with one variable. The corresponding iterative scheme read as
where z n is the value of the z at the n-th step of the iterative process, while f (z; A) is the first order derivative of f (z; A). Moreover, the analytical expressions of the numerical coefficients, entering the numerator and the denominator, are n 1 = 18, n 2 = 6 (2 + A (2A − 11)) ,
The Newton-Raphson method works with the following philosophy: The code is activated with an initial complex number z = a + ib, with R = a and I = b, on the complex plane, while the iterative procedure continues until a root is reached, with the desired predefined accuracy. The numerical method When A < A 1 we have the roots R 12 , R 13 , R 14 , and R 15 (green), when A ∈ (A 1 , A 2 ) we have the roots R 22 , R 23 , R 24 , and R 25 (blue), when A ∈ (A 2 , A 3 ) we have the roots R 32 , R 33 , R 34 , and R 35 (purple), when A ∈ (A 3 , A 4 ) we have the roots R 42 , R 43 , R 44 , and R 45 (red), while when A > A 4 we have the roots R 52 , R 53 , R 54 , and R 55 (cyan). The critical values of the oblateness coefficient (A 1 , A 2 , A 3 , A 4 ) are pinpointed by black dots, while the points T 1 and T 2 indicate the turning points of the real parts. (Color figure online).
converges for an initial condition (R, I), if the particular initial condition leads to one of the roots of the system. It is necessary to note that the Newton-Raphson method does not converge equally well for all the initial conditions on the complex plane. The Newton-Raphson basins of convergence or convergence areas/domains are composed of the sets of the initial conditions which lead to the same final state (root which acts as an numerical attractor). However, it should be clarified and emphasized that the NewtonRaphson basins of convergence should not be mistaken, by no means, with the basins of attractions which are present in dissipative system.
Looking the iterative formula of Eq. (13) we realize that the Newton-Raphson basins of convergence should reflect some of the most basic and intrinsic dynamical properties of the Hamiltonian system. This should be true because the iterative formula contains the equation of motion (7) as well as its first order derivative.
To reveal the structures of the basins of convergence a double scan of the complex plan is performed. More precisely, a dense uniform grid of 1024 × 1024 (R, I) nodes is defined, containing all the initial conditions which will be classified by the iterative scheme. The number N of the iterations, required for obtaining the desired accuracy, is also monitored during the classification of the nodes. For our computations, the maximum allowed number of iterations is N max = 500. Moreover the iterations stop when a root is reached, with accuracy of 10 −15 for both real and imaginary parts.
For the classification of the nodes on the complex plane we will use color-coded diagrams (CCDs), in which each pixel is assigned a different color, according to the final state (root) of the corresponding initial condition. Here we would like to clarify that the size of each CCD (or in other words the minimum and the maximum values of R and I) is defined, in each case, in such a way so as to have a complete view of the overall geometry of the basins of convergence.
The Newton-Raphson basins of convergence, corresponding to the four critical values of the oblateness coefficient, are presented in the first column of Fig. 3 . It is evident that in all cases the area of all the types of the basins of convergence is finite. Moreover, when A = A 1 or A = A 2 the convergence region of the central root z = 0 has an elliptic shape. On the other hand, the basins of convergence associated with the two pure imaginary roots form mainly two lobes, attached to the central region. When A = 0 only one unified basin of convergence is present which has a rhomboidal shape. Furthermore, it is seen that the vast majority of the complex plane is covered by initial conditions which do not converge to any of the roots (yellow regions). Additional numerical calculations indicate that for all these initial conditions the Newton-Raphson iterative scheme leads progressively to extremely large real or imaginary numbers. This behavior is in fact a numerical indication that for these initial conditions the Newton-Raphson iterator leads asymptotically to infinity.
We see that the regions in the vicinity of the basin boundaries are highly fractal 1 , which implies that the final state (root) of an initial condition inside this area is highly sensitive. More precisely, even the slightest change of the initial conditions automatically leads to a completely different root, which is a classical indication of chaos. Therefore, for the initial conditions in the basin boundaries it is almost impossible to predict their final states (roots).
In the second column of the same figure the distribution of the corresponding number (N ) of iterations required for obtaining the desired accuracy is given, using tones of blue. We observe that this type of diagrams unveils hidden patterns, regarding the geometry of the convergence regions. One may observe that when A = A 1 or A = A 3 inside the elliptic region, corresponding to the central root z = 0, there are two more lobes, indicating the additional two pure imaginary roots that have been mutually annihilated at the origin, thus merging with the central root. For A = A 1 we seen in panel (b) that the distribution of iterations of the two inner lobes is very smooth, while on the other hand the distribution of iterations in the remaining of the central basin is very noisy. In panel (h), where A = A 3 , we observe the exact opposite phenomenon, that is noisy distribution of iterations inside the lobes and smooth distribution of iterations inside the remaining central region. Furthermore, for both cases (A = A 1 and A = A 3 ), the NewtonRaphson iterative scheme requires, in average, much more iterations for the initial conditions which lead to z = 0, in relation to the required iterations for the initial conditions which lead to one of the pure imaginary roots.
The corresponding probability distribution of the required iterations is given in the third column of Fig. 3 . The definition of the probability P is the following: if N 0 complex initial conditions (R, I) converge, after N iterations, to one of the roots then P = N 0 /N t , where N t is the total number of nodes in every CCD. In all plots the tails of the histograms extend so as to cover 98% of the corresponding distributions of iterations. The vertical, red, dashed line in the probability histograms denote the most probable number N * of iterations, while the blue lines in the histograms indicate the best fit (if possible) to the right-hand side N > N * of them (more details regarding the best fit are given in the following subsection 4.6). Panels (c) and (i) reveal that when A = A 1 or A = A 3 the histograms are composed of two disjoint parts. In fact with this behavior the histograms confirm the phenomenon observed earlier in the diagrams showing the distribution of iterations. More precisely, the first small part of these two histograms corresponds to the initial conditions which form the two lobes and converge relatively fast. On the contrary, the second and main body of the histograms corresponds to the initial conditions which lead to the central root, for which the Newton-Raphson iteration requires a substantial amount of iterations for obtaining the desired accuracy.
Our computations suggest that when A = −1 (see the second column of Fig. 3 ) and A = 0 (see the fourth column of Fig. 3 ) both distributions of iterations and probability display the normal and expected behavior. So far, we do not have a definitive answer explaining the strange and unexpected behavior observed for A = A 1 and A = A 3 . However, we assume that a partial answer to this strange behavior should be the fact that these two values of the oblateness coefficient are critical values, at which equilibrium points (roots) are mutually annihilated.
In the following subsections we will determine how the oblateness coefficient A affects the structure of the Newton-raphson basins of convergence in the Sitnikov four-body problem, by considering several cases, regarding the nature of the five roots.
Case I: A < A 1
We begin with the first case, where the equation f (z; A) = 0 has, apart from the z = 0 root, four pure imaginary roots. The Newton-Raphson basins of convergence on the complex plane, for three values of the oblateness coefficient, are illustrated in the first column of Fig. 4 . In the second column of the same figure we present the corresponding number N of iterations, while the corresponding probability distribution of the required iterations is given in the third column of Fig. 4 .
With increasing value of the oblateness coefficient the most important phenomena which take place are the following:
(1) The area of the basins of convergence, with a lobe shape, which correspond to the four pure imaginary roots increases, while at the same time the two inner lobes, corresponding to roots R 12 and R 13 , come closer. (2) The shape of the central convergence region, corresponding to root R 11 = z = 0, changes from elliptical to almost circular. (3) The extent of the secondary basins of convergence that are present in the vicinity of the boundaries of the main basins increases.
In panel (h) of Fig. 4 we observe that when A = −15.436, that is a value of the oblateness coefficient just before the first critical value, the required iterations for reaching the roots R 11 , R 12 and R 13 are substantially higher that those required for reaching the imaginary roots R 14 and R 15 . Indeed, in panel (i) of the same figure we see that the histogram is composed of two parts corresponding to fast and slow converging points. In fact, this situation is very similar to that observed earlier in Fig. 3 , regarding the critical values. We suspect that the presence of such slow converging points for A = −15.436 is directly related with the fact that at A = A 1 the two imaginary roots R 12 and R 13 collide at the center and they are mutually eliminated.
Case II:
The next case under consideration involves the scenario where there are two real and two pure imaginary roots, along with the z = 0 root. In the first column of Fig. 5 we present the Newton-Raphson basins of convergence for three values of the oblateness coefficient. The second and third column of Fig. 5 contain The color code, denoting the roots (black dots), is as follows: R 11 (green); R 12 (red); R 13 (blue); R 14 (purple); R 15 (cyan); points tending to infinity (yellow); non-converging points (white). the corresponding number N of iterations, and the probability distribution of the required iterations, respectively.
As we proceed to higher values of A the main changes, regarding the geometry of the convergence areas, are the following: (1) Initially the basins of convergence, corresponding to the central root z = 0, are composed of two elongated lobes, which later on they merge thus forming a unified rhomboidal area. (2) The area of the lobed basins of convergence, corresponding to the imaginary roots R 24 and R 25 expands rapidly. (3) The extent of the convergence regions, corresponding to roots R 21 , R 22 and R 23 decreases, very quickly. In panel (b) of Fig. 5 we see that the distribution of iterations, corresponding to the two real roots R 22 and R 23 is very noisy. Furthermore, according to panel (c) of the same figure, the average number of required iterations for the two real roots is about three times higher that the number of required iterations for the rest of the roots. Again, this strange behavior should be related with the fact that A = −15.434 is just above the critical value A 1 , where the dynamical properties of the system change drastically. 
Case III: A 2 < A < A 3
We continue with the third case, where there are, once more, two real and two pure imaginary roots, along with the universal (0, 0) root. The convergence regions on the complex plane, for three values of the oblateness coefficient, are illustrated in the first column of Fig. 6 , while the corresponding distributions of iterations and probability are presented in the second and third column of the same figure, respectively. It is evident that the evolution of the geometry of the basins of convergence follows the exact opposite path of the previous studied case.
Case IV: A 3 < A < A 4
In the first column of Fig. 7 we depict the Newton-Raphson basins of convergence for three values of the oblateness coefficient, when four pure imaginary roots are present, along with the z = 0 root. The corresponding distributions of the required iterations and the probability are given in the second and third column of Fig. 7 , respectively.
As we proceed to higher values of the oblateness coefficient the geometry of the convergence domains changes as follows:
(1) The two pairs of lobed basins of convergence, corresponding to the four pure imaginary roots R 42 , R 43 , R 44 , and R 45 move away from each other, while at the same time their area is heavily reduced. (2) The extent of the central convergence region, associated with the root z = 0 increases, while its shape changes from circular to rhomboidal. (3) All the secondary basins, that initially are present at the boundaries of the central region, disappear, thus reducing the degree of fractality of the complex plane.
Looking carefully at Fig. 7 we may argue that the evolution of the geometry of the basins of convergence in this case is, in general terms, opposite with respect to that we seem earlier in Fig. 4 , when A < A 1 .
Case V: A > A 4
Our exploration ends with the case where there are four complex conjugate roots, along with the z = 0 root. The Newton-Raphson basins of convergence, for three values of the oblateness coefficient A, are presented in the first column of Fig. 8 . The corresponding number N of iterations, and the probability distribution of the required iterations are give in the second and third column of Fig. 8, respectively .
During the transition from the case where A 3 < A < A 4 to the case where A > A 4 it is evident that the orientation of the four lobed basins of convergence changes from vertical (which implies the presence of four pure imaginary roots) to horizontal (which suggests the existence of four complex roots).
As the primary bodies become more oblate the most important changes that occur, regarding the geometry of the basins of convergence are:
(1) The area of the lobed convergence regions, corresponding to complex roots R 52 , R 53 , R 54 , and R 55 increases rapidly. (2) The extent of the central convergence area, corresponding to the root z = 0 decreases. (3) All the secondary basins of convergence, which are located at the boundaries of the main basins, become more prominent, which suggests that the degree of fractality of the complex plane increases.
An overview analysis
The color-coded diagrams (CCDs) on the complex plane, presented earlier in subsections 4.1, 4.2, 4.3, 4.4, and 4.5 provide sufficient information regarding the convergence domains, however for only a fixed value of the oblateness coefficient A. In order to overcome this drawback we can define a new type of distribution of initial conditions which will allow us to scan a continuous spectrum of A values, rather than few discrete levels. The most interesting configuration is to set either the real part or the imaginary part equal to zero, while the value of the oblateness coefficient will vary in the interval [−40, 10] . This technique allows us to construct, once more, a two-dimensional plane in which the R or the I is the abscissa, while the value of A is always the ordinate. Panels (a) and (d) of Fig. 9 show the basins of convergence on the (R, A) and (I, A) planes, respectively. The corresponding distributions of iterations and probability are given in panels (b), (c) and (e), (f), respectively. It is interesting to observe in panel (b) the structures created inside the unified green region, corresponding to the central root (z = 0). Evidently, the geometry of the convergence structure changes exactly at the critical values. Additional interesting information could be extracted from the probability distributions of iterations presented in the third row of Fig. 9 . In particular, it would be very interesting to try to obtain the best fit of . the tails 2 of the distributions. For fitting the tails of the histograms, we used the Laplace distribution, which is the most natural choice, since this type of distribution is very common in systems displaying transient chaos (see e.g., [Motter & Lai, 2001; Seoane et al., 2006; Seoane & Sanján, 2008] ). Our calculations strongly indicate that in the vast majority of the cases the Laplace distribution is the best fit to our data. The only cases where the Laplace distribution fails to properly fit the corresponding numerical data is the cases corresponding to A = {A 1 , −15.434, A 2 }, where the corresponding histograms display several peaks.
The probability density function (PDF) of the Laplace distribution is given by
where a is the location parameter, while b > 0, is the diversity. In our case we are interested only for the x ≥ a part of the distribution function.
In Table 1 we present the values of the location parameter a and the diversity b, as they have been obtained through the best fit, for all cases discussed in the previous subsections. One may observe that for most of the cases the location parameter a is very close to the most probable number N * of iterations, while in some cases these two quantities coincide. 
Parametric evolution of the basin entropy
So far, in the numerical results presented in the previous Section, we used only qualitative arguments for discussing the degree of the fractality of the basins of convergence on the complex plane. There is no doubt that quantitative results, regarding the evolution of the fractality, would be very informative. Very recently, in [Daza et al., 2016] , a new quantitative tool was introduced, for measuring the degree of the basin fractality. This new dynamical quantity is called "basin entropy" and it measures the degree of fractality (or unpredictability) of the basins, by examining their topological properties. The basin entropy works according to the following numerical algorithm. If there are N (A) attractors (equilibrium points or roots) in a certain region R on the complex plane, then we subdivide R into a grid of N square boxes, where each cell of the gird may contain between 1 and N (A) attractors. Then the probability that inside the cell i the corresponding attractor is j is denoted by P i,j . Taking into account that inside each cell the initial conditions are completely independent, the Gibbs entropy, of every cell i reads
where m i ∈ [1, N A ] is the total number of the attractors inside the cell i. The total entropy of the entire region R, on the complex plane, can easily be calculated by adding the entropies of the N cells of the grid as S = N i=1 S i . Therefore, the total entropy, corresponding to the total number of cells N is called basin entropy and it is given by
Following the above-mentioned algorithm and also using the value ε = 0.005, suggested in [Daza et al., 2016] , we calculated the numerical value of the basin entropy S b of the complex plane, for several values of the oblateness coefficient A. At this point, it should be emphasized that the initial conditions, on the complex plane, for which the Newton-Raphson iterative scheme leads to infinity were counted as an additional type of basin, which coexist along with the regular basins of convergence, associated with the roots of the system. Fig. 10(a-b) illustrates the parametric evolution of the basins entropy, as a function of the oblateness coefficient. Here it should be noted that for this diagram we used results not only from the cases, of Figs. 3, 4, 5, 6, 7 , and 8, but also from additional levels of the oblateness coefficient.
Looking at both panels of Fig. 10 it becomes evident that:
• When A → A 1 the basin entropy increases, almost linearly.
• When A 1 < A < A 2 the basin entropy decreases rapidly.
• When A 2 < A < A 3 the basin entropy increases.
• When A 3 < A < A 4 the basin entropy decreases.
• When A 4 < A < 1 the basin entropy increases, while for A > 1 the tendency is reversed.
It is interesting to note that the lowest values of the basin entropy are observed exactly at the four critical values of the oblateness coefficient. This phenomenon can be explained if we take into account that for these values of A the total number of roots decreases from five to three (when A = A 1 or A = A 3 ), two (when A = A 2 ) or even one (when A = A 4 ). Therefore the mixture of the several types of basins on the complex plane (even when the initial conditions which lead to infinity are counted as an additional type of basin) becomes leaner, which implies that the degree of fractality is reduced.
Concluding remarks
The Newton-Raphson basins of convergence were numerically explored in the Sitnikov four-body problem, with non-spherical primaries. In particular, we demonstrated how the oblateness coefficient A influences the position of the roots on the complex plane. The Newton-Raphson optimal iterative scheme was used for revealing the corresponding basins of convergence on the complex plane. These convergence domains play a significant role, since they explain how each point of the complex plane is numerically attracted by the equilibrium points of the system, which act, in a way, as attractors. We managed to monitor how the Newton-Raphson basins of convergence evolve as a function of the oblateness coefficient. Another important aspect of this work was the relation between the basins of convergence and the corresponding number of required iterations and the respective probability distributions. As far as we know, this is the first time that the Newton-Raphson basins of convergence in the Sitnikov four-body problem are numerically investigated in such a systematic and thorough manner. On this basis, the presented results are novel and this is exactly the contribution of the present work.
The most important conclusions of our numerical analysis are summarized in the following list:
(1) Real and imaginary roots are only possible when the primaries are prolate (A < 0). On the other hand, when the primary bodies have an oblate shape (A > 0) the corresponding roots are always conjugate complex. (2) It was found that all the basins of convergence, corresponding to all five roots, have finite area, regardless the particular value of the oblateness coefficient. (3) Our numerical analysis indicates that the vast majority of the complex plane is covered by initial conditions which do not converge to any of the five roots. Furthermore, additional computations revealed that for all these initial conditions the Newton-Raphson iterator leads to extremely large complex numbers (either real or imaginary), which implies that these initial conditions tend asymptotically to infinity. (4) Near the critical values of the oblateness coefficient we identified several types of converging areas for which the corresponding number of required iterations is relatively high, with respect to near by basins of other roots. We suspect that this phenomenon is inextricably linked with the fact that near these critical points the dynamics of the system, such as the total number of the equilibrium points (roots), changes. (5) The highest values of the basin entropy, S b , have been measured near the vicinity of the critical values of the oblateness coefficient, while the lowest values of S b were identified exactly at the critical values, where the total number of the roots of the system decreases.
