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Abstract 
 
Grant, Glenn Edwin (M.A., Geography) 
AN ANALYSIS OF GREENLAND ICE SHEET ALBEDO VARIABILITY USING 25 YEARS OF AVHRR 
POLAR PATHFINDER DATA 
Thesis directed by Professor Mark Serreze 
 
This thesis analyzes the long-term albedo variability of the Greenland Ice Sheet (GrIS) 
using 25 years of Advanced Very High Resolution Radiometer (AVHRR) Polar Pathfinder satellite 
data. Previous studies of the GrIS have generally limited their spatiotemporal extents to either 
coarse resolutions or relatively short time spans, or else concentrated on small, dynamic areas. 
The premise of this thesis is that these limitations may be obscuring larger patterns or changes 
in the GrIS albedo. 
Analyzing massive remotely-sensed data sets presents formidable challenges. In 
response, and concurrent with the albedo analysis, this thesis demonstrates new techniques for 
managing and analyzing large satellite-derived data sets. Prototype database technology is 
introduced that enables scalable storage and rapid, random-access to data at high 
spatiotemporal resolutions. To answer the scientific questions posed, analysis tools are 
included with the database architecture and applied to the entire data set. 
This thesis determines the spatial distributions of albedo means, medians and variances, 
as well as any long-term trends. The spatial and temporal relationships between synoptic 
weather forcings and albedo changes are also explored. Where possible, ground-truth data is 
supplied to support the satellite-based conclusions. In the course of assembling and analyzing 
iv 
the data, the current study reveals several types of previously undetected errors in the data set. 
This outcome validates the original premise of the thesis and demonstrates additional 
capabilities of the database and analysis system. 
The final results show that the AVHRR/Polar Pathfinder data set used herein is of poor 
quality. However, the analysis methods, quality assurance, and data management techniques 
used in this thesis demonstrate that the technology now exists to manage massive remotely-
sensed data sets within distributed databases. This capability may open new possibilities for 
rapid data analysis, and prove useful for managing and analyzing large data sets beyond the 
field of remote sensing. 
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1 Introduction 
Surface albedo, the ratio of reflected to incident solar radiation, strongly influences the 
energy balance of ice sheets (Stroeve, 2001). Changes in the energy balance, in turn, may affect 
ice sheet melting rates and mass balances (Hanna et al., 2008). The Greenland ice sheet (GrIS), 
with 11.8% of the world’s glacier volume and a high average elevation, affects regional and 
global climate patterns (Warrick and Oerlemans, 1990). Therefore, understanding the changes 
in the GrIS albedo is critical to modeling its behavior, assessing its influence on climate, and 
gauging the overall health of the Arctic region (Abdalati and Steffen, 1997a; Rignot and Thomas, 
2002; Liang et al., 2005).  
Satellites have been making continuous observations of the GrIS albedo since the advent 
of the satellite era, circa 1979. Large collections of remotely-sensed data have been amassed, 
and climate scientists now have extensive libraries of imagery and data sets available for use. 
The volume of data, however, has often outpaced analytical techniques and computing power. 
While the scientific community now has tremendous amounts of data, the ability to distill it into 
meaningful information has lagged. As a result, although long-term high-resolution analysis of 
the GrIS albedo is now theoretically possible, many studies appear to have been limited to small 
spatial extents, short temporal spans, or coarse granularities. These limitations may be hiding 
patterns or trends in the data that would otherwise be apparent. This thesis fills that analysis 
gap by demonstrating a method of quantifying the long-term changes of the GrIS albedo across 
the entire extent of the ice sheet, using a maximal time span of satellite data at a high spatial 
resolution. 
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The effects of climate change are increasingly a subject of interest. Because the albedo of 
snow is affected by water content and snow grain size (Wiscombe and Warren, 1980), changes 
in precipitation, wind, and surface temperature may be affecting the GrIS albedo variability. A 
second goal is therefore to explore the relationship between climate and albedo. The following 
questions are asked: what weather forcings are most influential in changing the albedo, and is 
albedo variability changing over time? For this purpose, a long-term synoptic-scale 
climatological data set is also employed to assess the influence of weather events on the GrIS 
albedo. 
This study necessarily uses a large volume of data and multiple data sets, requiring an 
advanced data management and analysis approach. While addressing the scientific questions 
posed above, this thesis also introduces new methods for managing, processing, and exploring 
massive data sets with large spatiotemporal extents. Additionally, it demonstrates techniques 
to assess overall data quality. Although this study concentrates on observational data of 
Greenland, the data handling methods shown here may be applicable to a wider spectrum of 
data analysis beyond climatology and remote sensing. 
In summary, the goals of this study are to explore and quantify the long-term changes in 
the GrIS albedo, examine the influence of weather on albedo changes, and demonstrate new 
data processing techniques that may be used for similar types of research. Concurrent with the 
analysis is an evaluation of the data set quality, and an assessment of the effectiveness of the 
prototype data management tools. 
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1.1 Background 
Recent years have seen rapid changes in Arctic climate, and these changes have captured 
the attention of both the public and the scientific community. The general warming trend has 
implications for polar coastal communities, sea ice extent, wildlife, regional transportation, 
national security, and commerce, especially extractive industries such as oil, gas, and 
commercial fishing (Borgerson, 2008; Stroeve et al., 2008). Climate models are predicting sea 
level rise, due in part to the melting of the GrIS (Bindschlader, 1998; Houghton et al., 2001; 
Solomon et al., 2007). Therefore, characterizing the changes occurring on the ice sheet and 
understanding their impacts has taken on global importance (Alley et al., 2005). 
Greenland is the largest island in the world, with a surface area of 2.17 million km
2
. 
Approximately 81% of the island is covered by snow or ice, making it the world’s second largest 
ice sheet (Weidick, 1995). The central portion of the ice sheet has an elevation exceeding 3000 
meters and extending roughly north-south, parallel to the 45°W meridian. The high average 
elevation acts as a topographic barrier, affecting synoptic-scale circulation and the regional 
climate (Steffen et al., 2004). The margins of the ice sheet experience significant seasonal 
melting, to the point that large pools and rivers of melt water accumulate on the ice sheet. 
These areas may have extremes of albedo variability, easily identified by the analytical 
techniques described in Section 3 of this thesis. The majority of the ice sheet has a generally 
homogeneous snow surface over a firn and ice base, with very few topographic features except 
near the coasts. When viewed from space, local variations such as sastrugi and small crevasses 
may not be visible. 
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The estimated areal extent of the ice sheet is dependent on the criteria used to define the 
surface. Weidick estimated the inland ice extent to be 1.74x10
6
 km
2
, while other estimates have 
ranged from 1.648x10
6
 km
2
 (Mote, 2007) to 1.91x10
6
 km
2
 (Hall et al., 2008). The differences are 
largely due to the inclusion or omission of isolated ice caps and mountainous regions around 
the fringes of the island. This study uses an ice mask that falls between those prior estimates, 
with a total GrIS area of 1.82x10
6
 km
2
.  
One of the most critical variables for assessing ice sheet conditions is albedo. Albedo is 
defined as the net reflectance of incident sunlight, and it effectively controls the amount of 
solar energy absorbed by the ice (Stroeve, 2001; Wang and Zender, 2010). In response, the 
absorbed light affects the overall energy balance of the ice sheet, with positive feedbacks that 
may increase melting (Nolin and Stroeve, 1997). Thus, any significant change in the albedo is an 
important factor when predicting the future of the ice sheet (Rignot and Thomas, 2002). The 
definition of albedo can be further sub-defined as either narrowband, i.e., a spectral albedo 
that characterizes only portions of the solar spectrum, or broadband, considering the entire 
solar spectrum of incident light. Several types of polar orbiting satellites collect spectral 
reflectances that can be converted to narrowband and broadband albedos, including the 
Moderate Resolution Imaging Spectroradiometer (MODIS) on NASA’s Terra and Aqua satellites, 
the Defense Meteorological Support Program’s Operational Line Scan (OLS) sensors, and 
NOAA’s Advanced Very High Resolution Radiometers (AVHRR). Satellites that use versions of 
the OLS and AVHRR sensors have now been in operation for over three decades, providing a 
uniquely long time series of data. This study uses broadband surface albedos obtained from the 
AVHRR Polar Pathfinder (APP) data set. 
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Although there are now several decades of satellite-based data available for time-series 
analysis, few studies have utilized the entire temporal and spatial extent of the data record to 
look at GrIS albedo. This may, in part, be due to the unwieldy volume of data. In general, the 
most practical approach to handling large remotely-sensed data sets (so-called “Big Data”) has 
been to subset it into coarser resolutions, smaller spatial areas of high interest, or limited time 
spans. Regional studies of the GrIS albedo have often looked at dynamic areas, such as the 
seasonal ablation along the west coast (Wientjes and Oerlemans, 2010; Greuell, 2000), a 
transect across the ice sheet (Greuell and Oerlemans, 2005; Bøggild, 1997), or active glaciers 
(Knap and Oerlemans, 1996). While these limited spatial areas may exhibit strong evidence of 
climate change, the GrIS as a whole is much more influential as climatic driver. Many studies 
have evaluated the entirety of GrIS over long time periods, often to determine the extent of 
seasonal melt, but these typically use coarse-resolution passive microwave data (e.g., Abdalati 
and Steffen, 2001; Fettweis et al., 2011). A few studies have examined the GrIS at higher 
resolutions; however, these often use shorter time spans or large temporal increments (Fausto 
et al., 2007; Tedesco et al., 2011; Wang et al., 2007). MODIS observations, with a 12-year data 
set span, have informed some higher-resolution GrIS studies: Box and Hall (2011) have shown 
there was a 2011 albedo anomaly for the months of June through August in relation to the 
2000-2008 period, and Box et al. (2012) described decadal-scale downward albedo trends when 
using both MODIS and Greenland Climate Network (GC-Net) ground data. Few studies have 
evaluated changes over the entire GrIS at the maximum temporal and spatial resolutions 
available. One notable exception was Hanna et al. (2005), who investigated the mass balance of 
the entire GrIS from 1978 through 2003 at a 5 km resolution -- but primarily through modeling. 
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Trade-offs may have been made to reduce the volume or scope of data sets to 
manageable levels, although such compromises may be impeding our understanding of the 
changes occurring on the GrIS. Meanwhile, computing power has advanced to the point that 
many of these trade-offs may no longer be necessary. Recent advances in computing resources 
and storage capabilities have created an opportunity to explore the entirety of these data sets 
at maximal resolution. An analysis of the long-term trends in albedo, if any, over the entire GrIS 
may reveal new relationships or patterns that were previously unseen. 
1.2 Objectives  
This thesis explores the long-term albedo variability of the Greenland Ice Sheet using 
satellite data at a high spatiotemporal resolution, an approach that may reveal new information 
about the region. The objectives are to answer fundamental science questions related to the 
health of the ice sheet and its relationship to weather, as well as demonstrate new techniques 
for managing and analyzing massive remotely-sensed data sets within a novel database 
architecture. 
The analyses address three science questions. First, basic descriptive statistics are 
generated for the GrIS albedo. These statistics are averaged across the entire data set at each 
individual grid cell, separated by month, and provide a foundation for understanding the 
average spatial and seasonal distribution of the ice sheet albedo. This effort also demonstrates 
how a baseline albedo product can be generated for future use in anomaly detection, as well as 
highlighting the essential analytical capabilities of the database system. Second, this study 
explores interannual albedo variations, looking for spatial or temporal trends. This second 
analysis is the central point to the thesis, showing the long-term trends in albedo mean, 
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median, and standard deviation across the ice sheet at a high spatial resolution. Third, the 
interannual changes in albedo, binned by month, are compared with weather. This last 
objective seeks to identify what climatological factors most influence changes in albedo, 
irrespective of solar flux. Where available, ground truth albedo data is used to confirm or refute 
any conclusions reached in the analyses. The final results are presented as maps of the GrIS that 
depict the spatial distributions of albedo statistics. 
The data sets used to fulfill these objectives must have a spatial extent encompassing the 
entire Greenland Ice Sheet and a maximal time span. Of the satellite data sets available, 
broadband surface albedos derived from NOAA’s AVHRR sensors provide the longest 
continuous data record. This study uses AVHRR data sourced from the National Snow and Ice 
Data Center (NSIDC), a NASA Distributed Active Archive Center (DAAC). NSIDC provides AVHRR 
Polar Pathfinder (APP) data as daily gridded imagery covering a date range from 1981 through 
2005 (NSIDC, 2011a; Maslanik et al., 1997). Because albedo is of interest only when the sun is 
above the horizon, only summer “melt season” albedos, May through August, are used. The 
climatology data set must also cover the GrIS for an equal time period; NASA’s Modern Era 
Retrospective-Analyses for Research and Applications (MERRA) data provides the daily 
synoptic-scale weather (NASA, 2012b). Additionally, a third data set containing land/ice masks 
is used to constrain the analyses to the irregular shape of the GrIS. Section 2.0 provides details 
about each data set. 
In addition to the scientific questions addressed above, this thesis ultimately serves to 
demonstrate new methods of data management and quality assurance when utilizing massive 
remotely-sensed data sets. Using prototype database technology, data discrepancies are 
8 
revealed that might otherwise remain hidden when using reduced spatial extents, limited 
temporal spans, or coarse resolutions. 
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2 Data 
Four data sets were used in this analysis: broadband albedos from an AVHRR Polar 
Pathfinder satellite data set, NASA’s MERRA reanalysis climatology, a Land, Ocean, Coastline, 
and Ice (LOCI) mask, and ground-truth surface measurements from the Greenland Climate 
Network (GC-Net). Each of these data sets was spatially constrained to the Greenland Ice Sheet, 
temporally filtered to the desired time spans, and quality checked. With the exception of the 
GC-Net data, all were similarly gridded and stored in prototype databases. The databases were 
developed concurrently with this thesis. The following sections detail the gridding, data 
sources, errors and uncertainties, and database architecture. 
2.1 Gridding and Projection 
AVHRR data was obtained from the NSIDC in an Equal Area Scalable Earth (EASE)-grid 
format, a set of standardized projections that uses grid cell centroids and vertices that align 
across resolutions (Brodzik and Knowles, 2002; NSIDC, 2011a). Northern hemispheric data, as 
used in this study, is an azimuthal equal-area projection based on a spherical Earth model. The 
common projection and gridding allows for operations between data sets. The default 
orientation of Northern hemispheric EASE-grid data is with the 0 degree meridian aligned 
north-south, making Greenland appear angled; most figures presented herein have been 
rotated so that the 45W meridian running centrally through Greenland is aligned north-south, 
showing the island in the familiar north-up orientation. The LOCI masking data was provided in 
the same EASE-grid projection and orientation, and has been similarly rotated. 
Raw MERRA data is not EASE-gridded; rather, it uses a 0.5 degree latitude by 0.666 
degree longitude grid on an equatorial cylindrical projection. To facilitate inter-database 
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analyses, the data was re-projected into the standard equal-area, azimuthal projection used by 
EASE-gridded Northern hemispheric data sets. Additionally, given the wide disparity between 
the coarse spatial granularity of the MERRA data and the higher resolution 5 km
 
AVHRR data, 
the MERRA data was simultaneously down-scaled using a drop-in-the-bucket algorithm. This re-
gridding method expanded the low resolution MERRA data by finding and duplicating the 
Figure 2.1. An example of MERRA data re-gridding. An original MERRA surface 
temperature image, upper panel, in an equatorial cylindrical projection is downscaled 
and re-gridded to match the 5 km
 
Lambert's equal-area azimuthal northern hemispheric 
projection of the APP albedo data set, shown in the lower panel. The blocky appearance 
of the re-gridded image reflects the coarse resolution of the source data. 
 
11 
nearest data point to each grid cell centroid in the higher resolution, re-projected grid. An 
example output from this re-projection and re-gridding method is shown in Figure 2.1. 
2.2 AVHRR Data 
The combined NOAA/NASA Polar Pathfinder (PP) program produces AVHRR (APP) data 
sets. The data is available as a calibrated product in EASE-Grid format from the NSIDC at 
multiple spatial resolutions. NOAA’s Polar-orbiting Operational Environmental Satellites (POES) 
carry the AVHRR radiometers. These satellites have included TIROS-N, NOAA-6 through 12, and 
NOAA-14 through 18 (NOAA, 2011). The capabilities of the AVHRR radiometers have varied 
slightly over the years, as shown in Table 2.1, but the orbital parameters have remained almost 
constant. The satellite timeline for the data used in the APP data set is shown in Table 2.2. 
The average instantaneous field of view (FOV) of an AVHRR sensor is approximately 1.3 
milliradians. At an altitude of ~833 km, this FOV translates into a maximum ground resolution at 
nadir of 1.09 km
 
(Goodrum et al., 2000; NASA, 2012a). The radiometers use a nadir-viewing 
rotating mirror, scanning from horizon to horizon, with an effective viewing swath of ±55.4 
degrees. The satellites have sun synchronous polar orbits, following to either side of the Earth’s 
day/night terminator, avoiding mid-day passes with small sun-satellite azimuth angles that 
would result in large specular reflections. With the combination of a broad field of view and a 
polar orbital period of approximately 100 minutes, a single AVHRR sensor collects twice-daily 
global coverage. 
Through sensor design and optical filters, the AVHRR radiometers are tuned to a selection 
of optical bands where light is not heavily attenuated by atmospheric gasses and aerosols. For 
channels 1 and 2, the radiative transfer is through reflections of sunlight off the Earth’s surface 
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plus atmospheric scattering. Channels 3 through 5 primarily measure thermal emissions from 
the surface and atmosphere, although some derived data types also make use of the solar 
reflection component at these wavelengths (NSIDC, 2012). Specifically, channel 3a measures 
near-IR solar reflections at 1.6 μm, a wavelength that is useful for cloud discrimination. NOAA-
15 through 18 use channel 3a during the daytime and switch to channel 3b (3.7 μm) at night. 
 
 
Sensor/Generation & Satellites Spectral Bands (μm) Radiative Transfer 
AVHRR/2 
NOAA-7, 9, 11, 12, and 14 
Channel 1:  0.58-0.68 
Channel 2:  0.725-1.10 
Channel 3:  3.55-3.93 
Channel 4:  10.3-11.3 
Channel 5:  11.5-12.5 
Visible reflectance 
Near-IR reflectance 
Infrared reflection/emissions 
Thermal infrared emissions 
Thermal infrared emissions 
AVHRR/3 
NOAA-15 through NOAA-18 
Channel 1:   0.58-0.68 
Channel 2:   0.725-1.10 
Channel 3a: 1.58 - 1.64 
Channel 3b: 3.55-3.93 
Channel 4:   10.3-11.3 
Channel 5:   11.5-12.5 
Visible reflectance 
Near-IR reflectance 
Near-IR reflectance/emissions 
Infrared reflection/emissions 
Thermal infrared emissions 
Thermal infrared emissions 
Table 2.1. Spectral bands and radiative transfer for AVHRR radiometers, by satellite (NSIDC, 
2012). 
 
 
Satellite Operational Dates 
NOAA-7 23 July 1981 - 31 December 1984 
NOAA-9 1 January 1985 - 7 November 1988 
NOAA-11 8 November 1988 - 31 December 1994 
NOAA-14 1 January 1995 - 31 December 2000 
NOAA-16 1 January 2001 - 30 June 2005 
Table 2.2. Operational dates for the NOAA POES satellites used in the APP data set. 
 
 
The AVHRR Polar Pathfinder data sets available through the NSIDC DAAC come in a 
variety of different processing levels and data formats. The APP data contains the channels 
listed in Table 2.1 plus several derived products such as albedo, skin temperature, and cloud 
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masks. The data can be spatiotemporally subsetted using online tools, and downloaded in 
binary, GeoTIFF, or Network Common Data Format version 3 (NetCDF3) formats. The 
processing levels of the NSIDC data sets fall into two broad categories: calibrated, geolocated 
and projected level-1B data at 1 km
 
resolution, and level-3 gridded, twice-daily composites of 
reflectance and brightness temperature, including sun and satellite observational geometry, 
skin temperature, surface albedo, and cloud mask values at 1.25, 5, and 25 km resolutions. 
This study used the 5 km
 
surface albedo and cloud mask data obtained through the online 
Polaris application (http://nsidc.org/data/polaris/). Additional data selection options included a 
north polar projection and spatial subsetting that encompassed the entire island of Greenland. 
All available years, 1981 through 2005, were retrieved. 
The AVHRR data is available at nominal acquisition times of 0200 and 1400 UTC. Because 
these are composite products, any single image may include data from multiple satellite passes 
centered around the given acquisition time, generally plus or minus two hours. Albedo 
retrievals from satellites have less error at smaller solar zenith angles (Wang and Zender, 2010), 
so this study used only the composite data centered as close as possible to local solar noon; 
over Greenland this corresponds to the 1400 UTC data. For the same reason, and because 
albedo variations are generally of interest only during the summer melt season, the data sets 
used herein have been further restricted to the months of May through August. 
NASA and NSIDC provide a Completeness Report detailing the dates and causes of known 
bad or missing APP data; those dates were eliminated from consideration in this study. Severely 
noisy or corrupted images, identified manually, were also excluded. On a pixel-by-pixel basis, 
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there is also a data bit inside in the APP cloud mask byte that can be polled to identify poor 
quality AVHRR data; pixels failing this test were individually discarded. 
A variety of undocumented errors apparently occurred during the production of the APP 
data set. This section explains only the significant errors related to processing and gridding of 
the raw data. Sections 2.2.1.1 and 2.2.1.2 discuss the errors associated with albedo retrieval, 
cloud detection, and sensor drift, degradation, and calibration. 
This study found that between 1995 and 1998 the downloaded NetCDF-formatted source 
data shows frequent geolocation errors, or “jitter” of several pixels. These location offsets were 
originally thought to be related to satellite clock drift, or roll, pitch, and yaw errors (C. Fowler, 
personal communication, 2011). Visually, the images appear normal. The existence of the 
errors was only discovered accidentally while viewing rapid, sequential animations of 
Greenland albedo imagery. Further scrutiny, however, revealed that different grids or 
projections were used when creating the APP data set, depending on the software version. The 
APP data sets were generated using a software package called the Cloud And Surface 
Parameter Retrieval (CASPR) system (Key, 2002a). CASPR versions 1 or 2 were used to process 
data prior to 1999, and version 3 for observations after 1993; 1994-98 used both versions 2 and 
3, and these were irregularly intermixed in the NetCDF files. Alternating any two APP GrIS 
images that were created using versions 2 and 3 will show an apparent jitter of 2-4 pixels (10 – 
20 km). Given the high resolution and the broad spatial homogeneity of the GrIS surface, an 
occasional location error of a few pixels may be a minor issue over the bulk of the ice sheet, but 
this becomes problematic in the dynamic coastal regions. Time-series analysis in coastal areas 
may be rendered pointless if the grid cell locations are inconsistent.  
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Of equal concern were gross geolocation errors that appear to have occurred during the 
swath compositing process, as shown in Figure 2.2. The temporal and spatial extents of the 
errors have forced the exclusion of all 2004 imagery past 01 May. During the analysis process, 
similar errors -- less obvious but equally detrimental -- were found in the data for summer of 
1983, as described in Section 4.2. This data has also been excluded from the study. 
The remaining data, which represents the majority of the 25 years of available Polar 
Pathfinder AVHRR data, was manually inspected for similar geolocation errors, excessive noise, 
or corrupted data. Collectively, these and all other dates of missing or corrupted data forced 
the elimination of 383 days from consideration in this study, a number later revised upward 
with the discovery of several images where the sensor channels were swapped. Most of these 
Figure 2.2. An example of severe geolocation errors. The left panel shows a typical albedo 
image of Greenland during 2003, correctly composited and geolocated. The right panel shows 
severe geolocation errors during mid-summer 2004, where sections of the image are repeated 
and offset, and the entire island has shifted downward in the frame. Both images were 
obtained from the same APP data set using identical geographical bounding boxes and 
projections, and should appear similar except for natural variations in clouds and ice. 
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problems are not listed in the Completeness Report, and they were only recently discovered 
while manually reviewing image animations or individual images. 
2.2.1 Albedo 
Surface albedo is a measure of the net reflectance of sunlight from the Earth’s surface, on 
a scale between zero (no reflectance) and one (total reflectance), or as a percentage. The clear-
sky broadband surface albedo of dry snow ranges between 0.70 and 0.90, with typical values 
for both satellite and ground measurements in the neighborhood of 0.80 to 0.85, and fresh 
clean snow approaching 0.90 or higher (Carroll and Fitch, 1981; Knap and Oerlemans, 1996; 
Liang et al., 2005; Serreze and Barry, 2005; Wiscombe and Warren, 1980). Melting snow is 
much more variable and dependent on water content, where albedos may drop below 0.60 
(Grenfell and Maykut, 1977). Exposed ice, with melt pools or impurities, can result in albedos of 
0.40 or less (Bøggild et al., 2010; Greurell, 2000).  
Satellites measure instantaneous top-of-atmosphere (TOA) reflectances from a single 
viewpoint, whereas surface albedo is a measure of hemispherical reflectance without the 
optical depth of an intervening atmosphere. Thus, surface albedo cannot be directly measured 
by satellite; it must be modeled and constructed from radiance measurements.  And because 
snow and ice reflect anisotropically, the solar zenith angle and viewing geometry between the 
satellite, Sun, and Earth’s surface further complicate satellite-derived measurements of albedo 
(Key et al., 2001; König, 2001). Additionally, the AVHRR sensors have discrete bandwidths and 
response characteristics, so broadband reflectance measurements must be approximated using 
calibrated narrowband signals. Typical broadband albedo bandwidths range from the visible 
through near-infrared light spectrum, wavelengths of approximately 0.4 μm to 2.5 μm. In 
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practice, most of the incident and reflected sunlight is in the shortwave spectrum from 0.4 μm 
to 0.7 μm, but using a broad bandwidth accounts for virtually all the incident solar energy. The 
following paragraphs briefly outline the CASPR methodology for creating APP broadband 
surface albedos from measured TOA AVHRR radiances. 
The first step is to use a narrowband-to-broadband (NTB) model to convert the 
narrowband TOA radiance measurements into a broadband value. The CASPR algorithm uses a 
bandwidth of approximately 0.25 μm to 3.0 μm. Input data for the NTB algorithm includes the 
calibrated and geolocated TOA visible and near-IR reflectances, AVHRR channels 1 and 2 
respectively. Broadband reflectance is calculated using the equation: 
R = a(M)*R1 + b(M)*R2 
where R is the TOA broadband reflectance, R1 is the TOA visible reflectance (channel 1), R2 is 
the TOA near-IR reflectance (channel 2), M is the surface type, and functions a(M) and b(M) are 
regression coefficients that model spectral radiative transfer based on a broad range of viewing 
angles, Sun-satellite geometries, atmospheric conditions, and six different surface types (Key 
and Schweiger, 1998). For the albedos used in this study, the surface type arguments were 
entirely snow/ice. The atmospheric conditions incorporated into a(M) and b(M) use standard 
aerosol optical depths and water vapor contents, both derived from models. 
The TOA broadband reflectance is then corrected for anisotropic reflectances caused by 
the Sun-satellite-surface geometry. The result is a TOA albedo: 
αTOA = R / η(θo, θs, ψ, M) 
where αTOA is the TOA broadband hemispheric albedo, R is the TOA broadband reflectance, 
and η is a model that produces anisotropic reflectance factors (ARFs) as a function of the solar 
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zenith angle θo, the satellite zenith angle θs , the relative sun-satellite azimuth angle ψ, and the 
surface type M. The ARF model uses 12 scene types, 10 solar zenith angles (SZA), 7 satellite 
zenith angles, and 8 relative azimuth angles. Due to the orbital paths and timing of the satellites 
that carry the AVHRR sensors, only a few of the possible geometries are actually used. The ARFs 
produced by the model are based on parameters derived from the Earth Radiation Budget 
Experiment and Geostationary Operational Environmental Satellites (Suttles et al., 1988). 
Variations on the CASPR system that produce data sets with a daily, weekly, or monthly mean 
albedo may insert a temporal averaging function at this point.  
The final step is to estimate the surface albedo by correcting the hemispherical TOA 
albedo for atmospheric scattering and absorption. A linear model is used: 
αsurface = (αTOA – a) / b 
where a and b are coefficients based on estimates of atmospheric water vapor, aerosol 
amount, and SZA. αsurface is the final broadband surface albedo used in this study, calculated on 
a pixel by pixel basis and assumed to be a “clear-sky” value. 
Clouds pose a significant problem (Key et al., 1996, 2001). Users may have differing 
standards for determining cloudiness, so the albedos are created for every pixel without regard 
to clouds. Section 2.2.2 describes the problems with cloud detection in greater detail and the 
masking approach used by this analysis. 
2.2.1.1 Sources of error and uncertainty 
Surface albedos calculated from satellite data may have significant errors (Fowler et al., 
2007; Stroeve, 2001; Stroeve et al., 1997). Sources of error include the presence of clouds, 
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errors in the angular reflection models, variations in the sun-satellite geometry, atmospheric 
optical depth uncertainties, and sensor calibrations. Images with notable georeferencing and 
compositing errors have been excluded previously (see Section 2.2). 
The CASPR albedo algorithms assume the reflectance data is calibrated. Calibration errors 
that may be introduced into the data during the lifecycle of the sensors include changes in 
sensor response due to thermal variations, hardware failures, and sensor degradation over 
time. The AVHRR infrared sensors were designed to self-calibrate while on-orbit by viewing cold 
space and warm internal blackbodies as a normal part of their scanning sequences. The 
reflectance channels, however, do not have similar on-board calibrations, so corrections must 
be applied during data post-processing. Reflectance channel calibrations continue to be 
improved; the APP data set uses calibrations for the NOAA-7, -9, and -11 eras based on the 
formulas described by Rao and Chen (1994) and updated for NOAA-14 (Rao and Chen, 1999). 
Beginning in 2001, NOAA-16 observations were another source of data for the APP data set. 
The work by Rao and Chen does not address NOAA-16 calibration, but documentation for the 
APP data set cites the NOAA KLM User’s Guide as the source of calibration coefficients (NSIDC, 
2012; Goodrum et al., 2000). However, it remains unclear what calibration coefficients were 
used. The analysis portion of this thesis revealed what appear to be large discrepancies in the 
absolute surface albedo values from 2001 onward, coinciding with NOAA-16 use. The 
discrepancies were later confirmed to be a problem with the calibration (J. Key, Personal 
Communication, 2012), an issue further described in Section 4.2. 
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2.2.1.2  Prior validation 
The differences between in situ and satellite observations of clear-sky albedos over the 
GrIS have been explored by Stroeve et al. (1997, 2001). The in situ observations originated from 
15 GC-Net Automated Weather Stations (AWS) on the Greenland ice sheet (Steffen et al., 
1996). Using data from 1993 to 1998, AVHRR-derived surface albedos were found to average 
about 10% less than the in situ measurements, although variations in instrumentation 
bandwidth explain some of the difference. Specifically, the low bias of the satellite data in 
relation to the in situ albedos was partially due to the use of Li-COR sensors on the Automated 
Weather Stations, which have a narrower spectral range. Accounting for this bias, the errors 
between the satellite and in situ albedos may average closer to about 6%. 
2.2.2 Cloud Masking 
The Arctic is a cloudy place. Accurate broadband surface albedos depend on clear sky 
radiometric measurements, which presents a problem when studying cloudy polar 
environments. The albedo estimates provided in the APP data set are calculated for every pixel 
regardless of cloudiness, with the stated caveat that the user is responsible for manually 
filtering and eliminating cloudy albedos from the data set (Key, 2002b; NSIDC, 2012). This 
flexibility allows users to select or customize cloud masks to match any desired level of 
conservatism. 
A number of cloud detection methods using visible and infrared radiance measurements 
have been developed, including a selection of CASPR-based cloud masks within the APP data 
set. But cloud detection over ice sheets remains challenging: the polar environment is 
characterized by frequent low contrast conditions between clouds and ice surfaces in both the 
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visible and infrared spectral bands, hindering accurate cloud detection. Cloudy pixels may be 
removed by using one of the pre-calculated APP cloud masks, or users may implement their 
own cloud masks. APP cloud mask availability depends on the observation year. For data from 
1981 through 1993, either CASPR processing version 1 or 2 was implemented, although both 
create similar cloud masks. From 1994 through 2005, the data includes updated versions of the 
standard CASPR single- and multi-day cloud masks. CASPR processing version 2 was also 
provided between 1994 and 1998. The source APP NetCDF data files used to create the 
databases for this study were found to have intermixed the version 2 and 3 cloud masks for the 
1994-1998 date range, causing ambiguity. 
The CASPR cloud detection algorithms have been tailored for polar conditions, yet each 
has advantages or disadvantages depending on the user’s requirements. None are perfect. Even 
a cursory inspection of GrIS images using superimposed cloud masks will reveal significant 
errors, with large areas of the ice sheet identified as cloudy when they are not, or tagged as 
clear when they are obviously cloudy. An example of these problems can be seen in Figure 3.1. 
Quantitative analyses have confirmed high error rates for these masks when applied to ice 
sheets (Stroeve, 2001). In particular, two of the cloud masks generated with version 2 of the 
CASPR software were notably over-zealous, sometimes detecting twice the number of clouds 
when compared to in situ measurements. 
The CASPR cloud mask algorithms use a combination of techniques to detect clouds, the 
general method being a series of threshold tests and temporal filtering. These tests are often 
designed to detect specific types of clouds based on emissivity. The basic threshold tests rely on 
the differences between reflectances and/or thermal emissions from water vapor, droplets, 
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and ice crystals at different wavelengths, and these spectral differences are compared against 
empirically-derived thresholds to determine the presence or absence of clouds. Temporal 
filtering techniques use a series of consecutive images to build up clear sky radiance statistics 
for each grid cell, which are then used as thresholds when deciding whether a pixel is cloudy or 
clear. Because the source data is the measured radiances from the AVHRR channels, the cloud 
detection efficacy is highly dependent on the calibration of the sensors. 
Since the intended goal of this thesis was to evaluate the long-term variability of the GrIS 
albedo, temporal consistency of cloud detection was critical. Several different attempts were 
made to use one or more of the CASPR cloud masks to eliminate cloudy pixels, however the 
change of algorithms in 1994, plus the ambiguity of cloud mask algorithms from 1994 through 
1998, resulted in large variations in the number of clouds detected. The resulting variances in 
the mean albedos thus appeared to change suddenly in 1994, a discontinuity that could easily 
lead to spurious conclusions. No combination of pre- and post-1994 CASPR cloud masks could 
be found that provided the necessary consistency without sacrificing excessive amounts of 
data. This problem was compounded by the frequent inability of the cloud masks to accurately 
discriminate clouds over the ice sheet. As a result, all of the CASPR cloud masks provided with 
the APP data set were deemed unsuitable for this study. 
Although the pre-calculated CASPR cloud masks were dismissed, the need for some kind 
of cloud detection still remained. The threshold tests used by CASPR have long-standing prior 
validation, and these could be used to recalculate a consistent cloud mask over the entire 
spatial and temporal extent of the data set (Key, 2002a; Saunders and Kriebel, 1988). 
Moreover, the thresholds could be empirically adjusted to maximize cloud detection accuracy 
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specific to the ice sheet. After refinement, this approach proved generally successful at 
rendering accurate cloud masks without excessive exclusion of data. The final cloud 
discrimination methodology, applied consistently across the entire data set, is described in 
Section 3.1.1. 
2.3 MERRA Atmospheric Data 
NASA’s MERRA climatological data set was chosen for evaluating the relationship 
between the GrIS albedo and weather forcings (NASA, 2012b). MERRA is a reanalysis data set, 
meaning that it assimilates historical weather observations to calibrate its climate model. This 
data set offered the advantages of wide spatial and temporal extent, sufficient resolution, a 
variety of variables from which to choose, and in-house expertise at NSIDC. The MERRA data 
holdings are extensive and exceeded the needs for this study, so a subset of variables was 
selected to represent temperature, precipitation and circulation. These variables were the daily 
averaged 2-meter temperatures (degrees K), time-averaged total surface precipitation (kg m
-2
 s
-
1
), and daily average U-vector (eastward) and V-vector (northward) geostrophic winds at a 500 
hPa (m s
-1
), the latter two variables representing circulation. The 500 hPa winds were chosen 
because that pressure altitude was the best available approximation to the maximum ice sheet 
elevation, ensuring that the wind altitude would always exceed the land elevation. 
MERRA climatological data was downloaded from NASA's Modeling and Assimilation Data 
and Information Services Center (MDISC) using the Data Subset Tools web site 
(http://disc.sci.gsfc.nasa.gov/daac-bin/DataHoldings.pl). The MERRA data was generated using 
Version 5.2.0 of NASA’s Goddard Earth Observing System Model (GEOS-5). GEOS-5 uses 
Incremental Analysis Updates (IAU) to slowly move the model towards actual observations. The 
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outputs include 2-dimensional atmospheric variables, each at a single level, at one-hour 
intervals or as daily averages. This study uses the IAU daily averages. To ensure that sufficient 
data was available to complete any anticipated analysis requirements, and as a further 
demonstration of the prototype database capabilities, additional spatial and temporal extents 
were added to the data set beyond that used in the AVHRR data. The spatial bounding box used 
limits of 86.89N, 82W, 58.11N, 0E, extending from Canada to Iceland, and the temporal extent 
spanned a full 30 years, from May 01, 1980 through 30 September, 2011. The variable 
selections and settings for the data retrieval were as follows: 
Temperature (T2M) from the 2D Atmospheric Single-level diagnostics: 
 IAU 2d atmospheric single-level diagnostics (tavg1_2d_slv_NX) 
 Daily averaged data, May 01 1980 through 30 September 2011 
 
Precipitation (PRECTOT) from the 2D Land Surface Diagnostics: 
 IAU 2d land surface diagnostics (tavg1_2d_Ind_Nx) 
 Daily totals, May 01 1980 through 30 September 2011 
 
Eastward wind at 500 hPa (U500) from the 2D Atmospheric Single-level diagnostics: 
 IAU 2d atmospheric single-level diagnostics (tavg1_2d_slv_NX) 
 Daily averages, May 01 1980 through 30 September 2011 
 
Northward wind at 500 hPa (V500) from the 2D Atmospheric Single-level diagnostics: 
 IAU 2d atmospheric single-level diagnostics (tavg1_2d_slv_NX) 
 Daily averages, May 01 1980 through 30 September 2011 
 
The individual data sets were unpacked and ingested into a single database spanning the 
full 30 years. At the supplied resolution and spatial extent, a single day of MERRA data produces 
a coarse image of 59 by 124 pixels on a linear grid of geographic coordinates. During the 
analysis several additional monthly climatological data products were derived from these basic 
daily synoptic weather values, as described in Section 3.4. 
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2.4 Land, Ocean, Coastline and Ice Mask 
A Land, Ocean, Coastline and Ice (LOCI) data mask was used to spatially restrict the 
analysis to glaciated areas. In combination with a programmatic function that restricted 
processing to the island of Greenland, only areas on the GrIS were subject to analysis. The LOCI 
data mask originated from Boston University’s MOD12Q1 V004 Land Cover Product (BU-
MODIS) and Global Land Cover Characterization (GLCC) data sets (NSIDC, 2001; NSIDC, 2011b; 
Knowles, 2004). The source data, originally in a 1 km Interrupted Goode Homolosine projection, 
was reprojected by NSIDC personnel into a 5 km
 
EASE-Grid projection identical to the APP data 
set. The LOCI data was generated such that any grid cell with greater than 50% land area was 
labeled as land, and any cell of greater than or equal to 50% water was labeled as ocean. Most 
importantly for this study, any cell of greater than or equal to 50% perennial snow or ice was 
labeled as ice. Coastlines were identified at the interface between ocean and land grid cells, 
and superimposed over one grid cell of each surface type. 
The ice mask was created circa 2001. Since that time it is likely that some of the ice 
around the margins of the GrIS has changed its spatial distribution or receded. However, these 
and other masking errors are difficult to quantify and considered relatively minor when 
compared to the broad spatial variations in the overall melt extent and APP geolocation errors. 
2.5 GC-Net Ground Truth Albedo Data 
Ground truth albedo data was obtained from the Greenland Climate Network (GC-Net), a 
collection of 18 automated weather stations on the Greenland Ice Sheet (Steffen et al., 1996; 
Steffen and Box, 2001). Of the available stations, this analysis used data from four: Swiss Camp 
(69°33′53″N, 49°19′51″W, elev. 1149m), Humboldt (78°31′36″N, 56°49′50″W, elev. 1995m), 
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Summit (72°34′46″N, 38°30′19″W, elev. 3208m), and South Dome (63°08′56″N, 44°49′02″W, 
elev. 2922m). This is the same hourly shortwave flux and albedo data used by Stroeve et al. 
(1997, 2001). Figure 2.3 shows a map of Greenland with the locations of each station. 
As with the APP data, cloudy days needed to be excluded from the GC-Net data sets. 
Although the GC-Net data does not include cloudiness information, incoming shortwave 
irradiance is provided, and this can be compared against the expected flux. The FluxNet 
radiative transfer model (Key and Schweiger, 1998) was used to find expected shortwave 
irradiances for each GC-Net location. Using the same methodology as Stroeve et al. (2001), if 
the GC-Net shortwave irradiance was less than 80% of the modeled flux, the albedo was 
considered cloudy and thus discarded. In general, the flux values generated by FluxNet for this 
Figure 2.3. Locations of the four GC-Net stations used for ground-truth data. 
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study were within 2% of Stroeve et al., the differences apparently due to either minor 
variations in the parameters for atmospheric optical depth, atmospheric water content, ozone, 
or perhaps recent changes to the FluxNet modeling software. 
For the South Dome GC-Net location, the elimination of cloudy days resulted in a paucity 
of data. Additionally, there were large time spans when the South Dome AWS had collected no 
data at all. Because a minimum amount of data was required to assure validity, the data 
depletion forced some analyses in this study to exclude the South Dome location. 
2.6 Database Construction and Usage 
This thesis has been supported though funding with an NSIDC project known as "Data 
Rods." Although a complete description of the Data Rods project is out of the scope of this 
document, a brief explanation is given here to provide context for some of the discussions 
contained in other sections. 
The objective of the Data Rods project was to demonstrate a system for rapid, scalable 
management and analysis of time-centric data across massive data sets. The essence of the 
project was to host several large, remotely-sensed data sets in a series of flexible databases, 
and provide examples of how they could be used to enable high-speed scientific analyses. In 
keeping with the charter of NSIDC, the initial data sets would contain cryospheric imagery. 
Despite the initially limited spatial scope of data sets used, the Data Rods project was based on 
the belief that the techniques it demonstrated may also be broadly applicable other fields. The 
project was originally conceived and proposed by David Gallaher, lead of the NSIDC technical 
services group, based in part on previous object-oriented database work by Raza and Kainz 
(2001). The project was funded by the National Science Foundation through a three year Cyber-
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enabled Discovery and Innovation (CDI) Type-1 study titled: “Data Rods: Enabling Time-Series 
Analysis of Massive Multi-Modality Cryospheric Data,” Arctic Services award number 0941442. 
A data rod is a conceptual data object, defined as the time-series of data at a specific set 
of gridded coordinates. Ideally, a single data rod encapsulates all the information known at that 
location through time. As proposed, the Data Rods project sought to store collections of data 
rods in stand-alone or distributed databases, providing users with direct access to large 
collections of remotely-sensed data (as opposed to only allowing direct access to the 
metadata). Temporal data analyses could then be performed by querying for the set of data 
rods that cover the spatial area of interest. This query process would implicitly retrieve only the 
data necessary for the desired analysis, avoiding the overhead of downloading and filtering 
extraneous data. Combined with server-side processing and user-friendly analytical tools, the 
project’s overarching objective was to reduce the research cycle time from weeks or months 
down to days, perhaps less. 
The development of an efficient, highly-functional database was therefore at the heart of 
the Data Rods project. To successfully demonstrate the capabilities of such a database, it must 
incorporate comprehensive data sets, offer quick response times, and ultimately provide the 
science community with a useful tool for conducting research. Over the course of the Data Rods 
project these proposed concepts evolved into a reality, facilitating the computing infrastructure 
necessary to perform the analyses contained in this thesis. 
2.6.1 Database Architecture 
Current storage architectures for remotely-sensed data sets present a problem in that 
most georeferenced images are stored individually by date, meaning that multiple images must 
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be downloaded to create a time-series data set. In many cases the desired temporal span may 
be years, requiring massive data downloads that often include extraneous data. The current 
“search, order and transmission” methodology is to select and request the data, wait for it to 
be extracted from the storage device, and then download it via FTP or other web-based 
services. Once obtained, the data may need further subsetting to the desired spatial extent and 
then filtered by time or threshold values. Only then can the actual analysis start. For large data 
sets this process can be extremely cumbersome. 
The Data Rods project demonstrated a new technique for rapid time-series analysis by 
fundamentally changing the current paradigm. The project started by obtaining remote sensing 
data sets from NSIDC and other sources; these were downloaded via traditional web tools. 
Most often the data sets spanned approximately 25 years, with daily imagery at 5 km or 25 km 
resolutions. The island of Greenland was chosen for the demonstration’s initial region of 
interest, with a spatial extent that also included some of the surrounding ocean. The source 
data sets were retrieved as either binary “flat” images or, more commonly, as Network 
Common Data Format (NetCDF) files.  
A collection of Java programs and shell scripts was then created to reformat the data and 
insert it into a series of pure-object databases. The databases were built on a software 
foundation provided by the Versant Corporation. A key feature of this system is the “pure-
object” nature of the databases and software, an architecture that avoids many of the size and 
performance limitations inherent in both relational and hybrid object-relational databases. For 
users familiar with traditional relational database structures, the pure-object schema is both 
simpler and, perhaps, somewhat puzzling. The essence of an object-oriented program is that 
30 
data is encapsulated into objects that emulate real-world devices or abstract concepts. For 
example, a piece of “object” code may simulate a satellite, knowing its own ephemeris and 
capable of virtual actions similar to those a real satellite would perform. The distinct advantage 
to this architecture is that, unlike traditional waterfall-style sequential programming, objects 
are self-contained and portable. Object re-use by other programs is not only possible, it’s a 
critical feature. The encapsulation structure also facilitates certain database storage schemes. 
Once instantiated within a program, a data object can be permanently stored in a pure-
object database by simply requesting persistence. Retrieval can be accomplished from another 
application via Structured Query Language (SQL) queries or other proprietary methodologies. 
Retrieved data is immediately re-instantiated as Java objects, ready for use. Overhead is 
minimal; there are no tables, permitting vast collections of database entries without the 
database becoming mired in relational table joins. This architecture excels for applications that 
require fast, efficient retrieval of huge data sets. 
2.6.2 Object-Oriented Schema 
An object-oriented schema refers to the hierarchy of object design. For instance, using 
the satellite example mentioned above, the schema might show spacecraft as the fundamental 
object class, with satellites, stations, and shuttles as derived classes that inherit all the features 
of a spacecraft plus capabilities unique to each device. For the Data Rods project, image pixels 
were established as the fundamental atomic structures (objects) in each database. Each pixel 
contained its location and time of observation. Derived pixel classes were then specific to the 
observational platform and onboard sensors, containing all of the sensor data collected at that 
location and time. Queries could be based on any available information. As an example, a query 
31 
could request all pixels on a certain date or where sensor values exceed a given threshold. The 
user had access to the actual data, not just the metadata, so scientific analyses could be 
conducted immediately from the query results. This schema was designed to be especially 
powerful when considering time-series analysis where collections of pixels at a given grid cell 
location (row/column or latitude/longitude) could be retrieved, sorted chronologically, 
statistically analyzed, and evaluated for anomalies. 
To improve the time-centric analysis performance, these collections of pixels were further 
organized as Datarod classes within the databases. The intent of this organization was to permit 
users to query easily for single or multiple data rods over selectable spatiotemporal extents. 
Datarod objects were also intended to contain an expandable set of analysis tools, and 
compared against one another for investigations that require pattern matching, correlation, or 
data fusion capabilities across databases. The statistical functions described in Sections 3.2 and 
3.3 were programmatic methods built into the Datarod class for these purposes. A simple 
example of data fusion was the simultaneous combined use of AVHRR and LOCI data used in 
this study to perform spatial filtering and intercomparisons. 
The combined architecture of the pure-object databases and data rod schema was found 
to be an efficient method of querying remotely-sensed data and performing time-centric 
analysis. The database structure proved especially effective at quality assurance functions. The 
complete internal database architecture, or schema, also included objects that describe the 
metadata, sensors, observational platforms, and available variables. Appendix B shows a 
detailed diagram of the object schema. 
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3 Methods 
Three separate analyses were conducted to fulfill the objectives of this thesis: the first 
analysis derived average monthly descriptive statistics of the GrIS albedo, the second looked for 
interannual trends in albedo across the timespan of the data set, and the last explored the 
relationships between synoptic-scale weather and monthly albedo changes. Data quality was 
evaluated at each step. 
In preparation for the analyses, the spatiotemporal extent of the data was first narrowed 
to the Greenland Ice Sheet and the summer melting season, May through August. Section 3.1 
describes additional steps taken to ensure albedo data quality prior to beginning each analysis. 
These quality assurance methods and the three analyses were iteratively executed at each 
individual 5 km
 
GrIS grid cell, and thus repeated 72,892 times across the spatial extent of the ice 
sheet. 
3.1 Albedo Selection and Quality Filtering 
Composited APP images may include intervals when data is missing or of poor quality. 
The twenty-five years of daily summer AVHRR imagery used herein was roughly 3000 images. 
At a 5 km
 
resolution, this equates to approximately 218,000,000 GrIS pixels – far too many for 
manual quality assurance. Given the volume of data and scope of possible errors, this study 
established an automated filtering methodology. 
First, all analyses excluded any pixel tagged as missing by the CASPR algorithm. The 
missing pixel information is included with the APP data set as a part of the cloud mask byte. In 
CASPR versions 1 and 2, if bit 7 is set then the pixel data is missing or corrupted. In CASPR 
version 3, the missing data flag is bit 2. The intermix of versions 2 and 3 in the 1994-1998 
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NetCDF versions of the data caused some ambiguity, but a work-around was applied that 
excluded any data after 1994 where either bits 2 or 7 were set. Manual data exploration also 
revealed that some GrIS pixels contained highly noisy radiance measurements, causing the 
albedos to be non-zero but clearly erroneous. The most extreme errors had mid-summer 
albedos either over 100%, a theoretical impossibility, or below 5%, a highly unlikely 
circumstance on an ice sheet. With a sufficient sample size of high quality these errors might be 
lost in the noise. However, some early years contained so much noise that erroneously low 
albedos skewed all the preliminary statistical results. In response, this study used an empirical 
lower albedo threshold of 2.5% (0.025) that excluded the vast majority of noisy pixels without 
excessive risk of accidentally removing a valid albedo value. Likewise, although albedos above 
100% (1.0) were rare, these were also excluded from consideration. 
Next, a small number of entire days were excluded from the analyses based on the 
Completeness Report that is provided with the data set, as described in Section 2.2. This report 
was augmented by manually viewing animations of the daily imagery and noting days with 
excessive noise, severely missing data, or geolocation errors. 
Finally, the statistical analyses described in the following sections were conducted only 
when there was a sufficient sample size. Monthly albedo means at any grid cell were required 
to contain at least five daily samples, an arbitrary lower threshold that was only rarely used. 
Similarly, linear regressions were conducted only when there were at least five samples. Most 
of the interannual linear regressions used sample sizes of 20 to 24 monthly means, even after 
elimination of some months due to excessive cloudiness; thus, the lower sample size threshold 
for regressions was never invoked. 
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3.1.1 Cloud Masking 
The analysis required a consistent, reliable cloud mask to exclude pixels with cloudy 
albedos. The cloud masks provided with the APP data set, however, suffered from an 
algorithmic change in 1994. When any of the available cloud masks were employed, the rate of 
cloud detection over the GrIS appeared to change dramatically in 1994, causing a false rise in 
albedo variability. What was needed was a singular cloud detection algorithm, applied 
consistently across the entire spatiotemporal extent of the data set. 
The CASPR cloud mask algorithms were developed and modified by Key (2002b), and 
based on previous work by Key and Schweiger (1998) and Saunders and Kriebel (1988). 
Although the pre-calculated cloud masks were available discontinuously through the data set, 
the underlying thresholding algorithms maintained prior validation. This study selected several 
of the CASPR cloud detection tests and re-used them to derive temporally-comprehensive cloud 
masks. This technique also had an advantage in that the thresholds could be empirically 
adjusted to maximize accuracy over the GrIS. 
Cloud detection algorithms and thresholds were selected in a methodical fashion, with 
attention to improved accuracy while limiting processing complexity. This effort was simplified 
because this thesis used only sunlit, summer AVHRR radiances across a relatively homogeneous 
high elevation surface. No consideration was given to cloud detection over ocean, sea ice, or 
bare land surfaces, or for seasonality or sun angle; an algorithm’s efficacy was evaluated solely 
over the summertime GrIS near mid-day. Of the available cloud discrimination methods, three 
of the threshold tests were found to be an effective combination. These tests used the 
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differences in cloud ice crystals, water vapor, and droplet emissivity relative to the surface to 
detect clouds: 
1. A low cloud, fog, or stratus test. The basis for this test is that water droplets in low 
clouds and fog have greater longwave emissivity and scatter more efficiently at shorter 
wavelengths. If the difference between AVHRR channel 4 (11 μm) and channel 3 (3.7 μm) 
exceeded a threshold value, the pixel was considered cloudy. 
2. A test that detects semi-transparent or thin medium- and high-altitude clouds. Thin 
clouds will have the effect of apparent cooling at longer wavelengths relative to the expected 
emissivity of the surface. If the difference between channel 3 (3.7 μm) and channel 5 (12 μm) 
exceeded a threshold value, the pixel was cloudy. This test was highly effective at detecting 
clouds over the summertime GrIS. 
3. A test for high clouds, also known as the split-window cirrus test, which uses the 
emissivity differences between cold clouds and surfaces at longer wavelengths. If the difference 
between channel 4 (11 μm) and channel 5 (12 μm) exceeded a threshold, the pixel was cloudy. 
This test was most effective near the warmer coastal regions. 
Each of the threshold values was adjusted for use over the GrIS through a series of 
empirical tests. The final threshold values used were 1.5 K, 16.0 K, and 1.5 K degrees 
respectively. Note that within the APP data set, brightness temperatures are coded x10, so 
these values appeared in the software as 15, 160, and 15 K. The first and second threshold tests 
were specifically tuned for use with channel 3/3b, but in the post-2000 era of NOAA-16 channel 
3 of the daytime images may actually represent channel 3a (~1.6 μm). The 1.6 μm spectral band 
is theoretically better suited for cloud discrimination over snow and ice due to the higher 
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emissivity of clouds at that wavelength; however, it was not available for the majority of the 
data set. Thus, the cloud detection tests were tuned for channel 3b. Nevertheless, the cloud 
masking algorithm performed well when implemented against channel 3a. 
As a method of validation, twenty images were selected at random dates throughout the 
Figure 3.1. A comparison of cloud masks. Cloud detections are superimposed in blue. Panel (a) 
is the original image without a cloud mask, panel (b) uses the CASPR single-day algorithm, panel 
(c) is based on the updated CASPR multi day algorithm, and panel (d) is the custom cloud mask 
developed for this thesis, tuned specifically for use on the GrIS. 
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data set. Each image was manually viewed with and without the derived cloud mask, and 
compared against the pre-existing APP cloud masks. Figure 3.1 shows an example image with 
and without the cloud masks superimposed. The overall effectiveness of each custom threshold 
was evaluated and adjusted until the cloud detections were considered optimal. The second 
threshold test, for semi-transparent or high clouds, was particularly sensitive to noise and 
sensor calibration. In many cases the custom cloud detection algorithm, specifically tuned for 
the GrIS, far exceeded the quality of the preexisting cloud masks. In the end, any cloud 
detection method will be a trade-off between data volume and quality, dependent on the 
surface and season, and hinge on the definition of what is considered cloudy. The thresholding 
cloud detection method used herein struck a balance between those competing standards. 
3.2 Albedo Descriptive Statistics 
The objective of this portion of the analysis was to gain an overall statistical view of the 
spatial variations of the GrIS albedo, demonstrate important analytical capabilities of the 
database system, and perform rudimentary quality assurance on the data. This analysis found 
basic descriptive statistics as measures of central tendency for the GrIS albedo, averaged across 
all years. For example, the arithmetic mean albedo for the month of May was calculated using 
all valid May albedos contained the entire multi-year data set. This same process was then 
repeated at every grid cell for June, July and August. The results were maps of the descriptive 
statistics of albedo means, standard deviations, and medians. This type of analysis also served 
as an example of how baseline statistics could be derived for later anomaly detection. The 
formulas for these statistics, and the regressions described in Section 3.3, were adapted from 
Helsel and Hirsch (2002). 
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 The arithmetic mean was calculated using the following formula: 
̅ = 1nα
	


 
where ̅ is the mean albedo of the population, α is the daily albedo, t is the day of the month, 
and n is the total population of albedo values at a grid cell location, by month. 
Because some pixels were excluded due to noise or cloudiness, the sample variance and 
standard deviation (the square root of the variance) was assumed to be biased and calculated 
using an n-1 degrees-of-freedom correction. The variance formula is as follows: 
s = 1n − 1(α − 	μ)

	


 
Median albedo was calculated by sorting all albedos by value within a programmatic array 
and then finding the length of the array. If the array was of odd length, the middle albedo value 
was used as the median. If the array was of even length, the two albedos on either side of the 
middle were averaged to produce a median. Byproduct statistics, not presented here, included 
the total population size, unbiased standard deviation, plus biased and unbiased variances. 
These descriptive statistics were generated for every grid cell on the GrIS. The grid cell 
statistics were then reassembled to create images of the ice sheet. Section 4.1 describes the 
results. 
3.3 Interannual Albedo Variability by Month 
To gain a better understanding of the GrIS albedo trends and variability from year to year, 
an ordinary least squares (OLS) linear regression was used to model the interannual changes in 
albedo. First, monthly descriptive statistics were computed for each individual year using the 
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same basic formulas as specified in Section 3.2. Next, a linear regression of the means, medians 
and standard deviations was computed based on the descriptive statistics at each grid cell. As 
an example, Figure 3.2 shows the interannual June mean albedos plotted for a single grid cell. 
The grid cell used in this plot was centered near Summit Station (GC-Net AWS site Summit, 
72°34′46″N, 38°30′19″W). The linear regression trend line is also shown, with the slope (β1) and 
coefficient of determination (R
2
). This same regression process was repeated for each grid cell 
on the ice sheet using the interannual means, medians, and standard deviations. 
Underlying this analysis was the assumption that there was no temporal autocorrelation, 
i.e., no predictable cyclical or persistent forcing that would influence the average albedo across 
successive years. Although seasonal climate is cyclical, this effect is accounted for by binning 
the data by month. The one exception to the non-autocorrelated assumption may have been 
the June 1991 eruption of Mount Pinatubo that resulted in colder atmospheric temperatures, 
Figure 3.2. Mean monthly albedo values and a simple linear regression line for 
the month of May, years 1982 through 2005, at Summit Station. 
40 
and thus less GrIS melting and higher average albedos, for approximately two subsequent years 
(Abdalati and Steffen, 1997b; Stone et al., 1993). This forcing, however, was relatively short-
lived compared to the 25 year span of the data set. Another implicit assumption was that 
albedo trends of snow and ice can be modeled with a linear function, at least for small 
variations. Albedo variability due to events such as a fresh snowfall, changes to the liquid water 
content of snow or firn, melting, or snow metamorphism may not necessarily conform to a 
linear relationship. However, the overarching objective was to gauge what, if any, interannual 
changes are occurring to albedo means and variances across a broad spatial region, with the 
understanding that the actual albedo responses may be highly localized. Thus, the linear 
regression model is not intended to fully characterize local events, but rather to indicate 
regions where trends may be occurring, generalize the relative strengths of any trends, and 
suggest areas for additional, in-depth research. 
The linear regression model, 
y = 	β +	βx + 	εi 
was computed with the formula: 
β =
∑ (x −	x)(y − y)	

∑ (x −	x)	
  
where β is the slope of the regression line, n is the sample population, xi is the sample year, x 
is the mean year, yi is the sample mean albedo, y is the mean albedo, εi is the residual error at 
the i
th
 observation, and β is the regression line intercept value (calculated but ignored for the 
purposes of this study). Additionally, the regression’s coefficient of determination was 
calculated using the formula: 
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where sx is the standard deviation of x, and sy is the standard deviation of y. 
In some cases, the significance of β was also evaluated at confidence levels of 90% and 
95% using an F-statistic and look-up tables. The F-statistic was found via the formula: 
F = SSR / [(∑ ε	
  )/ df] 
where SSR is the regression sum of the squares (the numerator in the R
2
 equation), and df is the 
degrees of freedom, n-2 samples. 
After regressing all grid cell descriptive statistics, images were created using the slope 
(β) at each grid cell location. The images show the spatial distribution, direction and 
magnitude of albedo changes during the 25 year span of the data set. Section 4.2 details the 
results of this analysis methodology. 
3.4 Relationship to Weather 
This portion of the analysis explored the relationship between weather and albedo 
changes. The objective was to find what atmospheric forcings had the most significant influence 
on albedo, and to map their spatial distributions. Ideally, sophisticated statistical techniques 
could be used at each grid cell to accurately describe the influence of weather events. For 
example, a multivariate regression could identify the contribution of each weather forcing, or a 
time-series algorithm such as a cross correlation function (CCF) or an autoregressive model 
could be used to fully characterize any time lags between a weather event and a change in 
albedo. However, these models often rely on data stationarity and/or homoscedasticity, which 
is unlikely to be a good assumption across a large, spatially diverse area. Additionally, these 
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types of analyses may also require a degree of subjectivity in selecting the parameters and 
variable components, making them impractical for large-scale automated use. After the 
discovery that the APP sensor calibrations were erroneous (see Section 4.2), this thesis 
dismissed any attempt at a time-centric analysis that relied on interannual absolute albedo 
values. Thus, only relative monthly albedo changes were used here. 
The objective was then to gain a generalized view of how weather forcings influence 
albedo across the entirety of the GrIS. Binned by month, the changes in monthly albedo and 
monthly weather variable averages (or totals) were calculated across the 25 year data set. An 
OLS linear regression was performed using each weather forcing as the independent variable 
and the monthly albedo change as the dependent variable. The R
2
 value and statistical 
significance were then used to gauge which weather variable showed the strongest effect on 
Figure 3.3. A linear regression of monthly albedo change versus average 
monthly temperature, for one grid cell. Each point represents the change in 
May albedo for a single year. 
43 
albedo. As an example, Figure 3.3 shows a plot of monthly albedo change versus average 
surface temperature for a single grid cell. 
To calculate the monthly albedo changes, an 11-day central running average of the 
albedos was calculated at each grid cell. The running average albedo at the beginning of each 
month was subtracted from the running average value at the end of the month to arrive at a 
monthly difference. The 11-day central average (+/- 5 days to either side of the center day) was 
found to be optimal for this data set: longer time spans offered no apparent advantage, while 
shorter time spans often had difficulty with missing or cloudy data. 
Three weather factors were chosen as the most likely contributors to albedo change, 
irrespective of solar radiation: surface temperature, precipitation, and circulation. Within the 
MERRA data set these variables were available as averaged daily 2-meter surface temperatures, 
total daily precipitation, and average daily U-vector (eastward) and V-vector (northward) 
geostrophic winds at 500 hPa. Three additional climatological values were generated on-the-fly 
from the weather variables: melting degree-days, total daily solid precipitation (i.e., total snow-
water-equivalent when the average daily surface temperature was less than zero degrees C), 
and total daily rainfall (when the average daily surface temperature was greater than or equal 
to zero C). The number of melting degree-days was defined as the cumulative number of 
degrees C above zero; e.g., two days of +1.9 °C surface temperatures would equal 3.8 melting 
degree-days, ignoring any days below zero C. The total daily precipitation was separated into 
both solid and liquid phases because they may have opposite effects on snow albedo. Monthly 
cumulative totals were generated for the precipitation and degree-day variables, and monthly 
averages for the surface temperature. Because the wind vectors may be negative depending on 
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the direction, root-mean-squares (RMS) were calculated for each wind vector, reducing the 
variables to measures of average monthly wind strength in the east-west and north-south 
directions. 
The linear regressions were repeated for each grid cell on the GrIS, against every weather 
variable. When any weather forcing was found to be statistically significant (C.L. = 95%, α = 
0.05, p < α), the R
2
 value was recorded as a measure the goodness of fit. The variable with 
strongest significant R
2
 value was noted, indicating the weather forcing that most influenced 
changes in albedo. Color-coded images of the GrIS were then created showing the spatial 
distribution of the most significant weather forcing at each grid cell. 
Section 4.3 details the results of this method as applied to the entire GrIS. To bolster the 
validity of this technique, Section 4.3.1 presents a case study comparing the results of the linear 
regression methodology with a principal components analysis (PCA) at a location where there 
was ample APP and GC-Net ground-truth data. 
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4 Results and Discussion 
The following sections present the results of each portion of the analysis, including a case 
study to validate the albedo-weather relationships, and ground truth data at selected locations. 
4.1 Albedo Descriptive Statistics 
Basic descriptive statistics were generated for the GrIS across the entire temporal span of 
the data set, 1982 - 2005 (May and June) and 1981 – 2003 (July and August). Figure 4.1 shows 
the mean monthly GrIS albedo, binned by month. As expected, the coastal margins strongly 
differ between months while the higher-elevation center of the ice sheet retains a high albedo 
even during the mid-summer melt season. Outlet glaciers, especially in the northwest corner of 
the island, are prominent. The mean monthly albedo at any grid cell is often unduly influenced 
by noise and outlying data points, as might be caused by cloud shadows or highlights. These 
errors tend to obscure details in the images. In contrast, the median albedo images shown in 
Figures 4.2 and 4.5 have a greater dynamic range and slightly less noise, revealing subtleties 
around the outlet glaciers.  
Figure 4.3 shows the standard deviations of the mean albedos. Except for the coastal 
regions, much of the ice sheet appears to have a relatively constant standard deviation, 
increasing slightly as the summer progresses. The seasonal “dark zone” in the ablation area on 
the central west coast of Greenland is highly visible. Note that this area is in the vicinity of the 
active Jakobshavn Isbræ, as well as the Swiss Camp (ETH) GC-Net automated weather station. 
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Figure 4.1. Greenland Ice Sheet mean monthly albedo, 1981 - 2005. 
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Figure 4.2. GrIS median monthly albedo, 1981 - 2005. 
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Figure 4.3. GrIS standard deviation of the albedo means, 1981 - 2005. 
49 
Besides providing a baseline view of the GrIS albedo, these images demonstrate some of 
the essential statistical functions of the database system. However, averaging across the entire 
temporal span of the data set may obscure useful information or hide errors, and it reveals 
nothing about interannual trends. The next section addresses these questions. 
4.2 Interannual Albedo Variability 
A primary objective of this thesis was to evaluate interannual albedo changes of the GrIS. 
A linear regression of the monthly average albedo versus year was calculated at each grid cell. 
Figure 4.4 shows the slope of the mean albedo regressions, mapped at each grid cell on the 
GrIS. Figure 4.5 maps the slopes of the median albedo regressions. With the exception of some 
coastal regions, the images suggest that the mean and median albedo of nearly the entire GrIS 
is decreasing by approximately 0.2 to 0.4% every year. Figure 3.2, showing mean albedo data 
plotted for a single grid cell versus time, graphically demonstrates a similar trend. This result 
may have been a reasonable expectation for the seasonally melting fringes of the island, but it 
is not credible for the interior regions where there is no known seasonal melt or snow 
contamination. A further investigation was warranted. 
Figure 4.6 shows graphs of the monthly median albedos for May, June, July and August at 
four locations around the island, corresponding to the locations of four GC-Net automated 
weather stations. These locations are widely separated and in different climate regimes. 
Humboldt and South Dome, for instance, are approximately 1750 km apart and have a 1000 m 
difference in elevation. Despite the disparity of locations and climates, all of the plots show 
similar albedo profiles, with a strong dip in 1995 and a distinctive downward step starting in 
2001. Of particular concern is Summit Station, at the apex of the ice sheet, where there is no 
50 
seasonal melt. Summit should have a fairly consistent albedo from year to year, but it too 
shows the same signature. The albedo drop starting in 2001 would account for the spatially 
broad downward trends in the albedo means and medians seen in Figures 4.4 and 4.5, however 
there were no known natural processes that would explain the drop itself. The unexpected step 
function prompted yet more investigation. 
The APP data set uses a succession of NOAA satellites and AVHRR sensors, with NOAA-16 
data beginning in January of 2001. The data from each AVHRR requires calibration, with the 
reflectance and near-IR data needing post-collection calibration because it cannot be done on-
orbit. The CASPR albedo algorithms assume that the data has already been calibrated, so no 
additional calibration checks are performed when the APP data set is generated. The fact that 
the downward albedo step occurs at the same time as a switch to a different satellite seemed 
to be more than a coincidence, so the APP documentation and literature were searched to 
verify that the calibrations had been properly applied. The results were inconclusive. After 
subsequent discussions with knowledgeable users, the final conclusion was that the calibrations 
– and thus the albedos -- were incorrect (J. Key, personal communication, 2012). Note: 
similarly, the APP data set switched to NOAA-14 in 1995, which may also explain the dip in 
albedo at that time as well, although this is less certain. 
Without proper calibration, this study concludes that any long-term analysis of 
interannual absolute albedos from the APP data set will probably generate erroneous answers. 
Furthermore, the unexplained projection or gridding geolocation ‘jitter’ between CASPR 
processing versions (see Section 2.2) hampers any regional long-term analyses, except perhaps 
at coarser spatial resolutions. Thus, the interannual absolute albedo trends presented here 
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should be considered methodological demonstrations rather than evidence of any particular 
activity on the GrIS. 
Interannual trends in the standard deviations of the monthly mean albedos were also 
explored. Figure 4.7 shows an initial attempt at mapping the spatial distribution of standard 
deviation trends, exposing data problems during June and July. The banded patterns were 
traced to a two-week period in 1983 when APP swath compositing failed. The bad data was 
originally assumed to be missing, as is common in the APP data set, but the standard deviation 
maps graphically revealed that there was actually incorrect data present. The bad data is 
apparently low-albedo ocean imagery that was improperly geolocated. These errors are not 
visible in the mean and median maps, and would not be detectable if only a small spatial area 
was being processed. Figure 4.8 shows the same images after the erroneous days were 
excluded from the analysis. Because these images model the trends in monthly standard 
deviation rather than absolute albedo, they may yet retain some statistical validity despite the 
calibration issues. 
 The images suggest there are trends in the standard deviation around the fringes of the 
ice sheet, although the results are spotty. Some of the more dramatic, localized trends along 
the edges may be due to errors in the LOCI ice mask or possibly recession of the GrIS. There is 
an apparent increase in albedo variance near the middle of the GrIS during the month of 
August, an intriguing result. Aside from the possible August trends, most of the random 
coloration in the middle of the images is noise, probably from clouds that were missed during 
the cloud masking process. 
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Figure 4.4. Slope of the linear regression of the yearly change in mean albedo, 1981 - 2005. 
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Figure 4.5. Slope of the linear regression of the yearly change in median albedo, 1981 – 2005. 
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Figure 4.7. Interannual change in the standard deviation of monthly mean 
albedos, showing the effects of bad image compositing within the data set. 
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Figure 4.8. Interannual change in the standard deviation of monthly 
mean albedos, 1981-2005, after the exclusion of bad data. 
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4.3 Albedo Relationship to Weather 
Weather events may suddenly raise or lower the albedo depending on factors such as 
temperature, rain, snowfall, or wind. This portion of the analysis sought to identify what 
weather forcings most influenced albedo changes on the GrIS, and to paint a picture of their 
spatial distribution. Figure 4.9 shows the results, where the weather factor most strongly 
correlated with albedo change has been mapped by month. White areas are where there was 
no weather forcing with a statistical significance of 95% or greater. The analysis that created 
these images used the monthly changes in albedo rather than the interannual absolute albedo, 
so the results are, perhaps, less affected by the APP calibration problems. Cloud detection 
errors and APP geolocation problems have probably caused some uncertainty and noise as well. 
While a precise interpretation of Figure 4.9 may be problematic, the images do suggest some 
interesting effects. A brief interpretation is given here with the caveat that the results should be 
treated as a suggested path for future research, not definitive answers.  
Surface temperature and melting degree-days strongly influence albedos near the coast, 
as might be expected. The center of the GrIS shows mostly noise. However, temperature and 
precipitation appear to be affecting albedos at the eastern and northern ends of the island. The 
correlation between total precipitation and monthly albedo change (shown in green) at the 
northern end of the island is almost identical to that of snow; a cursory data exploration 
revealed that total precipitation often had a slightly higher correlation coefficient, perhaps due 
to uncertainties in the MERRA temperature data. East-west winds (RMS of MERRA U-vector) 
appear to be strongly affecting the northeastern GrIS albedo during the month of May. The 
southern end of the island shows evidence that rain has a strong influence on monthly albedo 
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Figure 4.9. The most significant weather forcings in relation to monthly 
albedo change, 1981-2005, at a 95% confidence level. 
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change, often exceeding that of temperature or melting degree-days. 
A conclusive interpretation at any grid cell location would require more in-depth analysis. 
Section 4.3.1 presents one possible method for a detailed analysis at a single grid point. 
4.3.1 Albedo-Weather Relationship Case Study 
Figure 4.9 only maps the most significant weather forcings. Weather variables, however, 
tend to be covariant; e.g., the average monthly temperature and melting degree-days may be 
highly correlated with each other. Temperature also tends to be correlated with wind direction. 
Thus, there may be multiple factors influencing albedo changes besides those shown in Figure 
4.9. But given the covariant nature of the weather forcings, it can be difficult to extract a clear 
view of what is happening at any particular grid cell. This section presents one approach to 
resolving this problem. 
Swiss Camp is located in the ablation zone and near the coast, a dynamic point on the 
GrIS, and the site of a long-standing GC-Net AWS (see Figure 2.3). Because ground-truth data is 
available at this location, it is ideal for taking a closer look at the relationship between weather 
and albedo changes, and to further validate the results presented in Section 4.3. 
 Table 4.1 shows the results for the OLS linear regressions of albedo change versus the 
weather variables at Swiss Camp for the month of May. Melting degree-days was the only 
significant weather forcing (C.L. = 95%, p < 0.05), and thus Figure 4.9 shows the light blue color 
for melting degree-days at the Swiss Camp location. However, monthly total rain was also 
significant, but only at a 90% confidence level (p < 0.10, not shown). To accurately model the 
influence of weather on albedo at this location, both of these variables – and perhaps others as 
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well – may need to be taken into account. A multiple linear regression would not work because 
it is not robust to covariance, as is the case with weather variables. 
 
Variable 
(n = 22, df = 20) 
Slope (β1) R R
2
 F-Stat * = Significant 
at 95% C.L. 
Temperature -1.0031 -0.3432 0.1178 2.6695 - 
Melting 
Degree-Days 
-1.5181 -0.8042 0.6468 36.6182 
* 
Precipitation 214.3 0.0142 0.0002 0.0040 - 
Snow 1976.9 0.1260 0.0159 0.3228 - 
Rain -24345.9 -0.4156 0.1727 4.1759 - 
Eastward (U) 
winds (RMS) 
0.7798 0.2277 0.0518 1.0934 
- 
Northward (V) 
winds (RMS) 
-0.6524 -0.2773 0.0769 1.6660 
- 
Table 4.1. OLS linear regression results for weather forcings at Swiss Camp (ETH). The weather 
forcings were the independent variables, and the monthly change in albedo (1981-2005, for the 
month of May) was the response variable. 
 
Principal components analysis (PCA) provides a solution. PCA separates the variables into 
new components, theoretically orthogonal to each other, thus eliminating any inherent 
covariance. Each component can then be examined to see which of the original factors has the 
strongest influence. As shown in the following tables, the May weather forcings at Swiss Camp 
were examined using the PCA “Principal” function of the R statistical software package. The 
Principal function automatically returns only the best components; for this analysis, three 
components were generated. Table 4.2 gives the breakdown of how the weather variables 
were factored into each component. The numbers under each component column are the 
modeled slopes for each weather factor as a contribution to each PCA orthogonal component. 
The column h
2
 is the communality estimate, which measures the percent contribution of 
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variance from each weather factor to the PCA components (a larger h
2
 implies a stronger 
contribution to the overall efficacy of the model). A simple interpretation of this table is that 
component 1 generally models the effects of total precipitation, snow, and winds; component 2 
captures melting degree-days and rain; and component 3 is mostly influenced by temperature. 
Thus, at the Swiss Camp location, May albedo variations due to synoptic-scale weather events 
could be modeled by these three derivative PCA components.  
But how does this compare with the simpler linear regressions conducted earlier? Table 
4.3 shows the estimated model coefficients, standard errors, and significance of each PCA 
component. Note that component 2, primarily modeling melting degree-days and total monthly 
rain, is the most significant (p = 0.00385 < α = 0.01, or significant at a 99% confidence level). 
Recall that in Table 4.1, the results from the OLS regressions, rain and melting degree-days 
were also the most significant factors. Thus, both the OLS regressions and PCA analysis indicate 
that melting degree-days and rain typically have the strongest influence on Swiss Camp albedo 
changes during the month of May. This result is, of course, only applicable to the Swiss Camp 
location, and does not consider other weather factors besides those listed. 
Component 1 2 3 h
2
 
Temperature -0.03  0.17  0.92 0.88 
Melting Degree-Days -0.11  0.81  0.27 0.74 
Total Precipitation  0.96  0.16 -0.05 0.95 
Total Snow  0.97 -0.08 -0.04 0.95 
Total Rain  0.10  0.91 -0.02 0.85 
Eastward Winds (RMS)  0.77 -0.01 -0.28 0.67 
Northward Winds (RMS)  0.77 -0.06  0.23 0.66 
Table 4.2. Weather forcings and their contribution to each PCA component. The value under 
each component column, 1, 2, or 3, represents the magnitude (slope) of each weather variable 
in the PCA component vector; i.e., what the component is modeling. The h
2
 column reflects the 
total percentage of a weather factor’s variance as accounted for by the PCA component 
analysis. 
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 Estimate Std. Error t value P >|t| 
Component 1 -5.93 2.31 -2.56 0.01950   *  
Component 2 -12.99 3.92 -3.32 0.00385 **  
Component 3 -2.69 1.06 -2.53 0.02117   * 
Table 4.3. Significance of each PCA component at modeling change in monthly albedo. P-values 
marked with "*" are significant at the 95% confidence level, and "**" is significant at a 99% 
confidence level. As shown, component 2 has the most significance. 
 
If the weather forcings shown here are indeed influencing albedo changes at Swiss Camp, 
this should be visible in the GC-Net data. To avoid the APP calibration problems described 
earlier, only a single year of APP and GC-Net ground-truth data is used here; the assumption is 
that the APP data set may, at least, be self-consistent within a single year. Figure 4.10 shows 
graphs of Swiss Camp albedos for the summer of the year 2000, plotted along with various 
weather variables. The APP albedos (an 11-day central running average) closely mirror the GC-
Net albedos, as shown in the upper left graph, although there is a distinct positive bias in the 
APP data. This bias is the opposite of the findings of Stroeve et al. (2001) that used earlier APP 
years. Melting degree-days and snowfall events, in particular, correlate well with sudden 
changes to the albedo, and the direction of the albedo changes matches expectations; i.e., a 
series of days above 0 C should induce melting and cause the albedo to drop, and a large daily 
snowfall should raise the albedo after there has been melting. While the apparent correlation 
does not imply causation, these results are consistent with the known causes of albedo change, 
and it is reasonable to conclude that weather events appear to be causing shocks to the albedo. 
The climatological factors most responsible for influencing sudden albedo changes appear 
to vary during the season. For instance, while melting degree-days and rain may be most 
significant during May, fresh snowfall appears to have boosted albedos in July and August, as 
shown in the lower left graph of Figure 4.10. Unfortunately, the year 2000 did not have had any  
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notable melting degree-days or rain in the month of May. Thus, the efficacy of the PCA and 
regression modeling given above remains undetermined based on this one year of data, 
although the effects of other weather events are clearly visible at points later in the season. 
4.4 Ground Truth of Albedo Descriptive Statistics 
Figure 4.11 shows box-and-whisker plots of monthly albedo for three GC-Net locations, 
presenting both the AVHRR/APP data and GC-Net ground-truth data. Due to limited data 
availability at the GC-Net sites, this plot uses data for only 1996 through 2003. Albedo 
variability is clearly greater in the APP data, likely exaggerated due to erroneous cloud 
detections and the post-2000 sensor calibration errors. Unlike Figure 4.10, which used data 
from only year 2000, Figure 4.11 includes earlier albedos; the longer temporal span shows a 
consistently lower median APP albedo than the GC-Net data, in agreement with Stroeve et al. 
(2001). In areas on the GrIS that are subject to seasonal melting, variability increases as the 
summer season progresses. It is unclear why Summit Station shows a late-summer increase in 
APP albedo variability while the GC-Net data does not, although clouds are a likely cause. 
The prototype database system enables rapid analysis and data production for the kind of 
plots show in Figure 4.11. However, the validity of the analysis is dependent on the accuracy of 
the underlying data sets. In this case the APP data is known to be erroneous, which may be 
exaggerating the variability. 
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Figure 4.11. Box and whisker plots comparing cumulative monthly APP 
albedos with three GC-Net data locations for the years 1996-2003. 
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4.5 Ground Truth of Interannual Absolute Albedos 
As a final exploration of the uncertainties caused by the poor APP calibration, Figure 4.12 
shows the monthly median albedo data at three locations on the GrIS for the month of May, 
1996-2003. Both APP and GC-Net albedos are plotted on each graph. Critically, all three of the 
GrIS locations show a distinct drop in APP albedos from 2001 onward relative to the in situ GC-
Net data. The month of May was chosen for these plots to minimize late-season albedo 
variability, thus highlighting the APP calibration issue. Other months display similar results (not 
shown). The post-2000 APP albedo drop in relation to ground-truth data is consistent across the 
GrIS, regardless of month or location. 
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Figure 4.12. APP and GC-Net median albedos for May 1996 - 2003. 
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5 Conclusions 
This thesis explored the long-term albedo trends of the Greenland Ice Sheet, with the 
goal of identifying new spatial patterns or temporal trends. Of particular interest were changes 
in the GrIS albedo that may have been missed by previous studies due to the use of low 
resolution data, limited spatial extent, or narrow temporal spans. These objectives were met in 
the sense that the analysis uncovered serious errors in the data set, problems that had gone 
undetected until now. While this discovery hampered any meaningful scientific conclusions 
regarding the GrIS albedo, it does validate the original premise: when a data set is viewed as a 
whole, in a high spatiotemporal resolution, new information may be discovered that might not 
have been seen previously. 
The concurrent development and demonstration of a prototype database management 
system was highly instrumental in the success of this thesis. Using the analysis tools developed 
for the Data Rods project, many of the problems in the data set were not only highlighted but 
often impossible to ignore. Multiple issues with data geolocation, swath compositing, and 
projection were discovered. APP processing methods were found to be undocumented or 
erroneous. Sensor calibration was absent or incorrect. Other, minor problems were also found 
in the source data, including missing data around the margins of the Polaris images, and 
truncated data files due to inherent size limitations in the NetCDF3 data format. These latter 
problems were addressed through normal NSIDC channels and easily corrected, but their 
discovery again highlights the need for thorough data QA. Importantly, most of the errors were 
easily detected using the Data Rods database tools and technology, a capability that may not be 
present elsewhere. 
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The existing APP data set is clearly faulty. Within the confines of a single year, the APP 
absolute albedos closely mirror GC-Net ground-truth, albeit with a bias in the data. The portion 
of the analysis that explored the relationships between albedo and weather forcings, Section 
4.3, was largely successful because of its limited temporal scope. However, the calibration issue 
in the APP albedos makes long-term analyses problematic, negating the point of maintaining a 
consistent, multi-decadal satellite data set. 
The APP data set used in this study was released to the public in 2008, and appears to 
have extended previously-released versions. Any other study that has used this APP data but 
did not look critically at the whole temporal span may have missed the calibration problems. 
Likewise, swath compositing errors may have been overlooked if only a small spatial area was 
examined, as is often the case in studies that focus on regional phenomena such as the activity 
around the Jakobshavn Isbræ. Studies that rely on accurate geolocation may also be at risk due 
to the unexplained changes in CASPR projection and gridding. Failure to notice any of these 
data problems would likely result in erroneous conclusions regarding albedo trends and 
variability, with broader implications towards modeling ice sheet health. Disturbingly, studies 
that use this APP data set have already been published (e.g., Agarwal et al., 2011; Du et al., 
2011; Fettweis et al., 2005; Fontana et al., 2009; Heygster et al., 2011; Laine, 2004; Simjanovski, 
2011). The extent of any errors in those studies as a result of the poor data quality remains 
undetermined. 
5.1 Database Performance 
A prototype database system was used throughout this thesis to demonstrate the 
potential of managing and analyzing massive remote sensing data sets within a novel storage 
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architecture. The Data Rods structure within the databases enabled many of the time-centric 
analyses presented herein. An unresolved question, however, is whether the database system 
was efficient enough to warrant continued development. At this time, there are still ongoing 
investigations into the performance of the Data Rods system. In particular, we continue to 
evaluate whether using the databases is actually faster at addressing research questions than 
using flat data files. Increasingly, the answer appears to depend on how the research questions 
are defined. If we know ahead of time the types of questions that will be posed, flat data files 
can always be organized so that they handily out-perform any database; i.e., when the data to 
be analyzed is already available in the proper format, database queries become unnecessary 
overhead. However, if the research question is ill-defined or if extensive data exploration is 
necessary, suddenly the flexibility of random data access (through database queries) becomes 
extremely powerful. Likewise, if the research questions are well-defined but frequently change, 
re-organizing flat files each time into the most efficient structure may ultimately take much 
more effort than simply using a set of somewhat slower databases. 
In summary, it was found that the inherent flexibility of the prototype database system 
imposes a performance penalty during data retrieval. This can be mitigated to some extent if 
the database architecture is targeted to specific types of research questions, for instance time-
series analysis or spatially-oriented geostatistics. The time-centric analyses performed in this 
thesis benefited heavily from the Data Rods architecture, with the ability to filter data on-the-
fly, examine historical data at random points around the GrIS, and adapt to the evolving needs 
of the thesis as erroneous data was discovered. Adding new statistical functions was almost 
trivial. This same thesis could have been accomplished without using the database and Data 
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Rods architecture, but the result would likely have been a custom collection of data files and 
programs designed for one-time use. Without the Data Rods databases, any new analyses 
might need to download and re-organize the data once again, creating new programs or 
modifying existing ones -- all of which consumes time. When dealing with hundreds of 
gigabytes of data, as did this thesis, the total effort may amount to weeks or months. In 
contrast, creating new databases also takes time, but once completed they may be reused 
forever. When combined with server-side parallel processing, analysis times may be drastically 
reduced. 
Thus, it is the opinion of this thesis that the Data Rods project, while not a panacea for all 
the problems of Big Data and large remotely-sensed data sets, is potentially a powerful tool for 
certain types of scientific research, data management, and quality assurance tasks. 
5.2 Future Work 
As of this writing, the AVHRR Polar Pathfinder data is being re-processed. As this thesis 
has shown, it is critical that the processing be done consistently across the spatiotemporal span 
of the data, and is thoroughly quality checked. Beyond that, however, this thesis notes two 
other areas where significant improvements can be made. 
First, accurate cloud detection over ice sheets using visible and infrared radiometric data 
still needs work. The variety and gross inaccuracy of the available cloud detection algorithms is 
indicative of the problem. This is one area where a ‘data fusion’ product may be of help. For 
example, satellite-based microwave cloud detections might be combined with AVHRR data to 
create accurate cloud masks. If successful, this type of approach may reduce many of the cloud 
detection uncertainties encountered in this thesis and in other studies. A variation on an SSM/I-
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based method of cloud detection was briefly explored during the production of this thesis but 
not pursued due to a mismatch in the temporal spans of the databases. Even without the 
addition of microwave data, some types of clouds are easily detected by visual inspection of 
daytime GrIS images. In many cases, the shadows and highlights at the cloud edges provide 
enough texture to identify cloudy areas. This suggests that a spatial filter could be developed, 
tailored to relatively smooth, homogeneous ice sheets, that is capable of detecting optically 
thick clouds based on reflectances alone. 
Finally, this thesis demonstrates new techniques for evaluating the quality of massive 
data sets. Critical to any quality assurance efforts are data management and analytical tools 
that will permit users to quickly and effectively assess the quality of a data set. Emphasis should 
be placed on ease of use and intuitive presentation of results. Database management systems 
for massive remotely-sensed data sets will continue to evolve, and the Data Rods project, 
although currently only a demonstration prototype, is one possible method of addressing these 
needs.  
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Appendix A. Acronym List 
APP  AVHRR Polar Pathfinder 
ARF  Anisotropic Reflectance Factor 
AVHRR  Advanced Very High Resolution Radiometer 
AWS  Automated Weather Station 
BU-MODIS Boston University – Moderate Resolution Imaging Spectrometer 
CASPR  Cloud And Surface Parameter Retrieval system 
CDI  Cyber-enabled Discovery and Innovation 
DAAC  Distributed Active Archive Center 
EASE  Equal Area Scalable Earth 
FOV  Field of View 
FTP  File Transfer Program 
GC-Net Greenland Climate Network 
GEOS  Goddard Earth Observing System 
GeoTIFF Geographic Tagged Image File Format 
GLCC  Global Land Cover Characterization 
GrIS  Greenland Ice Sheet 
IAU   Incremental Analysis Updates 
IR  Infrared 
LOCI  Land, Ocean, Coast and Ice 
MDISC  Modeling and Assimilation Data and Information Services Center 
MERRA Modern Era Retrospective-Analyses for Research and Applications 
MODIS  Moderate Resolution Imaging Spectroradiometer 
NASA  National Aeronautics and Space Administration 
NetCDF Network Common Data Format 
NetCDF3 Network Common Data Format, version 3 
NOAA  National Oceanic and Atmospheric Administration 
NSF  National Science Foundation 
NSIDC  National Snow and Ice Data Center 
OLS  Operational Line Scan 
OO  Object Oriented 
OODB  Object Oriented Database 
PCA  Principal Components Analysis 
POES  Polar-orbiting Operational Environmental Satellites 
PP  Polar Pathfinder 
QA  Quality Assurance 
RMS  Root Mean Square 
SQL  Structured Query Language 
SSM/I  Special Sensor Microwave / Imager 
SZA  Solar Zenith Angle 
TOA  Top of Atmosphere 
UML  Unified Modeling Language 
UTC  Coordinated Universal Time 
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Appendix B. Database Object Schema 
The following pages present a unified modeling language (UML) block diagram of the 
object-oriented schema for the database and programming architecture. 
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