Particularly in the last several years, experimentalists have relied more on available estimation methods for panel data. 1 These methods include standard random effects (or closely related mixed effects) and fixed effects models, as well as the use of common estimators for cross-section data (e.g. OLS) in tandem with "robust" covariance matrix estimators such as White's (1980) heteroskedasticity-consistent estimator and Beck and Katz's (1995) "panelcorrected standard errors". While these approaches allow analysis of the full data set while accounting for important forms of heterogeneity, they may inadequately address inference issues related to serial correlation. In some instances where serial correlation has been explicitly addressed in experimental analyses, convenient parametric modeling approaches have been employed, such as the inclusion of a lagged dependent variable as an additional covariate or assuming model errors follow an AR(1) process (see, for example, Ashley, Ball, and Eckel 2003; Rassenti, Smith, and Wilson 2003). Alternatively, some recent studies use OLS in tandem with the "cluster-robust" covariance estimator, which -as I discuss in further detail in this study -can lead to valid inferences when within-unit serial correlation is unspecified in the regression model. Surprisingly, many of these papers do not mention serial correlation (e.g. Ashraf, Bonet, and Piankov 2006; Shupp and Williams 2008; Baker, Walker and Williams 2009), and thus the theoretical and empirical properties of this approach may be poorly understood by some. 2 Serial correlation is, or at least should be, an important consideration for repeated-game experiments, especially when the number of decision periods is large or when the cross-section and time dimensions are of similar magnitude. 3 When serial correlation is left unspecified, the standard errors of common estimators (and sometimes the estimators themselves), and hypothesis tests based on them, are biased. Within a linear regression framework, unlike the case for heteroskedasticity, a consensus has not been reached regarding a covariance estimator for
Introduction
Many laboratory and field experiments in economics involve participants or groups of participants making a sequence of related decisions, usually with feedback, over many choice periods. For instance, this is typical of experimental work on auctions, bargaining, the private provision of public goods, tax compliance, and pollution control instruments. Through repeatedgame play, researchers allow for developments such as learning, strategy refinement, establishment of equilibria, and observances of how decisions or outcomes change in response to experimental design variations. The widespread availability and improving functionality of computer software has made it increasingly common for experiments to be reasonably complex and involve many choice periods.
Experimentalists traditionally have relied on fairly simple and computationally transparent parametric and nonparametric hypothesis tests to evaluate hypotheses (e.g. paired ttest, Wilcoxon test), such as those discussed in Davis and Holt (1993) . It remains a somewhat common practice to address the time-series dimension superficially by using as the unit of observation the mean outcome across all periods for an individual or group. Time trends may be artificially accounted for by using the average outcome from the last decision period, last few periods, or by separately testing different period groupings. Such analyses rely on the variation in means across individuals or groups and insufficiently accounts for the variation in outcomes across decision periods. These approaches are particularly troublesome for experimental designs that expose the participant to multiple parameter changes.
panel data that is robust to serial correlation of unknown form. This is unfortunate for experimentalists, and indeed many applied researchers who are largely interested in testing hypotheses rather than deciphering the particular structure of the error correlation.
This study endeavors to provide some guidance to those who analyze data from repeatedgame experiments. In particular, I propose the use of heteroskedasticity-autocorrelation consistent (HAC) covariance estimators for panel data, which allows researchers to conduct hypothesis tests without having to place structure on the heteroskedasticity and/or serial Most of the previous work on HAC estimation is in the context of time-series data.
Although HAC covariance estimators are consistent under reasonable assumptions for →∞ (see Newey and West 1987) , results from Monte Carlo experiments suggest that the finite sample properties of HAC covariance estimators can be quite poor. In particular, even with large sample sizes, HAC standard errors tend to be too small in the presence of complicated heteroskedasticity and serial correlation patterns or when the degree of serial correlation is high, leading to gross over-rejection under the null hypothesis (Andrews 1991; Andrews and Monahan 1992; Newey and West 1994; den Haan and Levin 1997; Cushing and McGarvey 1999 and Levin 1997; Keifer and Vogelsang 2002, 2005) . Thus, for a small or modest , the performance of the HAC covariance estimator is likely to be reasonably insensitive to choice of kernel and bandwidth. Arellano (1987) , based on White (1984) , proves the →∞ consistency of the A-HAC covariance estimator, which includes all autocovariances and for which all autocovariances are given full weight. In other words, for a large enough cross-section, the analyst is at least theoretically justified setting the bandwidth equal to and foregoing the use of a kernel to weight autocovariances.
The theoretical results of Newey and West (1987) and Arellano (1987) together suggest a second reason to explore HAC covariance estimators in a panel context, namely, that it is possible to achieve consistent covariance estimation with either large or (or both Carlo simulation results designed to assess the accuracy of HAC-based hypothesis tests. Section 6 provides some recommendations.
HAC Covariance Matrix Estimators for Time-Series Data
This section overviews HAC covariance estimation within the context of analyzing a single time series. Capitalizing on the nice robustness properties of OLS, and beginning with the seminal work of White (1980) , researchers in economics and elsewhere have made valid inferences in the presence of unknown heteroskedasticity by estimating coefficients using OLS and using White's heteroskedasticity-consistent covariance estimator in place of the usual OLS covariance matrix. Newey and West (1987) extended consistent covariance estimation by developing an estimator that is robust to both heteroskedasticity and serial correlation. While the motivation behind the White and Newey-West estimators is the same -to construct a consistent covariance matrix for least squares parameters -controlling for temporal dependence of unknown form is a demanding task.
Consider the least squares regression model:
where and are × 1 vectors of estimable parameters and covariates, respectively; is a mean zero error term (scalar) that is possibly serially correlated and conditionally heteroskedastic, with [ | ] = 0. With serially correlated and heteroskedastic errors, the asymptotic covariance of the ordinary least squares estimator of is:
where is the full × matrix of covariates. The difficulty lies in suitably estimating the autocovariance matrix, the middle term in equation [2], using the least squares residuals ( ) as point-wise realizations of the true population disturbances. Newey and West (1987) show that a positive semi-definite, consistent covariance estimator can be constructed by appropriately weighting the sample autocovariances, = ( − ′ ), in such a way that the dependence between observations goes to zero as the distance between observations increases. They suggest using a kernel spectral density estimator evaluated at frequency zero, which requires choosing a kernel function and a bandwidth parameter.
For a given dataset, one can arguably choose among many such kernel/bandwidth pairs to construct a consistent covariance estimator. Since the estimated covariance matrix approaches a constant value as tends towards infinity, HAC-based test statistics typically have a normal (single linear hypotheses) or chi-squared (multiple linear hypotheses) limiting distribution.
However, in finite samples, the choice of kernel and bandwidth can severely distort test statistics based on these distributions. That is to say, the choice of kernel and bandwidth introduces finite sampling bias, the extent to which depends on sample size and the underlying DGP. For this reason, Andrews (1991), Newey and West (1994) , and others, have developed data-dependent bandwidth selection procedures (taking the kernel as given) under the premise of minimizing the mean-squared error of the HAC covariance matrix. While these selection procedures provide guidance for the analyst and generally perform better than HAC covariance estimators using an arbitrary choice for bandwidth and kernel, Monte Carlo experiments suggest that these datadependent HAC covariance estimators do not fully resolve the tendency for HAC covariance estimators to over-reject the null hypothesis when it is true (Andrews 1991; Andrews and Monahan 1992; Newey and West 1994; den Haan and Levin 1997; Cushing and McGarvey 1999) .
To increase the performance of HAC covariance estimators, Andrews and Monahan (1992) suggest prewhitening the sample autocovariances using a first-order vectorautoregression [VAR(1)] filter. The VAR(1) filter estimates the value of an autoregressive root based on the first-order autocovariance. After filtering this autoregressive root, the autocovariances of the prewhitened residuals may decline more rapidly toward zero, thereby reducing the bias of the kernel-based estimator (Haan and Levin 1997). Andrews and Monahan (1992) show that prewhitening can provide benefits even when the true DGP is not a low-order VAR process. A fairly standard practice involves constructing a HAC covariance estimator by using a prewhitening filter, choosing a kernel, and selecting a bandwidth based on one of the data-dependent selection methods. Alternative approaches include parametric spectral density estimators (see den Haan and Levin 1997) and using the limiting distributions derived by Keifer and Vogelsang (2005) for HAC-based test statistics, which serve as better finite sampling distributions for HAC tests than do the normal or chi-squared distributions. The second is the cluster-robust estimator (A-HAC). 6
HAC Covariance Estimators for Panel Data
Consider the following panel model specification
where the data from the cross-section units are stacked and is a mean-zero, unobserved unitspecific effect. As before, the are possibly serially correlated and conditionally heteroskedastic disturbances. For convenience, and with a slight abuse of notation, the model in [3] can be written as
where and are × 1 vectors specific to unit , is a × matrix of covariates for unit , is a × 1 column of 1s and is defined as before. Assuming away the unit-specific effect for the moment, under the assumption that cross-section units are independent, the asymptotic covariance matrix for the OLS estimator is
[5]
HAC covariance estimators differ in how they estimate
. 7 A-HAC, in contrast to the HAC covariance estimators used for time-series data, uses all autocovariances (i.e. bandwidth equals ) and no kernel function to weight them. In particular,
where the are the OLS residuals. The resulting covariance estimator is consistent for large and fixed , but not for fixed and large (Arellano 2003). NW-HAC uses the Bartlett kernel, which is computationally simple
where is the bandwidth parameter and is the weight given to the th sample autocovariance. Let = [ ] denote a × matrix of Bartlett kernel weights. NW-HAC estimates with
where "•" denotes the Hadamard product operator. For the panel specification ( (2002, p. 297-298) .
Then, it can be shown that a consistent estimator for under the assumption of random effects is
The proof of consistency is straightforward; here I just illustrate this through two polar cases.
First, if 2 = 0 (i.e. there is no unobserved unit effect) then RE-HAC is equivalent to NW-HAC, the properties of which are known. Second, under the assumption of random effects but no serial correlation or conditional heteroskedasticity, the estimator reduces to
where is a × identity matrix. No prewhitening filter is used.
Monte Carlo Experiment
In this section, I present results from a Monte Carlo experiment in order to help assess the accuracy of the three HAC covariance estimators described above, and to compare them to some familiar estimators. I consider a linear regression with an intercept 1 = 0.5 and one intercept shifter 2 = 5: = 0.5 + 5 + + ,
where = 1 for t > ½ and equals 0 otherwise. This simple model is intended to correspond with a within-subjects design and two experimental treatment conditions with an equal number of decision periods. The most extensive DGP considered includes a unit-specific AR(2) serial correlation pattern, as well as a unit-specific random effect:
The parameter determines the relative within versus between unit variation. In particular, 2 + 2 = 1 and = 2 /( 2 + 2 ). Four values of = {0.0, 0.3, 0.6, 0.9} are explored. By placing restrictions on the DGP above, there are four basic serial correlation cases: (1) no serial correlation [ 1 = 0, 2 = 0]; (2) an AR(1) process that is common to all units [ 1 = 1 ; 2 = 0];
(3) an AR(2) process that is common to all units [ 1 = 1 ; 2 = 2 ]; and (4) an AR (2) well under all scenarios, and common statistics corresponding with the coefficient estimators (e.g. bias, efficiency, mean-squared error) are omitted for brevity. 11 Several interesting patterns emerge with respect to the three HAC covariance estimators. First, as conjectured above, hypothesis tests using NW-HAC are severely distorted -in many cases by a factor of 5 or higher -in the presence of unit effects (i.e. > 0) for all considered sample sizes. The rejection rates have a similar pattern to those involving the usual OLS standard errors, which are of course biased in the presence of a unit-specific effect. In particular, the null hypothesis with respect to rate for relatively moderate ( = 0.6) or large ( = 0.9) between-unit variation. Performance under both random effects and serial correlation reveals a similar pattern.
The new RE-HAC standard errors are an improvement over NW-HAC, although there are size distortions evident in some simulations.
[ Table 1 Here] For = 5, = 20, rejection rates for 1 are about 2.5 times too large -on average -across scenarios. This size distortion increases with . For 2 , the tendency to over-reject the null remains, but is less severe for the no serial correlation DGP. For the serial correlation DGPs, the size distortion of 2 increases as the degree of serial correlation increases. Across these settings, the average size is about 0.15 or 3 times the significance level. The size of the test statistics improve with increases in and/or . With = 30, rejection rates for 1 have approximately the correct size.
[ Table 2 Here]
Although there is improvement, the tendency to over-reject the null for 2 remains. Even with = 30 and = 50, the rejection rates for 2 are about 2.5 times too large for moderate values of and a moderate degree of serial correlation. RE-HAC in particular performs poorly under the AR(2) specification, especially with 2 = 0.4, and this is presumably due to the use of the AR(1)based bandwidth selection procedure. Overall, for 1 , the RE-HAC rejection rates are similar to tests based on RE-AR1. For 2 , however, RE-AR1 performs much better when the DGP is random effects with AR(1) serial correlation -which is to be expected since the estimator is fully consistent with the DGP; but, the performance of the two estimators is comparable under AR(2) serial correlation.
The size of tests based on A-HAC is rather promising. For each { , } combination, there is very little variation in the rejection rates across the DGPs. For = 5, rejection rates are approximately 3 times too high. For = 30, however, tests have approximately the correct size: about 0.06 or 6%. There is no evidence of improvement with respect to an increase in .
[ Tables 3 and 4 Here] One interesting observation is that for = 30 and the AR(1) DGP, the size of A-HAC tests is closer to the nominal 5% level than for RE-AR1. In other words, even though RE-AR1 is fully consistent with the DGP, A-HAC is more accurate for this sample size. In comparison to RE-HAC, A-HAC rejection rates are closer to the nominal level for the serial correlation DGPs for = 30, and for = 5 with high degrees of serial correlation. RE-HAC rejection rates are closer to the nominal level for = 5 for the no serial correlation DGP and the AR(1) DGP with a low or moderate degree of serial correlation.
Further Explorations
The results from the Monte Carlo experiment motivate some further explorations. First, the lack of size variation across DGPs for A-HAC, and its improvement for an increase in , suggests that a degrees of freedom correction, based on , is justified. In fact, Stata and Limdep both estimate using −1 � − . For = 5, the size of A-HAC tests using this degrees of freedom adjustment improves from about 0.15 to 0.12. For = 30 the improvement is from about 0.06 to 0.055. Thus, the degrees of freedom correction appears desirable although for small the size distortion remains. This same degrees of freedom adjustment does not appear justified for RE-HAC, as size improves for an increase in as well as and under no serial correlation and no random effects the size is approximately correct for the sample sizes explored.
Second, the superior performance of A-HAC over RE-HAC for = 30 begs the question of whether it is desirable to set bandwidth equal to rather than use a bandwidth selection method. To gain some insight, several RE-HAC simulations were conducted where bandwidth was simply set equal to . The result was that RE-HAC rejection rates are approximately equal to A-HAC. For example, with = 5, = 50, r = .6 and 1 = 0.6, the rejection rate is .143 for 1 and .163 for 2 . For the same sample size, but with r = .9, ̅ 1 = 0.2 and ̅ 2 = 0.4 the rates are .149
and .157, respectively. Similar results are obtained for the other three { , } combinations.
Third, given the relative performance of RE-HAC over A-HAC with = 5 and low to moderate AR(1) serial correlation, I explored the effect of using a prewhitening filter. Using the VAR(1) prewhitening procedure proposed by Andrews and Monahan (1992) , I find that test statistics are much closer to the correct size for = 20 and = 50. In particular, even for 1 = 0.9, the rejection rates for the AR(1) DGP approximate those from the analogous no serial correlation DGP. In other words, there is no additional distortion from the serial correlation and what is left is the distortion due to the random effect (which is also present for the RE and RE-AR1 estimators). One caveat, however, is that the prewhitening helps very little for the case of AR(2) serial correlation. What is happening is that the filter essentially removes all the firstorder serial correlation and the bandwidth selection procedure, based on an AR(1) serial correlation model, leads to a bandwidth choice that is too small. The small bandwidth fails to capture the second-order serial correlation. When a higher-order process is suspected, the bandwidth selection procedure of Newey and West (1994) is likely preferable, as it is not based solely on an AR(1) process.
Recommendations
Experimentalists analyzing panel data, like any analysts, should initially examine their data to discern important properties. One can look at the time-series properties of the data by usual time-series methods. For example, plotting the data against time can be used to examine for trends. And, one can gain insight as to the type of autoregressive and/or moving average process at play by examining the partial autocorrelation function and the autocorrelation function. Wooldridge (2002) proposes a test of AR(1) serial correlation for panel data, which requires minimal assumptions. 12 There are a number of proposed approaches for unit-root testing, and a review of this literature is provided by Baltagi and Kao (2000) . If serial correlation is a concern, which is likely for data from repeated-game experiments, this study provides some On the other hand, if the number of cross-section units per treatment is small, which is more likely when data are at the group-level, such as a case where the experimentalist wishes to analyze measures of market or social efficiency, recommendations are less clear. A-HAC (or RE-HAC with bandwidth equal to ) standard errors tend to be too small. RE-HAC in tandem with a prewhitening filter and data-dependent bandwidth selection appears to have promise, but additional research is warranted. Certainly an analyst who is uncertain about the underlying DGP should look to the RE-HAC estimator, rather than assume a particular structure for the serial correlation as there may be greater size distortion due to misspecification. And it is noted that estimators like RE-AR1 that place structure on the serial correlation, even if approximately correctly specified, produce biased test statistics in small samples (see, for example, Table 1 ).
On a final note, the HAC covariance estimators investigated are generalizations of the oft-used White's (1980) heteroskedasticity-consistent covariance estimator. As such, although the Monte Carlo simulations here do not consider DGPs with conditional heteroskedasticity, A-HAC and RE-HAC are likewise robust to conditional heteroskedasticity of unknown form. In fact, conditional heteroskedasticity is unlikely to cause any additional size distortions. Evidence in support of these claims for A-HAC can be found in Bertrand, Duflo, and Mullainathan (2004) and Kezdi (2004) . 1 Note that the idea for this paper originated in 2002, when panel data analysis was the exception rather than the rule for drawing inferences from experimental data. Although panel data models are increasing used for analyzing repeated-game experiment data, and indeed more and more researchers have relied on using cluster-robust standard errors, it remains common for journal referees to request simple statistical tests even when their validity is questionable.
2 Indeed, on numerous occasions I have reviewed papers that simply mention heteroskedasticity when justifying the use of cluster-robust standard errors. Further, it is fairly common for some to use the standard random effects estimator in tandem with cluster-robust standard errors. This approach is internally inconsistent, as the random effects estimator assumes a specific form of within-unit serial correlation but the use of cluster-robust standard errors suggests that the assumed form of serial correlation is incorrect.
3 Data sets of this sort tend to be labeled as "time-series cross-section" or TSCS data. 4 A prewhitening filter attempts to remove some correlation in the residuals from a regression model, which has been shown to improve the performance of HAC-based techniques (see Andrews and Monahan 1992). 5 Stata's newey command (with option force) produces standard OLS coefficients (without any adjustment for a fixed or random-effects structure) along with the NW-HAC estimator. Limdep estimates an equivalent NW-HAC estimator, but with a fixed-effects estimator for model coefficients. 6 This covariance estimator is produced when one specifies the cluster option for Stata or Limdep's regress command. To estimate a fixed-effects model with A-HAC errors in Stata, one can jointly use the cluster and fe options for Stata's xtreg command. 7 For purpose of identification, the HAC covariance estimators considered here require that ≥ . 8 Of course, this estimator would be inefficient, and the standard FGLS random effects estimator for β is preferable. 9 As suggested by Andrews (1991), to calculate the bandwidths I use a weight of 0 for the autoregressive parameter associated with the model intercept and a weight of 1 on other autoregressive parameters. See Andrews (1991) for details on using this procedure.
