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Abstract: ABSTRACT Geographic information systems progress strongly in a lot of different application
domains. In addition, the gathering of geographic information is inevitable and large-scale geographic
databases and server infrastructures need to handle this amount of data. Geographic data is growing in
precision and complexity, so that it is necessary to explore and analyse datasets in an interactive way.
Interactive visualization is key to explore geographic data sets and therefore indispensable for everyone
using geographic data. In the following, new ways for interactive rendering techniques are presented to
handle the challenges in nowadays large- scale geographic information systems. The thesis starts with
an introduction to geographic information systems fol- lowed by an analysis of requirements and chal-
lenges for geographic visualization systems and virtual globe systems. Furthermore, an introduction to
the rendering pipeline is presented. To face the challenges of today’s geographic visualiza- tion systems
we introduce the GlobeEngine framework which enables a modular structure for rapid prototyping of
geographic visualization applications and also contains all running prototypes of this work. The main
algorithmic contribution of this thesis are new rendering techniques, namely a new version of the RASTeR
terrain engine, a innovative technique for rendering vector maps for interactive terrain and map visual-
izations and a novel graph bundling technique using vector maps as basis for bundling paths in a inter-
active 3D perspective environment. Terrain visualization is the basis for an interactive 3D geographic
visualization i ii system. However, it is hard for decision makers to clearly identify the best choice of
terrain rendering algorithms. Therefore, this work provides an overview over terrain rendering require-
ments and existing terrain rendering solutions as well as their applicability to modern graphics systems.
Furthermore, this thesis shows how RASTeR can be adapted to modern graphics hardware and a set of
terrain vi- sualization features, such as edge highlighting, ambient occlusion or terrain slope, aspect and
flow visualizations to extend the capabilities of the existing terrain vi- sualization. Often, vector map
visualizations are used on top of 3D terrain rendering. In- teractive rendering of large-scale vector maps
is a key challenge for high-quality geographic visualization software systems. This thesis contains a novel
approach for the visualization of large-scale vector maps over detailed height-field terrains. This method
uses a deferred line shading approach to render large-scale vector maps directly in a screen-space shading
stage over a terrain visualization. The fact that there is no traditional geometric polygonal rendering
involved allows our algorithm to outperform conventional vector map rendering algorithms for geographic
information systems. A flexible clustered deferred line rendering ap- proach allows a user to interactively
customize and apply advanced vector styling methods, as well as the integration into a vector map level-
of-detail system. Dense line graphs and polyline maps are challenging for interactive visual- ization in
geographic information systems. Bundling techniques are a common approach to reduce clutter and have
successfully been demonstrated for the dis- play of complex planar graphs. Previous techniques typically
applied some forms of attraction or repulsion forces to bundle edges. In geographic visualizations, it
is often necessary to take the semantic information into account and constrain path bundles to follow
some reference network vector map. This thesis applies a novel method which uses geographic vector
map reference information to route, visualize and simplify path bundles along their network paths in
a constrained environment using adaptive B-splines. The thesis is concluded by a summary and a fu-
ture work section presenting future research topics. KURZFASSUNG Geografische Informationssysteme
werden in verschiedensten Anwendungsgebi- eten verst¨ rkt eingesetzt. Zus¨ tzlich zu einer verst¨ rkten
Nutzung werden im- a a a mer mehr geografische Daten erfasst und verarbeitet. Durch diese intensivere
Nutzung von geografischen Informationssystemen ist es notwendig Infrastruktur wie Serversysteme und
Datenbanken an die Herausforderungen anzupassen. Die Masse an geografischen Daten w¨ chst eben-
falls durch mehr Pr¨ zision und Kom- a a plexit¨ t in der Erfassung und Verarbeitung. Um eine sehr
grosse Masse an ge- a ografischen Daten zu analysieren, sind interaktive Werkzeuge und Visualisierun-
gen notwendig. Somit ist das Gebiet der interaktiven Visualisierung ein wichtiger Forschungszweig f¨ r
das Erkunden und Verstehen von grossen Daten und auch u unerl¨ sslich f¨ r die Arbeit mit geografischen
Daten. Im Folgenden werden neue a u interaktive Bildverarbeitungsmethoden f¨ r die Visualisierung von
geografischen u Daten pr¨ sentiert. Mit Hilfe dieser Methoden lassen sich aktuelle Problemstellun- a gen
in der Bildverarbeitung von interaktiven geografischen Anwendungen l¨ sen. o Die Einleitung in diese Dis-
sertation erfolgt anhand einer Anforderungsanaylse von geografischen Informationssystemen. Es werden
verschiedene Anforderun- gen und Problemstellung im Zusammenhang mit der Entwicklung von interak-
tiven Anwendung zur Visualisierung von geografischen Daten, wie bspw. eines interaktiven Globus,
er¨ rtert. Um interaktive Visualisierung zu verstehen wird o zuerst auf den Bildverarbeitungsprozess
in interaktiven Anwendungen eingegan- gen und anhand des Anwendungsframeworks, dass f¨ r diese
Dissertation erstellt u wurde grunds¨ tzliche Aspekte erkl¨ rt. Die GlobeEngine erm¨ glicht interak-
tive a a o i ii geografische Anwendungen zu erstellen und l¨ st Probleme im Zusammenhang o mit der
Echtzeitdarstellung von Szenen in geografischen Anwendungen. Weiters erm¨ glicht das GlobeEngine
Framework die schnellere Entwicklung von Proto- o typen f¨ r Visualisierungsprogrammen. Gleichzeitig
werden alle entwickelten Pro- u totypen im Zuge dieser Arbeit in diesem Programmpaket zur Verf¨ gung
gestellt. u Der Hauptteil dieser Arbeit erl¨ utert neue Techniken zur Erstellung einer in- a teraktiven 3D
Visualisierung f¨ r geografische Daten. Als Erstes wird auf eine u komplette Neuimplementierung des
bekannten RASTeR Algorithmus eingegan- gen. Danach wird eine innovative Technik zur Darstellung
von Vektordaten in einer interaktive Gel¨ ndevisualisierung vorgestellt. Und zuletzt folgt eine neue a
Art der B¨ ndelung von Graphen in einer interaktiven 3D Anwendung. u Gel¨ ndevisualisierungen sind
die Basis f¨ r interaktive 3D Anwendungen im a u geografischen Bereich. Trotzdem ist es immer noch
sehr schwierig f¨ r Entschei- u dungstr¨ gern die richtigen Verfahren zu identifizieren und umzusetzen.
Dies hat a zum Einen mit der sehr grossen Anzahl an Anforderungen zu tun und zum An- deren mit der
Tatsache, dass ein Gel¨ ndevisualisierungsystem sehr umfangreich in a ¨ der Entwicklung ist und ungern
gr¨ ssere Uberarbeitungen gemacht werden seit- o ens der Hersteller. In dieser Arbeit wird ein Einblick
in die Anforderungen f¨ r in- u teraktive Gel¨ ndevisualisierungsalgorithmen gegeben und existierende
L¨ sungen a o genauer anaylisiert. Weiters wird anhand des RASTeR Algorithmus gezeigt wie ein solcher
Algorithmus auf moderne Grafikhardware angepasst werden kann. Zu- dem werden neue Methoden f¨
r die Visualisierung von Gel¨ nde gezeigt wie bspw. u a Kantenhighlights, Umgebungsverdeckung und
die Visualisierung von Gef¨ lle oder a Hangrichtung. Oft werden in bereits existierende Gel¨ ndevisual-
isierungen geografische Vek- a tordaten eingebaut. Interaktive Visualisierung von grossen Vektordaten ist
eine wichtige Problemstellung f¨ r ein qualitativ hochwertiges Visualisierungsystem. u Diese Dissertation
enth¨ lt einen neuen Ansatz f¨ r die Visualisierung von Vek- a u tordaten auf einer bestehenden Gel¨
ndevisualisierung. Die Methode basiert auf a der Idee, dass die Linienschattierung in einem zweistufigen
Verfahren erfolgt. Zuerst wird das Gel¨ nde erfasst und verarbeitet und im zweiten Schritt werden a
die vorhandenen Bilddaten genutzt um die korrekte Position der Vektordaten zu errechnen. Im Gegen-
satz zu vorhergehenden Methodiken wird keine traditionelle Geometrieverarbeitung f¨ r die Vektordaten
ausgef¨ hrt. Dadurch ist es m¨ glich u u o mehr Bilder pro Sekunde zu erzeugen als bisher verwendete
Algorithmen zur Ve- rarbeitung von Vektordaten. Dieser flexible Ansatz erm¨ glicht es ebenfalls, dass o
Vektordaten interaktiv benutzerspezifisch gestaltet und angepasst werden k¨ nnen. o Ebenso erm¨ glicht
der neue Ansatz eine Integration in bestehende Systeme mit o anpassbaren Detaillierungsgrad in der
Visualisierung. Dichte Graphen und Graphnetzwerke sind ebenfalls bekannte Herausforderun- gen f¨ r
interaktive Visualisierungsanwendungen. In geografischen Visualisierun- u iii gen werden dichte Graphen
oft f¨ r Verkehrsinformationen oder Migrationsstr¨ me u o verwendet. B¨ ndelungstechniken sind g¨ ngige
Verfahren um die Information u a von dichten Graphnetzen hervorzuheben. Es wurde bereits mehrmals
erfolgreich gezeigt, dass der Informationsgehalt bei der Verwendung von B¨ ndelungtechniken u mit kom-
plexen planaren Graphen steigt. Vorhergehende Methoden verwenden typischerweise eine Kombination
von Anziehungs- oder Abstossungskr¨ ften f¨ r a u die B¨ ndelung des Graphnetzwerks. In geografischen
Informationssystemen ist u ¨ es oft notwendig, Informationen uber die Umgebung des Graphnetzwerk zu
ber¨ cksichtigen. Darum ist sinnvoll die B¨ ndelung von Graphen anhand eines u u weiteren Netzwerks,
bspw. eines Strassennetzes zu erstellen. In dieser Disserta- tion wird ein Algorithmus vorgestellt der
vorhandene geometrische Informationen aus Vektordaten zur B¨ ndelung und Visualisierung von Graph-
daten verwendet. u F¨ r die Darstellung von Str¨ mungen aus einem Graphnetzwerk in einer 3D Visu- u
o alisierung werden sogenannte B-Splines verwendet. Die Dissertation wird durch eine Zusammenfassung
der Ergebnisse und einer ¨ ¨ Ubersicht uber zuk¨ nftige Forschungsthemen abgeschlossen. u
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Geographic information systems progress strongly in a lot of different application
domains. In addition, the gathering of geographic information is inevitable and
large-scale geographic databases and server infrastructures need to handle this
amount of data. Geographic data is growing in precision and complexity, so that
it is necessary to explore and analyse datasets in an interactive way. Interactive
visualization is key to explore geographic data sets and therefore indispensable
for everyone using geographic data. In the following, new ways for interactive
rendering techniques are presented to handle the challenges in nowadays large-
scale geographic information systems.
The thesis starts with an introduction to geographic information systems fol-
lowed by an analysis of requirements and challenges for geographic visualization
systems and virtual globe systems. Furthermore, an introduction to the rendering
pipeline is presented. To face the challenges of today’s geographic visualiza-
tion systems we introduce the GlobeEngine framework which enables a modular
structure for rapid prototyping of geographic visualization applications and also
contains all running prototypes of this work.
The main algorithmic contribution of this thesis are new rendering techniques,
namely a new version of the RASTeR terrain engine, a innovative technique for
rendering vector maps for interactive terrain and map visualizations and a novel
graph bundling technique using vector maps as basis for bundling paths in a inter-
active 3D perspective environment.
Terrain visualization is the basis for an interactive 3D geographic visualization
i
ii
system. However, it is hard for decision makers to clearly identify the best choice
of terrain rendering algorithms. Therefore, this work provides an overview over
terrain rendering requirements and existing terrain rendering solutions as well as
their applicability to modern graphics systems. Furthermore, this thesis shows
how RASTeR can be adapted to modern graphics hardware and a set of terrain vi-
sualization features, such as edge highlighting, ambient occlusion or terrain slope,
aspect and flow visualizations to extend the capabilities of the existing terrain vi-
sualization.
Often, vector map visualizations are used on top of 3D terrain rendering. In-
teractive rendering of large-scale vector maps is a key challenge for high-quality
geographic visualization software systems. This thesis contains a novel approach
for the visualization of large-scale vector maps over detailed height-field terrains.
This method uses a deferred line shading approach to render large-scale vector
maps directly in a screen-space shading stage over a terrain visualization. The
fact that there is no traditional geometric polygonal rendering involved allows
our algorithm to outperform conventional vector map rendering algorithms for
geographic information systems. A flexible clustered deferred line rendering ap-
proach allows a user to interactively customize and apply advanced vector styling
methods, as well as the integration into a vector map level-of-detail system.
Dense line graphs and polyline maps are challenging for interactive visual-
ization in geographic information systems. Bundling techniques are a common
approach to reduce clutter and have successfully been demonstrated for the dis-
play of complex planar graphs. Previous techniques typically applied some forms
of attraction or repulsion forces to bundle edges. In geographic visualizations,
it is often necessary to take the semantic information into account and constrain
path bundles to follow some reference network vector map. This thesis applies a
novel method which uses geographic vector map reference information to route,
visualize and simplify path bundles along their network paths in a constrained
environment using adaptive B-splines.
The thesis is concluded by a summary and a future work section presenting
future research topics.
KURZFASSUNG
Geografische Informationssysteme werden in verschiedensten Anwendungsgebi-
eten versta¨rkt eingesetzt. Zusa¨tzlich zu einer versta¨rkten Nutzung werden im-
mer mehr geografische Daten erfasst und verarbeitet. Durch diese intensivere
Nutzung von geografischen Informationssystemen ist es notwendig Infrastruktur
wie Serversysteme und Datenbanken an die Herausforderungen anzupassen. Die
Masse an geografischen Daten wa¨chst ebenfalls durch mehr Pra¨zision und Kom-
plexita¨t in der Erfassung und Verarbeitung. Um eine sehr grosse Masse an ge-
ografischen Daten zu analysieren, sind interaktive Werkzeuge und Visualisierun-
gen notwendig. Somit ist das Gebiet der interaktiven Visualisierung ein wichtiger
Forschungszweig fu¨r das Erkunden und Verstehen von grossen Daten und auch
unerla¨sslich fu¨r die Arbeit mit geografischen Daten. Im Folgenden werden neue
interaktive Bildverarbeitungsmethoden fu¨r die Visualisierung von geografischen
Daten pra¨sentiert. Mit Hilfe dieser Methoden lassen sich aktuelle Problemstellun-
gen in der Bildverarbeitung von interaktiven geografischen Anwendungen lo¨sen.
Die Einleitung in diese Dissertation erfolgt anhand einer Anforderungsanaylse
von geografischen Informationssystemen. Es werden verschiedene Anforderun-
gen und Problemstellung im Zusammenhang mit der Entwicklung von interak-
tiven Anwendung zur Visualisierung von geografischen Daten, wie bspw. eines
interaktiven Globus, ero¨rtert. Um interaktive Visualisierung zu verstehen wird
zuerst auf den Bildverarbeitungsprozess in interaktiven Anwendungen eingegan-
gen und anhand des Anwendungsframeworks, dass fu¨r diese Dissertation erstellt
wurde grundsa¨tzliche Aspekte erkla¨rt. Die GlobeEngine ermo¨glicht interaktive
iii
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geografische Anwendungen zu erstellen und lo¨st Probleme im Zusammenhang
mit der Echtzeitdarstellung von Szenen in geografischen Anwendungen. Weiters
ermo¨glicht das GlobeEngine Framework die schnellere Entwicklung von Proto-
typen fu¨r Visualisierungsprogrammen. Gleichzeitig werden alle entwickelten Pro-
totypen im Zuge dieser Arbeit in diesem Programmpaket zur Verfu¨gung gestellt.
Der Hauptteil dieser Arbeit erla¨utert neue Techniken zur Erstellung einer in-
teraktiven 3D Visualisierung fu¨r geografische Daten. Als Erstes wird auf eine
komplette Neuimplementierung des bekannten RASTeR Algorithmus eingegan-
gen. Danach wird eine innovative Technik zur Darstellung von Vektordaten in
einer interaktive Gela¨ndevisualisierung vorgestellt. Und zuletzt folgt eine neue
Art der Bu¨ndelung von Graphen in einer interaktiven 3D Anwendung.
Gela¨ndevisualisierungen sind die Basis fu¨r interaktive 3D Anwendungen im
geografischen Bereich. Trotzdem ist es immer noch sehr schwierig fu¨r Entschei-
dungstra¨gern die richtigen Verfahren zu identifizieren und umzusetzen. Dies hat
zum Einen mit der sehr grossen Anzahl an Anforderungen zu tun und zum An-
deren mit der Tatsache, dass ein Gela¨ndevisualisierungsystem sehr umfangreich in
der Entwicklung ist und ungern gro¨ssere U¨berarbeitungen gemacht werden seit-
ens der Hersteller. In dieser Arbeit wird ein Einblick in die Anforderungen fu¨r in-
teraktive Gela¨ndevisualisierungsalgorithmen gegeben und existierende Lo¨sungen
genauer anaylisiert. Weiters wird anhand des RASTeR Algorithmus gezeigt wie
ein solcher Algorithmus auf moderne Grafikhardware angepasst werden kann. Zu-
dem werden neue Methoden fu¨r die Visualisierung von Gela¨nde gezeigt wie bspw.
Kantenhighlights, Umgebungsverdeckung und die Visualisierung von Gefa¨lle oder
Hangrichtung.
Oft werden in bereits existierende Gela¨ndevisualisierungen geografische Vek-
tordaten eingebaut. Interaktive Visualisierung von grossen Vektordaten ist eine
wichtige Problemstellung fu¨r ein qualitativ hochwertiges Visualisierungsystem.
Diese Dissertation entha¨lt einen neuen Ansatz fu¨r die Visualisierung von Vek-
tordaten auf einer bestehenden Gela¨ndevisualisierung. Die Methode basiert auf
der Idee, dass die Linienschattierung in einem zweistufigen Verfahren erfolgt.
Zuerst wird das Gela¨nde erfasst und verarbeitet und im zweiten Schritt werden
die vorhandenen Bilddaten genutzt um die korrekte Position der Vektordaten zu
errechnen. Im Gegensatz zu vorhergehenden Methodiken wird keine traditionelle
Geometrieverarbeitung fu¨r die Vektordaten ausgefu¨hrt. Dadurch ist es mo¨glich
mehr Bilder pro Sekunde zu erzeugen als bisher verwendete Algorithmen zur Ve-
rarbeitung von Vektordaten. Dieser flexible Ansatz ermo¨glicht es ebenfalls, dass
Vektordaten interaktiv benutzerspezifisch gestaltet und angepasst werden ko¨nnen.
Ebenso ermo¨glicht der neue Ansatz eine Integration in bestehende Systeme mit
anpassbaren Detaillierungsgrad in der Visualisierung.
Dichte Graphen und Graphnetzwerke sind ebenfalls bekannte Herausforderun-
gen fu¨r interaktive Visualisierungsanwendungen. In geografischen Visualisierun-
vgen werden dichte Graphen oft fu¨r Verkehrsinformationen oder Migrationsstro¨me
verwendet. Bu¨ndelungstechniken sind ga¨ngige Verfahren um die Information
von dichten Graphnetzen hervorzuheben. Es wurde bereits mehrmals erfolgreich
gezeigt, dass der Informationsgehalt bei der Verwendung von Bu¨ndelungtechniken
mit komplexen planaren Graphen steigt. Vorhergehende Methoden verwenden
typischerweise eine Kombination von Anziehungs- oder Abstossungskra¨ften fu¨r
die Bu¨ndelung des Graphnetzwerks. In geografischen Informationssystemen ist
es oft notwendig, Informationen u¨ber die Umgebung des Graphnetzwerk zu
beru¨cksichtigen. Darum ist sinnvoll die Bu¨ndelung von Graphen anhand eines
weiteren Netzwerks, bspw. eines Strassennetzes zu erstellen. In dieser Disserta-
tion wird ein Algorithmus vorgestellt der vorhandene geometrische Informationen
aus Vektordaten zur Bu¨ndelung und Visualisierung von Graphdaten verwendet.
Fu¨r die Darstellung von Stro¨mungen aus einem Graphnetzwerk in einer 3D Visu-
alisierung werden sogenannte B-Splines verwendet.
Die Dissertation wird durch eine Zusammenfassung der Ergebnisse und einer
U¨bersicht u¨ber zuku¨nftige Forschungsthemen abgeschlossen.
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1C H A P T E R
INTRODUCTION
Figure 1.1: Tabula Peutingeriana shows a schematic map of the road network of the
roman empire.
Humans like visualizations. The need to abstract information in visual form
and sketch things is as old as humanity itself. Visualizing information in form
of maps was always an important part in human history. Maps are done because
humans have a communication problem when the amount of information to trans-
fer is too complex. We could express everything in words, but the result will be
error-prone. There is a desire to make communication fail-safe and easier by in-
troducing abstract information and visualizations for the transfer of knowledge.
Maps are examples for such visualizations, because maps order information spa-
tially and often also temporally. In addition, dividing significant information from
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nondescript information makes it possible to focus on a specific topic of informa-
tion without further visual distraction. Maps are often used with this principle.
A nice example for this is the Tabula Peutingeriana showing the complete street
network of the roman empire.
This map had the purpose to guide a traveler trough the complex network of
roman streets. It shows major cities and forts but it also contains information about
horse stables so that the observer is able to improve route planning and traveling
times. The abstraction of the town shapes and the simplified drawing of streets
is intentionally understandable to everyone at first sight. On the basis of this
example we see that the visualization of geographic information is a very basic
form of communication and collaboration between single persons and groups of
persons. The demand on this basic form of communication remained the same
over centuries and is still the driving force behind all digital and non-digital maps.
1.1 Learning based on Visualizations
When two persons meet, usually they define a time and a certain location as a
meeting point. Often, people choose known places to meet. However, finding the
right way to these meeting points is often tricky and nowadays it is done with help
of digital map tools. Usually, it is possible to set an initial position and destination
location. After a quick search, the software shows the user a map with several
opportunities how to reach the meeting point. Most people are not aware that
a common mathematical problem is associated with this task. The challenge of
finding the shortest path in a graph network. What the software system does, is to
solve a shortest path algorithm based on the person’s input and returns the shortest
path which seems to be the best option for this case. However, the shortest path
is not always easy to determine and sometimes it needs more information such as
the choice of a transportation vehicle. The system recognizes this input and offers
the user different information about every transportation device. Furthermore, the
system might offer additional or alternative paths based on the user’s input or it
offers the possibility to input additional way points and then further refines the
results.
What intuitively happens is that the user iteratively tackles the challenges and
learns based on a visualization. In this simple case, the challenge is described as
the question how to reach the destination and the map is the appropriate visual-
ization for this. As soon as the user understands or evaluates the visualization of
the first shortest path result, knowledge is created and this immediately leads to a
new question, namely whether the proposed shortest path to the destination is the
optimal path for the user.
The described iterative learning process is a simplified example for what sci-





Figure 1.2: The process of iterative knowledge acquisition. Challenges and problems
often require support of visulizations. Evaluating these visualizations gives insights and
leads to new knowledge. Thus new problems can be formulated.
entists call visual analytics in geographic information systems (GIS). What hap-
pens is illustrated in Fig. 1.2. This iterative learning process is the motivation for
providing better visualizations. With a better understanding of the challenge, we
are able to come up with more precise and better solutions. With good visual-
izations, we gain deeper insight into a problem domain so that on the one hand
we can solve problems where the solution was unclear before and on the other
hand we can elaborate more challenges and questions which were not recognized
beforehand.
The field of visualization as a subfield of computer graphics has the target to
improve the process of understanding data by improving the visual representation
of this data to enhance the communication quality. An important factor of this
visual representation is the amount of interaction a system can provide. When a
system reacts immediately on user input the above learning cycle is accelerated
and the problem exploration is improved. This also applies to geographic informa-
tion systems, where the basic interaction possibilities on a map such as zooming
or navigating improve the user perception of the data space and help to understand
in which context the data exists. The collection of these interaction processes and
operations on different data can be summarized in a visualization pipeline.
1.2 Visualization Pipelines
The core of a visualization system is the modeling of the visualization pipeline.
In a visualization pipeline, the raw data material is transformed in different steps
to achieve a final displayable image. A common model for a multivariate multi-
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dimensional visualization pipeline is shown in Fig. 1.3. Typically, raw data sets
are gained from an input source or from a database and therefore such data sets
contain incomplete or incorrect records. The first step is performing a data anal-
ysis process to decide what part of the data should be considered to influence the
visualization, such as empty value filling or merging small data sets together. Typ-
ically, this step is done only once per data set using scripts and toolboxes which
require some technical or domain experience. In the above mentioned shortest
path example, this step would be equivalent to the preparation of the map data so
that shortest path requests can be executed on a mapping server.
After the data analysis step, the visualization data is ready to be used in a vi-
sualization tool, often a customized viewer software. With this tool, a user centric
filtering process is applied. In our introductory example, this could be zooming or
selecting input data, such as the search for a certain destination or highlighting a
certain path object. With help of the user’s input, the visualization system knows
which objects are important. The system can apply this knowledge to highlight
interesting features of the data in a visually interesting form. This is done in the
mapping step. Another example for this is the assignment of a certain color to the
highlighted path. Furthermore, the geometric representation (points, lines, poly-
gons) is chosen in this step as well. The outcome of this processing step can be
described as the conceptual visualization object prepared for the final rendering
process. The rendering process creates the final displayable image of the data in-
terpreting the input from the former processes. This concludes the visualization
pipeline as shown in Fig. 1.3. Designing visualizations and designing visualiza-
tion pipelines is currently an active field of research. The book [Munzner, 2014]









Figure 1.3: The extended dataflow model for a multivariate multidimensional visualiza-
tion pipeline as described in [dos Santos and Brodlie, 2004]. It shows the states of data
(top row) and the processes on the data (bottom row) within a visualization pipeline.
The core contribution of this thesis is an implementation of such a visualiza-
tion pipeline for large-scale geographic data. Before delving further into this topic
in Chapter 2, we will discuss specific challenges and problems of visualization
pipelines for geographic information systems.
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1.3 Virtual Globe Visualizations
Visualization systems for geographic or spatial information have specific prob-
lems and challenges which are highly depending on the application requirements.
For the purpose of this thesis we look at specific visualization systems called vir-
tual globes. Commonly known representatives in terms of applications areGoogle
Earth1, NASA Worldwind2 and in terms of frameworks are the osgEarth3 and the
Cesium framework4. The survey paper about digital earth systems shows the cur-
rent state-of-the-art in this domain [Mahdavi-Amiri et al., 2015]. The book [Cozzi
and Ring, 2011] describes a typical construction of a virtual globe system. Other
works related to virtual globe challenges and goals can be found in [Hildebrandt
and Do¨llner, 2010] or [Christen, 2008]. Virtual globes can have many different
applications for visualizations. In the past, virtual globe software packages were
used to visualize:
• General maps: e.g. street maps, borders, other geographic feature data
• Imagery: e.g. satellite images, infrared images or other image information
• Political information: e.g. voting results, population density
• Climatological information: e.g. temperature information, wind or under-
water streams
• Geological information: e.g. rock formations, molasse information
• Hydrological information: e.g. water quality, ground water information
• Social network information: e.g. interesting trails, photo spots, animated
videos paths
Depending on the specific application there can be many different challenges
concerning a virtual globe framework. From a computer graphics point of view,
the main challenges for a virtual globe software can be categorized into four cat-
egories, namely: Data Handling, Geometric Representation, Rendering and Visu-
alization aspects. Fig. 1.4 shows an illustration of challenges which can influence
the development of a virtual globe system.
Data handling challenges are problems which are associated with the data
source. Raw data can often be a problem for a visualization software, because
it is unstructured in terms of formats, sources or ordering. Therefore, typical
data handling problems are filtering and preprocessing. In a lot of visualization
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Figure 1.4: An overview on challenges when developing a virtual globe system.
systems handling large-scale data need more advanced algorithms than usual vi-
sualization system. Often, such systems need specific out-of-core techniques to
handle large-scale data sets at a certain accuracy.
The geometric capabilities within a visualization system can have significant
impact on a virtual globe. Graphics systems often require a dedicated and opti-
mized rendering structure to interact with the GPU (Graphics Processing Unit).
Commonly known virtual globes or other visualization pipelines work with tri-
angle meshes, textures, points, lines, polygons or voxel based data sets. The
challenge is usually the choice of the right geometric representation for a cer-
tain combination of data type, visualization type and the subsequent algorithmic
complexity to transform the data into this geometric representations. Often, an im-
portant challenge is the usage of level of detail data structures to handle large data
sets for texture-, voxel- or mesh triangulation structures. A detailed description
on metric data structures can be found in [Samet, 2005].
Rendering as the creation of a single image is an important task for a visual-
ization system. Common challenges in rendering a virtual globe system are the
rendering of terrain, vector map information and related text information. For
interactive visualization the main challenge is to achieve 16 milliseconds per ren-
dered image or 60 frames per second. The human eye can distinguish between
25  30 pictures per second. Depending on digital displays and the type of dis-
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play more images per second are necessary. Therefore, 60 frames per second is
an agreed objective in the computer graphics community for every interactive ren-
dering system. Rendering engines can be designed in different ways but usually
there is a difference between the development of an interactive system supporting
only 2D data sets and a system handling a fully interactive perspective 3D. In the
following we always assume the latter case.
The usability aspects in a virtual globe software contains several challenges.
This can be on one side dynamic interaction with the globe object like navigat-
ing with a perspective 3D camera or selecting parts of a data set but also visual
analytic tools which have to be designed in an understandable but still usable
way. Domain specific users often require another access to the interface than
other users. Moreover, the usability aspect is dependent on the data sets and the
capabilities of the systems. For example, time-dependent 3D visualization are
usually more complex when it comes to interaction capabilities. In the following
section, some of these challenges will be described more in detail to understand
the specific challenges of this thesis project and its contributions.
1.4 Challenges
As shown in Fig. 1.4, there are many challenges during the development of a
virtual globe system. This thesis project focuses on the following three main
challenges:
• Terrain Visualization System: The main goal is to create an interactive
terrain visualization system which is comparable to existing virtual globe
software packages. The main challenge is the handling of large amounts
of height information. To give an example, the SwissALTI3D data set con-
tains the height information of Switzerland on a resolution of 1m and has
a data size of 60GB. The imagery of Switzerland in a resolution of 50cm
has around 700GB. To explore this information in an interactive 3D viewer,
it is necessary to implement a dynamic out-of-core Level-of-Detail system.
Several techniques already exist to solve problems such as dynamic height
field triangulation, height field and image compression or client-server ar-
chitectures. But there are several untended aspects in terrain rendering. Ex-
amples are aspects of effective data visualization, such as visualization of
terrain properties like slope, aspect or flow direction, the applicability of
advanced rendering algorithms like ambient occlusion, large-scale shadow
mapping, alpha compositing of multiple image or heightfields or the seam-
less transition of different heightfield repositories in one viewer. All these
aspects make the construction of a terrain visualization system to a com-
plex problem. Chapter 3 describes this more detailed and provides a way
8 1 INTRODUCTION
to combine these challenges to an out-of-core terrain visualization system
which is flexible enough to manage large-scale data sets and is able to apply
different kinds of visualizations.
• Interactive Large-Scale Vector Map Rendering: Geographical features
are expressed as vector maps and can contain different types of geomet-
ric data, usually points, lines or polygons. The main goal for this work
is to provide large-scale vector map rendering within the interactive ter-
rain visualization. Usually, vector maps contain a database of information
associated to their geometric types. Therefore, geometric points, lines or
polygons can be connected with a set of multiple attributes, similar to an
entry in a database row. This implies that a vector map can have the same
geometry, but it needs a varying visualization technique. Thus, vector maps
might need more interaction possibilities for the user in terms of exploration
capabilities and customization. A street map for the purpose of driving in a
navigation system needs another visualization than the same street map for
tourist purposes even if it uses the same data set. Another aspect of render-
ing vector maps in perspective 3D environments is the correct placing and
mapping of the vector data on top of the terrain. Several rendering errors
can appear with current techniques. The method presented in Chapter 4 and
published in [Tho¨ny et al., 2016] is able to render large amounts of vector
map data on top of the terrain visualization system presented in Chapter 3
and compares the results against existing state-of-the-art techniques.
• Graph Bundling of Large Graph Data Sets for GIS: In general, vector
maps can be described as large graph networks, for example a street net-
work. These graph data sets describe a geometric mapping, such as existing
infrastructure. But vector maps are not restricted to this property. A spa-
tial graph network can also describe political or economical information
and connect spatial information to it. The spatial connection to such kind of
information can have significant impact to the user’s learning process. How-
ever, large graph networks suffer from cluttering artifacts when visualized
directly. Graph bundling describes a set of filtering techniques for dense
graph networks to improve the visual information given by this graph net-
work. The main goal of this work is to find a way to apply graph bundling
in perspective 3D environments so that bundles are routed according to 3D
feature data. Challenges for graph bundling algorithms are: improving the
visual quality by reducing cluttering, improving the information quality by
making the process of bundling interactive and adjustable for the user, and
integrating such graph visualizations into existing perspective 3D environ-
ments. Further details about this graph bundling challenges can be found
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in [Tho¨ny and Pajarola, 2013]. Chapter 5 shows how to achieve the above
mentioned goal for bundling large-scale graphs in a 3D perspective environ-
ment using geographically referenced information.
The above collection of challenges provides an overview for the following
chapters. As illustrated in Fig. 1.4, several other problems might appear when im-
plementing an interactive rendering system for large-scale data sets, such as han-
dling large amounts of data in an out-of-core system, numerical precision issues
or the preservation of interaction possibilities through the visualization pipeline.
1.5 Contributions
This thesis project contributes significantly to the field of geographical scientific
visualizations. GIS software can profit from the presented techniques in terms of
rendering speed, interaction quality and visual rendering quality. The contribu-
tions of this work can be summarized as follows:
• Terrain Rendering: The terrain rendering system in this thesis is based
on the former works related to terrain visualization and triangulation algo-
rithms [Goswami et al., 2010], [Bo¨sch et al., 2009], [Pajarola and Gobbetti,
2007] and [Gerstner, 2003]. The main contribution is a complete new in-
terpretation of the RASTeR algorithm combined with a flexible out-of-core
visualization system. The terrain rendering system allows different texture
levels and different height field levels as well as connections to different out-
of-core terrain repositories over a tile map service structure. Additionally,
examples for real-time GPU terrain feature visualization are shown such as
the visualization of slope and aspect as well as visual effects such as ambi-
ent occlusion. A publication about future trends in terrain visualization can
be found in [Tho¨ny et al., 2015].
• Deferred Vector maps: An integral part of this thesis is the rendering of
large-scale vector maps with and without terrain. Deferred vector maps
solve the problem of combining vector map data with terrain rendering data
in a visualization with a minimum of rendering artifacts within a perspec-
tive 3D environment. Additionally, a method is presented to solve accrued
rendering artifacts using an alpha blending shader implementation. The re-
sults of the technique are evaluated by comparison with standard rendering
techniques. The results of this work have been published in [Tho¨ny et al.,
2016].
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• GPU Chart rendering: Chart rendering of political or economical infor-
mation is a traditional application of vector maps in geographic informa-
tion science. Our point based GPU implementation of standard chart vi-
sualizations opens the possibility to display a large amount of dynamically
adjustable charts within a visualization pipeline. A short article about the
results can be found in [Tho¨ny and Pajarola, 2014].
• Constrained Path bundling: Graph bundling is a well known visualization
technique to visually improve cluttered graph networks. In this thesis, a
method to generate vector map constrained path bundles is presented. These
bundles are adjusted along a traffic or meta data network to improve the
visual information of a cluttered graph in a perspective 3D environment. To
achieve a terrain independent visualization, path bundles are routed around
mountains under the constraint of underlying vector map information. The
evaluation is done by comparing it with earlier graph bundling approaches.
The outcome of this work is published in [Tho¨ny and Pajarola, 2015].
• The GlobeEngine Framework: The thesis contribution and publications
are unified in a visualization framework called theGlobeEngine framework.
The framework itself was also used in several student projects about inter-
active rendering related to geographical or astronomical visualizations. The
main goal of the GlobeEngine framework is to provide a prototyping envi-
ronment for visualization projects working with large-scale data sets.
1.6 Dissertation Overview
This dissertation is structured in 6 chapters. Chapter 1 gave a short introduction
to geographical visualization. Furthermore challenges and contributions of this
thesis were outlined. Chapter 2 gives an overview over the goals and capabilities
of the GlobeEngine system as well as a description of the concrete visualization
pipeline and the system architecture. In addition, it makes the connection to the
following more detailed techniques incorporated in the GlobeEngine framework.
Chaper 3 introduces the reader to the terrain rendering part of the GlobeEngine
and gives a detailed explanation how the terrain rendering system works. Alter-
native terrain rendering methods are discussed as well. Chapter 4 presents vector
map visualization techniques. Furthermore, it provides a comparison between our
deferred vector map visualization technique and traditional vector map render-
ing methods. Chapter 5 presents vector map constrained path bundles along with
a detailed algorithmic implementation. In addition, an evaluation against other
methods and further improvements are presented. Chapter 6 concludes this thesis
with a summary statement and gives directions and plans for future work.
2C H A P T E R
THE GLOBEENGINE
VISUALIZATION SYSTEM
Figure 2.1: The GlobeEngine Logo.
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2.1 The GlobeEngine Framework
The development of the GlobeEngine framework started in 2011 with this PhD
project. The reason to start the development of this framework was the need for
unification of former research in the field of terrain rendering done by the VMML
group. Furthermore, future projects and developments of this PhD project for
rendering large-scale vector map visualizations should be integrated as well. The
main goals of the system can be summarized as follows:
• Providing a redesign of the existing implementation of RASTeR and develop
a new terrain engine using the RASTeR terrain rendering algorithm.
• The design and development of a large-scale vector map engine to visualize
vector map data sets with different rendering techniques.
• The implementation of visual analysis techniques, especially graph bundling
techniques within the GlobeEngine framework.
• The design of a framework to provide the VMML research group and the
students associated with VMML a unified visualization framework for rapid
prototyping of large-scale GIS visualizations.
• The implementation of rapid prototypes for papers or external projects such
as the 3D Atlas o f Switzerland to test rendering techniques or algorithms
within a controlled and simplified OpenGL environment and without rely-
ing on third party render engines.
2.1.1 System Architecture
The GlobeEngine framework architecture is shown in Figure 2.2. The framework
is designed for cross platform development onWindows, Mac OSX, Linux Debian
and Linux Ubuntu. These platforms are the core development platforms for all
VMML projects as well as widely used in the scientific visualization community.
Integration and interaction between other VMML projects such as Equalizer [Eile-
mann et al., 2009] are important future plans and therefore architecture decisions
were made to make this possible in the future. Despite the recent trend for high
level languages like JavaScript or Ruby, the core focus of this system is interac-
tive rendering and especially hardware GPU programming. To get the maximum
performance out of a visualization system in combination with cross platform
functionality, C++ is still the required language. There are a lot of existing tools
and third party dependencies available to work together with C++. The most im-
portant libraries used in this project are QT for user interfaces and many low level
system interactions such as threading, networking or window handling, as well
as OpenGL & OpenCL for graphics driver interaction and multi purpose GPU
computing.
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The Globe Engine Layer Model
OpenGLQT
The GlobeEngine Framework
Viewer & Example Projects
Other dependecies
Figure 2.2: The GlobeEngine Layer Model.
The framework builds up on CMake to organize cross platform dependencies
and development environments such as VisualStudio, XCode, QTCreator and
other platform specific build tools. The framework itself contains several pack-
ages, along with concrete viewer projects which will be discussed in the following
sections. Fig. 2.4 gives an overview over the GlobeEngine package structure.
2.1.2 Package Overview
The package overview shows the actual state of the GlobeEngine framework.
During the development of the GlobeEngine framework several viewer applica-
tions were programmed by our undergraduate students using this framework. The
long term effect of integrating these student projects into the GlobeEngine frame-
work is that these prototypes share a common source base so that student projects
do not get lost immediately after the submission of students, because their know-
how leaves the group.
This maintenance of student or PhD projects is often ignored, because it seems
like a waste of resources. As a consequence, existing source code is often not
reused in newer projects by PhDs or master students because the know-how is lost
and testing existing code fails because it was not maintained properly. Especially,
updating viewer projects for new operating systems or new graphics hardware
can take many work hours if the software was not maintained over the years. In
GlobeEngine, the maintenance of student projects is done immediately during
development, e.g. porting to a new operating system. All viewer projects share
a common source base so that the code changes are much smaller and therefore
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(a) (b)
(c) (d)
Figure 2.3: Example screenshots from GlobeEngine student projects. (a) Hiking Viewer,
(b) Exoplanet Viewer, (c) Atmosphere Viewer, (d) Planetary Viewer.
easier to adapt. In addition, the teaching aspect for students is important. We
want the students to get hands on experience with low level graphics code. At
the same time, we want them to adapt existing visualization techniques and clean
code styles by introducing them to real-world visualization packages.
Our experience in this project shows that student projects and student code can
be integrated well into an ongoing research project if the student is able to use the
same code base as the ongoing research project. Fig. 2.3 shows some examples
of such student viewers. For the following Chapters only the relevant subset of
packages will be described:
• CoreModules: This modules contain the core packages of theGlobeEngine.
The indiviual packages contain rendering structures, spatial data structures,
graph data structures, window handling as well as an simple example viewer
for testing purposes and as template for student projects.
• Terrain Modules: The terrain rendering module contains the code for the
RASTeR algorithm as describes in Chapter 3 and the code for spatial mes-
saging for interaction with the tile-based storage systems. It also contains a
simple example viewer only capable of rendering terrain.
• GIS Modules: The GIS modules contains all source code specifically re-
lated to vector maps visualizations (in the coding context this is described as
features) within the GlobeEngine. It also contains the GlobeEngineViewer
project, which is the main application build for this thesis project.
















































































































































































































































































































Figure 2.4: The GlobeEngine Framework. Packages in red are external dependen-
cies. Violet packages are internal or external modules integrated into the GlobeEngine
build structure. Green packages are GlobeEngine viewer projects. Blue packages are
GlobeEngine modules.
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2.1.3 The GlobeEngine Visualization Pipeline
The GlobeEngine visualization pipeline can be seen as a collection of individual
visualizations designed for different purposes but resident in the same software
application prototype. Every individual visualization is designed according to the
design principles described in the book [Munzner, 2014] and every interactive
visualization is based on three questions shown in Fig. 2.5:
Figure 2.5: Illustration of an iterative process for creating visualization. Image courtesy
of Tamara Munzner from [Munzner, 2014]
An overview over the interactive visualization pipelines in the GlobeEngine
framework is given by Fig. 2.6.
The purple pipelines show visualizations of elevation and digital imagery which
is described in Chapter 3. The main purpose of these visualization types is to pro-
vide an insight into the 3D nature of large-scale raster data sets like height maps
or satellite images to visualize height differences in a natural way, which is hard
to see on 2D images. The red lines show visualization pipelines for different kinds
of vector maps. The main purpose for these visualizations is to display the con-
tent of the vector maps inside a perspective 3D terrain rendering environment in
an illustrative way. But there are some examples where the visualization pipeline
changes with the purpose of the visualized item. For example, point data sets can
be visualized as locations but, alternatively, the same point data set can be visual-
ized as charts of a voting result on these locations. The goal of the GlobeEngine
framework is to provide the user with different solutions for the question on how
the data should be visualized. Different visualization pipelines are available in
the GlobeEngine supporting old and new visualization and rendering techniques.
Another example for these features are border data sets. Border data can either
be used as lines to mark borders in the perspective 3D view or it can be used as
polygons to visualize statistical data about the economical growth of a region. The
next chapters will go into detail about the new visualization techniques used in the
GlobeEngine framework.

































































































































































Figure 2.6: The GlobeEngine Visualization Pipeline.



















Figure 2.7: Illustration of spaces in the traditional rendering pipeline.
2.1.4 The GlobeEngine Rendering Pipeline
Traditional rendering pipelines are built by the pattern illustrated in Fig. 2.7. A
geometric object, e.g. a triangle, exists in object space and is transformed in
several steps, first into world space, then to camera space and finally to clip space.
The last step is the transformation into screen space. Usually, these steps are
expressed using matrix multiplications. More details about these transformations
can be found in several sources, e.g. in [Akenine-Moller et al., 2002].
Graphics APIs such as OpenGL1, DirectX2 or Vulkan3 provide programmers
an API to access the graphics hardware and manipulate specifically the implemen-
tation of the rendering pipeline. Typically, the programmer can influence parts of
the pipeline either over API commands or by shader programs. In recent years the
complexity and the amount of APIs was growing. The GlobeEngine framework
uses the capabilities of the OpenGL API from version 4.5 as illustrated in Fig. 2.8.
A traditional visualization program implemented in the GlobeEngine frame-
work setup defines first vertices and primitives such as lines and triangles and uses
vertex buffers to store the geometric information on the GPU . These vertices are
then transformed into camera clip coordinates inside the vertex shader program.
In the following rasterization step, primitives are converted into sets of fragments.
A fragment can be defined as a screen pixel with depth information. Redundant
fragments will be discarded and for every fragment a shader program is executed.
The output of this fragment shader is then stored in a framebuffer. In a simple
pipeline, this framebuffer will be the output of the graphics hardware to the screen
but in more advanced graphic engines, it can be used as input for further steps.
State-of-the-art rendering engines use several instances of framebuffer objects
to create a final image on the screen. The purpose of framebuffer objects can vary
depending on the application purpose. A common example is the overlay of an
user interface (UI) over a 3D scene. This technique is often used in game engines.
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Figure 2.8: Illustration of the OpenGL pipeline version 4.5. Image courtesy of NVIDIA.
separate framebuffer and the 3D scene in a second framebuffer. Then, combine
both in a separate composition step. This separation has several advantages. First,
the UI is painted only after changes in the UI. This can be a significant difference
because user interaction does not require 60 frames per second like the 3D scene.
Second, the UI framebuffer can be used as a mask to avoid unnecessary tasks
for pixels which are covered by the UI. Rendering steps for these pixels can be
avoided. And third, when working with multithreaded APIs, the user interface can
be generated by another rendering thread or another graphics card and be reused
by the main rendering thread.
The GlobeEngine rendering pipeline uses multiple framebuffer objects to im-
plement a deferred shading pipeline as described in Sec. 4.2. Usually, deferred
shading pipelines are used to reduce the calculation effort for fragment shaders
and apply post processing effects to the scene. A typical effect is ambient occlu-
sion, which is described in Sec. 3.5. The main idea behind deferred shading is to
store all information about a scene within a framebuffer object and therefore as a
2D image with depth information. When applying an effect, the calculations do
not have to be done once per pixel for every primitive but rather once per pixel
of the framebuffer. The downside is the limited availability of scene information,
because calculations, such as lighting, have to be performed based on a 2D image
with depth information. Additional details about the usage of deferred shading
pipelines can be found in the articles [Shishkovtsov, 2005] and [Koonce, 2007].

3C H A P T E R
TERRAIN RENDERING
Figure 3.1: Example rendering of the Rhine Valley.
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3.1 Introduction
Terrain rendering is an essential part of a virtual globe software package. The
term terrain rendering encompasses all processes and stages in a visualization
pipeline related to the visualization of terrain information. This includes not only
the rendering of digital elevation information but also the visualization of addi-
tional geospatial information.
Digital terrain information can be divided into 2D, 2.5D or 3D information.
Usually, 2D information are pixel maps, flight images or satellite images such
as the one in Fig. 3.2(a). Another type of raster based image information is the
2.5D elevation model in Fig. 3.2(b). Such 2.5D elevation models are also called
digital elevation models(DEM), digital terrain models (DTM), elevation maps or
height fields. This type of information is the common basis for nowadays terrain
rendering algorithms.
In a DEM essentially every pixel of the image is interpreted as a correspond-
ing height value. In principle, it describes a discrete 2D function hi, j = f (xi,y j).
By interpreting the values as heights, the terrain receives a 2.5D character as we
can see in the teaser image, Fig. 3.1. However, this 2.5D information is also the
main limitation of todays terrain rendering systems, because it is not possible to
express all occurring shapes of real terrain. To display all forms of 3D terrain,
e.g. Fig. 3.2(c), it is necessary to acquire the terrain information in 3D as well.
The main difference is that a complete 3D representation allows the visualization
of caves, overhanging 3D structures like bridges or tunnels as well as subsurface
structures. Recent research in 3D laser scanning open the possibility to acquire
3D structures in reasonable time. It will only be a question of time until these sys-
tems are used to systematically enrich the 2D information with 3D point clouds.
However, the focus of this work is limited to 2.5D data sets.
3D terrain rendering makes large-scale elevation information more accessi-
ble for the user by providing a more friendly and realistic impression. For daily
tasks, a perspective 3D rendering might not be the optimal tool. For example,
map search is better performed in 2D, because abstracted 2D maps are easier to
understand for humans than complex 3D environments. However, terrain render
engines allow to map real 3D space as proper 3D information. Therefore, it is pos-
sible to simulate 3D worlds for education, entertainment, exploration, and plan-
ning purposes where a 2D map is not enough. With realistic terrain rendering,
we are able to create realistic pilot training facilities and new ways for cultural
story telling, such as creating new worlds in games. Terrain rendering is a key
technology to communicate such experiences and stories. With upcoming virtual
reality hardware, it will be possible to create immersive experiences for entertain-
ment, training and research. In addition, terrain rendering is a key technology for
planetary exploration, such as the Mars-Rover mission. It is already possible to
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(a) Blue Marble Example (b) Gebco Example (c) 3D Example
Figure 3.2: (a) Blue Marble Texture published by the NASA Blue Marble Project1. (b)
Gebco digital terrain map. (c) Example for a 3D cave showing also overhangs and 3D
structures.
create complete 3D real-time simulations from satellites and rovers on extrater-
restrial objects, and therefore, explore extraterrestrial planetary surfaces from a
home computer.
3.2 Related Work
Terrain rendering is a well known area of research and for many aspects of a ter-
rain rendering system there exist good solutions. In this section we discuss related
work and the theoretical background for terrain rendering systems. In general, ter-
rain rendering research can be divided into the following categories: triangulation
algorithms, level of detail structures, client server architectures, compression al-
gorithms and applications of terrain analytics. Because this chapter is focused on
terrain visualization we will not go into detail about terrain modeling or procedu-
ral modeling algorithms. An introduction to the principles of terrain modeling can
be found in the book [Li et al., 2005]. A hands on explanation for building a 3D
terrain rendering engine is given in the book [Cozzi and Ring, 2011]. The most re-
cent survey about state-of-the-art methods can be found in [Mahdavi-Amiri et al.,
2015].
3.2.1 Terrain Rendering Pipelines
There are two different ways for top level designs of terrain rendering pipelines.
The traditional approach uses a DEM to generate a triangulated mesh and will be
discussed in detail in this chapter. The second approach uses a DEM inside a ray
casting engine as proposed in [Dick et al., 2009a] and [Dick et al., 2010]. The
main difference between them is that ray casting is a highly pixel based method
and does not need any detailed mesh structure from a DEM. The papers show
that this method is able to perform terrain ray casting in real time. As usual for
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ray casting algorithms, the hardware requirements for the GPU in terms of perfor-
mance are high. The reason is that ray casting demands a lot of processing power
from the fragment shader, especially for large screens. Therefore, it might be a
challenge to achieve high frame rates for HD or 4K screens, or on systems with
limited hardware capacity such as embedded systems. It is highly likely that this
limitation is omitted in the future, because of increasing performance on graph-
ics hardware and new techniques for rendering. For example, it is possible to
compute safety shapes from DEM information to accelerate rendering as shown
in [Baboud et al., 2012]. In the following section we will focus on triangulated
meshes and we will discuss several methods for generating triangular meshes from
grid structures.
3.2.2 Terrain Triangulation
An overview over terrain triangulation and terrain rendering can be found in [Pa-
jarola and Gobbetti, 2007]. Triangulated terrains can be divided into triangulated
irregular meshes, also called triangular irregular networks (TIN), semi regular
grids and regular grids as illustrated in Fig. 3.3. Here, we assume that a DEM is
always interpreted as regular grid of data points. Therefore, for this work we will
not go further into details about triangulated irregular networks or triangulation of
semi regular grids, even if some algorithms or challenges might be applicable to
these cases as well.
The triangulation of regular grids and regular height fields is discussed in detail
in [Pajarola and Gobbetti, 2007] and other sources. For this reason, this section
will focus on explaining major requirements to understand the challenges with
regular grid triangulation. These requirements for terrain triangulation algorithms
are listed in Tab. 3.1. In the following paragraphs, we will discuss these criteria in
more detail.
Restricted vs. Non-Restricted Quadtree
Triangulation algorithms for terrains rely on hierarchical data structures to enable
level of detail rendering. Usually, theDEM is processed beforehand to a hierarchi-
cal data structure such as a quadtree. A typical example is illustrated in Fig. 3.4.
Details to this data structure can be found in the book of Hanan Samet [Samet,
2005]. A quadtree offers several advantages such as out-of-core data loading,
faster spatial queries on the terrain information and in some cases data compres-
sion. The triangulation of the terrain mesh has to be adapted to such quadtree data
structure. There are two categories of quadtrees, namely non-restricted quadtrees
and restricted quadtrees. The difference is that a restricted quadtree assumes for
every node that all it’s neighboring nodes have not more than 1 level difference to
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(a) TIN (b) Semi Regular Grid (c) Regular Grid
Figure 3.3: (a) A triangulated irregular network. (b) A semi regular grid with arbi-
trary movements of equally distributed points. Grids are also called semi regular if the
distances between point rows or columns differ. (c) Example for a regular grid with an
arbitrary triangulation. In regular grids, data points have the same distance to it’s neigh-
bours within all rows and within all columns.
this node. It holds that every node v in a quadtree Q = (K,E) has a depth d(k)
which is the shortest path distance to the root node within the tree Q and has a set
of neighboring nodes S= {k00, ...k0n}, S 2Q. In a restricted quadtree the following
holds for every node k 2 K:
|d(k) d(k0)|<= 1 8k0 2 S (3.1)
Fig. 3.4(a) shows a non-restricted quadtree whereas a restricted quadtree can
be seen in Fig. 3.4(b). In both illustrations we can see errors in the mesh caused
by differing height values at T-joints. These errors are called cracks. Cracks can
appear in quadtree meshes, whenever an edge has less vertices than a neighboring
edge and therefore, a differing height function at these vertices.
Obviously these errors only appear if the height value at a point differs from
the height values of the neighboring vertices. Such cracks and T-joints are the
main reason why we distinguish between continuous and non continuous triangu-
lations.
Continuous and Non-Continuous Triangulations
Example for continuous and non-continuous triangulations are shown in Fig. 3.5.
A continuous triangulation simply means that all T-joints and cracks in the mesh
structure are eliminated. A continuous triangulation is often required for several
reasons. The main reason is the visual disturbance of cracks in the mesh. But also,
because more advanced mesh processing algorithms could rely on the requirement
of a correctly connected mesh. This might not be important for purpose of visual-
ization of height values but it can get important for subsequent algorithms such as
fluid simulations, collision detection on the terrain or interactive terrain deforma-
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(a) Unrestricted Quadtree
(b) Restricted Quadtree
Figure 3.4: (a) A non-restricted quadtree containing cracks on multiple positions. (b) A
restricted quadtree containing a crack at a T-joint.
tion and editing. Algorithms or systems using a non continuous triangulation often
use so called skirts for filling the cracks. This technique is discussed in [Thatcher,
2002]. Skirts are extensions to the triangulated mesh, such as ribbons around the
quad tree tiles with the purpose to hide the height difference at T-joint locations.
However, introducing skirts can lead to texturing artifacts by itself and the whole
terrain mesh topology will still be unconnected. Furthermore, skirts produce arti-
ficial data within a visualization which should be avoided if possible.
Triangle Soups, Strips and Fans
Earlier triangulation research in computer graphics often had a focus on generat-
ing triangle strips and fans from a triangle soups. Graphics cards offer the func-
tionality to interpret triangles in different ways. A triangle soup can be defined as
a group of individual not connected triangles in space as shown in Fig. 3.6(a). This
representation assumes that every triangle is defined with three vertices. But there
are two other major ways to describe triangles by reusing vertices of a preceding
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(a) Non continuous Triangulation
(b) Continuous Triangulation with RASTeR
Figure 3.5: (a) A none continuous triangulation example containing multiple cracks and
T-joints. (b) A continuous triangulation example how the RASTeR algorithm produces it.
triangle, specifically triangle strips and triangle fans. An example for a triangle
strip and a triangle fan is illustrated in Fig. 3.6(b) and Fig. 3.6(c). A triangle strip
starts with an initial triangle and defines every subsequent triangle by two preced-
ing vertices from the last triangle and a new vertex. Fig. 3.7 shows the appearance
of vertices in detail. A triangle fan is defined with the first vertex from the first
triangle, the preceding vertex from the last triangle and a new vertex.
Fig. 3.7 illustrates how the triangle arrays are structured for the graphics card.
A simple triangle soup is defined as an array of vertices. This array is interpreted
in such a way that groups of three consecutive vertices form a triangle. Thus,
vertices are repeated for connected triangles. Triangle strips and triangle fans have
the advantage that from the second vertex on every vertex defines a new triangle.
Connected triangles can be stored more effectively with triangle strips and fans.
This improvement can be particularly advantageous for older graphics hardware
since a reduced amount of triangle information can lead to a performance gain
during rendering. However, due to the parallel setup in modern graphics hardware,
the sequential ordering of triangles and vertices has lost priority in comparison
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(a) Triangle Soup (b) Triangle Strip
(c) Triangle Fan
Figure 3.6: Examples for a triangle soup (a), a triangle strips (b) and a triangle fan (c).
to other issues, e.g. the number of rendering calls. The reason for this is that
vertex information can be reduced efficiently by using index structures as well.
Methods using these different primitive types specifically for terrain triangulation
can be found in [Pajarola, 1998], [Pe´rez et al., 2004], [Schneider andWestermann,
2006], [Lim and Choi, 2008] or [Pajarola and Gobbetti, 2007] and many other
sources. Furthermore, Sec. 3.3.1 describes how triangle strip generation can be
implemented with the RASTeR algorithm.
Indexed and Instanced Vertex Structures
The idea behind an indexed vertex structure is that the triangulation information is
not expressed as consecutive vertices in an array, but rather as consecutive index
values referencing to entries within the vertex array. An illustration for this is
given in Fig. 3.8. The advantage of such a setup is that the vertices of the vertex
array do not require a strict ordering according to the triangle structures. Another
advantage is that redundant vertices do not appear multiple times within the vertex





Triangle Strips: t0(v0,v1,v2) t1(v1,v2,v3) ... tn(vn-2,vn-1,vn)




Figure 3.7: Triangle strips and fans can be used to reduce the amount of vertex informa-
tion or index information per triangle by providing vertices with a specific ordering inside





Triangle Strips: t0(i0,i1,i2) t1(i1,i2,i3) ... tn(in-2,in-1,in)
Triangles Fans: t0(i0,i1,i2) t1(i0,i2,i3) ... tn(i0,in-1,in)
Indices: i0 ... in




Figure 3.8: Triangle strips and fans can also be used together with vertex indices so that
the ordering of vertices can be expressed in an index array.
array for triangles sharing edges. Therefore, DEM grid structures with several
million triangles profit from indexed vertex information because of the reduced
vertex-related memory operations on CPU and GPU.
Another recently introduced concept in GPUs is instanced rendering. Modern
GPUs work with so called triangle patches. A triangle patch is a set of triangles,
such as the ones in Fig. 3.6. With instanced rendering, the GPU is able to render a
patch multiple times with a single draw call by reusing the vertex information of a
single patch. The advantage of instance rendering is its flexibility to define vertex
attributes per patch or per vertex. Therefore object instances can slightly differ in
appearance while most of the vertex information is shared from a single instance.
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3.2.3 Terrain Triangulation Algorithms
Many algorithms exist to provide continuous triangulations for terrains. Refer-
ences can be found in the survey [Pajarola and Gobbetti, 2007]. The already
mentioned RASTeR system described in [Bo¨sch et al., 2009] and [Goswami et al.,
2010] can be seen as an example of a bintree triangulation and will be described
in the following sections in more detail.
The clipmap approaches described in [Clasen and Hege, 2006], [Lambers and
Kolb, 2012] and [Dimitrijevic´ and Rancˇic´, 2015] are using a view frustum based
triangulation method and can provide a continuous triangulation as well. For a
spherical clipmap however, there is the problem that the clipmap vertices are not
correctly matching with the DEM height values. This leads to rendering errors
because of imprecise calculation operations, such as height values in the visual-
ization, that do not exist in reality but are results of filtering several neighboring
height values.
An example for a commercial product is the triangulation system in the Frost-
bite engine described in [Andersson, 2007]. In comparison to our system, the
Frostbite engine triangulates the quadtree tiles directly. As well as our approach,
it uses a predefined set of patches to render the triangle mesh. In comparison to the
RASTeR algorithm, this produces another type of continuous triangulation where
the level of detail in the triangulation is not as smooth as it can be in RASTeR.
However, it is easier to implement since there is only a quadtree to take care of.
Recent research in terrain rendering often focus on triangulation with hard-
ware tessellation, e.g. [Ripolles et al., 2012], or solve the triangulation of the
whole virtual globe sphere directly on hardware, as in [Kooima et al., 2009].
The main focus lies then on efficient geometry compression methods, as shown
in [Bettio et al., 2007] and [Dick et al., 2009b], or on efficiently stored structures
for instanced rendering, as in [Livny et al., 2009].
3.2.4 Textures for Terrain Rendering
An important aspect for terrain rendering systems is texture handling. Texture
based requirements have more and more influenced terrain rendering systems.
Textures are the main source of memory requirements nowadays in terrain visu-
alization. Thus, texture compression has to be used, such as the standard com-
pression techniques available on GPUs nowadays2. However, there are terrain
rendering specific compression approaches too. An interesting system using a
GPU encoding and decoding pattern for height field and texture data can be found
in [Treib et al., 2012]. Another article only focusing on the compression of DEMs
2OpenGL Extension: GL ARB texture compression
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can be found in [Durdevic and Tartalja, 2013]. Its main idea is to use Be´zier sur-
faces to approximate the height field values. Another recent trend for large-scale
texturing is virtual texturing on graphics devices3. For this work, texture compres-
sion will not be discussed further since it is possible to use standard compression
techniques with RASTeR for texture handling.
As shown in Tab. 3.1, some triangulation algorithms require a specific tex-
ture size. Such algorithms assume that vertices on quadtree borders overlap with
other vertices. This overlap guarantees that these vertices have the same height
position. Therefore, the preprocessing of the textures has to be adjusted to these
requirements.
Another aspect of textures is the rendering pipeline setup. Often, geomet-
ric primitives are ordered according to the appearance of their textures to avoid
expensive texture switches during rendering. Usually, textures are bound to a spe-
cific texture layer which can be enabled or disabled during rendering. A shader
program can only access textures from enabled texture layers. Recent graphics
hardware offers the possibility for so called resident or bindless textures. When
a texture is declared as resident it is possible to access the direct memory pointer
to the texture memory on the GPU and use this information as a per vertex in-
formation in the shader program. Our terrain rendering system explained in 3.3.1
can optimize the terrain rendering process significantly if this GPU extension 4 is
available to the hardware where the terrain visualization is executed.
3.2.5 Terrain Web Services and Virtual Globe System Re-
quirements
Past research in terrain rendering often assumed that the terrain information can
be simply a single DEM file. With more demanding user access requirements
and growth of terrain data, it is required to introduce client server architectures
to access large-scale data over terrain web services, so called web map services
(WMS).
Depending on the application, the server side provides either direct access to
terrain information, similar to a database, or any kind of preprocessed format or
folder structure populated with several thousands of DEM files for fast access to
the terrain information. If a folder structure is provided, the DEM files are called
tiles and represent nodes of a quadtree. Therefore, these web services are also
called Tile Map Services (TMS). The system described in this work always as-
sumes such a TMS to access the terrain information locally or remotely. Further
details about tile-based systems can be found in [Sample and Ioup, 2010]. Vari-
3OpenGL Extension: GL ARB sparse texture
4GL ARB bindless texture
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ous system architectures and more details about such system implementations are
described in [Hildebrandt and Do¨llner, 2010].
Based on the requirements in Tab. 3.1, terrain visualization algorithms require
specific preprocessing of DEM data to apply specific tiling patterns, compression
algorithms, or formats. Therefore, storage systems are tightly coupled to the client
software and not necessarily reusable for other clients without preprocessing the
TMS structure again. Web service interfaces want to provide their data to a variety
of clients, e.g. clients running 3D or 2D visualizations. Thus, open databases
can not provide terrain or image data with support for TMS structures specific
to certain algorithms. For this reason, terrain visualization systems often stick to
simple terrain visualization algorithms.
WMS and TMS nowadays provide access to a huge amount of image infor-
mation from different sources. It remains a challenge for terrain visualization to
combine multiple TMS layers and additional forms of data, such as climate or
traffic data, to one single visualization enriched from different sources.
Typical client-server systems are virtual globes. But virtual globe systems
have an additional requirement to terrain visualization, namely the recalculation
of the triangle structure to a spherical or ellipsoidal coordinate system. Tab. 3.1
shows which algorithms need adjustment when used in a virtual globe setting.
Other system requirements related to the choice of a terrain visualization tech-
nique are shown in Tab. 3.1, namely specific GPU requirements, expected imple-
mentation complexity of the system and the capability of interactive editing func-
tions. In the remaining chapter we will show how to adapt the RASTeR algorithm
to match these requirements.




































































es Out-of-Core System possible
Texture size n2+1 n2 - - -
Restriction




Rendering errors none none cracks appear problems with distorted
or distorted high-frequency & skirts
skirts high-amplitudes
Preprocessing tiling DEM to quadtree structure
Implementation bintree quadtree quadtree clipmap & ray casting
Complexity & quadtree quadtree & quadtree
GPU profits from profits from none none fast
Requirements adv. features adv. features GPU
Interactive edit quadtree tiles
Editing
Multiple blending possible possible
DEM & Imagery but slow
Applicable to possible visualize and edit spherical
Spherical Rendering interpolated heights ray casting
Table 3.1: The table summarizes the differences between selected previous methods and
the updated RASTeR technique.
34 3 TERRAIN RENDERING
3.3 The RASTeR System
As mentioned before, our RASTeR system is based on the former works [Bo¨sch
et al., 2009] and [Goswami et al., 2010]. However, our system is a complete
new implementation of the RASTeR algorithm to show the applicability to the
changes in user and software requirements, as presented in the sections before. In
this section, we will first describe the concrete triangulation algorithm, then dis-
cuss dynamic level of detail functionality, and last, we will discuss the rendering
pipeline including effects for terrain visualization.
3.3.1 Continuous Triangulation with RASTeR
In principle, RASTeR has twomain components interacting with each other, namely
a quadtree, also calledMBlock quadtree, and a triangle bintree, also called KPatch
bintree, holding the triangulation information. Examples for these trees are given
in Figs. 3.9 and 3.10. In the next sections, we will discuss specific points for
the quadtree and afterwards, we will explain how the bintree is used to achieve a
continuous triangulation.
MBlock Quadtree
The MBlock quadtree is a traditional quadtree consisting of nodes which we call
MBlocks. An MBlock quadtree is always restricted as defined in Sec. 3.2.3.
A typical situation during rendering is shown in Fig. 3.9. The main purpose of
the quadtree is controlling the tile based data interaction during runtime with the
TMS.
Every quadtree node has a unique location inside the tree, consisting of three
properties, namely x and y coordinate as well as the LoD level which equals the
depth of the node in the tree. We call the tuple (x,y, lod) a SpatialKey.
These spatial keys are equivalent to the address inside the TMS. This is possi-
ble because of the assumption that the quadtree and the TMS folder structure exist
in the same geographically referenced coordinate system. In our case, we always
assume theWGS84 coordinate system5. When using this coordinate system, our
visualization has to use two quadtrees to match an earth like ellipsoidal shape.
One for each half sphere from  180 to 0 longitude and from 0 to 180 longitude.
Details can be found in [Cozzi and Ring, 2011].
Due to the association to a geographically referenced coordinate system, the
RASTeR system can request new nodes for the quadtree simply based on their
spatial key information. Furthermore, it is possible to access the same spatial
key in different TMS repositories, because the same spatial location is equal in
5http://spatialreference.org/ref/epsg/wgs-84/
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(a) MBlock Quadtree
Figure 3.9: An illustration of a typical situation of a quadtree state.
all TMS repositories. Spatial keys can also be used to store information about
the lifetime of a key, e.g if the key is already available, requested, deleted or not
available at all for a specific TMS layer. In our implementation, TMS keys are
usually requested on the following events:
• The quadtree’s restriction criteria changed.
• The KPatch bintree restriction criteria changed.
• The camera view frustum changed.
Typically, the loading of new data tiles from disk takes more time than render-
ing a single frame. Thus, loading tiles should be done in a multithreaded setup. In
such multithreaded environments, the interaction of KPatch bintree and quadtree
can be challenging and complex to implement. However, as long as the quadtree
is guaranteed to be restricted, the triangulation of the KPatch bintree can be per-
formed as explained in the following section.
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(a) KPatch Bintree
Figure 3.10: An illustration of the bintrees used to triangulate the quadtree shown in
Fig. 3.9. The red section illustrates one of two KPatch bintrees and shows which nodes
are covered with the KPatch bintree visualized above.
KPatch Bintree
The RASTeR algorithm is based on the triangulation of a binary tree, also called
bintree or KPatch bintree. A typical KPatch bintree triangulation is shown in
Fig. 3.10. The illustration of the tree in Fig. 3.10 shows the state of the binary
tree from the root node, marked by the red triangle. A binary tree node is called
KPatch and represents a triangular region inside the binary tree. As visible in
the image, the triangulation of a quadtree can be done with two KPatch binary
trees. In opposite to a regular binary tree, the KPatch bintree has some specialties,
namely the splitting behavior and the restriction criteria.
The splitting of a KPatch bintree follows a top down splitting order shown in
Fig. 3.11. As illustrated, a KPatch can only be split into two specific other KPatch
configurations. An overview over the specific split configurations can be seen in
Fig. 3.12. From the figure it is possible to observe the formation of recursive
patterns by the split configurations. Furthermore, it shows that the tile size for
a quadtree node has to be 2n + 1 because the binary tree splitting will produce
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Figure 3.11: An illustration for the KPatch bintree splitting behaviour showing the first
few splits.
always an edge length of 2n+ 1 vertices for a complete tree. A KPatch split is
performed under the following conditions:
• A KPatch is nearer to the camera in comparison to a predefined distance.
• A quadtree tile is available for the new KPatch level.
• The restriction criteria on the bintree is not violated.
The second characteristic is the restriction criteria for the bintree to avoid
cracks and T-joints. Similar to a restricted quadtree, a KPatch bintree is restricted
so that every node has only one level difference to it’s neighbors. In earlier ver-
sions of RASTeR, this was achieved by using saturated error metrics based on the
original data set, such as the one described in [Gerstner, 2003].
Using a fixed data based error metric has several drawbacks. First, the system
assumes a preprocessed bintree error metric for each TMS, provided when ac-
cessing the TMS the first time. Second, the usage of a preprocessed error metric
makes the possibility to combine multiple height fields much more complicated,
because different data sets would have different error metrics. Third, for terrain
editing operations, the error metric has to keep track of changes in the height field.
The forth drawback is that the saturated error metric utilizes the difference
of saturated errors for different KPatch levels. The advantage is that the KPatch
appearance inside an MBlock can be controlled more in detail. However, this ad-
vantage degrades when a higher tessellated KPatch size is used. This is, because
a KPatch covers more data points and the chances are higher that the saturated
errors of different KPatch levels converge. In other words, the chance for ap-
pearing height differences in a KPatch is higher when the KPatch size is bigger









Figure 3.12: All possible splits for specific KPatch configurations.
since more data points are taken into account. Thus, high saturated errors appear
in the deep levels of the tree. Most of the time, it will be required to split to the
maximum depth anyway. On the positive side, a data based error metric can avoid
unnecessary splits for some KPatches and therefore, reduces the triangle count.
However, in our new RASTeR system we decided to work without a data-based
error metric to stay conform with the given TMS structure. To stay competitive in
performance, we try to keep the amount of bintree nodes as low as possible, but
raise the KPatch size, so that we have less calls of OpenGL draw functions but
more triangles per function call. To render a KPatch we use a specific tessellation
pattern.
KPatch Tessellation
After all visible nodes of theKPatch bintree are evaluated, we render theKPatches.
An advantage of the KPatch configurations in Fig. 3.12 is that the tessellation pat-
tern is the same for all configurations. We use the tessellation pattern in Fig. 3.13,
because it is an easy way to express KPatches as one single triangle strip, using
hidden triangles at the turns. In the illustration, we use a KPatch with 5 vertices
per edge. In our implementation we use typically 33 or 65 vertices per edge,
depending on the system capacities.
3.3 The RASTeR System 39
Figure 3.13: An example KPatch showing the triangulation pattern for triangle strip
generation.
Furthermore, we use index arrays to describe the ordering of a KPatch trian-
gle strip, as explained in Sec. 3.2.2. Since all KPatch configurations require the
same amount of indices, it is possible to further optimize the rendering calls using
instanced rendering. In the final version the implementation never sends a vertex
position to the graphics card, because the position of a single index can be cal-
culated by the coordinates inside the KPatch, the position of a KPatch inside the
MBlock, and the position of the MBlock inside the global MBlock quadtree. This
calculation is done in the vertex shader stage.
The system overview in Fig. 3.14 shows the process and the contents of the
vertex buffers during rendering. It is worth mentioning that the texture coordinates
are generated using the same information. The texture coordinates are needed to
access resident textures over the vertex and fragment shaders. The resident texture
handles are pointers to texture memory, set for every instance of a KPatch. The
texture coordinate for a certain vertex is valid for all texture layers, because all
image layers are in the same geographically referenced coordinate system.
For virtual globe applications, this tessellation pattern is usable to render the
terrain on spheres or ellipsoids as well. To achieve this, the final vertex position
can be converted into spherical coordinates within the vertex shader. In the fol-
lowing section we discuss shading effects implemented on top of our RASTeR
system to improve the visual quality of the terrain visualization.
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3.4 Results
During the advancement of this project, the new RASTeR implementation was
enhanced several times. Furthermore, several shading effects and additional topics
were implemented to improve the rendering quality and as showcases for what is
possible to achieve in a terrain render engine. An example for the triangulation
explained before can be seen in Fig. 3.15. In this section, we discuss details
about the usage of normal vectors, multitexturing with alpha blending, ambient
occlusion, edge highlighting and real-time terrain analysis.
Usually, rendering terrain is done based on an elevation color table, as shown
in Fig. 3.17. It is possible to interactively change the color table and therefore edit
the terrain color. The final image color is calculated by a combination of ambient
and diffuse light using the normal vectors calculated by the elevation data.
In early stages of our new RASTeR system, normal vectors were generated
online in the shader, based on a weighting of 4 or 8 neighboring height values.
Resulting images for this can be seen in Figs. 3.18, 3.19 and 3.22. However,
this can be costly in terms of performance. Therefore, the future direction for the
system will be to use preprocessed normals.
This decision has a performance tradeoff, because the normal vectors have
to be loaded from a TMS as well. Preprocessing the terrain normals has the
advantage that normal calculations can be done on the whole data set before-
hand. Thus, no border artifacts appear because only single terrain tiles are acces-
sible. In the current implementation we provide a preprocessor application taking
care of different normal calculations. In addition, we use some optimizations
from [Munkberg et al., 2006] to compress 16-bit spherical normals. We plan to
further enhance the normal processing to improve the performance.
More sophisticated methods for preprocessing are conceivable. For example,
the assumption of an octagonal normal distribution instead of a spherical one, to
achieve more evenly distributed normal vectors when using a compressed format.
Multitexturing with Alpha Blending
Multitexturing is a well known rendering technique in computer graphics. The
idea is to combine textures on top of each other and use a blend function to show
or animate the transition from one texture into the other. A typical example is
the creation of a static light effect. The combination of a texture and a light map
generates the impression of a light cone on the texture.
This technique enables the possibility to achieve various rendering effects
without changing the texture content. Moreover, it is possible to reuse the in-
dividual textures for other purposes and therefore, reduce the memory costs. In
our system, we can use multitexturing to fade between multiple texture layers as
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seen in Fig. 3.20. But also other applications are imaginable such as editing func-
tionality using a brush tool or light and shadow effects on the terrain for static
light scenes.
Ambient occlusion
Ambient occlusion is a technique in computer graphics, to darken regions in an
image with surfaces near tight corners or concave areas. With a standard light
model, these surfaces receive the same amount of light as edges heavily exposed
to the light source. However, tight corners or inward looking edges appear darker
in reality, because surrounding objects also influence the lighting. Usually, this is
not taken into account by standard light models.
Typically, the precise calculation of scene light using photorealistic rendering
functions is too expensive for real-time rendering purposes. Thus, there are image
based post-processing methods to approximate this effect, such as screen space
ambient occlusion. Detail about the method can be found in [Bavoil and Sainz,
2008], [Shanmugam and Arikan, 2007] or [Hoberock and Jia, 2007]. Ambient
occlusion requires the scene depth information to calculate the ambient occlusion
map. Therefore, a multipass rendering process is required using a G-buffer provid-
ing the scene depth information. Fig. 3.16 shows the multipass terrain rendering
setup in our system.
In our terrain rendering system the effect works well to emphasize valleys and
steep mountain peaks. A comparison between traditional rendering without ambi-
ent occlusion and a rendered result with ambient occlusion is shown in Fig. 3.21.
In the image, the valley and mountain cliffs are mildly more dark. The effect does
not drastically change the image appearance. Hence, the user is not distracted by
the effect.
Edge Highlighting
In perspective 3D scenes, the amount of elevation information can overwhelm
users. In opposite to the real world, the user often sees the terrain from an unfa-
miliar perspective. Similar to static maps in 2D, it is useful to introduce visual
guiding for the user. One of this guiding effects is our terrain edge highlighting.
The main idea is to highlight shapes of mountains and visually help the user un-
derstand the elevation data in a perspective view. We achieve edge highlights by
using a Laplace-Filter for edge detection and colorization of the resulting pixels in
a customizable color. Edge highlighting naturally helps the user to identify depth
discontinuities. An example for this effect can be seen in Fig. 3.22.
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Real-time terrain analysis
Interactive terrain analysis is a collection of rendering techniques to visualize ter-
rain properties such as slope, aspect or flow. Further details to this properties
can be found in the book about digital terrain modeling [Li et al., 2005]. In our
implementation, we offer the possibility to interactively explore the terrain data
appearing with different terrain properties, such as aspect, roughness, curvature,
and multiple slope styles. An example for a slope view can be seen in Fig. 3.23.
Furthermore, we plan to introduce such terrain shading also for some hydro-
logical properties such as the flow direction. However, possible scenarios are
texture based flow simulations or more advanced fluid simulations for the visual-
ization of landslides, water floodings or avalanches.
3.5 Conclusion
Terrain rendering is a very system oriented research field. A lot of functionality
and knowledge has to be put together to make a terrain rendering system work. In
addition, many requirements and system factors are influencing the development
of a terrain visualization application. Furthermore industrial products got a lot
of attention and raised expectations for requirements and innovations in systems.
Even if systems developed by research institutions may have a limited set of fea-
tures, it is still necessary to compare to industrial standards as well. A fair compar-
ison of terrain algorithms is hard to achieve, because a lot of programming effort
is needed and system-specific optimization techniques are available and might in-
fluence a comparison result significantly. However, the terrain rendering system
of ourGlobeEngine framework will be flexible enough to implement and compare
our RASTeR algorithm with other terrain triangulation and raycasting algorithms,
to make a fair comparison in visual quality, performance and robustness.
In this chapter, we showed a way to implement the RASTeR algorithms with
another set of requirements using a tile based system such as a TMS. We explained
how the MBlock quadtree and KPatch bintree have to work together to achieve
a continuous triangulation. Furthermore it is shown how a KPatch bintree can
triangulated to be able to achieve an error free rendering for spherical rendering
on a globe. Furthermore we showed that the system is capable of handling shading
effects for visualization and analysis tools as well.
A main limitation of the RASTeR system is the increasing complexity of im-
plementation. To develop a binary tree for a continuous triangulation is addi-
tional effort in terms of implementation and maintenance work. The advantage
is a slightly smoother triangulation in compare to a direct quadtree triangulation.
For our group, the RASTeR system is a stable solution to build up other research
































































































































Vertex & Fragment shader
Figure 3.14: An overview over the RASTeR Terrain rendering technique.
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Figure 3.16: An overvier over the terrain rendering pipeline showing the ambient occlu-
sion pass in a multipass environment.
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Figure 3.17: Example scene showing the Vorarlberg data set with a height colorization
pattern. The top of the image shows the transfer function editor for interactive editing the
colorization pattern.
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Figure 3.18: Example scene of the swissALTI3D elevation data set showing the Matter-
horn.
48 3 TERRAIN RENDERING
Figure 3.19: Example scene showing the Aleetschgletscher using the swissALTI3D ele-
vation data set with textures from the SwissMapRaster50 data set.
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Figure 3.20: Example for two alpha blended texture layers. The texture layers used in
this screenshot are the geological map and the tectonic map of Switzerland.
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Figure 3.21: Screenshot showing a part of the Vorarlberg elevation data to compare nor-
mal rendering (top) with active ambient occlusion rendering (bottom). Ambient occlusion
causes a darkening of pixel which are near corners and edges to emphasize these regions.
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Figure 3.22: Screenshot showing a part of the region around the city of Bad Ragaz using
the swissALTI3D elevation data set and the SWISSIMAGE50 data set with active edge
highlights in white.
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Figure 3.23: An example screenshot for terrain analysis rendering. In this mode the
terrain shows the values for slope.
4C H A P T E R
RENDERING OF VECTOR
INFORMATION
Figure 4.1: Example vector map rendering of Lake Walensee.
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4.1 Point Features
The most simple form of features are point features. Point features can be defined
as a set of three dimensional points P= {p0...pi}, where pi = {xi,yi,zi}. As seen
in Sec. 2.1.3 a lot of GIS information is wrapped in point data sets and therefore
associated with a spatial location. These data set can describe a simple location,
such as a railway station, a volcano or a point of interest. Usually these data sets
also contain additional data to this location which are much more interesting than
the location itself such as voting results or economical data. In these cases the
visualization pipeline for point data set has to be adapted and more meaningful
visualization techniques have to be used such as charts. Fig. 4.2 shows the visual-









Figure 4.2: The point visualization pipeline.
In computer graphics, then rendering of point based data received a lot of at-
tention, producing various techniques that can be used for rendering large amounts
of point data. Unfortunately, these models do not specifically cover chart objects,
so we have to adapt some of the techniques for large-scale chart information as
well.
4.1.1 GPU Based Point Information
Point splatting is a well-known technique to visualize point based data sets. Point
splatting can be used very efficient for point information as shown in [Gross and
Pfister, 2007], [Kobbelt and Botsch, 2004], [Sainz et al., 2004]. The key idea
is to display points by deforming each point shape in a way that no holes are
visible in the resulting image. The technique indicates that there is no complex
mesh structure generated and therefore, the main advantage of point splatting is
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the reduced geometric complexity. This visualization technique fits perfectly the
needs for our large-scale point datasets.
The original point splatting technique uses a textured rectangle for every vis-
ible point containing the pixel information of the point splat. The textured rect-
angle can be stretched or otherwise adjusted based on the camera’s viewing angle
to cover bigger or smaller regions with one single splat image. Modern GPUs
take over this concept for their hardware accelerated point rendering pipelines.
Fig. 4.3(a) shows the semantic structure of a colored point within the point-rendering
pipeline.
When the point data runs through the rendering pipeline described in Sec. 2.1.4,
the points get mapped from their 3D coordinate pi(xi,yi,zi) to something what is
called a fragment coordinate si(x,y,d(xi,x j)). Often fragments are misinterpreted
as pixels on the screen. But the major difference between a fragment and a screen
pixel is that fragments are pixel coordinates per object. This means that for one
single screen pixel S(x,y) on the final image it is possible to have multiple frag-
ments si(x,y,d(xi,x j)) influencing the color of the final screen pixel S(x,y). Often
the most upfront fragment is used, i.e. the one with the smallest depth value, and
all others are discarded. This is what we call depth culling or z-culling, because
the depth values of the fragments are compared.
At this stage, the points are rendered as squared areas according to the given
point size, as visible in Fig. 4.3(a). The point size specifies the point shape extent
in screen pixel. A fragment shader program is performed for every fragment of
this area. Within this fragment shader program, it is possible to access the frag-
ment coordinate si(x,y,d(xi,x j)) and also the fragment coordinate relative to the
point shape. This fragment coordinate relative to the point shape is aligned be-
tween 0.0 and 1.0 within the point splat. Up to this step, the point shape is still
a rectangle. The circle shape in point rendering appears, because the fragment
program discards all fragments farther than a certain distance to the center point.
For our chart rendering, we used the hardware accelerated point splatting
method by extending this fragment shader functionality. Fig. 4.4 shows results
from our application using point splatting for charts. We implemented three types
of charts: bar charts, pie charts, and rose diagrams.
• Bar charts: A bar chart is computed by the division of the x-axis accord-
ing to the number of incoming data table columns. The fragment shader
decides about the correct color and group for every fragment. Depending
on the amount of columns n of the incoming data table, the bar sections can
be identified by x mod n for every fragment. The fragments color can be
chosen based on a color predefined in the data table. Fragments exceeding
bar section are discarded to make fragments not belonging to bars opaque.
• Pie charts: Pie charts can be computed using a division of angle relations
















Figure 4.3: Two case for the chart rendering.
from the polar coordinates of a chart. Figure 4.3(b) shows a sketch of the
concept. The resulting sections correspond to the data table columns. For
every fragment si(x,y,d(xi,x j)) within a point splat, the corresponding angle
ai is computed. This angle ai is compared against every angle b j. b j are
computed from the input data values and represent relative percentages to
Ânj=0(b j) for all j between 0 and the amount of table columns n. Analog
to bar charts, the color value is chosen by the index j from a color lookup
table. In addition, a fragment is discarded if the distance to the center is
bigger than the splat radius r to produce a round shape.
• Rose diagrams: Rose diagrams can be seen as combination of pie and bar
charts. In case of a rose diagrams, pie sections have the same angle size,
but each slice differs in extent. This means, that x mod n is done based on
the angle, so that the section or group can be identified for every fragment
si(x,y,d(xi,x j)). In addition the radius of each section is adjusted to relative
values.
4.1.2 Results
Results of our chart rendering can be seen in Figs. 4.4, 4.5 and 4.6 for two dif-
ferent voting data sets. Fig. 4.6 shows a voting dataset from 2012 containing
4588 charts. Our implementation runs on an Intel Core i7 3.5 GHz, 16 GB RAM,
Nvidia GTX1080 (4GB RAM, 3840⇥ 2160). The data set can be explored in-
teractively in 3D. For the Vorarlberg charts as well as for the US voting data we
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(a) Bar Chart (b) Pie Chart
(c) Rose Chart
Figure 4.4: Chart Renderings of voting results for the Austrian National Council in 2013.
achieve rendering times around 3-4 milliseconds per frame. The technique can
also be applied on mobile devices or other portable graphic hardware with lower
hardware capabilities.
Figs. 4.4 show the different kinds of charts described above on the basis of
the national elections in Austria in the year 2013. The rose diagram example in
Figure 4.4(c) shows a red line within the rose diagram describing the 50% border,
which means for the voting example that the absolute majority is reached. These
simple examples show that the technique is applicable to more complex chart
structures. Furthermore, Fig. 4.5 shows that a full integration of such charts can
be achieved within the perspective 3D view of a terrain render engine.
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Figure 4.5: Perspective rendering of voting results using pie charts.
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Figure 4.6: Interactive GPU based chart rendering using the US Election 2012 data set.
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4.2 Line Features
Line features are a very essential part of vector map visualizations and virtual
globe software systems. Improving the interactive visualization of vector maps
will allow these software products to show and interact with more data and in a
more precise way. Vector maps are used to represent geographic features such as
streets, rivers, contour lines or land use information. An example of such data
can be seen in Fig. 4.1. Displaying and visualizing these data sets interactively
in real-time 3D applications is a challenging task. In the remaining chapter we
focus on the problem of rendering large-scale vector maps with many millions
of line segments within a 3D real-time geo-visualization application. The massive
amount of vector map data is challenging because of limited memory capacities on
the GPU and because of the rendering time per frame which should be minimized
for real-time purposes.
Previous vector map rendering methods may cause visual artifacts that nega-
tively affect the interactive data exploration quality and corresponding geo-spatial
analysis tasks. Examples of such artifacts are shown in Fig. 4.8. In particular,
when combining multiple vector maps and a continuous multiresolution level of
detail terrain mesh the mismatching resolutions cause significant artifacts in vi-
sualization. The problems in Fig. 4.8(a) occur because line segments of differing
resolution vector maps (in yellow) float above or intersect the terrain. This unpre-
dictable scene configuration makes the problem more complicated for geometric
line rendering methods. Texture based approaches can solve the intersection prob-
lem, but suffer from other artifacts such as aliasing and projective distortions as
shown in Fig. 4.8(b).
Compared to other vector map rendering methods, our approach performs a
deferred shading pass for the vector map data on top of the traditionally rendered
terrain surface, to avoid dependence on modified (preprocessed) vector map ge-
ometry. Consequently this bypasses the coupling between different vector maps
or between vector maps and the terrain height-field during a preprocessing stage,
and all data set combinations are changeable at runtime. Furthermore, we can
avoid artifacts as shown in Fig. 4.8 but additionally, we achieve pixel-precise line
display results even with multiple layers of vector maps with different level of
detail resolutions being visualized on top of the terrain. Moreover, modern map
visualization systems should allow the user to interactively change their map visu-
alization with advanced vector styling methods. This requires a flexible line ren-
dering method capable of extending the geometric line rendering to a line styling
display concept. In this work we take these requirements into account and allow
interactive modification of vector maps on top of the terrain visualization.
To achieve fast rendering, we will show how a deferred rendering approach can
be exploited to interactively visualize large-scale vector maps with many millions
4.2 Line Features 61
Figure 4.7: Large-Scale Line rendering of the road map of Europe using traditional line
geometry rendering.
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(a)
(b)
Figure 4.8: Example artifacts when rendering vector maps. (a) Vector lines floating
or intersecting the underlying 3D terrain, and (b) texture mapping based projection and
resolution artifacts.
of line features. In particular, we demonstrate how a clustered spatial line segment
hierarchy can improve our deferred line rendering pipeline by optimizing theGPU
workload for every pixel.
4.2.1 Related Work
In the following section we review state-of-the-art techniques for vector map ren-
dering, as well as relevant work related to clustered deferred shading.
Vector maps as shown in Figs. 4.1 and 4.8 are usually line or polygon based
data describing geometric objects with specific attributes. This geometric infor-
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Criteria Geometric Texture Mapping Shadow Deferred
Approach Approach Volumes Vector Maps
Rendering artifacts Intersections texture aliasing, geometric geometric
(Fig. 4.8) z-Buffer artifacts distortions aliasing aliasing
Output accuracy tesselation texture pixel-accurate pixel-accurate
resolution resolution
Dynamic changes recompute redraw textures yes* yes
tesselation
Interactive recompute evaluate texture missing geometry update line
styling & editing tesselation content at shading buffer
Memory geometry only hi-res textures geometry only geometry only
consumption
Additional recompute none geometry only line
geometry needed tesselation extrusion information
Preprocessing complete terrain texture no preprocessing line buffer
requirements necessary hierachy generation
GPU requirements none none geometry shader* random memory
reads
Applicable to intensive expensive redraw pixel overdraw demonstrated
large data preprocessing preprocessed too expensive with > 106 lines
Table 4.1: The table summarizes the differences between previous methods and our new
technique (last column). *GPU requirements may be traded for a preprocessing step,
making dynamic changes more costly.
mation can be used directly for a 3D visualization as shown in [Bruneton and
Neyret, 2008]. However, the most popular method is the combination of vector
maps with image based information, like aerial photographic data, projected onto
a terrain height field surface model. The closest related approaches for vector map
visualizations discussed below can be divided into three categories:
• Texture Based Methods
• Geometric Subdivision Methods
• Shadow Volumes and Stencil Techniques
These methods are described in more detail in the survey of interactive vi-
sualization of vector data [Kersting and Do¨llner, 2002] and the survey of a dig-
ital earth [Mahdavi-Amiri et al., 2015]. A possible system description for these
methods can be found in [Cozzi and Ring, 2011]. In Tab. 4.1 we summarize
the main advantages and limitations of these three approaches in comparison to
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our new deferred vector map visualization method. A common method used in
geo-visualization systems is the texture based approach of rendering vector maps.
Different descriptions of this method as well as comparisons to other methods can
be found in [Kersting and Do¨llner, 2002; Wartell et al., 2003; Sun et al., 2008;
Wang et al., 2009]. The basic idea is that vector maps are (orthogonally) raster-
ized to images and used as textures mapped on the terrain, e.g. as in Fig. 4.8(b).
In general, any rendering system can easily apply textures to (terrain) surfaces,
therefore, it is convenient and simple to implement such a texture based vector
map visualization. In addition, texture based methods are often used if the de-
velopment targets have limited hardware capabilities such as embedded devices,
mobile platforms or browser based applications.
Texture Based Vector Map Rendering
Texture based vector maps, however, may suffer from artifacts as shown in Fig. 4.8(b).
The highlighted artifacts are caused by the 2D texture projection as well as stem
from the limited texture resolution. If the texture resolution is increased, how-
ever, more memory is needed. Many systems thus work with preprocessed texture
pyramids, but adding higher resolutions increases the memory consumption and
also the amount of texture files in these systems exponentially. Additionally, the
texture pyramid may introduce border artifacts of the vector map information dur-
ing rendering when used in a multiresolution level of detail system. Furthermore,
most of the systems using this type of visualization do not allow immediate mod-
ification and styling of vector maps within an interactive 3D display session. To
achieve a precise and suitable visualization for interactive vector map modifica-
tion, it is necessary to manage a dynamic texture pyramid and to implement an on-
the-fly rasterization step for updating vector maps. The amount of re-rasterization
grows with the complexity of modification possibilities such as selection of vector
map layers or highlighting of selected elements. Artifacts often appear when mov-
ing the view frustum close to the surface and the camera points to a far distance.
In these cases, the texture based approach can get overly complex and costly in
terms of memory, rendering time and system flexibility.
Geometric Subdivision for Vector Map Rendering
In geometric subdivision approaches for vector maps [Kersting and Do¨llner, 2002;
Schneider et al., 2005; Xu et al., 2010; Deng et al., 2013] lines are subdivided ac-
cording to the terrain mesh structure as illustrated in Fig. 4.9. Along the line seg-
ment at every change in slope of the underlying terrain, corresponding to crossing
triangle edges, the line segment is subdivided. An application of the geometric
line subdivision in combination with advanced map styling features can be found
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in [Vaaraniemi et al., 2011] and [Wilkie et al., 2012]. The methods show possible
ways to do precise line renderings.
However, this geometric approach for vector maps has the drawback that its
line subdivision requires a predetermined and fixed combination of terrain trian-
gulation and vector map subdivision. Dynamically changing terrain information,
as is the case in continuous LOD terrain rendering, as well as unforeseeable com-
binations or editing of vector map data sets are hard to manage in this approach,
and therefore, interaction possibilities are limited. This problem becomes even
harder when the terrain information contains multiple layers. This is the case
when height maps of different resolutions are combined and transitions between
them are generated dynamically. It cannot be assumed anymore that a single point
has a unique fixed height value, and often terrain blending is done in the shader
stage so that the mesh cannot be retrieved. In such cases graphical artifacts would
appear. Another aspect is the precise overlay of planar geometric objects, which

















Figure 4.9: Example for subdivision of a line according to the terrain height field. (a)
Shows the elevation profile and (b) the subdivision. (c) Shows the line on top of the terrain
and (d) the subdivision of the line matching the terrain mesh.
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Vector Map Rendering With Shadow Volumes
The shadow volume approach for vector map visualizations produces high quality
solutions because the algorithm works independent from the terrain resolution
and always produces a pixel-precise result on the screen [Dai et al., 2008; Wang
et al., 2009; Yang et al., 2011]. The idea is that the geometry of a vector map
is orthographically projected on the terrain by extruding the vector map’s line
segments into 3D polyhedral objects. The vertically extruded polyhedrons are
then rendered in two steps, first the front faces and then the back faces. Analog to
shadow volumes, every screen pixel counts the difference between front and back
faces. The result per pixel then contains the information if this pixel is a part of a
projected vector map or not.
The main drawback of this method is that multiple geometry rendering passes
are required for the vector map, in addition to the terrain, and that the vector map
geometry has to be extruded, e.g. in a geometry shader. The amount of geometry
is thus about four times bigger than in the original vector map, and additionally,
every extruded line segment has to be rendered twice. Furthermore, in case of
large vector maps the vertically extruded geometry covers large portions of the
screen and may produce a massive overdraw. Overall, this severely limits the
technique to rendering very moderately sized vector maps of maybe a few thou-
sand line segments. A special case is shown in [Ohlarik and Cozzi, 2011] where
the method is optimized for vector maps only containing lines. Furthermore, it
is hard to preserve the original vector map information so that advanced vector
styling or procedural texturing can be achieved.
4.2.2 Deferred Shading
Our clustered deferred line rendering approach is inspired by the way lighting
calculations are done in deferred shading pipelines [Saito and Takahashi, 1990;
Liktor and Dachsbacher, 2012]. Deferred shading is applied to reduce the amount
of shading operations by introducing a two-pass rendering pipeline. The first pass
renders the geometry and produces a set of textures containing geometric scene
information such as color, normal, depth or light information. The collection
of output textures of the first pass is called a G-buffer, see also Fig. 4.10. All
shading operations are done as image based effects using the information from
the G-buffer in as few shading passes as possible. These render passes implement
the effective shading and lighting for every pixel as well as other screen-space
post processing operations such as antialiasing [Chajdas et al., 2011] or ambient
occlusion [Bavoil and Sainz, 2008].
Building up a deferred shading pipeline raises the GPU memory consumption
for additional texture layers and the pixel fill rate, because many more images
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are produced than effectively used as final output frames. Eventually the overall
rendering effort per frame can nevertheless be reduced drastically and allows for
more image-space effects within one single frame. Clustered Deferred Shading
described in [Olsson et al., 2012] subdivides the view frustum into clusters to
improve the rendering speed for scenes with many lights. In our concept we took
over the idea of clustering scene objects by creating line clusters in world-space
as a preprocess.
Cluster per pixel

















Figure 4.10: Our deferred line rendering pipeline for large-scale vector map visualiza-
tion. After the generation of the G-buffer, the cluster evaluation is performed and used
as input in combination with the clustered line buffer for the deferred vector map line
shading. The clustered line buffer is prepared in the line assignment preprocess.
4.3 Deferred Vector Map Rendering
All approaches discussed above are using some kind of extracted geometry or
geometry rasterized on textures for vector map visualizations. However, mod-
ern programmable GPUs allow the development of much more flexible systems.
The basic idea of our line projection and rendering approach is to directly project
and display vector maps on top of the terrain surface using an adaptation of the
deferred shading principle without the need to generate intermediate geometric
objects or textures. In contrast to common rendering methods where the color of
a pixel is derived from the main (geometry) rendering pass, our approach inverts
this principle for vector map visualization.
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In Fig. 4.10 we outline the main steps of our deferred line rendering method as
further detailed below. In a deferred shading stage, for every pixel corresponding
to a point on the terrain it is determined if it contributes to the visualization of a
vector map feature. Using the G-buffer data obtained from the main terrain render-
ing pass, we back-project each pixel into the 3D world and determine its location
within the vector map, see also Fig. 4.13. To identify candidate line features, we
use a clustered buffer storing all vector map line elements, which we call a clus-
tered line buffer. An optimized search within the clustered line buffer clusters
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Figure 4.11: The clustered line buffer GPU data structures consist of multiple array
buffers and textures supporting efficient point-to-cluster location and point-to-line search
queries from a given geographical location.
4.3.1 Clustered Line Buffer
During the deferred shading stage, for each pixel the closest intersecting line fea-
ture, if any, must be determined very quickly. For this we use our clustered line
buffer which clusters the individual line segments of the vector map features into
a large 2D structure of cells. Every line segment is assigned to each buffer cell it
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intersects. This can be a regular grid as currently implemented, but it could also
be a multi-level nested grid or other space-partitioning hierarchy to better adapt to
variations in the feature density in very large vector maps. Important is the abil-
ity to perform point-to-cell look-ups very efficiently, to allow fast identification
of the cluster containing the closest lines potentially intersecting a back-projected
pixel. Moreover, within each cluster the line segments are organized in an effec-
tive spatial search index structure to accelerate line search and pruning as well as
minimize distance calculations after the coarse cluster identification.
The clustered line buffer is thus a data structure enabling fast point-to-line
search queries and is designed to be used efficiently on the GPU during the de-
ferred shading pass, as illustrated in Fig. 4.11. The clusters of this line buffer are
formed during a preprocessing pass which assigns all vector map line segments to








Figure 4.12: Assignment of feature lines to clusters by rasterization.
Two line segment buffer arrays store the start- and end-point coordinates {ps, pe}
of the individual line segments li on the GPU . A single line segment index buffer
stores the indices to line segments concatenated for all cluster. The cluster grid is
represented by two 2D integer textures, ou,v representing the cluster’s index off-
set into the line segment index buffer and cu,v for the index count denoting the
number of lines in the cluster. In a line assignment preprocess, for each cluster
Cu,v the vector map line features intersecting it are recorded, counted, and then
concatenated to form the line segment index buffer.
The texture sizes for ou,v and cu,v equal the size of the cluster grid Cu,v. On
the one hand the grid should not be too coarse, because that would include too
many line segments within each cluster. On the other hand the amount of clusters
is limited to the texture memory that can be committed. In our implementation
we typically divided the map space into 256⇥256 clusters to express the cluster
indices u,v as one byte each. Other multi-level nested grids or space partitioning
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structures could be used as well, given a memory efficient implementation and
fast cluster identification on the GPU .
The line assignment to a specific cluster follows a Bresenham line rasterization
pattern as illustrated in Fig. 4.12, with certain line segments being assigned to
several clusters. As the line drawing style is not known beforehand, we currently
assume a predetermined conservative maximal line width which is incorporated
into the line assignment. As indicated in Fig. 4.12, the line segment l1 = {p1, p2}
lies in at least two clusters, but since the line has a certain line width we also have
to assign its line segment index to all clusters it overlaps, e.g. C1,2 too. Similar for
l2 = {p3, p4} all overlapping clusters along the line are included, e.g. including
alsoC3,1.
To optimize the point-to-line query after the coarse point-to-cluster location,
we use a hierarchical spatial index structure to organize all line segments within
one cluster Cu,v. For simplicity combined with efficiency we generate a fully
balanced binary bounding volume hierarchy (BVH). In the preprocess we first
order all lines within each cluster based on their midpoint along a space filling
curve. Then we build a binary tree bottom-up forming a balanced BVH. Other







Figure 4.13: Pixel back-projection and vector map location.
4.3.2 Deferred Line Shading
The final fragment color for a screen pixel is determined in the deferred line shad-
ing stage, see also Fig. 4.10. In this stage our approach decides whether a pixel
contributes to the visualization of a vector map element or not. Using the clustered
line buffer, where all line segments are grouped into clusters, the search space of
all line segments influencing a single pixel can be restricted to the line segments
belonging to a certain cluster into which the pixel projects. Hence the line iden-
tification consists of two main steps: in the first step it is necessary to determine
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the cluster in the clustered line buffer affecting a certain pixel. The second step
determines if and which line effectively intersects the given pixel considering the
applied line-style width.
The cluster of a certain pixel s(x,y) is determined by a backwards projection of
the pixel position from screen space to world space coordinates. For every screen
position s(x,y) a back projection can be applied using the corresponding depth d(x,y)
from the G-buffer information, illustrated in Fig. 4.13 by the red line. The back
projection of s(x,y,d(x,y)) then results in the point Is which is the pixel’s location in
world coordinates. The back projection can be expressed as multiplication with
the inverse view-projection matrixMVP:
Is =M 1VP · s(x,y,d(x,y)) (4.1)
With the information about the clustered line buffer’s subdivision of the vector
map and the point Is in world space, it is easy to calculate the clusterCu,v contain-
ing the point Is. In other words, this step maps the screen-space pixel locations
(x,y) to the cluster-index space (u,v). In Fig. 4.10 we visualize this cluster evalu-
ation by coloring each pixel in (red,green) based on its relative position within the
corresponding cluster.
Using the back-projected 3D point location Is of a pixel s(x,y) with depth d(x,y)
from the G-buffer we thus have determined the cluster Cu,v containing any poten-
tial line candidates. We now have to determine if the point Is lies within a certain
distance of any line segment li 2Cu,v in the 2D vector map plane. As illustrated
in Fig. 4.13, point Is lies inside a certain distance to the line segment p1, p2 of the
vector map. Thus it is considered to be part of that line segment and the pixel s(x,y)
can be colored accordingly using the current style and visualization parameters.
For large and complex vector maps as shown in Figs. 4.16(a), 4.17(a) and 4.18(b),
however, per-pixel line identification and point-to-line distance tests can become
costly in our deferred line shading approach and some further optimizations are
called for as described below.
The point-to-line search and distance calculation within a cluster Cu,v should
be optimized to keep the per-pixel computation cost low. Fig. 4.17(b) shows a
heatmap indicating the varying cost effort to find corresponding line segments.
Given the varying number of line segments in different clusters, for large vec-
tor maps we organize the line segments within each cluster in a BVH as already
mentioned in Sec. 4.3.1 to limit the number of distance test computations.
Given a pixel’s position Is in world coordinates and in vector-map space, the
BVH can be traversed effectively to identify the leaf nodes containing any line
segments l0i ✓Cu,v which are potentially closer than a certain given distance from
Is. Only for this subset of lines l0i the point-to-line distance has eventually to be
computed. Therefore, even for very large vector maps with many millions of
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lines, the amount of line distance tests required per cluster is eventually reduced
to a small number and can thus be performed in a fragment shader for each pixel
efficiently.
4.3.3 Line Styles and Antialiasing
The deferred line rendering method outlined above can further support visualiza-
tion features beyond bare line rendering. In particular, the screen-space per-pixel
shading allows the implementation of advanced colorization decisions like apply-
ing different line styles and line patterns on-the-fly during interactive rendering.
Cross-sectional color patterns can easily be incorporated into a generic line shader
taking the width of the line feature and the distance of the pixel to the line into
account (see also Fig. 4.19 and results in the next section). Longitudinal proce-
dural patterns can be applied using pattern buffers and more complex line shaders
as well. Furthermore, given the pixel-to-line distance to the closest or all pixel-
intersecting line features, alpha-blended compositing of multiple features or over
background can be achieved. Dynamically varying or view-dependent visualiza-
tion parameters can also be incorporated into the deferred line shading process, as
demonstrated e.g. in Fig. 4.15 with an interactive lens function.
(a) d > pixel (b) d ⇡ pixel (c) d < pixel
Figure 4.14: Three cases where aliasing artifacts can occur: (a) Regular line rendering
staircase artifacts appear at distances where the line width d is bigger than the pixel size.
(b) If d is almost equal to the pixel size artifacts may appear by wrong hits in the pattern
buffers when using line-style patterns. (c) If d is smaller than the pixel size parts of a line
segment are hidden and wrongly identified as background.
Thin lines can suffer from aliasing artifacts as shown in Fig. 4.17(a) where
distant contour lines at the back become discontinuous. This effect may appear
in several ways and is caused by the difference of the line size and the size of
one pixel at this distance. In our manual GPU implementation, we distinguish
three cases as described in Fig. 4.14. In the first, normal case when the line width
covers several pixels, normal pixel drawing works and common artifacts can be
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reduced by supersampling or other standard antialiasing algorithms. The second
case describes artifacts due to procedural patterns, see Fig. 4.14(b), which are not
easily solved even when using alpha-blending techniques. We handle this case by
reverting to the main color of the line pattern for line segments at far distances
to convey the primary association to feature categories. The result can be seen in
Fig. 4.16(b). The third case corresponds to a line segment missing the line test
for some pixels due to the line width being smaller than the pixel at far distances.
This is similar to rendering phone wires as described in [Persson, 2012]. The
main idea is to adjust the line width for distant points and color the pixel using
alpha-blending based on the line’s approximative coverage of the pixel. This is
estimated from the ratio between the line’s width and the pixel’s extent.
4.3.4 Results
Data set Vector map Cluster Line Render
Lines max. size Assignment time
Vorarlberg (higher streets) 193,042 1,106 9.8 s 50 ms
Switzerland (TLM streets) 16,556,412 3,429 101.7 s 55 ms
Carinthia (isolines) 31,297,095 4,650 120.7 s 190 ms
Table 4.2: Dataset overview. For each vector map we used a fixed cluster grid of 256⇥
256. Average render times measured for viewpoints (3840⇥ 2160 for 2⇥ supersampling)
shown in Fig. 4.16(b), 4.16(a), 4.17(a) including ⇠15 ms for rendering terrain.
Our implementation runs on an Intel Core i7 3.5 GHz, 16 GB RAM, Nvidia
GTX680 (4GB RAM, 1920⇥1080) machine with C++ and OpenGL. It allows us
to load and interactively visualize large-scale terrain and vector map datasets. In
particular, the system supports exploration of large-scale vector maps interactively
in a full 3D environment. Tab. 4.2 lists the vector map datasets used in our tests.
Experimental results show that our approach can be used for large-scale interactive
vector map visualization, see also Figs. 4.16, 4.17 and 4.18.
In comparison to texture-based visualizations, it can be guaranteed that the
visual result is a pixel-precise rendering as demonstrated in Fig. 4.19. Our system
maintains full pixel precision at any zoom-in factor even near to the terrain. To
achieve this with texture mapping it would require a much more complex and elab-
orate solution still suffering from resolution artifacts, see also Fig. 4.19(f). In con-
trast to geometric line rendering approaches, intersecting or floating line artifacts
as shown in Fig. 4.8(a), as well as z-fighting problems as shown in Fig. 4.19(a)
can be avoided.
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Our deferred line rendering solution also efficiently supports interactively chang-
ing visualization parameters such as line size or styling properties as well as view-
dependent data selection without reloading or re-rasterization of textures. A dy-
namic view-dependent vector map data-lens example is shown in Fig. 4.15.
A regular grid based clustered line buffer without additional hierarchical line
segment organization is capable of handling vector maps of up to 200,000 line
segments and 1,100 lines per cluster. The use of hierarchical spatial line indexing
within each cluster further makes the interactive exploration of much larger vector
maps possible. Vector maps with several millions of line segments can be visual-
ized at interactive frame rates with our methods using the maximal cluster sizes
indicated in Tab. 4.2. The rendering effort per pixel depends on the number of
lines and their organization within each cluster in the line buffer. Fig. 4.10 shows
an example for the content of the cluster information. Fig. 4.17(b) illustrates the
per-pixel line search and distance test costs based on our clustered line buffer and
local bounding volume line hierarchies.
4.4 Conclusion
In this chapter we present a novel approach for handling GIS vector data sets
within interactive 3D environments. Our approach represents an efficient and
flexible solution for different purposes. It can be used for interactive editing and
adaptive or view-dependent styling of vector maps as well as for large-scale visu-
alizations. In particular, it is also suitable for dynamic level of detail and out-of-
core geographic visualization systems. Our approach relies on multiple rendering
passes and was implemented using modern graphics hardware. However, as hard-
ware is continuing to improve in terms of graphics functionality, this limitations
may be overcome in the near future.
Our next steps are the extension of the system to work with polygonal objects
as well as further improve rendering speed. In addition, future plans include an
extensive evaluation and incorporating the system with a vector map out-of-core




Figure 4.15: Example for interactive editing functionality. It is possbile to interactivly
fade out specific categories of streets from the vector map on a pixel-precise basis using
alpha blending.
76 4 RENDERING OF VECTOR INFORMATION
(a)
(b)
Figure 4.16: (a) An example for line rendering of street data with styling pattern. (b)
Example showing the smooth transition of a procedural pattern to solve alising artifacts




Figure 4.17: (a) Carinthia isolines with black contour lines and distant lines suffering
from aliasing artifacts. (b) A heatmap illustrating the bintree line search and intersection
traversals cost from black (zero traversals) over blue to green.
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(a)
(b)
Figure 4.18: (a) Visualization of ski slopes over a hill-shade textured terrain with blue
and red colored slopes for beginner and advanced levels respectively. Off-piste tracks are
shown in a stippled black style pattern. (b) Swiss TLM street data containing 21 different
categories of streets and using multiple line styles. Streets smaller than 4m wide using
white and grey combinations, streets with 6m width are shown in yellow, and streets more




Figure 4.19: Comparison of our approach (b,c,d) with normal 3D geometry (a) and
texture based rendering (e,f): (a) A street rendered as a simple geometric object. (b)
Simple line rendering with our method, and (c) applying some advanced vector styling.
(d) A street rendered with our algorithm, and (e) using texture mapping at the highest
resolution available for this texture set. (f) Overlay of (d) and (e) for direct comparison.

5C H A P T E R
PATH BUNDLING
Figure 5.1: Perspective view showing bundled paths over 3D terrain of Vorarlberg.
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5.1 Introduction
An interesting challenge in geographic visualization is the analysis of transporta-
tion relations. These relations are represented by dense graphs containing many
point-to-point connections. The edges represent semantic information, such a
commuter connection between towns or an airline connection between two air-
ports. The geographical location for this traffic relations allows the visual identi-
fication of traffic highlights, such as traffic jams or very frequently visited nodes.
These traffic relation graphs can become large graphs with several thousands of
connections and suffer from cluttering effects. An example of such as graph is
shown in Fig. 5.2)
Effective visualizations of large-scale and dense graphs or networks com-
monly use so called graph bundling techniques. The goals of graph bundling
are first the reduction of visual clutter in a dense graph dataset, and second the
highlighting of major connectivity paths and patterns (see e.g. Fig. 5.11 and 5.12)
within this dataset. Individual as well as groups of related connections in a dense
graph are very hard to identify. Bundling of paths leads to a visualization which
makes it easier to analyze the prevalent connectivity structures.
Bundling dense point-to-point graphs, such as commuter data, may have to
be constrained to and visualized over a variety of complex vector map reference
networks, such as roads or train routes. This additional vector map often is the
bases for some routing constraints that map the dense point-to-point connections
to paths over the reference network. A visualization of such paths following the
reference network constraints enriches the effective information visualization and
visual analysis task. However, the density of the paths and complexity of the
underlying reference network may cause visual cluttering and loss of the larger
context of connectivity information.
Reducing clutter and highlighting major structural link information is even
more important and challenging in an interactive geo-visualization when using
a 3D environment. In this work we assume paths and graphs having nodes and
edges with 3D coordinates within a geospatial framework including 3D terrain
information and 3D obstacles. In 3D, it becomes harder to analyze, identify and
bundle path trajectories in a dense graph constrained to a reference network due
to the added interference, i.e. intersections and occlusions from 3D objects and
obstacles.
In this chapter we present a novel vector map constrained path bundling method,
that takes a dense graph over spatial locations and generates a variable level of de-
tail bundling constrained to a reference vector map while avoiding intersections
with given obstacles in 3D. See also overview shown in Fig. 5.1. In particular, we
demonstrate our approach based on dense geo-spatial point-to-point relations that
are routed and bundled over geographical vector maps, all embedded and visual-
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Figure 5.2: Example for a large-scale graph: US Migration Graph from 2012.
ized in a 3D digital terrain elevation model. Furthermore we are going to compare
our results with state-of-the art techniques to the extent to which they may be
applicable.
5.2 Related Work
A general overview of clutter reduction in graphs and information visualization is
discussed e.g. in [Ellis and Dix, 2007] and taxonomies for graph visualizations
are described in [Lee et al., 2006].
Clutter reduction techniques can be classified as edge or node based prob-
lems. Of these, the former applies to this work as the geo-referenced start- or
end-points are intentionally left unmodified. Edge bundling methods can further
be subdivided into two categories, geometry or image based methods. Geometry
based methods use and manipulate the graph edges on the geometric object level,
whereas image based methods solve the problems primarily in discretized image
space and see the problem in a 2D planar projection. Our method belongs to the
category of geometry based edge bundlings. However, in contrast to other meth-
ods, our aim is a 3D constrained geometric bundling suitable for interactive visu-
alization in a 3D environment including correct visibility and depth occlusions in
perspective 3D views. Past published geometric graph bundling methods include
force-directed edge bundling (FDEB) [Holten and van Wijk, 2009], divided-edge
bundling [Selassie et al., 2011], multilevel agglomerative edge bundling (MIN-
GLE) [Gansner et al., 2011], winding roads [Lambert et al., 2010c], geometry-
based edge clustering for graph visualization [Cui et al., 2008] and hierarchical
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edge bundles [Holten, 2006].
FDEB [Holten and van Wijk, 2009] applies a field force to subdivided seg-
ments of a graph, so that subdivision points can be moved according to their at-
tracting force directions. The algorithm has a high algorithmic complexity, but
also avoids any complex hierarchical data structures. An extension of FDEB us-
ing different optimization constraints is described in [Selassie et al., 2011]. The
idea of force-directed edge bundling can be extended to 3D as recently shown
in [Zielasko et al., 2016]. However, the main challenge is the identification of
edge compatibility measurements which are working for all 3D line situations
when using a graph dataset with 3D nodes and edges.
The MINGLE algorithm [Gansner et al., 2011] is also based on the idea of op-
timization similar to FDEB. In MINGLE, the optimization is done with respect to
limiting pixel overdraw, also called ink minimization, according to neighborhood
information extracted from a 4D line interpretation. The method is proven to be
faster than FDEB, however, the ink saving algorithm assumes that all edges merge
at predefined control points, which can produce esthetically insufficient results.
Another approach for edge bundling is the usage of control hierarchies. Geometry-
based graph bundling [Cui et al., 2008] uses a control mesh forcing edges to pass
through control points. The edge data is used to extract a control mesh and find
a 2D partitioning layout, but the artificial origin of this control mesh does not
imply any semantic meaning to the final result. Geometry-based graph bundling
could possibly be extended to 3D datasets using a more complex control mesh and
smoothing algorithm, but it is not clear how. Hierarchical edge bundles described
in [Holten, 2006] are using hierarchical tree or graph structures. This approach
is well known to visualize nodes in a hierarchical correlation. The application of
hierarchical edge bundles to a 3D visualization can be found in [Caserta et al.,
2011]. However, visualizing hierarchical graph or tree structures is a different
problem setup from normal graphs or applying a constraint network and thus not
directly applicable or comparable.
Similar to the previous approaches, the Winding Roads algorithm described
in [Lambert et al., 2010c] uses an artificial grid for routing bundles. The algo-
rithm shows examples with a Voronoi grid structure and a quadtree grid structure.
The edge routing is done based on a shortest path search. In our work we adapt
and extend the idea of this algorithm in a more general way. We will show how
the idea of edge routing can be applied to general reference graphs and we will
extend this approach with a 3D line level of detail (LOD) method. There is an-
other extension to the Winding Road algorithm showing one possible way of a
3D impression [Lambert et al., 2010b]. This extension uses a 2D approach and
the final results are done using bump mapping for the 3D impression. However,
bump mapping is a 2D effect for a 3D impression and it will not be possible to vi-
sually separate bundles in 3D environments if needed for example for skew lines.
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The bump mapping effect can be applied on almost any method, including im-
age based methods. An example is shown in [Hurter et al., 2012]. Recent and
important image based methods are: graph bundling by kernel density estimation
(KDEEB) [Hurter et al., 2012] or skeleton based edge bundling (SBEB) [Ersoy
et al., 2011].
KDEEB [Hurter et al., 2012; Hurter et al., 2013b; Hurter et al., 2013a] is based
on the idea of using the spatial edge density for clustering of graph edges, stream-
ing graphs or graph sequences. This can be done very fast and does not require any
special data structures. The method also shows some results for obstacle avoid-
ance. SBEB [Ersoy et al., 2011] use distance fields to iteratively attract edges
against a skeleton interpretation of the graph. These distance fields are generated
by a 2D clustering of the graph edges and are used to define attracting forces for
each edge.
In general, image based methods can be very efficient. The main challenge
when applying image based algorithms to 3D are the inherent rasterization steps.
Image based models tend to project the 3D spatial information to a 2D case as
well as cut away the geometric precision by rasterization. These steps can often
be incorporated into a system as such. Eventually, visibility and depth-occlusion
correct perspective 3D views may not easily be supported within such a visualiza-
tion system.
In contrast to previous graph bundling approaches, our method works with
geometric objects within a 3D environment, taking into account visibility and
depth-occlusion problems, such that LOD-based interactive graph visualization
can fully be integrated in 3D viewing applications. Moreover, recent publications
have shown that interactive exploration of large graph datasets is crucial for effec-
tive online analysis. See also e.g. [Wong and Carpendale, 2005; Lee et al., 2006;
Guo, 2009; Lambert et al., 2010a; Luo et al., 2012; Zinsmaier et al., 2012] for
example work on the aspect of interactivity in graph visualization. Our work also
focuses on interactive and adaptive LOD constrained path bundling and visualiza-
tion.
5.3 Constrained Graph Bundling
5.3.1 Input Graph and Reference Vector Map
Our input data consists of a dense graph G = (L,C) with spatial locations L and
many point-to-point connectionsC✓ L⇥L. Typical representatives of such dense
graphs are shown in Figs. 5.11(a), 5.13(a) and 5.14(a). Additionally we have
a reference vector map, or reference graph R = (V,E) which defines a (planar)
network of edges E defined between its verticesV . An example of such a reference
network is shown in Figs. 5.15(a). Furthermore, we define a trail P = (V 0,E 0)













Figure 5.3: Example input graph G (blue) over reference network R (grey) with a few
point-to-point connections c1...5 highlighted.
in the reference graph R as a path of consecutive edges E 0 = {e00 . . .e0k 1} ✓ E
connecting vertices V 0 = {v00, . . .v0k} ✓ V with e0i = (v0i,v0i+1). See also Fig. 5.3
and 5.4 for an example of input graph, reference network and trail paths.
5.3.2 Bundling over Reference Graph
The main goal of our approach is the combination of the above defined graph
datasets G and R by bundling all the connections in G constrained to trajectory
paths P over the reference network R. For this we first map the input locations
l j 2 L to their corresponding nodes v jL 2 V in the reference graph, and we find
for each connection ci 2C a corresponding path Pi in R. Thus over the reference
graph R we use a set of trails T= {Pi} implied byC from the input graph G.
By representing each graph connection ci by a path Pi in R we achieve a con-
strained bundling since the general cluttered connections C in G are now mapped
onto a constrained set of path trails T over R. The actual bundling in fact oc-
curs due to the fact that multiple connections ci1,...ik are eventually mapped onto
trails Pi1,...ik which share sections of their paths in the reference network, see also
Fig. 5.4.
For adaptive visual bundling and interactive visualization of the constrained
bundling T we display all its paths Pi as variable LOD B-splines. The effect of the




















Figure 5.4: Connections c1...5 bundled by B-spline curves, controlled by the vertices of
the corresponding trails T= {P1...5} in the reference network R.
constraints and thus the visual outcome can be adjusted interactively at runtime,
hence the bundling can be constrained more or less to the underlying reference
network, and hence it could also be related to the accuracy of path Pi representing
the connection ci in the reference network R.
Example vector map constrained bundlings are shown in Figs. 5.12(b), 5.13(b),
5.14(b) or 5.15(b) which use major roads, train rails or air corridors reference net-
works to bundle commuter, migration or flight data. In these examples, given
the most likely point-to-point routings, the constrained bundling shows the poten-
tial impact of people movements or flights influencing the traffic on the different
transportation network segments. With our method the transportation streams are
constrained to and bundled along a reference network to follow realistic traffic
paths routes, instead of bundling streams purely visually in 2D image or 3D ob-
ject space.
Our algorithm consists of six preprocessing steps as indicated in Fig. 5.5. For
performance reasons, the reference network R is first processed and simplified to
a reduced graph eR, minimizing the number of degree two nodes. A kd-tree index
structure is then built that supports finding the nearest nodes in eR for all locations
L of G. Between these start- and endpoints, for each edge ci the shortest path ePi
is computed in the reduced network eR. Note that any other point-to-point rout-
ing according to the reference network semantic and properties could be used for
this step to suit a particular application. Thereafter, a quadratic B-spline curve
is defined with control points from the corresponding vertices of Pi in the origi-
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Figure 5.5: Overview of the preprocessing steps for our reference vector map constrained
graph bundling.
nal network R. Based on additional obstacle avoidance constraints, hierarchical
variable LOD B-splines are constructed using an iterative polyline simplification
method.
Reference graph reduction
We first simplify the reference graph to cope with a large number of input locations
L and point-to-point connections C, so that costly point location and (shortest)
path queries on detailed and complex reference networks R are avoided. The
reduced undirected weighted reference graph eR is obtained by merging degree-
two nodes such that eR eventually only consists of endpoint and bifurcation nodes
of R as illustrated in Fig. 5.6. Application specific edge weights and attributes,
such as lengths, must be aggregated during these merging steps.
The reference graph reduction is possible since for multiple trails Pi sharing
the same section {v j . . .v j+k} of a path between two bifurcation or endpoints v j
and v j+k, that section can be collapsed to a new reduced edge ejk = (v j,v j+k).
Note that shortest path queries over these collapsed edges ejk are not affected as

















Figure 5.6: (a) Complete reference network R. (b) Traversal of reference network iden-
tifies endpoints and bifurcation points. (c) Endpoints (red) and bifurcation points (green)
are retained, and degree-two points (black) can be removed. (d) Reduced reference grapheR shown in green.
long as the path length of the sequence {v j . . .v j+k} is retained as aggregated edge
weight for ejk.
Vector maps are often stored as a group of polylines from which the reference
graph network R must first be built. This involves identifying all polyline end-
points and where they connect to other polyline vertices. In Figs. 5.6(b) and 5.6(c)
3 polylines {v0 . . .v6}, {v4 . . .v6} and {v6 . . .v14} are merged and the endpoints
and crossings are marked. The reduced graph eR is then formed by omitting the
polylines’ degree-two vertices in between the marked nodes as in Fig. 5.6(d).
Nearest neighbor and shortest path queries
The next steps consist of mapping all locations L of G to their nearest points
in eR and finding the corresponding paths for all connections C. Instead of the
shortest path finding described here, more specific application dependent routing
rules could be applied for path finding in eR. Using a kd-tree over the vertices ofeR we can quickly find the vertices evistart ,eviend 2 eR corresponding to the endpoints
listart , liend 2 L of each connection ci 2C.
For each connection ci we are able to find the shortest path ePi = {epifirst , . . .epilast}
in eR between evistart and eviend using Dijkstra’s shortest path algorithm. Many opti-
mized and hardware accelerated methods exist to improve this step (see e.g. [Gold-
berg and Harrelson, 2005; Delling et al., 2011]). Given all the paths ePi in the re-
duced graph eR, the entire trails T= {Pi} in the complete reference network R can
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then easily be found by path expansion ePi ! Pi = {pifirst , . . .pilast} to also include
the left-out degree-two vertices.
These trails define polylines through pifirst , . . .pilast which will serve as the con-
trol polygons for variable LOD B-spline curves as described below. Another ad-
vantage of our method, over other generic graph bundling approaches is, that until
this point all information is in 3D, i.e. the control points pi 2R3, and the B-spline
interpolation and display can thus be done fully in 3D.
B-spline trail interpolation
For visual bundling and display of trails Pi = {pifirst , . . .pilast} we use endpoint
interpolating quadratic B-spline curves si(u). The control points pk are given
by the trail Pi (with its point indices ifirst . . . ilast remapped to k = 0 . . .K), and the





pk ·N2k (u) (5.1)
With the B-spline basis functions Ndj (u) given below, a quadratic B-splines
(d = 2) can interpolate the endpoints p0,pK by setting the knot values u0 = u1 =
u2 = 0 and uK+1 = uK+2 = uK+3 = 1, with the remaining u j=3,...K of the knot
vector u j being uniformly spaced.
Ndj (u) =
u u j









1 u 2 [u j,u j+1]
0 otherwise
Due to partition of unity property and the fact thatNdj (u)= 0 8u /2 [u j,u j+d+1],
degree-d B-splines curve points si(u) with u 2 [u j,u j+1] are strictly contained
within the convex hull of the d+ 1 control points p j d, . . .p j. This property is
important for our 3D intersection constrained variable bundling as outlined be-
low, and for quadratic B-splines it means that a curve point for u 2 [u j,u j+1] is
guaranteed to lie within the triangle4 j 1 defined by the points p j 2,p j 1 and p j.
Constrained B-spline simplification
In a 3D environment, the bundled trail paths Pi displayed as B-spline curves as
described above may interfere with other 3D objects and obstacles. In particu-
lar, stream bundles following transportation network lines may intersect with the
































Figure 5.7: Example for a constrained quadratic B-spline control polygon refinement
around obstacles. (a) Original B-spline (green) with minimal control polygon (red). (b)
Intersection test of minimal control point triangle. (c) Douglas-Peucker refinement of the
affected two line segments. (d) Recursive test of refined triangles for obstacle intersection.
(e) Termination for one and recursive refinement of two other line segments.
terrain height-field in a 3D geographic visualization system (see e.g. Figs. 5.9
and 5.10). In the following we describe how 3D obstacles can be taken into ac-
count to generate non-interfering quadratic B-splines, and more specifically, how
we can define variable LOD B-splines around terrain height-field constraints in
3D.
Occlusion queries in 3D scenes can effectively be implemented using graphics
hardware [Wimmer and Bittner, 2005]. For our approach we use hardware occlu-
sion queries to define constrained B-splines through iterative polyline refinements
using the Douglas-Peucker algorithm [Shi and Cheung, 2006].
The principle of the Douglas-Peucker algorithm is to reduce a polyline through
a point sequence {p0, . . .pK} initially to the line segment p0,pK . Then the next
point pm with 0<m<K is added which has the largest distance to the line p0,pK .
The resulting polyline {p0,pm,pK} is then recursively processed in the same
way for the two line segments p0,pm ! {p0,pl,pm} and pm,pK ! {pm,pr,pK}.
This recursive refinement process defines a binary hierarchy over all the points
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p1, . . .pl, . . .pm . . .pr . . .pK 1 (see also Fig. 5.8), i.e. with root pm with left and
right child nodes pl and pr respectively.
As illustrated in Fig. 5.7, the key idea of our approach is to apply the Douglas-
Peucker refinement principle on the control polygon of a trail’s B-spline and use
the convex hull property mentioned in Sec. 5.3.2 to define a sequence of point in-
sertions. Hence for a trail Pi = {p0, . . .pK} we start with its initial minimal control
points p0j = epifirst , . . .epilast (i.e. points p1,p3,p11 in Fig. 5.7(a)) implied by the re-
duced reference graph eR. Starting with l = 0, all triangles4lj = {plj 1,plj,plj+1}
are tested for intersection with any 3D obstacle or other interference constraints
(see Fig. 5.7(b)). If an intersection for 4lj is detected, its two line segments
plj 1,plj and plj,plj+1 are subdivided by points from R (i.e. inserting points p2
and p6 in Fig. 5.7(c)) to form a refined set of control points pl+1j 2 R. This pro-
cess is now recursively applied to the new triangles4l+1j (i.e. 42,43 and46 in
Fig. 5.7(d)) until no more intersections are detected (e.g. 42 in Fig. 5.7(e)).
Variable LOD B-spline
The variable LOD B-spline model is based on the Douglas-Peucker refinement
and a binary hierarchy over consecutive segments of control points. Note that
each initial trail segment ep j,ep j+1 and its subsequent Douglas-Peucker refinement
as outlined above gives rise to a set of points added in between ep j and ep j+1 which
form a binary tree as illustrated in Fig. 5.8(a) which we refer to by\ep jep j+1. Hence
each complex trail
Pi = {ep0,p1, . . . ,ps 1,eps,ps+1, . . .pt 1,ept ,pt+1, . . .pK 1,epK} (5.2)
is now represented as a control polygon consisting of a sequence number of
binary Douglas-Peucker refinement trees
bPi = dep0eps, depsept , . . .[epkepK, (5.3)
which together define a hierarchical LOD control polygon structure bPi for the
quadratic B-spline si(u).
Given a certain LOD selection criterion that can be evaluated and stored in the
control polygon structure bPi and control point trees\ep jep j+1, it is possible to vari-
ably adjust the control polygon and thus the detail level of the displayed B-spline
si(u) accordingly. At the lowest detail level, si(u) is defined by the minimal con-
trol polygon points of Pi only from eR, i.e. only points ep0,eps,ept , . . .epK in Eq. 5.2,
while at the highest LOD the control polygon includes all points of Pi from R.
Fig. 5.8(b) illustrates a geometry-occlusion based control point selection in the





























Figure 5.8: Variable LOD B-spline representation. (a) Original control polygon around
obstacles and Douglas-Peucker induced binary vertex hierarchy. (b) Example control
point selection using terrain intersection information (front elevation view). (c) Resulting
control polygon selection guaranteeing a non-intersecting B-spline around obstacles (top-
down view).
binary refinement tree giving rise to the control polygon in Fig. 5.8(c). The result-
ing B-spline will display a smooth curve following the reference network path Pi
but avoiding intersection with the given scene geometry.
Given a 3D digital terrain elevation model as B-spline simplification con-
straints, we apply the proposed framework as follows. For each trail Pi given
in a 3D terrain environment, we test the height field intersection constraints by is-
suing hardware accelerated occlusion queries for the control point triangles4lj on
the 3D terrain obstacle at different elevations h above ground as shown in Fig. 5.9.
Starting with a maximal height offset hmax for l = 0, we continuously reduce it for
l! l+1 (Fig. 5.9(c)) and record for every required control polygon refinement –
adding new points pl+1j±1 because4lj interferes with the 3D terrain – the height off-




Figure 5.9: The 3D B-spline refinement levels from a perspective view. (a) Coarsest
B-spline LOD, at high altitude offset, induced by reduced reference network graph. (b)
Refined B-spline LOD at lower height offset avoiding terrain intersections. (c) Different
height offsets (blue planes) at which 3D obstacle interferences are tested with respect
to the terrain elevation model. (d,e,f) Quadratic B-spline refinements and control-point
triangle occlusion queries evaluated against the 3D terrain at different height offsets.
set at which the intersection occurs. Figs. 5.9(d) to 5.9(f) show the control point
triangle intersection queries with the terrain at different height offsets. Thus for
each trail segment tree depsept , eventually all inner points p j = ps+1 . . .pt 1 record
their height offset h j at which they must be included for B-spline refinement to
avoid intersection with the 3D terrain environment. At rendering time, any vari-
able LOD B-spline can thus be created by an inorder traversal of the tree segmentsdepsept of the control polygon hierarchy bPi, and by selecting all control points p j for
which their height offset h j is above a given threshold hthresh. Variable LOD B-
spline examples at different height offsets are rendering in Figs. 5.9(a), 5.9(b)
and 5.10.
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Figure 5.10: Screenshot showing different B-spline LODs at different height offsets over
the 3D terrain.
5.4 Interactive Constrained Graph
Bundle Visualization
Given the input graph G, reference vector map network R and a 3D digital eleva-
tion model, the preprocess as outlined in Sec. 5.3 and illustrated in Fig. 5.5 gener-
ates our proposed reference-network and terrain-height-field constrained variable
LOD B-spline representations bPi for all given point-to-point connections ci.
At run-time, the visualization application’s data preparation tasks are to select
the B-splines control point trees bPi of all paths Pi to be displayed, and to generate
the variable LOD B-spline control polygon from the points p j 2 bPi for which
h j > htresh for a user given threshold htresh, i.e. height offset above ground. A
drawable representation for each bPi is then generated as an OpenGL 3D line-strip
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Data sets Vorarlberg: Switzerland Switzerland: US World
small: Migration: Airlines:
G
|L| 105 2886 2886 3235 3457
|C| 3442 17125 31608 387841 68382
R
|V | 9258 975491 975491 65761 1778
|E| 83017 902525 902525 65177 1084
Graph reduction 0.1s 2.9s 2.9s 0.01s 0.01seR
|eV | 598 36736 36736 785 395
|eE| 4586 55033 55033 1072 798
Startpoint queries 0.1s 1.8s 2.5s 8.7s 4.4s
Shortest path 0.4s 225.8s 424.5s 51.3s 35.4s
Line hierarchy 4.5s - 443.7s 102.3s 6.6s
FDEB 153s 1-2 h - - -
Table 5.1: Cluttered graph (G) and reference network (R) data sizes as well as processing
times for reference graph reduction, nearest point shortest path queries, control point
hierarchy generation and the force-directed edge bundling calculation. Due to memory
limits, FDEB timings are available only for smaller graphs. Experiments were conducted
on a system implemented in C++ and OpenGL using an Intel Core i7-3770K 3.50GHz,
16GB RAM, Geforce 680 GTX with 4GB RAM, and Windows 7.
by evaluating si(u) for small parameter intervals Du. Alternatively, a De Boor
based subdivision algorithm could be used to refine the control polygon such as to
eventually use it as an OpenGL line strip primitive. Note that this processing step
only has to be done once for each displayed trail when the height offset threshold
htresh changes.
Given all the B-splines to-be displayed as OpenGL 3D line strips, they can
be rendered together with the 3D scene environment using standard 3D render-
ing techniques for surfaces, e.g. the grid digital terrain height field, and for line
segments, i.e. the B-spline line strips. For a high quality result, our real-time
rendering of the 3D terrain and B-spline line strips exploits a deferred shading
pipeline using multiple framebuffer objects and stencil information.
The B-spline line-strip objects are rendered into a stencil-framebuffer such as
to enable stencil based colorization and other more complex image processing op-
erations. This allows image-based manipulations of the rendered B-spline curves
before and together with the final compositing with the 3D scene environment.
Currently the stencil is exploited for evaluating the bundling intensity by record-
ing for each pixel how many B-splines contribute to it.
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Besides the stencil based line strip rendering, all other 3D scene objects are
rendered in one main pass into a separate buffer and combined with the line
strip. A final composition stage merges all framebuffer information and deliv-
ers a super-sampled high resolution image for subsequent downsampling to the
required screen resolution. We use a doubled resolution of all framebuffers to
achieve a nice anti-aliased image in the end.
5.5 Results
Our application allows to start and visualize the preprocessing phase for any com-
bination of datasets. In particular, it supports exploration and visualization of the
variable LOD reference-network bundled and 3D terrain-intersection constrained
graphs in a full 3D environment at interactive frame rates. The current implemen-
tation is not optimized for performance but for the realization of the full function-
ality of the proposed constrained bundling framework.
Technical details as well as the computational cost of our reference bundling
(REFB) can be found in Tab. 5.1. Our REFB method depends primarily on the
input data complexity and has not yet been optimized for performance. Neverthe-
less, in comparison to FDEB (Fig. 5.11(b)) our approach scales better, primarily
due to FDEB’s quadratic memory and high computational cost requirements in
the number of edges.
As shown in Fig. 5.12(b), the bundled commuter data makes it possible to
identify which routes are used the most and which highways or main roads are
most likely impacted from the commuter traffic. The comparison in Fig. 5.11(b)
shows that this can only be achieved if the bundling is constrained to some un-
derlying and routing network information following hard constraints. The visual
effect is similar to a street colorization as in Fig. 5.12(a). However the B-spline
interpolation is smoother and shows more generalized paths which reduces the
distraction for the user and emphasizes routing highlights better. The B-spline
representation can also indicate the uncertainty of the applied (shortest path) rout-
ing in a visual sense. In comparison to a road colorization, the visual interpretation
is not tied to an exact road. We argue that using a B-spline representation for trans-
porting the information of uncertainty is preferable over a direct road colorization
to identify highlights.
In addition to the comparison above, our method allows the integration of the
bundled result in a three-dimensional scene and can take 3D graph and 3D vec-
tor map data into account but also supports 3D obstacle avoidance. As shown in
Figs. 5.1, 5.9, 5.10, 5.16(a) and 5.16(b) bundling results can be displayed as vari-
able LOD B-spline curves correctly in a 3D environment, thus supporting correct
perspective viewing and depth-occlusions. The bundled variable LOD B-splines
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(a) Original data
(b) FDEB
Figure 5.11: Visual results of the Swiss commuter data. Strong colors indicate overlap-
ping commuter streams. (a) Raw dataset containing the home-to-work travel information
as town-to-town connections. (b) FDEB bundled graph.
can be rendered directly into a 3D scene environment and therefore integration
of final image composition methods in a perspective view with complex depth-
occlusions are possible. In the most detailed LOD resolution the visual effect is
similar to a street colorization. But for coarser detail levels, the adaptive B-spline
LOD hierarchy can be exploited, and coupled with or used as indication of the
uncertainty of the applied (shortest path) routing over the reference network. This




Figure 5.12: Second part of visual results of the Swiss commuter data. (c) Colored street
data set. (d) Vector map constrained path bundling.
uncertainty value or other LOD attribute. If there is low evidence for commuter
traffic following a specific route, path bundles can visualize this uncertainty in a
geometric sense at lower LOD. This is based on the assumption that the geometric
accuracy of the bundled paths following the constraint network routes improves
the uncertainty information visually than using direct road colorization where this
information does not appear.
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(a)
(b)
Figure 5.13: (a) The raw US migration dataset containing county-to-county migration
information. (b) The bundled data set using the US train line data as reference network.
5.6 Conclusions and Future Work
In this chapter we present a novel approach for vector-map constrained path bundling
for 2D and 3D environments. Furthermore, we describe a hierarchical multires-
olution control polygon structure that cannot only be used for rendering variable
LOD B-splines, but which in particular can incorporate obstacle interference and
intersection constraints in a 3D environment. Additionally we present a hardware
occlusion-query based method for detecting intersections of (quadratic) B-spline
segments with 3D obstacles. The examples shown in the results are mainly from
geospatial data sets, but our method is not domain specific to GIS systems. How-
ever, it requires and is targeted at a pair of co-registered (dense) input graph and
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(a)
(b)
Figure 5.14: The world airline dataset (a) raw flight connections. (b) bundled over a
virtual air corridor connection network with color encoded flight intensity (orange for
heavier air traffic).
reference network datasets embedded in a 2D or 3D environment. Our method is
not aimed at general graphs or other simpler standard graphs which are sometimes
used for testing in recent related work (e.g. as in [Ersoy et al., 2011; Hurter et al.,
2012]). Nevertheless, bundling general graphs could be achieved by providing an
artificial reference network or generating a reference network from the raw graph
data itself, e.g. using the minimum spanning tree of the graph. In fact, an artificial
reference network is shown in Fig. 5.14 for the world airline graph data, where the
reference network of air corridors was modeled by cartographic domain experts
according to their needs. In general, lots of reference networks exist in many
domains, on top of which additional graph based relational information can be
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analyzed and visualized.
The major limitation of our method is the non-optimized implementation. For
handling very large input graphs and reference networks of many 10s or 100s of
thousands of connections, the variable LOD B-spline generation has to be im-
proved in its use of hardware occlusion queries. Moreover, for large graphs the
resulting massive amounts of line-strip geometry for the bundled B-splines cause
limitations in interactivity. Thus only a subset of bundled B-splines can be ex-
plored interactively. These limitations are the main targets for future work. Fur-
ther algorithmic improvements may be applicable to reference graph reduction,
shortest path finding or routing, but these would primarily improve preprocessing
but not the visual results. Furthermore, the precision of occlusion queries is lim-
ited. Occlusion queries depend on the viewport size and projection parameters,
which may potentially lead to errors in the B-spline refinement procedure. Due to
the similarity of this occlusion detection method to shadow maps, similar strate-
gies could be applied such as multiple viewport snapshots to improve the data
precision.
Thus the main limitations revolve around performance issues for handling
massive vector map data sets. The performance of the variable LOD B-spline
refinement has to be improved significantly as well as online line-strip generation
and real-time rendering of massive amounts of line geometry.
5.6.1 Streaming Applications
The assumption that data sets are complete and available before the bundling pre-
cludes potential path-bundling visualizations in a streaming environment. Our
system has the ability to be used in a data streaming environment as well. The
point-to-point data sets do not need to be known and complete beforehand. Our
approach offers the possibility to establish an on-demand service, for example for
daily commuter travelers, daily taxi tours or other higher frequency connection
data, where the connection stream is processed incrementally as connections are
sequentially reported. This also means that one could maintain a time-window of
actual connection data and bundled paths for visualization, drop old data and up-
date it with newer connections based on the recorded time. By only taking a static
reference network into account, a single path result will be consistent as if the
method were applied on the entire data set at once, independent of how many bun-
dles are processed and shown. This is a significant difference to approaches such
as the FDEB method. The FDEB approach uses a precomputed measurement ma-
trix storing relation weightings of all connections and calculates attraction forces
between connections so that every point-to-point connection influences the final
result. Therefore, in contrast to our method, the whole visualization can change
with a single new connection and is thus not streaming-capable.
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(a)
(b)
Figure 5.15: The results for Swiss commuter dataset in Fig. 5.11(a). (a) an example for a
reference network showing major road data of Switzerland (1:200’000). (b) constrained
bundling of commuter paths highlighting the major traffic axis visually as hot spots.
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(a)
(b)
Figure 5.16: Second part of the results for Swiss commuter dataset in Fig. 5.11(a). (c)
A zoom-in view of the highly frequented larger area of Zurich. (d) A perspective view
snapshot including terrain context with edge highlights.
6C H A P T E R
CONCLUSIONS
6.1 Summary
This dissertation presents a framework for geographical data visualization. It is
a software product subsequent to the research efforts in the VMML group over
the past several years and projects in terrain rendering and geographical visualiza-
tion. The GlobeEngine framework provides students and scientific personnel the
ability for faster prototyping of visualization software and it also shows several
algorithmic implementations in a complex geographical application comparable
with industrial products.
One aspect of this thesis is the construction of a terrain rendering engine based
on prior work done in the VMML group. We adapt existing algorithms and build
up a completely new framework adapted to nowadays requirements. In the course
of this adaption, data structures of the RASTeR algorithm have to be updated and
a multipass rendering pipeline is introduced. Also this thesis shows highlights
of new capabilities of the RASTeR terrain rendering system. The terrain render-
ing system has to be seen as an ongoing process of development and refactor-
ing, because it can be the basis for further research in terrain visualization. The
GlobeEngine provides on one hand the flexibility to easily extend and adapt ter-
rain visualizations and on the other hand it offers an existing set of algorithms for
terrain visualizations for state-of-the-art comparisons of future implementations
of terrain algorithms.
The GlobeEngine terrain visualization is also the basis for several contribu-
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tions in this thesis in the field of vector map rendering. Interesting challenges with
vector maps often go hand in hand with a perspective terrain visualization. There-
fore, an existing terrain visualization system is required for comparisons. One
of the contributions of this thesis is a new technique to render large-scale vector
maps on an existing terrain visualization with the pixel accuracy. Furthermore, de-
ferred vector maps allow new customization and interaction possibilities for end
users of the geographical visualization such as vector map blending or interac-
tive advanced vector map styling. This thesis also shows that rendering general
geographic features with post processing methods so called deferred rendering
engines have the potential to replace traditional rendering pipelines and that in the
future customized deferred rendering pipelines will be more important.
The thesis also contributes to the field of visual analytics by providing geo-
graphically relevant graph bundling algorithm. Terrain rendering and vector map
renderings are core elements for the visualization of traffic information and also
a relevant part when applying graph bundling algorithms to traffic data sets. The
thesis shows a new way to implement a graph bundling algorithm based on a
reference network. The method reduces cluttering by bundling graph edges and
guide this streams related to existing traffic information in a perspective 3D scene.
We also implemented a reference algorithm and extended this algorithm in 3D to
compare the algorithms in terms of performance and visual results.
6.2 Future Work
TheGlobeEngine system and the techniques presented in this thesis solve specific
problems within a virtual globe or a general geographic information application.
During the development of this work, new challenges opened up which will be
described in the following paragraphs. The following challenges can be partially
found in [Tho¨ny et al., 2015]:
• Terrain Visualization: It can be said that the geometric part of terrain ren-
dering is a solved problem. Current terrain visualization systems provide
already a variety of algorithms to solve the triangulation and rendering of a
terrain system in a good way. Furthermore, there are approaches for mod-
eling, editing and sculpting of terrains. There is also a variety of software
available for these use cases. However, there are new upcoming use cases
in terrain visualization as the incorporation of point cloud data, uncertainty
visualization on terrains and frameworks for the integration of a full 3D
terrain data structure preserving the positive aspect from 2,5D height fields.
The incorporation of 3D point cloud systems into existing terrain rendering
system will be an important future challenge. 3D scanners, optical sensors
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or LiDAR (Light detection and ranging) devices cause already a huge growth
in available data. A lot of these systems will be used for real-time measure-
ment and registration of objects to make software more intelligent, such as
traffic management systems. It has to be assumed that the data growth goes
on. Thus, terrain visualization systems have to display large amounts of
terrain and point cloud data on embedded hardware as well, e.g. in cars. It
also means that terrain visualization is shifting from 2,5D heightfield ren-
dering to a full 3D problem, because the accumulated point clouds are not
necessarily equal to 2,5D height fields. This will require the use of new
data structures, for example sparse voxel octrees to combine terrain data
and point cloud data in a unified way.
Another direction of research will be the rendering of terrain with volume
based approaches. As already mentioned in Chapter 3, there are methods
for rendering terrain which are based on raycasting algorithms. Raycasting
is mainly used for volume rendering and a very important application are
climate data sets. Obviously, climate data sets are spatially connected to
terrain visualization. This means, a visualization using terrain data and cli-
mate data might have advantages from a unified rendering system only con-
sisting of raycasting algorithms in opposite to a hybrid triangle & raycasting
pipeline. However, it is clear that raycasting algorithms will be restricted to
domain user desktop applications, because the hardware requirements for
mobile and embedded graphics cards are still too exacting.
Furthermore, terrain rendering algorithms are challenged again by planetary
scale rendering and planetary exploration. Terrain visualization data is still
limited to data from Earth and recently from Mars. However, with growing
precision of telescopes, satellite and drones, we will also have the possibility
to explore other planets and asteroids. There are many more objects in our
solar system which we will be able to scan and explore in the near future.
Terrain rendering will be the core tool for the visualization and exploration
of such data.
• Deferred VectorMapsVector map visualizations produce the biggest amount
of information in geographic information systems nowadays. A lot of ap-
plications such as navigation systems and map software already depend on
vector map rendering. Vector maps cause a lot of rendering problems, be-
cause a lot of flexibility inside the visualizations are required. An engine
has to support a variety of visualization strategies to make vector maps a
useful tool for communication. Tools like Mapbox1 try to make the design
1https://www.mapbox.com/
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of vector maps easier. However, this improves the creation of maps but not
the creation of new kinds of visualizations.
The GlobeEngine system will further develop into the topic of large-scale
rendering. In addition to the large-scale line rendering system presented
in Chapter 4, polygon based data sets are an important topic as well as
multiresolution hierarchies for loading parts of data sets. Furthermore, the
technique of deferred screen space vector maps can be improved by per-
spective corrections. Line and polygon data often appear much bigger due
to distortions caused by mapping a 2D shape on a 3D surface with a parallel
projection. With the deferred vector map approach it is possible to correct
these distortions while rendering by adjusting vertices and pixels according
to the line or polygon information.
Furthermore, the GlobeEngine has the goal to support vector maps also as
more complex objects. Terrain visualization can be seen as information vi-
sualization but also as an experience. From an information visualization
perspective, it makes sense to render geographic objects, for example a lake
in a simple form with name and ferry routes. However, from a point of ex-
ploration and experience it would make more sense to present a lake with
a realistic water rendering, animated with waves for example. It makes the
exploration process more interesting but it is highly dependent on the target
user group. However, such visualizations will also need a group of designers
or redactors creating such content and a flexible system to provide function-
ality to integrate this content. Various technical challenges can appear, such
as illumination challenges for abstract representations of housing, farming
ground, lakes and snow cover, comic or illustrative renderings challenges or
physics based simulations such as mud or snow avalanches, weather simu-
lation or wave propagation.
• Graph bundling within perspective 3D: Graph bundling already evolved
to a standard tool for graph visualizations. Usually graphs are abstract forms
of data visualization. When connected to spatial data, graphs can give a lot
of insight into data sets and can visualize spatial connections easily. Traffic
and migration are two current topics which will be able to profit from spatial
graph visualization. An active topic in graph bundling is the search for
quality metrics for graph bundling methods. Until now, the research is user
and application centric, but in the near future, there will be more metrics
coming up to diversify bundling methods better.
From a technical point of view graph bundling is a nice topic to try new
mathematical methods. A future topic to improve the 3D perspective graph
bundling is the usage of an electric field bundling which is repelling bundles
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away from mountains. The force information can be calculated from height
fields and normal vectors. At first sight, bundles would automatically go
around mountains and also obstacles. Another aspect are the bundles them-
selves. The rendering of the bundles in this work is using traditional line
rendering but there are topics to improve the visual quality of lines, such as
illuminated lines or opacity correction of lines.
I am certain, that the topic of large-scale geographic visualization will deliver
a lot of interesting challenges in the future in terms of computational geometry,
rendering algorithms or intelligent systems. However, the most important princi-
ple for visualizations remains the same, namely the questions, what is visualized,
why is it visualized and how is it visualized.
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