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ABSTRACT 
The notion of a transfer function from systems theory serves as an important tool 
in dealing with certain problems in operator and matrix theory. This is illustrated with 
a variety of material taken from existing literature. A striking feature of the results is 
their high degree of explicitness. 
INTRODUCTION 
A transfer function is an operator or matrix function of a complex variable 
X of the form D + C(X - A)-‘& This concept has its origin in systems 
theory and is closely related to that of a realization. The purpose of the paper 
is to substantiate the claim made in the Abstract. The topics that will be 
(briefly) discussed can be read off from the section and subsection headings 
listed below. One of the main sources of inspiration is a general factorization 
principle suggested by the phenomenon of series connection in systems 
theory. It relates factorizations of transfer functions to matching pairs of 
invariant subspaces. The results have a high degree of explicitness. Special 
attention is paid to the finite dimensional (rational) case, but also infinite 
dimensional situations are considered. At the end of the paper some remarks 
are made about exponentially dichotomous operators. These are (generally) 
unbounded operators of a special type that come up naturally in dealing with 
the (nonrational) infinite dimensional case. 
The section and subsection headings are as follows: 
1. Transfer functions and realizations 
2. The realization problem 
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3. Linearization 
4. Inversion of transfer functions and inverse Fourier transforms 
5. The Riemann-Hilbert boundary value problem 
6. The factorization principle 
7. Applications of the factorization principle 
7.1. Minimal factorization 
7.2. Complete factorization 
7.3. Canonical Wiener-Hopf factorization 
7.4. Noncanonical Wiener-Hopf factorization 
7.5. Self-adjoint rational matrix functions 
7.6. Invariant subspaces and characteristic operator functions 
8. Wiener-Hopf equation 
9. Transport equation 
10. Model reduction 
11. Generalizations and recent developments 
11.1. Noninvertible D 
11.2. The infinite dimensional case 
11.3. Exponentially dichotomous operators 
1. TRANSFER FUNCTIONS AND REALIZATIONS 
An expression of the type 
W(X) = D + C(AZ, - A) -‘B (14 
is called a realization. Here A is a complex parameter, W(A) is a bounded 
linear operator on a complex Banach space Y, X is a complex Banach space, 
and A:X+X, B:Y-,X, C:X-+Y, and D:Y+Y are bounded linear 
operators. The symbol Ix stands for the identity operator on X. Sometimes it 
is necessary to specify the subset Q of the resolvent set p(A) of A on which 
(1.1) holds. We then speak of a realization on &?. If X and Y are both finite 
dimensional, then W(X), A, B, C, and D can be identified with matrices. In 
that context the term matrix realization will be used. 
NOTATION. If confusion is impossible, we sometimes write Z instead of 
I,. Also often X - A stands for hZ - A. The n x n identity matrix wilI be 
denoted by I,. 
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To illustrate the connection with systems theory, consider the linear 
dynamical system 
i=Ax+Bu, y=Cx+Du. (1.2) 
Taking Laplace transforms [assuming x(0) = 0] and eliminating the Laplace 
transform 9(x) of x, one obtains 
ij(A)= [D+C(X-A)-‘B]O(h), 
which is a direct relationship between the input u and the output y of the 
system (1.2). In view of this, functions of the form (1.1) are called trun.sjkr 
functions. In operator theory, sometimes the term characteristic operator 
function is used too. 
LITERATURE. PI, WI, WI, [141, [291, 1301, [331, [341, [441, [W, [W, 
1671, [731, [761, [771, [@I, W51, WI. 
2. THE REALIZATION PROBLEM 
If (1.1) is a matrix realization, then by Cramer’s rule W(X) is a rational 
(square) matrix function. Also W(A) is proper (i.e., analytic at co) with 
W(co) = D. Conversely, if W(X) is a proper rational (square) matrix func- 
tion, then W(X) admits a matrix realization (1.1) with D = W( 00). Explicit 
constructions are available in the literature on systems theory. 
In the general (not necessarily finite dimensional) case, the situation is 
more complicated. There the domain Q on which (1.1) holds comes into play. 
Suppose W(X) is a bounded linear operator on a complex Banach space Y 
depending analytically on A in an open subset Q of the complex plane C. 
Then W(X) admits a realization (1.1) on !$ provided one of the following 
conditions is met: 
(a) Sl is a neighborhood of co and W(h) is analytic at co, 
(b) 52 is a bounded subset of 6. 
Again, explicit constructions are available (see [14]). In case (a), the operator 
D in (1.1) is necessarily equal to W( co); in case (b) one can take for D any 
bounded linear operator on Y (for instance Zr). Clearly, analytic operator 
functions always admit a realization locally. 
As a special case from the category (a), consider the situation where Q is 
an unbounded Cauchy domain (cf. [107]), hence a neighborhood of 00. 
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Assume W(A) is analytic on s1, continuous on the closure a of Q and analytic 
at co. Let I’ be the (positively oriented) boundary of Q, and let X be the 
complex Banach space of all Y-valued continuous functions on I endowed 
withthesupremumnorm.DefineA:X+X, B:Y+X,andC:X+Y by 
and put D = W( co). Then 52 is contained in the resolvent set p(A) of A and 
the realization (1.1) holds on 8. The proof is based on Cauchy’s integral 
formula. 
LITERATIJFW. P31, P41, P91, 1441, P71, 
FURTHER READING. [20], [22], [24]. 
[731, [781, [771, WI. 
STANDING ASSUMPTION. In the remainder of this article, we shall always 
work with realizations (1.1) for which D = 1. Partly this is for simplicity of 
exposition, partly because in several applications this situation arises in a 
natural way. 
3. LINEARIZATION 
An old trick in the theory of analytic operator functions is to make a 
reduction to a linear pencil of the form U-T or rather XI - T. One 
approach is modeled after the well-known method of changing a higher order 
differential equation into a system of first order equations by adding new 
variables. It has been used to study operator polynomials and even operator 
power series (see [79], [95], [43], [89]). A second, more sophisticated ap- 
proach involves “linearization by extension” (see [SS]). Here the idea is to 
bring an analytic operator function to a simple form by allowing “extension” 
(i.e., direct sums with identity operators) and analytic equivalence. An 
elementary (but still very informative) result along these lines can be quickly 
obtained from realization (cf. [14]). 
Suppose on an open subset P of the complex plane the operator function 
W(X) is given by W(X) = I, + C(XZ, - A)-‘I?. Here 6? C p(A). For X E 52, 




-6 I XI,-(A-K) ’ 
C 
I Z,+(XZ,-A)-% ’ 




(AZ,-A)-% 1 @Ix-A)-’ ’ WV -C 
I 
_(A&-A)-‘B 1, ’ 
Moreover, 
E(qwb”) JF(“)= [: hlx-(:-BC)]. 
so W(h) and XI, - (A - BC) are (analytically) equivalent after (two sided) 
extension. Obviously, W(X) and XI, - (A - BC) have many properties in 
common: the operator A - BC may be viewed as a “linearization” of W(X). 
As was indicated in Section 2, analytic operator functions admit realiza- 
tions locally. So locally the reduction to a linear pencil of the form X - T 
(spectral theory) is always possible. This can be used to give quick proofs of 
results like Theorem 5.2 of [Q], where necessary and sufficient conditions are 
given in order that the (pointwise) inverse of an analytic operator function 
may exist in a deleted neighborhood of a point X, in the complex plane and 
have a pole at X0 of order p (cf. [lo]). The idea of using equivalence and 
extension for bringing operators in a simple form plays also an important role 
in [16], [18], [21], and [24]. The simplification is again made through the use 
of transfer functions (cf. Section 8 below). 
LITERATURE. 193, WI, [141, WI, [401, WI, [551, WI, 1791, P81, PQI, 
tQO1, [Qll, 1941, t951, [971. 
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FURTHER READING. [31, WI, M [161, W31, [211, P41, WI, P51, [W, 
[691, [701, i721. 
NOTATION. The operator A - BC will play an important role in what 
follows. It will be denoted by Ax. Note that Ax depends not only on A, but 
also on B and C. 
4. INVERSION OF TRANSFER FUNCTIONS AND INVERSE 
FOURIER TRANSFORMS 
Consider the linear dynamical system 
z?=Ax+Bu, y=cx+u. (4.1) 
Interchanging the roles of the input u and output y, one obtains the “inverse 
system” 
g=AXx+By, u= -cx+y. (4.2) 
As one might expect, the transfer functions of (4.1) and (4.2) are each other’s 
inverse (pointwise). The precise and complete result reads as follows. If, for 
X E p(A), the operator W(X) is given by 
W(A)=Z,+C(XZx-A)-‘B, 
then W(X) is invertible if and only if X E p(A x ), and in that case 
This simple observation can be used to give concrete formulas for certain 
inverse Fourier transforms. 
Let kELyXn(- co, a), i.e., let k be an integrable n x n matrix function 
on the real line. Put W(X) = I, - R(x), where 
i(X) = Jrn e’“‘k(t) dt 
-cc 
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is the Fourier transform of k, and suppose det W(X) does not vanish on the 
real line. Then, according to a well-known theorem of N. Wiener (see [46, 
Section 17]), there exists kX E I!,?~“( - co, co) such that 
W(X)-l=Z,-kx(X)=Zn-/m eixtkx(t)dt. 
-00 
Assume now that W(A) is rational. Since W(X) has no poles on the real line 
and W( co) = I, (Riemann-Lebesgue), W(X) admits a matrix realization W(X) 
= I, + C(XZ, - A)-‘B, where A has no real eigenvalues. But then the 
invertibility condition on W(X) is equivalent to the requirement that AX 
have no real eigenvalues either, and W(X)- ’ has the realization W(h)- ’ = 
I, - C(XZ, - AX)-‘B. In terms of kX this means that 
kx(t) = 
i 
ice-'tAxpx~, t co, 
- iCeeitAX( I, - Px )B, t > 0, 
(4.3) 
where Px is the spectral projection corresponding to the eigenvalues of A x 
located in the (open) upper half plane. 
Expressions of the type (4.3) are the (time domain) counterparts of 
realizations and are called (spectral) exponential representations. They play 
an important role in [15], [16], [18], and [24]. The presence of epitAxPx and 
eeitAX(Zm - Px ) suggests a more general notion involving exponentially 
decaying Ce-semigroups. In [20] and [22] this idea is worked out and used to 
study the nonrational case (see also Section 11.3 below). 
LITERATURE. 1141, WI, WI, WI, 1671. 
5. THE RIEMANN-HILBERT BOUNDARY VALUE PROBLEM 
When the rational n x n matrix function W(X) is given by the matrix 
realization W(X) = I, + C(hZ, - A)-‘B, then W(x)C(xZ, - Ax)-’ = 
C( XI, - A) _ ‘. Evaluation at r E Q= m yields 
W(X)C(XZ,- AX) -lx = C(AZ, - A) -lx. (5.1) 
This identity can be used to analyze the Riemann-HiIbert boundary value 
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problem 
ww+(~) =@-(a AEI-. (5.2) 
For the case when the contour I is the (extended) real line, the details are as 
follows. 
Suppose A and A x have no real eigenvalues. In other words, W(X) has 
no poles on the real line and det W(h) does not vanish for real h. Let P and 
Px be the spectral projections corresponding to the eigenvalues located in the 
(open) upper half plane of A and AX, respectively. Put M = Im P and 
MX = KerPX. If x E M n MX, then Q+(X) = C(XZ, - AX))‘x is analytic in 
the open upper half plane, is continuous in the closed upper half plane, and 
vanishes at co. Analogously @_(A) = C( XI - A)- ‘r is analytic in the open 
lower half plane, is continuous in the closed lower half plane, and vanishes at 
co. Also it is obvious from (5.1) that (5.2) holds (on the real line). This means 
that the pair (Q, +, @ _ ) is a solution of the Riemann-Hilbert boundary value 
problem (5.2). Letting r range through M n MX, one obtains all solutions of 
(5.2). Also, different vectors x E M n MX correspond to different solutions 
(@ +, Q, _ ). For generalizations to the nonrational case, see [18] and [21]. 
LITERATURE. [18], [21]. 
BACKGROUND MATERIAL. [57], [93], [96], [98]. 
6. THE FACTORIZATION PRINCIPLE 
Suppose the operator functions W,(A) and W,(h) are given by 
and put W(X) = W,(X)W,(A). Then 
W(X)=Z,+C(XZ,-A)-%, X E p(A,)n p(A,) = p(A), 
where X = X,@X, and 
A= [2 y], B= [;;I, c= [Cl Cz]: 
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The systems theoretical background of this “product rule” is series connec- 
tion or cascade synthesis (cf., e.g., [86]). 
Observe that X, is an invariant subspace for A, and X, is one for A ‘. 
The latter is clear from 
So X is the direct sum of an invariant subspace for A and an invariant 
subspace for AX. Further analysis leads to the following counterpart of the 
product rule. 
FACTORIZATION PRINCIPLE. Let 
W(X) = I, + C(hZ, - A) -b, X E p(A)> 
let M be an invariant subspace for A, let MX be an invariant subspace for 
A x, and suppose X = M@ MX (“matching”). Put 
where If 
W,(A)=Z,+C(XZ,-A)-l(Z,-II)B, X E p(A)> 
W,(X) = I, + Cn@Z, - A) -k, h E p(A), 
is the projection of X onto MX along M. Then 
W(X) =Wr(+UQ~ X E p(A). 
This factorization principle first appeared in [23] and [14]. Earlier, less 
general, versions may be found in [29], [33], [82], [103], and [106]. 
The factorization principle can be used to construct factorizations of 
operator or matrix functions having prescribed special features. Options that 
are available in this context are 
(a) the choice of the realization of W(A), 
@I) the choice of the matching invariant subspaces M and MX. 
Applications will be discussed in the next section. 
LITERATURE. P41, 1231, WI, [331, P71, [821> W31, [KC W71. 
FURTHER READING. [41, WI, [121, 1371, WI, WI. 
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7. APPLICATIONS OF THE FACTORIZATION PRINCIPLE 
7.1. Minimal Factorization 
H. BART 
Let W(h) be a proper rational n X n matrix function with W(co) = I,. 
The smallest possible nonnegative integer m for which W(A) admits a 
(matrix) realization 
W(X) = I, + C(AZ, - A) -lB (7.1) 
(so with the size of A equal to m X m) is called the McMillan degree of 
W(X) and denoted by 6(W). It is equal to the total number of poles of W(X) 
counted according to pole multiplicity. The latter notion is defined as follows. 
If X, is a pole of W(A), the pole multiplicity ( or local degree) of A, is the 
rank of the block Toeplitz matrix 
0 
1: iI 
where (A - A,)-‘W_, + . 
Laurent expansion of W(X ) 
The realization (7.1) is S 
w-, w-2 I . > 
0 . . . 0 we-, .I 
1 +(A - X,,-pW_p is the principal part of the 
at X,. 
aid to be minimal if m = 6(W). An equivalent 
requirement is that the realization is both observable and controllable in the 
sense of systems theory. By the well-known state space isomorphism theorem, 
minimal realizations are essentially unique: If (8.1) is a minimal realization of 
W(A), then all possible minimal realizations of W(h) can be obtained by 
replacing A, B, and C with (respectively) S’AS, S’S, and CS, where S is 
any invertible m X m matrix. (For a discussion of minimality in a more 
general setting, see [50]-[54] and [84].) 
From the product rule discussed in Section 6 it is clear that the McMillan 
degree enjoys a sublogarithmic property: If W(h) = W,( A)W,( X), then 6(W) 
< 6(W,)+ @W,). I n network theory one is interested in factorizations for 
which equality holds (no “pole zero cancellations”). Such factorizations are 
called minimal. 
The factorization principle can be used to describe all possible minimal 
factorizations of a given proper rational matrix function W(A) [with W(m) 
equal to Z or at least invertible]. The situation is as follows (see [14] and [23]). 
If (7.1) is a minimal realization, then there is a on&o-one correspondence 
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between all possible minimal factorizations of W(X) and all possible pairs of 
subspaces M, MX with 
AMcM, AXMXcMX, C”=M@MX, (7.2) 
and given such a pair, the factors of the associated minimal factorization are 
as described in the factorization principle. [Here no distinction is made 
between the factorizations W(h) = W,(h)W,(X) and W(h) = W,(A)T. 
T- iW,( X).] 
The problem of how to compute minimal factorizations in practice (using 
the above result) has been discussed in [23]. The accuracy of the method 
presented there depends on the minimal angle between the invariant sub- 
spaces M and MX (small angles are bad). Related questions concerning 
stability and perturbation problems are analyzed in [14]. In this context the 
notion of a stable invariant subspace (of a matrix) plays an essential role (see 
1131, P41, and [351). 
The result about minimal factorization formulated in the third paragraph 
of this subsection implicitly gives a criterion for irreducibility. We call W(X) 
irreducible if W(X) does not admit a nontrivial minimal factorization. If (7.1) 
is a minimal realization, then W(X) is irreducible if and only if the only pairs 
of subspaces satisfying (7.2) are (0) Cm and Q= m, (0). For example, let m be a 
positive integer and write 
W(X) = [; q. 
The McMillan degree of W(h) is equal to the pole multiplicity of the origin 
as a pole of W(A), that is, m. Define the m X m matrix A, the m X 2 matrix 
B, and the 2 x m matrix C by 
1 9 B= 
Cc 1 0 ..* 
[ 







Then W(X) = I + C( X - A) - ‘B is a minimal realization. Clearly BC = 0, and 
so Ax = A. Since the nilpotent Jordan block A is unicellular, it follows that 
W(A) is irreducible (regardless of how big one takes m). 
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LITERATURE. [ 131, 
FURTHER READING. 
H. BART 
P41, [-=I> [351, [381, P71. 
PI, [41, [371, [381, [391, [421, 1501, [511, 1521, 1531, 
WI, WI, [loOI, [loll, [W, [l@Y, [W, [W. 
BACKGROUND MATERIAL. PI, PI, [481, [731, [761, [771. 
7.2. Complete Factorization 
Suppose the rational n X n matrix function W(A) is given by (7.1), and 
assume that A or A ’ is a diagonable matrix. Then W(A) admits a factoriza- 
tion of the form 
where X1,...,Xm are the eigenvalues of A (counted according to multiplicity) 
and RI,..., R, are n x n matrices of rank at most one. If, in addition, the 
realization (7.1) is minimal, then all the matrices R,, . . . , R, have precisely 
rank one, X1,..., X, are the poles of W(X) counted according to pole 
multiplicity, and the factorization (7.3) is minimal. In general, such “com- 
plete factorizations” are not unique, and the order in which the poles 
x l,. . . , A, appear may vary. On the other hand, examples can be constructed 
in which the poles can appear in one (or some) specific order(s) only. 
The proof of the result described above may be found in [14]. It is based 
on a repeated application of the factorization principle and the following 
simple observation about matrices, which is interesting in its own right. 
Suppose M and N are m x m matrices, M diagonable and N arbitrary. Then 
there exists an invertible m x m matrix S such that S-‘MS is an upper 
triangular and S-‘NS is a lower triangular matrix. 
LITERATURE. D41, [3% Pw 
7.3. Canonical Wiener-Hopf Factorization 
Consider the rational n X n matrix function given by the matrix realiza- 
tion (7.1). Suppose A has no eigenvalues on a given contour in the Remann 
sphere, for definiteness the (extended) real line, say. Also assume that 
det W(A) does not vanish on the real line or, equivalently, A ’ has no real 
eigenvalues. Let M and MX be the spectral subspaces corresponding to the 
eigenvalues of A and AX located in the upper and lower half plane, 
TRANSFER FUNCTIONS AND OPERATOR THEORY 45 
respectively. Then AM c M and A ’ Mx c M x. If C m = M @ Mx (matching), 
one can apply the factorization principle to get a factorization 
W(X) = W_(A)W+(X) (7.4) 
with rational factors W_(X) and W+(A). In view of the special choice of M 
and MX, these factors have the following properties: W_(X) has no poles and 
takes invertible values in the closed lower half plane (including the point co), 
and W+(X) has no poles and takes invertible values in the closed upper half 
plane (including co). Thus the factorization (7.4) obtained in this way is a 
so-called (right) carwnical Wiener-Hopf factorization of W(X) with respect 
to the real line. 
Further analysis leads to the following result (see [14]). Suppose W(X) is 
given by the matrix realization (7.1), where A has no eigenvalues on the real 
line. Then W(X) admits a canonical Wiener-Hopf factorization (with respect 
to the real line) if and only if 
(1) Ax has no real eigenvalues [i.e. det W(X) does not vanish on the real 
line], 
(2) C * = Me MX, where M and MX are the spectral subspaces intro- 
duced above. 
In that case, the Wiener-Hopf factors W_(X) and W+(X) are given by 
W_(X)=Z,+C(AZ,-A)-‘(Z/II)& 
W+(X) = I, + CII(AZ, - A) -lB, 
and their inverses by 
W-(X> -’ =I,-C(Z,-II)(XZ,-AX)-%, 
W+(h)-‘=I,-C(hZ,-AX)-‘IIB, 
where Il is the projection of C m onto M x along M. 
An analogous theorem holds of course for left canonical Wiener-Hopf 
factorization. For a generalization to the nonrational case, see [17], [19], and 
1221. 
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LITERATURE. P41, [171, PI, WI, P71. 
FURTHER READING. [102]. 
BACKGROUND MATERIAL. WI, WI, [571, [5% [W, WI. 
7.4. Noncanonical Wiener-Hopf Factorization 
Every rational n X n matrix function whose determinant does not vanish 
on a given contour in the Biemann sphere admits a possibly noncanonical 
Wiener-Hopf factorization with respect to that contour. The difference 
between canonical and (possibly) noncanonical Wiener-Hopf factorization is 
that in the latter there is an additional “middle term” between the factors 
W_(X) and W+(h): 
W(X) = W_(A)D(X)W+(X). (7.5) 
This “middle term” is of a special kind. In the case (considered here) when 
the contour is the (extended) real line, it is a diagonal n x n matrix function 
of the form 
with pi < Ks < . . * < K,. The integers K~,..., K, are unique [the factors 
W_(A), W+(X) are not], and they are called the factorization indices. Of 
course, canonical Wiener-Hopf factorization corresponds to the situation 
where alI these factorization indices happen to be zero. Except for special 
cases, the traditional methods (algorithms) for finding Wiener-Hopf factoriza- 
tions (see, for instance, [36]) do not yield explicit formulas. 
Assume W(A) has the matrix realization (7.1), and suppose A and Ax 
have no real eigenvalues. Then one can construct a Wiener-Hopf factorization 
of W(X) in terms of A, B, C and the spectral subspaces M and MX 
introduced in Section 7.3. The construction is based on a detailed analysis of 
M n MX and Q= “‘/(M + MX ) and provides explicit formulas for the factors 
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and (Ye is the number of nonnegative integers p such that 
MnMXnKerCnKerCAn e.1 nKerCAP-’ 
dim 
MnMXnKerCnKerCAn 0.. nKerCAP 
>k, 
then - (~i,. . . , - at are the (strictly) negative factorization indices of W(h). 
There is an analogous description of the positive factorization indices involv- 
ing the subspaces M + Mx + Im B + Im AB + - . . + Im AqB. For details and 
infinite dimensional generalizations, see [ 171 and [ 191. 
LITERATURE. P71, 1191, [361, [671. 
FURTHER READING. [71], [loll. 
BACKGROUND MATERIAL. [49], [57], [59], [98]. 
7.5. Self-Adjoint Rational Matrix Functions 
_A rational n X n matrix function W(X) is called self&joint if W(X) = 
W(X)*. Minimal factorization of such matrix functions having various sym- 
metry properties can be studied in great detail with the help of the factoriza- 
tion principle (see [NO] and [loll). An important tool in this context is the 
theory of finite dimensional indefinite inner product spaces as presented by I. 
Gohberg, P. Lancaster and L. Rodman in [61]. The reason for this lies in the 
following observation (see [28] and [45]). Suppose (7.1) is a minimal reahza- 
tion of the self-adjoint matrix function W(h). Then W(h) = I, + B*(XZ, - 
A*)C* is a minimal realization too. By the state space isomorphism theorem 
there exists a unique invertible m X m matrix H such that A* = ZZAH- l, 
C * = HB, and B* = CH-‘. Taking adjoints and using the uniqueness of H, 
one sees that H is self-adjoint. The matrices A and AX are self-adjoint with 
respect to the indefinite inner product induced by H. 
The existence of (nontrivial) minimal factorizations can be established 
here by showing that there is “automatic matching” between certain maxi- 
mal invariant subspaces satisfying a positivity condition. Also, a symmetric 
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version of Wiener-Hopf factorization, sometimes called Nikolaicuk-Spitkovski 
factorization, can be constructed explicitly. For details, see [loll and [71]. 
LITERATURE. LW, [451, [611, 1711, WI, WI, WI. 
7.6. Invariant Subspaces and Characteristic Operator Functions 
In the finite dimensional context of Subsection 7.1, there is a one-to-one 
correspondence between pairs of matching invariant subspaces (of matrices) 
and minimal factorizations [of rational matrix functions of the form (7.1)]. 
There do exist infinite dimensional versions of this result, particularly in the 
theories of characteristic operator functions as developed in [29], [33], [34], 
and [106]. We shall give some details concerning the Livsic-Brodskii theory 
[29] and discuss an application to the Volterra integral operator on L,[O, 11. 
The Livsic-Brodskii characteristic operator function has the form 
W(A)=Zr+2iB*(XZx-A)-‘B, (7.6) 
where X and Y are complex Hilbert spaces, B* is the adjoint of B, and BB* 
is the imaginary part of A. For such functions one can introduce a notion of 
“regular factorization” that generalizes that of a minimal factorization (see 
[29, Section 1.51; cf. also [14, Section 4.31). Observe that Ax = A - 2iBX B = 
A* and so, for a given invariant subspace M of A, one has “automatic 
matching” with the invariant subspace MX = M L of Ax = A*. Suppose the 
realization (7.6) is minimal in the sense that Im B + Im AB + Im A2B + * - . is 
dense in X. Then there is a one&-one correspondence between the invariant 
subspaces of A and the regular factorizations of W(h). The proof of this uses 
an infinite dimensional version of the state space isomorphism theorem [29, 
Theorem 3.21. 
As an application, we sketch the proof given in [25] of the well-known 
fact that the Volterra integral operator V on L,[O, 11, 
is unicellular (see also [31] and [32]). One can “imbed” V, or rather A = iv, 
in a realization of the type discussed in the preceding paragraph by letting B 
be the operator from C into L,[O, l] that assigns to z E C the constant 
function with value z/a. The “characteristic function” of A, that is, the 
(scalar) function defined by (7.6), is then ei/‘. With the help of an integral 
representation theorem for nonnegative harmonic functions, it can be shown 
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that the regular factorizations of this characteristic function are of the form 
ei/h = e i(l-n)/heiu/h with 0 < (Y Q 1. This corresponds to the fact that M is 
an invariant subspace of V if and only if there exists (Y E [0, l] with 
M= {f~ L,[O,l](f=Oa.e. on [O,OL]}. 
The unicellularity of V (that is, the total ordering of its lattice of invariant 
subspaces) is now obvious. A different proof, based on Titchmarsh’s theorem 
on convolutions, may be found in [74]. See also [75] and the references given 
there. 
LITERATURE. P41, P51, tW, 1311, 1321, [331, [341, P71, [741, [751, W51, 
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8. WIENER-HOPF EQUATIONS 
Realizations [and their time domain counterparts, (spectral) exponential 
representations] are useful tools in dealing with various classes of integral 
equations and their discrete analogues. We shall illustrate this here for the 
(vector valued) Wiener-Hopf integral equation. Details and material about 
other equations (singular integral equations, block Toeplitz equations, con- 
volution equations on .a finite interval, etc.), may be found in [14], [15], [16], 
and [18]. 
Consider the (vector valued) Wiener-Hopf integral equation 
03.1) 
with kELyX”(- oo,oo) and f, + E L”,[O,co). Here n and p are fixed, 
1 Q p G co. The symbol of (8.1) is the n X n matrix function W(h) = I, - 
i(X), where l(h) denotes the Fourier transform of k (cf. Section 4). We say 
that (8.1) is uniquely solvable [in L”,[O, co)] if for every f in Li[O, 00) the 
equation (8.1) has a unique solution + in LG[O, 00). This means that the 
integral operator Z - K on L”,[O, ~0) associated with (8.1) is invertible. 
From [571 it is known that (8.1) is uniquely solvable if and only if the 
symbol W(h) admits a (right) canonical Wiener-Hopf factorization (with 
respect to the real line). Also, in that case, the solution of (8.1) can be 
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described in terms of the Wiener-Hopf factors of W(h). In general, however, 
the results obtained in this way are not very explicit. 
Assume now that W(X) is rational, and let W(X) = I, + C(XZ, - A)-‘B 
be a matrix realization such that A has no real eigenvalues (cf. Section 4). 
Combining the results of [57] with those outlined in Subsection 7.3., one gets 
that (8.1) is uniquely solvable if and only if 
(1) A x has no real eigenvalues [i.e., det W(X) does not vanish on the real 
line], 
(2) 6” = M@MX. 
Here (as in Section 7.3) M and MX are the spectral subspaces corresponding 
to the eigenvalues of A and AX located in the upper and lower half plane, 
respectively. Also, under these circumstances, the unique solution of (8.1) is 
given by 
Yh 4 = 
i 
s<t, 
s > t, 
where II is the projection of C” onto MX along M. 
Unique solvability of (8.1), in other words invertibility of the operator 
Z - K associated with (8.1), is of course a very special situation. It is known 
from [57] that Z - K is a Fredholm operator if and only if det W(A) does not 
vanish on the real line [i.e., (1) is satisfied]. In principle, the result on 
noncanonical Wiener-Hopf factorization alluded to in Subsection 7.4 (to- 
gether with those of [57]) can then be used to obtain a detailed Fredholm 
theory for Z - K. There are, however, more efficient ways of achieving this. 
We have in mind the coupling method presented in [18] and the reduction to 
linear systems with appropriate boundary conditions described in [ 151. 
Assume that (1) is satisfied and introduce the operator Jx = Px 1 M: M + 
Im Px. Here M is as above, and Px is the spectral projection corresponding 
to the eigenvalues of A x lying in the upper half plane. Applying the coupling 
method, one proves that Jx and I - K are “matricially coupled,” i.e., they 
satisfy a “coupling relation” of the type 
[ 
z;K :I-‘=[: ;x]. 
This implies (cf. [18, Section 1.11) that Z - K and Zx are equivalent after (two 
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sided) extension with suitable identity operators (see also [24]). But then the 
Fredhohn properties of Z - K and Jx are the same. It follows, for instance, 
that dimKer(Z - K) = dim(M n MX) and codimIm(Z - K) = codim(M + 
MX ). 
So much for the coupling method. The reduction to linear systems (see 
[15]) is based on the observation that in the situation considered here, (8.1) is 
equivalent to the linear system 
a(t)= -iAXx(t)+iBj-(t), +(t)=C~(t)+f(t), i! >O, (8.2) 
with boundary condition 
x(O) E M. (8.3) 
In other words, the integral operator I - K associated with (8.1) appears as 
the “transfer operator” of the time-invariant linear system (8.2) with boundary 
condition (8.3). For a systematic study of transfer operators of possibly 
time-varying systems with well-posed boundary conditions, see [50]. 
In the preceding paragraphs it was assumed that the symbol W(X) is 
rational. This was done for simplicity; the restriction is not essential. Allowing 
for infinite dimensional realizations (with bounded operators), everything 
works for symbols that are analytic in a neighborhood of the extended real 
line (see [18] and [24]). An even more general situation, involving symbols 
that are analytic in a strip around the real line (but not necessarily at co), is 
treated in [21]. Here unbounded operators of a special type enter the picture 
(cf. Section 11.3 below). 
LITERATURE. D41, D51, [161, [W, [2111 [241, [501, [571, 1671. 
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9. TRANSPORT THEORY 
WI, [491, [591, [fW> [=I, P61, WI W41, WI. 
Under certain assumptions the neutron (energy) transport equation 
+@(x, d 
P ax 
+ \k(x, p) = J_:Lk(p, N)‘k(x, El’) +‘, x20, (9.1) 
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can be reduced to a Wiener-Hopf integral equation with an operator valued 
kernel (cf. [41], [14], [91]). This equation can then be solved by constructing 
a canonical Wiener-Hopf factorization of its (operator valued) symbol. Here 
again the factorization principle comes into play, and the problem is reduced 
to the question whether or not two specific spectral subspaces of two given 
self-adjoint operators match. One of these operators is the multiplication 
operator T on L,[ - 1, 11, which is selfadjoint in the standard inner product 
on L,[ - 1, 11; the other is a compact perturbation of T, which turns out to 
be self-adjoint with respect to an equivalent inner product. In the situation 
considered in [14, Chapter 61 the two spectral subspaces indeed match. This 
was proved by R. J. Hangelbroek and C. G. Lekkerkerker ([63], [64]; see also 
[78]) in connection with another method for solving the transport equation. 
More general circumstances in which the same type of matching occurs have 
been described by C. van der Mee ([91], [92]; see also [80], [Sl]). A nontrivial 
technical complication in the present context is that the factorization contour 
(here the imaginary axis) does not split the spectra of the operators involved 
(cf. Section 11.3 below). 
LITERATURE. 1141, [411, [631, WI, [WI, [781> WI, WI, Pll, [=!I. 
10. MODEL REDUCTION 
The model reduction problem, which comes up in many engineering 
applications, is that of approximating a stable rational matrix function by one 
with smaller McMillan degree. Approximation is taken here in the Hankel 
norm sense. A more precise formulation reads as follows. Let G(h) be a 
stable rational matrix function of McMillan degree m. Here stable means that 
all poles of G(X) are in the open left half plane. Fix a positive real number cr 
and a natural number k, k < m. What one needs is: 
(i) a description of all rational matrix functions G(h)+ F(X), where 
G(X) is rational with McMillan degree k, F(h) is anticausal (i.e., analytic 
and bounded on the closed left half plane), and 
sup IlG(it)-e(it)-F(it)II~~; 
--00<tKm 
(ii) necessary and sufficient conditions in order that such functions exist. 
This problem and generalizations of it have been a central issue in several 
articles (cf. [l], [5], [6], [7], [47], [85]). It was K. Glover [47] who in this 
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context used the notion of realization for the first time, thereby obtaining the 
most explicit results. 
An alternative way of getting some of Glover’s main results has been 
described by J. A. Ball and A. C. M. Ran. They use ideas of J. A. Ball and 
J. W. Helton [5] t o reduce the model reduction problem to a Wiener-Hopf 
factorization problem of the following type: Given a left canonical Wiener- 
Hopf factorization W(X) = V, (X)V_ (X), find necessary and sufficient condi- 
tions for the existence of a right canonical Wiener-Hopf factorization W(X) = 
W_(X)W+(A), and give explicit formulas for the factors W+(A) and W_(h) 
in terms of the matrices appearing in realizations of V_(X) and V+(X). The 
solution of Ball and Ran [6, 71 is based on the factorization principle and 
actually uses the material described in Section 7.3. A more general version of 
the problem involving the Nikolaicuk-Spitkovski factorization (cf. Section 7.5) 
will be treated by Ball and Ran in a forthcoming publication. 
Lrrz~~un~. [I], [5], [61, [7], [47], 1851. 
11. GENERALIZATIONS AND RECENT DEVELOPMENTS 
11.1. Noninvertible D 
The “standing assumption” in Section 2, holding that in the realization 
(1.1) the identity operator (or matrix) is always taken for D, was made partly 
for simplicity of exposition, partly because in some applications this situation 
arises in a natural way (Wiener-Hopf equations, inverse Fourier transforms). 
The situation when D is not the identity operator (or matrix) but still 
invertible does not differ essentially from the case D = I. Considerable new 
difficulties arise when the invertibility condition is dropped. Matrix realiza- 
tions (1.1) where D is noninvertible, or even nonsquare, have been investi- 
gated by N. Cohen [37] and P. Van Dooren [llO]. 
The extreme case D = 0 comes up naturally in the theory of operator and 
matrix polynomials. Indeed, the inverse of a manic operator or matrix 
polynomial is of the form C(X - A)-‘& where A, B, and C are subject to 
additional conditions. This fact plays an important role in the theory of 
operator or matrix polynomials as developed by I. Gohberg, P. Lancaster, and 
L. Rodman (see [60] and the references given there). 
LITERATURE. [III, WI, J371, w% WI. 
11.2. The infinite Dimensional Case 
In Sections 2 and 3, the realization problem and linearization were 
discussed in a general, possibly infinite dimensional, context. Also we saw in 
Section 7.6 that certain aspects of minimal factorization have analogues in an 
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infinite dimensional Hilbert space setting. Transport theory (Section 9) is 
situated in an infinite dimensional context too. Finally we note that much of 
the material concerning matrix realizations presented above allows for a 
generalization to the (nonrational) operator valued case. 
For example, let W(X) be an operator function having a realization 
W(X) = I, + C(AZ, - A)-‘B, where A, B, and C are bounded linear oper- 
ators and A has no spectrum on the real line. Such a realization exists if and 
only if W(h) is analytic on a neighborhood of the extended real line (cf. 
Section 2). It turns out (see [ 171, [19]) that W(X) admits a Wiener-Hopf 
factorization with respect to the real line (infinite dimensional version) if and 
only if 
(1) A x has no spectrum on the real line [i.e., W(X) is invertible for all 
real X], 
(2) dim(MnMX)<cqdim(X/(M+MX))<oo, 
where M and MX are the spectral subspaces corresponding to the parts of 
the spectra of A and AX lying in the open upper half plane. In other words, 
M = Im P and MX = KerPX, where P and Px are the appropriate Riesz 
projections of A and AX, respectively. Just as was indicated in Sections 7.3 
and 7.4 for the rational case, explicit expressions for the Wiener-Hopf factors 
and the factorization indices can be given. Canonical Wiener-Hopf factoriza- 
tion occurs if and only if the spectral subspaces M and MX match, i.e., 
X = M@MX. 
LITERATURE. 1141, [I5], W-31, p71, WC [191> v41, P71. 
11.3. Exponentially Dichotomozls Operators 
Until now all operators have been supposed to be bounded. However, 
extending the original notion defined in Section 1, one can also consider 
realizations 
W(h)=Z,+C(XZ,-A)-‘B (11.1) 
involving unbounded linear operators. This introduces considerable technical 
difficulties. For instance, in studying Wiener-Hopf factorizations, one 
encounters spectral splitting problems due to the presence of CO in the 
extended spectrum of an unbounded operator. 
At the moment a satisfactory theory is available for the case when Y is 
finite dimensional, B and C are bounded, and - iA is an exponentially 
dichotomous operator, The latter means that - iA is the direct sum of two 
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(possibly unbounded) operators S + and S_ such that S, and -S- are 
infinitesimal generators of exponentially decaying Co-semigroups. The projec- 
tion associated with the direct sum decomposition is unique and is called the 
separating projection for - iA. This terminology originates from the fact that 
the imaginary axis splits the finite spectrum of - iA. In general, though, the 
extended imaginary axis does not split the extended spectrum of - iA. 
Basic for dealing with realizations of the type described above is the 
following lemma (see [20], [22]). Suppose W( h) is given by( Il. 1)with Y finite 
dimensional, B and C bounded, and - iA exponentially dichotomous. Then 
the following statements are equivalent: 
(i) detW(X)#O, h~lR, 
(ii) AX has no (finite) real spectnun, 
(iii) - iA x is exponentially dichotomous. 
The equivalence of (i) and (ii) is straightforward (cf. Section 4) and it is also 
trivial that (iii) implies (ii). The difficulty is in proving that (iii) is a 
consequence of (i). Indeed, one has to find a separating projection for - iA x, 
and this involves the spectral splitting of a possibly connected extended 
spectrum. 
One final remark. The time domain counterparts of the realizations 
considered here are the (spectral) exponential representations involving Co- 
semigroups alluded to at the end of Section 4. 
LITERATURE. POI, WI, WI, P71. 
The paper consists of expanded notes for two talks given at the lnterna- 
tionul Symposium on Operator Theoy held in Athens (Greece), 26-31 
August 1985. The material has been taken j%nn existing literature. Much of it 
is joint work with I. Gohberg and M. A. Kaashoek. It is a pleasure to thank 
A. C. M. Ran for his important share in the writing of Section 10 on model 
reduction. 
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