Abstract. It would be valuable to use metrics to identify the fault-proneness of software modules. However, few research works are on how to select appropriate metrics for fault-proneness prediction currently. We conduct a large-scale comparative experiment of nine different software metrics reduction methods over eleven public-domain data sets from the NASA metrics data repository. The Naive Bayes data miner, with a log-filtering preprocessor on the numeric data, is utilized to construct the prediction model. Comparisons are based on the analysis of variance. Our conclusion is that, reduction methods of software metrics are important to build adaptable and robust software faultproneness prediction models. Given our results on Naive Bayes and logfiltering, discrete wavelet transformation outperforms other reduction methods, and correlation-based feature selection with genetic search algorithm and information gain can also obtain better predicted performance.
Introduction
Software fault static prediction technologies are defined as the methods which predict the amount or distribution of the software faults based on the software metrics [1] . In general, it aims at answering one or several of the following questions [2] : 1) Which metrics that are easy to be collected are good fault predictors? 2) Which models, quantitative, qualitative, hybrid, etc., should be used for fault prediction? 3) How accurate are those models? Software metric is a measure of some property of a piece of software or its specifications. It is very common nowadays for an organization to maintain several software metrics repositories for each undertaken project [3] . The metrics which are appropriate for predicting software fault-proneness have product and process categories [4] . The datasets comes from the NASA Metrics Data (MDP) repository involves more than 40 method-level metrics, and 8 class-level metrics [5] . Menzies proposed that mining static code attributes to learn fault predictors was useful, but he suggested not seeking "best" subsets of static code attributes, and building fault predictors using all available attributes metrics, followed by finding the most appropriate particular subset for a particular domain [6] . It is evident that the set of metrics should be reduced to the minimum set of representative parameters in order to avoid metrics which are not useful in the analysis or which introduce noise in the evaluation of data [7] . We organize a large-scale comparative experiment of nine different software metrics reduction methods over eleven public-domain data sets from the NASA MDP. We utilize Naive Bayes data miner with a log-filtering preprocessor on the numeric data to construct the prediction model [6] . Comparisons are based on the analysis of variance (ANOVA), which is a statistical technique of examining whether independent groups or populations are significantly different from one another. In our study, the one-way ANOVA is selected to analyze the performances of nine reduction methods of metrics.
Related Work
Since some independent variables might be highly correlated, i.e. multicollinearity, and serious multicollinearity problem will affect the stability of the results of regression analysis. Some methods are proposed to overcome the multicollinearity problem. Nagappan utilized principal component analysis (PCA) to reduce the software metrics [8] . Shatnawi analyzed the multicollinearity through three tests [9] : the Spearman correlation analysis, the Variance inflation factor (VIF) analysis, and the condition number analysis (use 30 as the cutoff value). The Spearman correlation in the metrics group was calculated first. After the high correlations were noted, they calculated the condition number and the VIFs for the group. If the condition number was greater than 30, the metrics that had the highest VIF value was dropped, and the condition number was recalculated; this process continued until the condition number was below 30; the remaining metrics were candidates to enter the MLR models. A correlation-based feature selection technique (CFS) was applied to down-select the best predictors out of the 21 independent variables in the datasets [10] . This involves searching through all possible combinations of variables in the dataset to find which subset of variables works best for prediction.
Olague utilized simple correlation calculation to ascertain whether the currently available metrics can predict the initial quality of a software system [11] . Zhou utilized univariate regression analysis to examine the effect of each metric separately, identifying the metrics which are significantly related to fault-proneness of classes and identifying potential fault-proneness predictors to be used in multivariate analysis [12] . Vandecruys went through an input selection procedure using a 2 χ -based filter [13] . First, the observed frequencies of all possible combinations of values for class and variable are measured. Based on this, the theoretical frequencies, assuming complete independence between the variable and the class, are calculated. The hypothesis of equal odds provides a 2 χ test statistic; higher values allow one to reject the null hypothesis of equal odds more confidently; hence, these values allow one to rank the variables according to predictive power.
Menzies ranked the attributes using the information gain [6] . If A is a metric and C is the class, n(c) is the examples amount of every class,
and p(c/a) is the probability of the metric a belongs to class c. Eq.1 gives the entropy of the class before and after observing the metric.
Each metric A i is assigned a score based on the information gain between itself and the class:
Proposed Methods
In this section, we introduce the data reduction techniques firstly, which include nine data reduction methods. The Naive Bayes data miner, with a log-filtering preprocessor on the numeric data, is utilized to construct the prediction model. Finally, we describe our model evaluation criteria and the analysis of variance.
Data Reduction Techniques
Feature extraction and feature selection are two different approaches for the reduction of dimensionality. Feature extraction involves linear or nonlinear transformation from the original feature space to a new one of lower dimensionality. Although it does reduce the dimensionality of the vectors fed to the classifier, the number of features that must be measured remains the same. Feature selection, on the other hand, directly reduces the number of original features by selecting a subset of them that still retains sufficient information for classification. In general, feature selection approaches can be grouped into two categories: filter methods and wrapper methods [14] . Acquiring no feedback from classifiers, the filter methods estimate the classification performance by some indirect assessments, such as distance measures which reflect how well the classes separate from each other. The wrapper methods, on the contrary, are classifier-dependent. Based on the classification accuracy, the methods evaluate the "goodness" of the selected feature subset directly, which should intuitively yield better performance. In spite of the good performance, the wrapper methods have limited applications due to the high computational complexity involved. Filters and wrappers hava the similar search approach. One popular filter metrics for classification problems are correlation. We choose CFS as our filter method. For wrapper method, we choose J48 as the classifier. Two search approaches, best first and genetic algorithm, are choosed for subset selection. For feature extraction, we focus on two popular and effective methods of lossy dimensionality reduction [15] : principal component analysis (PCA) and discrete wavelet transformation (DWT). PCA searches for k n-dimensional orthogonal vectors that can best be used to represent the data, where n k ≤ . The original data are thus projected onto a much smaller space, resulting in dimensionality reduction. Unlike feature subset selection, which reduces the metric set size by retaining a subset of the initial set of metrics, PCA combines the essence of metrics by creating an alternative, smaller set of variables. Then the initial data can be projected onto this smaller set.
PCA often reveals relationships that are not previously suspected and thereby allows interpretations that would not ordinarily result. DWT is a linear signal processing technique that, that is applied to transform a data vector X to a numerically different vector ' X of wavelet coefficients. The two vectors are of the same length. The usefulness lies in the fact that the wavelet transformed data can be truncated. A compressed approximation of the data can be retained by storing only a small fraction of the strongest of the wavelet coefficients.
A particular reduction method evaluated features based on information gain, which evaluates the worth of a metric by measuring the information gain with respect to the class. Menzies ranked the attributes using the information gain [6] . In our study, we got a metrics queue based the value of information gain, and choose top 3, 4 and 5 metrics respectively to enter the prediction model.
The No-Reduction method, which does not reduce metrics and allows all metrics to enter the prediction model, is used as a baseline method to compare against the investigated metrics reduction methods. With these comparisons, we can determine whether some (or even all) of the metrics reduction methods are better than NoReduction method in terms of their predictive accuracy on faults or vice versa.
These reduction methods are summarized in Table 1 . These methods are implemented in the WEKA data mining tool [16] . No-Reduction Allow all metrics to enter the prediction model, which is used as a baseline method.
Classification Technique and Evaluation Strategy
We use Naïve Bayes classifiers as our prediction model to evaluate the metrics reduction methods [6] . Naïve Bayes classifier is based on Bayes' Theorem. Formally,
that is, given fragments of evidence E i and a prior probability for a class P(H), the posteriori probability P(H|E) is calculated. The predicted variable is whether one or more faults exist in the given module.
We use the following set of evaluation measures. The Probability of Detection (pd) is defined as the probability of the correct classification of a module that contains a fault: (Note that pd is also called recall). The Probability of False alarm (pf) is defined as the ratio of false positives to all non-defect modules.For convenience, we say that notpf is the complement of pf: notpf=1-pf. In practice, engineers balance between pf and pd. To operationalize this notion of balance, bal is defined to be the Euclidean distance from the sweet spot pf=0, pd=1 to a pair of (pf, pd).
Hence, better and higher balances fall closer to the desired sweet spot of pf=0, pd=1.
Analysis of variance
In our study, the one-way ANOVA design is selected to analyze the performances of the nine metrics reduction methods. In this design, a reduction method corresponds to a group. Let
represent a random sample of j n observations taken from the population of group j. In our experiment, ten different data mining algorithms are used. In addition, eleven datasets are available and the dependent variable is known for all the datasets. Y ij , the ith observation in group j (where i = 1,2,…,11 and j = 1,2,…,10), can be represented by the following model 4 Empirical Evaluation
Data
Eleven data sets are available in MDP, as shown in Table 2 . Each module of each datasets describes the metrics of corresponding module, plus the number of defects known for that module. The error count column was converted into a Boolean metrics called fault-proneness? as follows:
Finally, the error density column is removed (since it can be derived from line counts and error count). The preprocessed data sets have two categories: 38 attributes and 22 attributes, plus one target attribute (fault-proneness?), and include Halstead, McCabe, lines of code, and other miscellaneous metrics [6] . The difference of two categories is that one includes the miscellaneous metrics and the other doesn't.
Menzies found that these values in the data sets formed an exponential distribution with many small values and a few much larger values. So they suggested that a logarithmic filter on all numeric values might improve predictor performance [17] . Such a filter replaces all numerics n with their logarithms, Ln(n). In our experiment, we applied a logarithmic filter on all numeric values, and added all numbers in the datasets with 0.00001 to avoid numerical errors with ln(0). 
Experimental Result
We applied nine different software metrics reduction methods shown in Table 1 in addition to No-Reduction, over eleven public-domain data sets in Table 2 . The metrics subsets, chosen by reduction method 6 over datasets KC3, PC2 and PC3, and chosen by reduction method 7 over dataset PC2 respectively, are null sets. Reduction method 9 classified all modules in MC1 as no fault-proneness. Therefore, the values of pd, notpf and bal calculated by these reduction methods over corresponding datasets are null. The detailed predicted results are shown in Table 3 -Table 5 . Based on data from Table 3 - Table 5 , we use the one-way ANOVA design to analyze the performances of the nine metrics reduction methods Fig. 1 shows the values of the mean and standard error of mean for pd, notpf and bal. We observe that DWT (method 8) performs the best on mean for pd, PCA (method 9) performs the best for notpf, and DWT performs the best for bal. It is also worth noting that the means of pd, notpf and bal vary according to the reduction methods, so it is for the standard error. Our null hypothesis is that there is no significance difference for performances of the ten metrics reduction methods. The F-value is selected at 90% confidence level (i.e., α = 0.10) [3] . The p-value related to the F-test is also provided. Table 6 - Table 8 present the results of ANOVA. Since the p-value is well below the significance level α, we can reject the null hypothesis and conclude that there is a significant difference in the means of the 10 metrics reduction methods. Table 9 presents the description of pd, notpf and bal in detail. The results indicate that the all metrics reduction methods improve notpf, and most methods improve the bal compared with NoRedcution. But at the same time, the pd decreases with the increase of notpf. The only exception is DWT. The means of pd and notpf for DWT both increase compared with NoRedcution. It is also worth noting that the pf for CfsSubsetEval+ GeneticSearch (method 2) and InfoGainAttributeEval+top5 (method 5) have a minimum decrease among the other 8 reduction methods compared with NoRedcution. We conclude that the metrics reduction methods could improve the predicted performance on average, the DWT outperforms the other reduction methods, and CFS with genetic search algorithm and information gain also could obtain better predicted performance. 
Conclusion and Future Work
In this paper, we have conducted a large-scale comparative experiment of nine different software metrics reduction methods over eleven public-domain data sets from the NASA Metrics Data (MDP) repository. It is shown that, on average, there is a significant difference in the predicted performance of the different metrics reduction methods. We also demonstrate that the metrics reduction methods can improve the predicted performance, the DWT outperforms the other reduction methods on average, and CFS with genetic search algorithm and information gain can also obtain better predicted performance. These two conclusions are critical for complex data mining problems such as software fault-proneness classification. The practitioner should not solely rely on sophisticated and/or robust algorithms to generate accurate predictions. As demonstrated in our study, it is advised to use some feature reduction methods to reduce software metrics in order to improve the predicted performance. A source of bias in this study is the set of data reduction methods explored by this study. Data mining is a large and active field and any single study can only use a small subset of the known data mining algorithms. Therefore, we only suggest that DWT does best in the chosen nine typical reduction methods. Future works can investigate whether the classifier would affect the performance of reduction methods. In addition, it would be worthwhile to investigate whether the metrics reduction method is effective for the other metrics, such as object-oriented metrics and software process metrics.
