Over the past years, there are increasing interests in recovering the signals from undersampling data where such signals are sparse under some orthogonal dictionary or tight framework, which is referred to be sparse synthetic model. More recently, its counterpart, i.e., the sparse analysis model, has also attracted researcher's attentions where many practical signals which are sparse in the truly redundant dictionary are concerned. This short paper presents important complement to the results in existing literatures for treating sparse analysis model. Firstly, we give the natural generalization of well-known restricted isometry property (RIP) to deal with sparse analysis model, where the truly arbitrary incoherent dictionary is considered.
dimensional space. In other words, far fewer measurements than unknowns are collected. By now, applications of compressed sensing are abundant and range from imaging and error correction to radar and remote sensing, see [3] and references therein.
Majority of efforts has focused on the sparse synthesis model, which has become a mature and stable field with solid theoretical foundations over long extensive study.
In the context of sparse synthesis, the signal of interest x is synthesized It has been shown that the solutions to (P1) and (P2) are exactly equivalent if D is orthongal; otherwise there is markedly different between (P1) and (P2) despite their apparent similarity [2] , for example truly redundant dictionary a D [2, 4] . Although there are a large number of applications for (P2) with truly redundant dictionary a D , the compressed sensing literature is lacking on this subject.
In [2] , the cosparse analysis data model as an alternative to the popular sparse synthesis model is explicitly described, where the authors pointed out that both of them are distinctly different in many cases. In this work, the authors have stated conditions that guarantee the uniqueness of cosparse solutions in the context of linear inverse problems within the framework null space analysis, and presented the efficient greedy algorithm for the cosparse recovery problem. In [1] 
II. Main results
We now turn to discuss the generalized restricted isometry property dedicated to address the analysis-based sparse signal recovery, which can render us broader 
holds for all x which is k-sparse after transformation of D , i.e., , 
Proof.
Firstly we normalize 
Substituting eq. (3) 
After using the eq. (5)
and carrying out the anti-normalization we can arrive at inequality (2).
□

Corollary 2.
Suppose that Φ satisfies the generalized RIP of order 2k, and let non-zero vector Combing eq. (7) and (8) we can obtain the following conclusion, i.e., With above armed, we can state our main result summarized in theorem 1, i.e.,
Theorem 1.
Suppose that Φ satisfies the generalized RIP of order 2k where , from theorem 1 we can straightforward derive the corresponding theoretical guarantees for the stable recovery along the almost same line as used in [3] . Due to space limitation, we leave this part for the reader.
□ III. Conclusion
This short paper presents general result of recovering sparse signals which are sparse in the truly redundant dictionary, which complements to the results in existing literatures for treating analysis based sparse recovery. To end this, we give the natural generalization of well-known restricted isometry property (RIP) to deal with the recovery of signal sparse in some arbitrary incoherent dictionary. Afterwards, we studied the theoretical guarantee for the accurate sparse recovery of signal which is sparse in highly arbitrary overcomplete and coherent dictionaries through solving l 1 -norm sparsity-promoted optimization problem.
