Abstract. In this paper, we present a clustering approach based on the combined use of a continuous vector space representation of sentences and the k-means algorithm. The principal motivation of this proposal is to split a big heterogeneous corpus into clusters of similar sentences. We use the word2vec toolkit for obtaining the representation of a given word as a continuous vector space. We provide empirical evidence for proving that the use of our technique can lead to better clusters, in terms of intra-cluster perplexity and F 1 score.
Introduction
With the rapid growth of online information, huge corpora are available, e.g. the wikipedia corpus, the common crawl corpus and others. These corpora may contain text from a variety of domains, especially if they are built from heterogeneous resources such as crawled web pages. The goal of text categorization [11] is the classification of documents into a fixed number of predefined categories. Several approaches have been applied to text categorisation, ranging from naive Bayes classifiers [11] to Support Vector Machines (SVM) [6, 9] .
Text clustering is entailed as a more difficult task than text categorisation. In text clustering we do not know the classes into which the documents should be classified, which means that the only data available is a database of documents without class information. Several attempts have been made in text clustering. For instance, in [7] several kernel-based, text categorisation techniques are adapted to text clustering by using the k-means algorithm.
An especially appealing problem in text categorisation is sentence clustering, in which a document is made up of only one single sentence. This problem has been receiving special attention in the natural language processing (NLP) community since it allows for training specific models for each of the obtained clusters, leading to more task-focused models [8, 1] . Moreover, sentence clustering can also be of interest in other NLP tasks, such as done for text recognition [4] or statistical machine translation [15, 16] .
In this paper, we present an approach for sentence clustering based in the kmeans algorithm and a continuous vector representation of sentences. This new approach is evaluated in practise under the scope of sentence clustering. This paper is structured as follows. Section 2, reviews the k-means algorithm. In Section 3, we explain word representation in vector space and extend it to vector representation of sentences. The empirical results are gathered in Section 4, and concluding remarks are discussed in Section 5.
k-means Methods
The k-means [10] is one of the simplest unsupervised learning algorithms that solve the well known clustering problem. The procedure follows a simple and easy way to classify a given data set through a certain number of clusters K fixed a priori. The main idea is to define K centroids, one for each cluster. These centroids should be placed in a cunning way because of different location causes different result. However, it is common practise to initialise them randomly [5] . The algorithm finds a local optimum for the following minimisation:
2 is a distance function between the sample x and m k being the centroid of the cluster k, usually the euclidean distance.
d
Even though the euclidean distance is very well studied in the literature, its application in the context of sentence clustering is not direct. For this reason, other authors [1] propose different alternatives. Here, we resort to a continuous vector space representation of sentences (explained in next section), and compare it with the approach of [1] in Section 4.
Continuous vector space representations of sentences
Representation of words as continuous vectors are very used [2] . Deriving from this work, word vectors were used in many natural languages processing applications [3, 19] .
In the present paper, we used the word2vec [12] toolkit for continuous vector space representation of words. Word2vec is a recently developed technique for building a neural network that maps words to real-number vectors, with the purpose that words with similar meanings will map to similar vectors. Word2vec takes a text corpus as input and produces the word vectors as output. It first constructs a vocabulary from the training corpus and then learns vector representation of words. The representation of word distance would be:
Word vectors generated by the neural net have nice semantic and syntactic behaviours. Semantically, "iOS" is close to "Android" and their vector representation is also close. Similarly, but in a more syntactic sense, "boys" minus "boy" is close to "girls" minus "girl".
However, a problem that arises when using continuous vector space representations of words is how to represent a whole sentence with a continuous vector. Following the idiosyncrasy described in the previous paragraph (i.e., semantically close words are also close in their vector representation), we propose to represent a given sentence by adding the vectors of each one of the words within that specific sentence:
where w is a word that appears in sentence x and f (w) is the vector representation of w according to [12] .
Experiments
In this section, we describe the experimental framework employed to evaluate the proposed model. Then, we show the results for our method in terms of two automatic evaluation metrics, followed by a comparative with a state-ofthe-art sentence clustering method based on bilingual word-sequence kernels. This method was presented in [1] , alongside with monolingual word-sequence method. The best results were obtained with bilingual word-sequence kernels, so we decided to use this method in this paper so as to compare with the best performing word-sequence kernel clustering method available.
Experimental set-up
To assess our clustering method, we propose to use labelled data and evaluate to which extent our clustering method is able to recover such labels whenever they are not available. For this purpose, we need a set of data comprised of sentences which can be grouped according to some common characteristic. In the experiments we conducted, such common characteristic was chosen to be the domain the sentence has been produced in. Hence, the training corpus was composed artificially from four different corpora belonging to different domains readily available in the literature. Even though our method can be applied to monolingual text, bilingual word-sequence kernels clustering requires a bilingual corpus. Hence,we considered English-French bilingual corpora. We selected 2500 random sentence from each corpus. With these sentences, we performed all the experiments, named corpus-train. The corpus-test was created with 51 random sentence from each corpus.
Since the k-means algorithm needs a random initialisation, each experiment was repeated 10 times, reporting average 95% confidence intervals.
We used two different measures for automatically measuring the quality of the produced clusters, intra-cluster perplexity and F 1 score, defined as follows:
-Intra-cluster perplexity (IC-PPL) [1] is defined as the average perplexity of each one of the clusters, formally
where p(k) is the probability of the samples of cluster k according to the language model estimated on that same cluster; W k is the total number of words in the sentences belonging to the cluster k; and K is the total number of clusters. Lower values of IC-PPL are desirable. We decided to compute IC-PPL based on a 5-gram language model. We compare the IC-PPL improvement with the IC-PPL oracle, which is computed using as clusters the real labels, i.e., Subs, NC, PatTr or EMEA. -F 1 score is a measure of the accuracy achieved by the system. It considers both the precision and the recall of the test to compute the score. The F 1 score can be interpreted as a weighted average of precision and recall, where an F 1 score reaches its best value at 1 and worst score at 0.
Word2vec has different parameters that affect the experimental results. We conducted experiments with different vector dimensions, i.e., v size = {1, 5, 10, 50, 100, 500}. In addition, a given word is only considered for building its vector when it appears a given number of times within the training data. If a given word appears nc times in the corpus it is considered an important word and the toolkit computes its vector. We analysed the effect of considering different values nc = {1, 3, 5, 10}. 
Experimental results
In this section, we present the results using different parameters (i.e., v size and nc, see above) for obtaining the continuous vector representation of the sentences that is later used within the k-means clustering. Several conclusions can be drawn:
-In terms of IC-PPL, we compared the results with the IC-PPL oracle, which is 26.99. Results are not equal than the oracle, but the difference is less 5 point. -The results are very similar in both languages, although results were slightly better when considering the English data. -Above 50 or 100, vector size does not have any effect on the results. However, considering a vector size of 5 or 10 yields do very unstable results (even with high confidence intervals, 0.05 in F 1 in the worst cases). -nc does not seem to have a significant impact on the results obtained. We assume that this is due to the fact that the more discriminant words (i.e., those that are important for each domain) appear frequently enough so that they are never left out when computing their vector representation.
Considering different amount of domains
In this section we analyse the behaviour of our clustering strategy when considering increasing amount of domains. Different conclusions can be drawn: -F 1 value decreases with increasing domains significantly. 2-domain= 0.82 and 4-domain=0.58. This result was expected, since the more the domains, the harder it is to classify the sentences according to the original clusters, but in an unsupervised manner. -All the experiments with our method do not achieve similar results to the oracle. We obtained the lower difference respect to the oracle with 4 domains.
Comparative with bilingual word-sequence kernels
We compared our method with the method based on bilingual word-sequence kernels presented in [1] . The authors proposed the direct use of kernels as similarity measure, and applied it to the specific case of sentence clustering via k-means algorithm. This technique has also been used in posterior works [14, 13] and may be hence considered state-of-the-art. The authors assumed that a sentence-aligned bilingual corpus is available, and they clustered the data taking into account such bilingual information. A bilingual word-sequence kernels is defined taking into account two different vocabularies, namely Σ for the source language and ∆ for the target language. Let be s = {x, y} a bilingual sentence pair, where x is the sentence belonging to the source language and y is the sentence belonging to the target language. Then, a bilingual word-sequence kernel can be defined as
where |x| u stands for the number of occurrences of u in sentence x and |y| v for the number of occurrences of v in sentence y. Note that this method depends on strings of fixed-size n, since u and v are elements of Σ n and ∆ n , respectively. In this work, we will analyse the effect of varying the order of the n-grams considered. Specifically, we will consider n = {1, 2, 3, 4, 5}. Figure 4 shows the results obtained with bilingual word-sequence kernels.
-In terms of IC-PPL, results are not equal than the oracle, which is 26.99. -n does not seem to have a significant impact on the results obtained in terms IC-PPL score. -F 1 score results have an increasing behaviour when n is increased, this trend is broken when n = 5. Table 2 shows the best results in terms of F 1 score and IC-PPL achieved by the two methods, i.e., continuous vector representation clustering (Continuous) and word-sequence kernel clustering (Kernels). Our method obtained the best F 1 results, with a significant difference of 0.12. Comparing the two methods, Continuous obtained better results in terms of IC-PPL than Kernels. However, the both methods were even able to improve the IC-PPL of the real labels which were present in the data. Table 2 : Summary of the best results obtained with each set-up.
Conclusions and future works
The main objective in this paper is to group sentences into similar clusters. For this work, we used the k-means algorithm for obtaining the clusters and represented the sentences by means of a novel technique, i.e., continuous vector space representation. The quality of clusters obtained was measured with two metrics, F 1 score and IC-PPL. The results obtained in terms of F 1 score were encouraging. In terms of IC-PPL, the clusters obtained by our method were not even able to improve the IC-PPL oracle, but the results are positive. In addition, we compared our clustering strategy with a state-of-the-art strategy, i.e., bilingual word-sequence kernel clustering. In terms of F 1 score and IC-PPL, our method was able to yield better results.
In future work, we will carry out new experiments with larger amounts of data, and we also plan to perform statistical machine translation experiments that will validate whether the proposed approach is useful in a statistical machine translation domain adaptation task. In addition, we also intend to propose other more sophisticated ways of representing sentences using the continuous vector space representation of the words each sentence is composed of.
