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Adaptive construction of ansatz circuits offers a promising route towards applicable variational quantum
eigensolvers (VQE) on near-term quantum hardware. Those algorithms aim to build up optimal circuits for a
certain problem. Ansatz circuits are adaptively constructed by selecting and adding entanglers from a predefined
pool in those algorithms. In this work, we propose a way to construct entangler pools with reduced size for those
algorithms by leveraging classical algorithms. Our method uses mutual information (MI) between the qubits
in classically approximated ground state to rank and screen the entanglers. The density matrix renormalization
group (DMRG) is employed for classical precomputation in this work. We corroborate our method numerically
on small molecules. Our numerical experiments show that a reduced entangler pool with a small portion of the
original entangler pool can achieve same numerical accuracy. We believe that our method paves a new way for
adaptive construction of ansatz circuits for variational quantum algorithms.
I. INTRODUCTION
Quantum computers promise to provide speed-up for solv-
ing certain computational problems [1–3] over their classi-
cal counterparts. Despite recent progresses [4–6] in quantum
computing hardware, we remain in the noisy intermediate-
scale quantum (NISQ) era [7] where the number of qubits and
the depth of quantum circuit are limited to a few tens of qubits
and gates. These limitations make it pressing to find prob-
lems and algorithms suitable for the NISQ devices. It is be-
lieved that the electronic structure problem in quantum chem-
istry [8, 9] is a good problem for NISQ devices [10]. There
exists a number of quantum algorithms [11, 12] for the elec-
tronic structure problem; and the variational quantum eigen-
solver (VQE) [13, 14] is one of them which requires a feasible
number of quantum gates for near-term devices and has noise
resilient feature.
Currently one major research area of the VQE algorithms
is the ansatz design. To maximally utilize available quan-
tum hardware resources, the hardware-efficient ansatz [15]
was introduced. In this ansatz, single-qubit unitary gates and
a fixed entangling unitary that is easy to implement on the
corresponding hardware are placed alternately. Another im-
portant family of ansatz in this field is unitary coupled clus-
ter (UCC) [16], which was inspired by the coupled cluster
method in classical computational chemistry. However, the
hardware-efficient ansatz and the UCC ansatz often employ
too many quantum gates and hence the circuit depth can be-
come too large even for a small system size. Hence, they
become problematic in experiments, since the NISQ devices
are noisy and only have short coherence time. Recently, a
number of adaptive ansatz construction methods, such as the
qubit coupled cluster (QCC) method [17, 18] and the ADAPT-
VQE method [19], have been proposed to overcome this chal-
lenge. In these methods, the ansatz is iteratively constructed
based on the previous results of circuit runs. The adaptiveness
of these methods lets them place quantum gates in the most
appropriate places and thus reduces the number of gates in-
volved. Nonetheless, in some cases, the adaptive construction
needs many circuit runs, thereby negating its computational
efficiency.
On the other hand, mutual information (MI) between spin-
orbitals has long been used to improve classical computa-
tional chemistry algorithms [20–22]. In the density matrix
renormalization group (DMRG) algorithm for quantum chem-
istry [23], the molecular orbitals are mapped to an artificial
one-dimensional spin chain. This mapping is not unique and
the performance of the algorithm depends on the choice of the
mapping. The MI between the orbitals can be used to itera-
tively improve the mapping. It is well-known that even half
converged DMRG calculation could provide a useful MI esti-
mation, which in turn helps to converge the DMRG with less
computational resources [21].
In this work, we propose a method to reduce the size of the
entangler pools and thereby the number of circuit runs needed
in adaptive ansatz construction methods in VQE. Our method
makes use of approximated MI from classical methods such as
DMRG. We take the adaptive ansatz construction with QCC
entanglers as an example and carry out numerical experiments
on the Hamiltonians of H2, LiH and H2O molecules. Our re-
sults show that the proposed MI-assisted adaptive VQE signif-
icantly reduces the QCC entangler pool, thereby achieving a
significant speed-up with respect to the original methods with
a complete pool.
II. METHODS
A. Adaptive ansatz construction in VQE
Variational quantum eigensolver is a class of quantum al-
gorithms aiming to solve the ground state energy of general
qubit Hamiltonians which can be decomposed as Hˆ =
∑
i aiPˆi,
where Pˆi are tensor products of Pauli operators, which we will
call Pauli words onwards. During a VQE run, a parameter-
ized trial wavefunction |Ψ(~ϕ)〉 = Uˆ(~ϕ)|Ψ0〉 is prepared on a
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2quantum computer, where the reference state |Ψ0〉 = Uˆ0|0〉
is usually chosen to be the Hartree-Fock state. Typically, the
goal of VQE is to obtain the ground state energy of the given
Hamiltonian. To achieve this, one needs to update ~ϕ using a
classical computer and try to find the minimum of the energy
estimation, which is expectation value of the Hamiltonian:
Emin = min
~ϕ
〈Ψ(~ϕ)|Hˆ|Ψ(~ϕ)〉. (1)
Within adaptive ansatz construction methods, the trial
wavefunction or ansatz is usually written as
|Ψ(~ϕ)〉 =
Nent∏
i=1
Uˆi(~ϕi)|Ψ0〉, (2)
where the entanglers Uˆi are chosen from an entangler pool
E = {Eˆ1, Eˆ2, · · · , Eˆm}. Here, we use Uˆ to represent the en-
tanglers in the circuit and Eˆ to represent the entanglers in the
pool. As the name “adaptive ansatz construction” suggests,
it relies on flexible ansatz, constructed stepwise. Typically at
any nth step of the ansatz construction, entanglers in the pool
are scored based on some measure and an entangler Eˆi ∈ E
with the highest score is selected to be added to the ansatz as
Uˆn. A typical score is the gradient of the energy with respect
to the parameters in the entangler. This score is adopted in
QCC and ADAPT-VQE. The score can be also defined as the
amount of energy that can be reduced by adding the entangler
Eˆi. In this work we adopt the second score. We formally de-
fine the adaptive ansatz construction process used in this work
below.
1. Define the initial state |Ψ0〉 and the entangler pool E.
2. For the nth step,
(a) For every entangler Eˆi ∈ E, prepare Eˆi(~ϕ)|Ψn−1〉
and optimize ~ϕ to obtain the minimum energy es-
timation. Set the entangler with lowest minimum
energy estimation to be Uˆn.
(b) Optimize ~ϕ1, ~ϕ2, . . . , ~ϕn all together to find the
minimum energy estimation for the ansatz |Ψn〉 =∏n
j=1 Uˆ j(~ϕ j)|Ψ0〉. Record the energy estimation.
(c) Go to (n + 1)th step and repeat.
3. Stop the algorithm based on certain convergence crite-
ria.
Comparing to the fixed ansatz methods, by scoring and adap-
tively adding new entanglers in this way, adaptive methods
avoid including irrelevant operations that make small differ-
ence to the energy estimation and have the potential to sig-
nificantly reduce gate counts. However, one possible issue of
the adaptive method is the size of the entangler pool. For in-
stance, the QCC entangler pool consists of the unitaries of the
form {eiPˆτ}, where Pˆ go over all the Pauli words and τ is an
adjustable parameter. As the number of Pauli words grow ex-
ponentially with the number of qubits they act on, the size of
the QCC entangler pool also grows exponentially. Although in
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Figure 1. Flowchart of our proposed method. The procedure starts
from calculating the mutual information (MI) of the qubits in the
approximated ground state obtained from a classical computational
method, followed by the adaptive ansatz construction using the en-
tangler pool reduced by MI.
recent work [18] it was proposed that the ranking of QCC en-
tanglers can be accelerated by partition the Hamiltonian into
equivalent classes, this problem remains challenging. There-
fore, reduction of the number of entanglers in the pool while
preserving numerical accuracy becomes an important pursuit
in the adaptive ansatz construction methods.
B. Mutual information-assisted screening
We present our method to reduce the entangler pool size for
adaptive ansatz construction here. The rationale of our pool
reduction protocol is to assign a score to every entangler in
the pool based on mutual information (MI) [24] and eliminate
the entanglers with low scores. The MI between qubit i and j
is defined as
Ii j =
1
2
(
S (ρˆi) + S (ρˆ j) − S (ρˆi j)
)
, (3)
where ρˆi, ρˆ j and ρˆi j are the reduced density matrices of qubit
i, qubit j and qubit i, j together, after tracing out the rest of the
qubits. S (ρˆ) is the von Neumann entropy of a density matrix
ρˆ and is defined as
S (ρˆ) = −
∑
i
pi log2(pi), (4)
where pi is the ith eigenvalue of ρˆ. Here, we propose to use
the correlation strength as the score of the entanglers. The
3Protocol 1: MI-assisted adaptive VQE
1. Prepare the qubit Hamiltonian Hˆ to solve. Set the
correlation strength cutoff percentile pcut.
2. Define the original entangler pool Eoriginal = {Eˆi}.
3. Calculate ground state of Hˆ by DMRG and use the
DMRG wavefunction to calculate the MI defined in
Eq. (3) of all qubit pairs.
4. Calculate the correlation strength defined in Eq. (5) of all
the entanglers in the pool. Select pcut percent of the
entanglers that have the largest correlation strength.
5. Discard all the entanglers in Eoriginal which is not selected
in the previous step. Denote the new entangler pool by
Escreened.
6. Carry out the adaptive ansatz construction with Escreened
correlation strength C(Eˆi) of an entangler Eˆi is defined as
C(Eˆi) =
1
L(Eˆi)(L(Eˆi) − 1)
∑
j,k∈Q(Eˆi); j,k
I jk, (5)
where Q(Eˆi) denotes the subset of qubits that Eˆi acts on and
L(Eˆi) denotes the number of qubits present in Q(Eˆi). The cor-
relation strength can be regarded as the average MI of qubit
pairs within Q(Eˆi). In our method, we first approximate the
ground state wavefunction and the MI of all qubit pairs in it
by DMRG (or other classical methods). Then, we calculate
the correlation strength defined in Eq. (5) for the entanglers
and rank the entanglers according to their correlation strengths
from high to low. Finally, we empirically choose first pcut per-
cent of entanglers and place them into a new reduced pool. We
formally summarize our MI-assisted adaptive VQE above, ac-
companied by an illustration in Fig. (1).
III. NUMERICAL EXAMPLES
We demonstrate our MI-assisted adaptive VQE with the
QCC entangler pool, in which the entanglers are all the expo-
nentiated Pauli words exp(−iPˆτ). We run our method on three
molecules: H2, LiH and H2O. Because digital quantum com-
puter cannot directly process creation and annihilation opera-
tors that are contained in molecular Hamiltonians, a transfor-
mation from fermionic Hamiltonians into qubit Hamiltonians
is needed. In this work, Jordan-Wigner (JW) [25], parity and
Bravyi-Kitaev (BK) [26] transformations are used and com-
pared. Furthermore, because there is no external magnetic
field in the systems considered, we screen all the entanglers
containing even number of Pauli Y operators because they
commute with Hˆ, as in Ref. [18].
The parameters of the calculations are listed in Table I.
The fermion-qubit transformations are implemented by Open-
Fermion [27]; the quantum circuit simulation is implemented
by ProjectQ [28] and the DMRG calculation is carried out by
iTensor [29]. All the optimizations are done by the basin-
hopping method [30] from SciPy [31] with heuristic param-
eters of 10 iterations, 0.5 temperature and 10−6 step size.
Chemical accuracy is defined to be 1 milihartree compared
to the full configuration interaction (FCI) energy within cer-
tain basis set and active space. The FCI calculations are done
by PySCF [32, 33].
To evaluate the performance of our method, we need to es-
timate how the correlation strength of an entangler is related
to its possibility to be added in the ansatz in the adaptive con-
struction process. If the correlation strength of the selected en-
tanglers are relatively high, removing the entanglers with low
correlation strength will make no difference to the ansatz con-
struction because they will not be added to the ansatz. For this
reason, we define a quantity, correlation percentile, or simply
percentile, on the entanglers in an entangler pool. For an en-
tangler Eˆi, suppose there are N≥(Eˆi) entanglers whose correla-
tion strength is larger or equal to Eˆi’s. We define its percentile
P(Eˆi) as N≥(Eˆi)/N(Eorigin), where N(E) denotes the size of
the entangler pool E. In the demonstration of our method, we
record the percentile of every selected entangler and present
analysis of a run based on them. Especially, we define and
track the screening rates pmax and pavg. They are computed
by the percentiles of the entanglers in the final circuit after
convergence in a run is reached. Suppose {Uˆi} are the entan-
glers added to the ansatz when the adaptive construction stops.
First, we define pmax as
pmax = max
i
P(Uˆi), (6)
which is the highest percentile of the entanglers in the ansatz.
pmax can also be understood as the percentile of the selected
entangler with lowest correlation strength in the final circuit.
Similar to pmax, we also define pavg as
pavg =
1
Nent
∑
i
P(Uˆi), (7)
which is the average value of the percentiles of all the selected
entanglers Nent. Both pmax and pavg represent how the correla-
tion strength of the selected entanglers are larger than that of
the not selected ones, and provide ways to quantify speed-ups
compared to a complete entangler pool. Therefore, we call
them screening rates. As long as pcut is set to be higher than
pmax, the entangler selection at each step will be the same as
using the original pool. A low pmax means a low pcut can be
set and one only needs to try a small portion of entanglers in
the original pool. Suppose Nent entanglers were to be added
eventually. With the knowledge of pmax, one would need to
carry out pmaxN(Eorigin) entangler trials at each step. In to-
tal, we only need to carry out Nmax = pmaxN(Eorigin)Nent en-
tangler trials in the entire calculation. From our numerical
experiments, we find that pmax is nearly continuous with re-
spect to the geometry of the molecular system in some cases.
However, we do not know how to predict pmax systematically.
When pmax cannot be accurately predicted, pcut may be set
heuristically. As to pavg, different from pmax, we cannot use
a fixed screened pool with Navg = pavgN(Eoriginal) entanglers
to recover the entangler selection using the original pool be-
cause in some steps we need a pool with Nmax entanglers to
recover the selection. However, we expect that by adjusting
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Figure 2. The screening rate pmax of the (a) H2 and (b) LiH molecule plotted against the bond lengths of the molecules. In our method, by
a screened pool with pmaxN(Eoriginal) entanglers, a calculation the same as using the original entangler pool can be achieved. The number of
qubits used in each setting is specified in the parentheses.
molecule H2 LiH H2O
molecular configuration d(HH) ∈ [0.6, 1.8] d(LiH) ∈ [1.2, 2.4] d(OH) ∈ [1.2, 2.4],∠HOH = 107.6◦
atomic basis set 6-31g sto-3g 6-31g
complete active space (CAS) 2e/4orb(Full) 2e/3orb(A1:3) 4e/5orb(B2:2,A1:3)
fermion-to-qubit mapping BK,JW,parity BK,JW,parity parity
number of qubits 6,7,8 4,5,6 8
spin-orbital grouping αβαβ, ααββ αβαβ, ααββ ααββ
Table I. Detailed information of the numerical experiments.
the screened pool at each step using some sophisticated tech-
niques, with an average pool size between Navg and Nmax, one
can recover the original entangler selection.
In all of our numerical experiments, we terminate the cal-
culations when the chemical accuracy is reached. Different
from the describe in Protocol 1, we run the adaptive construc-
tion with a complete entangler pool in order to show the per-
centiles of the selected entanglers and how low pcut can be
set for those systems. In addition, we are only interested in
whether the entanglers of low percentile are likely to provide
a relatively large energy descent and do not concern whether
their energy descent is exactly the largest. Therefore, we do
not insist on adding the entangler whose energy descent is the
largest at each step. Instead, we regard all the entanglers that
give an energy descent larger than 30% of the largest energy
descent as acceptable entanglers and then we add the entangler
with the largest correlation strength among all the acceptable
entanglers. This strategy is adopted across all the numerical
experiments.
A. H2 and LiH molecules
We carry out our proposed method on H2 and LiH
molecules with basis and active space specified in Table I. The
bond lengths are chosen from 0.6 Å to 1.8 Å for H2 and 1.2
Å to 2.4 Å for LiH, respectively. The orbitals are ordered
by their energy before the fermion-qubit transformation. We
compare the results obtained from different transformations as
well as different grouping of spin-orbitals before the transfor-
mation. Particularly, we study the ααββ grouping and αβαβ
grouping. In the ααββ grouping, spin-orbitals of α spin are
placed first, followed by the β spin. In the αβαβ grouping,
spin-orbitals with α and β spins are placed alternately. In the
runs, the number of qubits needed depends on the fermion-
qubit transformation and the size of the entangler pools of the
runs are determined by its qubit number. The run with 4, 5,
6, 7 and 8 qubits uses a pool with 120, 496, 2016, 8128 and
32640 entanglers respectively.
The results from all those numerical simulations are pre-
sented in Figs. (2) and (3). We find that the resulting per-
centiles can be very low for both H2 and LiH molecules in
some cases, meaning we can neglect most part of the orig-
inal pool and a significant speed-up can be achieved. For
example, for H2 with BK αβαβ (Bravyi-Kitaev transforma-
tion with αβαβ grouping), pmax can be around 1.5% for some
bond lengths (see Fig. (2)(a)), showing that in these settings
high correlation strength strongly correlates with high energy
descent. In addition, it also implies that the original entangler
pool can be reduced to 1.5% of its original size. Besides pmax,
the pavg of the runs, which are less than half of the correspond-
ing pmax in most of the cases, also show that the entanglers in
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Figure 3. The screening rate pavg of the (a) H2 and (b) LiH molecule plotted against the bond lengths of the molecules. The low pavg of a run
implies that the entanglers added in the circuit of the run tend to have high correlation strength overall. The number of qubits used in each
setting is specified in the parentheses.
the runs are mainly placed among the qubits with high correla-
tion strength. We notice that for different transformations and
bond lengths our method can give disparate screening rates
and in some cases the screening rate pmax is higher than 50%.
However, we want to point out that, for most of the systems
with high screening rate, the pools have already been reduced
by removing stationary qubits and the screening rates are with
respect to the already reduced pools. If the screening rates
are computed with respect to the original 8-qubit (for H2) and
6-qubit (for LiH) pools, BK αβαβ still presents lowest pmax
for H2 in bond length less or equal to 1.3Å. But for LiH and
H2 in bond length larger than 1.3Å, the encoding with lowest
pmax becomes parity ααββ. The screening rates computed in
this way are given in the appendix. A detail worth mention-
ing here is that the orbitals of H2 have different irreducible
representations and a orbital ordering change happens in the
bond length interval from 1.3Å to 1.4Å. This might be in part
responsible for the change of pmax there for some transforma-
tions. In contrast, the orbitals of LiH all have the same irre-
ducible representations. Based on the above observation, we
believe that a proper transformation, concerning spin-orbital
grouping and orbital ordering, should be chosen based on the
system for our method. For a clearer picture, more in depth
benchmarks will be necessary.
B. H2O molecule
We further evaluate the performance of our method on H2O
with bond angle ∠HOH = 107.6◦ and bond length ranging
from 1.2 Å to 2.4 Å. The basis and transformation used is
6-31g and the parity transformation. 8 qubits are needed after
choosing an active space specified in Table I and reducing 2
stationary qubits by ααββ grouping combined with the parity
transformation [34]. The number of entanglers in the com-
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Figure 4. The screening rate pmax and pavg for the H2O molecule with
different bond lengths.
plete 8-qubit pool is 32640. We add a spin penalty term S 2
to the original Hamiltonian to help the calculation converge
when the bond length is larger or equal to 1.8Å. In this set-
ting, pmax and pavg both show a decreasing trend as the bond
length grows. Especially, pmax and pavg for bond length 2.4
Å is only 8.44% and 2.44% (see Fig. (4)), meaning that our
method can greatly reduce the size of the entangler pool for
the stretched water system, where the correlation energy is
large.
Due to the relatively large correlation energy present in
H2O, the numbers of entanglers needed to converge to chem-
ical accuracy are larger than that for H2 and LiH, provid-
ing good examples to show the stability of percentiles in our
method with inaccurate MI. Let us take the water molecule
with bond length 1.8 Å as an example. In this case, 34 en-
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Figure 5. Percentiles of entanglers in run for the H2O molecule with
bond length of 1.8 Å. The index represents the order of adding the
entanglers. The entangler with smaller index is added earlier in the
run. The energy of the run Not converged 1 and Not converged 2 are
about 10 milihartree and 20 milihartree away from the (Converged)
FCI energy respectively.
tanglers are used for chemical accuracy. In Fig. (5), we show
how the percentile varies by using MI from DMRG calcula-
tions of different convergence level. We included three curves,
one for a converged calculation whose energy is within 1 mili-
hartree from the FCI energy, one about 10 milihartree and one
about 20 milihartree from the FCI energy. We find that for the
first 16 entanglers, where the percentiles are comparatively
low, the difference is not significant. The deviation becomes
apparent when the percentile is high. However, in the worst
case, the MI from the non-converged DMRG calculation only
lift the pmax of this run from 17.5% to 27.2%. Considering
the large deviation of energy from the FCI, we claim that in
this run non-converged DMRG still provides a good MI esti-
mation. This is vital for our method to be applied to larger
system where accurate estimations of MIs are expected to be
challenging.
IV. CONCLUSIONS
In the present work, we provide a mean to reduce the size of
the entangler pools for adaptive ansatz construction methods
in VQE using MI which can be approximated by existing clas-
sical algorithms such as DMRG. Our method reveals how MI
can help to construct the ansatz for VQE. In our numerical ex-
periments, the best case scenario only requires about 1.5% of
the original entangler pool to achieve the same numerical ac-
curacy. We also find that the average correlation strength pavg
can be very low for a system, which implies that the entan-
glers should be mainly placed among the qubits in which the
MI between the qubits is high. Further, the screening rates are
not independent of the chosen fermion-qubit transformation
and disparate pmax and pavg are observed for different trans-
formations, providing an additional criterion to quantify the
performance of different transformations [35].
Although low percentile means high speed-up comparing
to the original QCC in our method, it remains unknown that
whether low percentile means also low difficulty for classi-
cal computers to simulate. It will be interesting to bridge the
two percentile values pmax and pavg we define, with classical
resource needed for simulation. If low pmax was associated
with low difficulty in classical simulation, pmax could be a
new quantifier to indicate the difficulty of simulating a system
classically. If the converse was true, a system with low pmax
and high difficulty to simulate classically would be a good
problem choice to demonstrate quantum advantage over the
classical counterpart.
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Figure 6. The screening rates pmax and pavg for LiH with respect to the 6-qubit original pool (2016 entanglers).
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Figure 7. The screening rates pmax and pavg for H2with respect to the 8-qubit original pool (32640 entanglers).
