Abstract
the interconnection network in these heterogeneous systems may become the system bottleneck. In this case, the scheduler should also consider the estimated communication cost between processes. Given an heterogeneous system (that may be formed by different groups of interconnected homogeneous systems) and given a certain set of different (parallel or sequential) applications from different users, an ideal scheduling strategy would map the processes to processors taking into account both the computing and the communication requirements of the applications running on the machine. The scheduler would choose either a computationaware or a communication-aware task scheduling strategy depending on the kind of requirements that leads to the system performance bottleneck.
In order to develop a communication-aware task scheduling strategy for parallel applications on heterogenous systems, several problems must be solved. First, the communication requirements of the applications running on the machine must be measured or estimated. On the other hand, the available network resources must also be characterized. Additionally, some criterion is needed to measure the suitability of each allocation of network resources to each one of the parallel applications, according to their communication requirements. Based on this criterion, some mapping technique based exclusively on the communications requirements should be developed. Finally, this technique must be integrated with process scheduling, in order to be used when the communication requirements are the ones that lead to the system performance bottleneck.
In previous papers, we proposed a model of communication cost that provides a characterization of the network resources of any given irregular topology [ 11. Also, we proposed a clustering method to provide a network partition adapted to the communication requirements of the applications running on the machine [2] , a criterion to measure the suitability of each allocation of network resources to each of the parallel applications [2, 12] , and a mapping technique based exclusively on the communication requirements [ 121 Due to the complexity of estimating the communication requirements of the applications, in these proposals we left this task as future work, and some simplified assumptions were applied. In this paper, we propose the experimental evaluation of the communication requirements of messagepassing parallel applications. Although this approach does not completely solve the problem (because it requires the execution of the application to measure the communication cost), it will be very useful when parallel applications are repeatedly executed with different input data. Also, we propose a clustering approach to identify the clusters of processes that require most of the communication bandwidth. This approach can provide a partition of the processes generated by the application into clusters that show a high ratio between the intracluster and the intercluster required bandwidth. Thus, this partition can be used to obtain an efficient mapping of processes to processors. The rest of the paper is organized as follows: Section 2 describes the execution environment, the benchmarks used as message-passing parallel applications, and the data structures extracted as a result from the processing of the execution traces. Section 3 shows the proposed clustering approach to be performed on these data structures in order to characterize the communication requirements of the applications. Section 4 shows the evaluation results obtained with the proposed method. Section 5 presents some considerations about the obtained results. Finally, Section 6 presents some concluding remarks.
Execution Environment and Applications
In order to evaluate the communication requirements of real message-passing parallel applications, we have executed several parallel benchmarks in a simulated network of workstations using the MPI message-passing standard.
Each parallel benchmark creates N processes that communicate between them by message passing, were N is an input parameter set by the user. We have used the MPICH portable implementation of the MPI Message-Passing Standard [8] . This implementation allows us to simulate several machines of a given architecture in a single machine [9] . Additionally, it can be set to provide execution traces of each MPI call. We have executed the CG, EP, IS, LU, MG and SP NAS Parallel Benchmarks 2.0 [3] . While SP benchmark requires N to be a square number, the rest of the benchmarks require N to be a power of 2. Each benchmark has been executed with a number of processes ranging from 8 (9 in the case of SP) to 64. 
Characterization of the Communication Requirements
In order to characterize the communication requirements of the considered applications, we have applied a hierarchical agglomerative clustering method to the table of distances between processes, obtaining a dendogram. In particular, we have applied the furthest-neighbor algorithm [5, 61 to compute the optimal dendogram. This algorithm uses a similarity measure. In each step the algorithm merges two of the existing clusters into a new one, choosing the two clusters that result in the lowest similarity measure when the step is applied. The similarity measure usually used in this algorithm is the intracluster distance, and therefore it is called the furthest-neighbor algorithm. However, we have considered a different similarity measure f. Let cluster A be formed by z processes a1 , u2, . . . , U,, and let cluster B be formed by y processes bl , b2, -, b,. Then, we have defined f as where T,, is the amount of messages exchanged between process T and process s in the table of communication between processes. In each step of the algorithm, the next two clusters to be merged into one larger cluster will be A and B if this pair of clusters provides the maximum value for f . The initial partition consists of N clusters of one process each, and therefore the table of communication between processes contains the value of f for each possible cluster of two processes. Thus, the first step of the algorithm simply consist of merging the two processes with the highest value in the table of communication between processes. In each step a new partition is formed, decreasing the number of clusters by one. The algorithm ends when all the processes are grouped into a single cluster.
However, the main problem with this method is the large amount of identical values in the The obtained dendogram hierarchically shows which are the groupings of processes that exchange more messages for each partition. That is, it shows the groupings of processes with the highest communication requirements. However, the dendogram by itself does not provide any information about which partition is the most suitable one for the traffic generated by the application. For example, Table 2 does not show if a partition formed by four clusters of two nodes each (partition 4) represents the traffic generated by CG benchmark better than a partition formed by two clusters of four nodes each (partition 6). Therefore, a quality function is necessary in order to sort the partitions in the dendogram depending on the ratio between the intracluster and the intercluster required bandwidth. The partition that shows the highest value for this function will be the most suitable one for the traffic generated by the application.
Quality Function
We have defined two distinct and complementary global quality functions based on the table of communications between processes, the similarity and the dissimilarity functions. The first function measures the required intracluster communication bandwidth, and the second one measures the required intercluster communication bandwidth. 
For the dissimilarity global function we define the cluster dissimilarity function D A~ for a cluster Ai as (the clusters are better defined than when considering each process as a cluster).
FG and DG provide a measurement of the required intracluster and intercluster communication bandwidth, respectively. Thus, the quotient of FG divided by DG provides the relationship between the intracluster and intercluster required bandwidth for a given partition P. We will denote this relationship as the grouping coeflcient G,. The grouping coefficient can be used to select the most suitable partition from the dendogram provided by the clustering algorithm: a higher grouping coefficient corresponds to better defined groupings of processes. Effectively, a higher grouping coefficient means that fewer messages are exchanged between the clusters of processes of that partition, and more messages are destined to processes in the same cluster.
As an example, Figure 1 shows the grouping coefficients obtained for each one of the partitions shown in Table 2 .
In this figure the grouping coefficient is shown on the Yaxis, while the number of clusters that form each partition is shown on the X-axis. Figure 1 clearly shows that the partition formed by two clusters is the one that provides the highest grouping coefficient. The grouping coefficient significantly decreases for partitions consisting of more than two clusters, meaning that when there exist more than two clusters then the number of intercluster messages is relatively higher with respect to the number of intracluster messages. The partition formed by two clusters corresponds to Partition 6 in the dendogram shown in Table 2 , and it is formed by two clusters of four processes each. Therefore, Partition 6 can be considered as the most appropriate model of the traffic generated by CG benchmark when configured for eight processes. Additionally, Figure 1 provides a classification of the partitions shown in Table 2 based on the grouping coefficient. Thus, the proposed clustering algorithm and the grouping coefficient can provide a method for the characterization of the communication requirements of the applications.
Evaluation Results
The machines used to simulate the execution of the NAS Parallel Benchmarks have been PC clones ranging from a 90 MHz Pentium with 32 Mbytes of RAM to a 450 MHz Pentium-I11 processor with 192 Mbytes of RAM. As stated above, we have configured the benchmarks for a number of processes ranging from 8 to 64. Figure 2 shows the grouping coefficients obtained for CG benchmark configured for 16 processes. In this case, the clustering coefficient drastically increases from two to four clusters, and then rapidly decreases until the partition formed by seven clusters. There is a local maximum value of the grouping coefficient (G,) for the partition formed by 8 clusters, and then G, slowly decreases for any partition formed by a higher number of clusters. G, slightly increases again only for a partition formed by 16 clusters of one process each. Therefore, in this dendogram the partition that shows the highest value for G, is the one formed by four clusters of four processes each. Table 3 shows this partition. I (0, 1,2,3) I (4,6,5,7) I (8,9, 10, 11) I (12, 13, 14, 15) 1 Table 3 . Partition with the highest grouping coefficient for CG benchmark with 16 processes Figure 3 shows the values of G, for the dendogram obtained from execution traces of CG benchmark configured for 32 processes. When comparing this figure with Figures 2 and 1 , it can be seen that the shape of the plots are very similar. In all of them there is a peak (maximum value of G,) that in Figure 1 is obtained for a partition formed by two clusters of four processes each, and in Figures 2  and 3 is obtained for a partition formed by four clusters. In the case of Figure 2 all the clusters are formed by four processes, and in the case of Figure 3 all the clusters are formed by eight processes. Additionally, G, reaches a local maximum for a partition with 16 clusters in Figure 3 . In this case all the clusters are formed by pairs of processes. 
Final Considerations
The characterization of communication requirements for message-passing parallel applications presented in this paper clearly shows that, in general, communication is not uniformly distributed among processes. Instead, some pairs of processes communicate much more frequently than others. This information can be very useful when mapping processes to processors in heterogeneous environments where the communication bandwidth available is not the same for each group of processors.
In particular, the proposed characterization method can be used when a given application is repeatedly executed with different input data, as in the case of weather forecasting applications, particle physics computing, and many other applications. In these cases, both task execution times and communication bandwidth requirements are similar to the ones for previous executions of the application. Therefore, the characterization of communication requirements for an application run can be used to obtain better mappings of processes to processors when the network becomes the system bottleneck.
Conclusions and Future Work
In this paper we have proposed a method of characterization of communications between processes in messagepassing applications. In this method, a table communications between processes is extracted from each execution trace. Then, a clustering algorithm is applied on this table, obtaining a dendogram. Also, a quality function is proposed to sort the partitions in the dendogram depending on the ratio between the intracluster and the intercluster required bandwidth for each partition.
Evaluation results show that the proposed approach is able to find the most suitable partition to model the traffic generated by the applications as clusters of processes. In all of the considered applications the quality function provides a single maximum value that clearly identifies the best partition. Additionally, this function provides a way of sorting the partitions in the dendogram depending on the ratio between the intracluster and the intercluster required bandwidth.
The results also show that, in all of the considered applications, the partitions that provide the best ratio between the intracluster and the intercluster required bandwidth are well balanced in regard to the number of processes that form the clusters. Therefore, if all the processes have a similar computational load, then these results show that when the computational load is well balanced then the communication requirements are also well balanced.
As for future work, we plan to develop scheduling strategies that match the communication requirements of the applications to the communication bandwidth available in different parts of the network. Later, we plan to integrate these scheduling strategies with strategies that consider the computing requirements of the tasks.
