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Abstract
Shear Alfve´n waves are a fundamental mode of magnetized plasma oscillation and
may exist in tokamak plasmas as eigenmodes with a global structure and discrete
frequencies. The inhomogeneity of the plasma profiles in conjunction with tokamak
geometry tends to focus the Alfve´n waves in regions of near uniformity defined by
local extrema in the Alfve´n continuum, a quantity which describes the local Alfve´n
resonance frequency for particular mode numbers. Modes excited in the vicinity of
these near uniform regions may be weakly damped and excited by energetic ions.
The reversed shear Alfve´n eigenmode (RSAE), localized deep in the plasma core, is
typically associated with a minimum in q in reversed magnetic shear configurations.
RSAEs have proven especially useful for MHD spectroscopy, that is the inference
of plasma equilibrium properties through their frequency spectra, due to their high
sensitivity to the value of qmin. Reversed shear equilibria during the current ramp-up
phase and sawtoothing phase are studied through the spatial and temporal charac-
teristics of the RSAEs. Analysis of the spatial structures of RSAEs measured by
phase contrast imaging, and interpreted with a synthetic diagnostic using numerical
results from the ideal MHD code NOVA, provides constraints on the evolution of
qmin. Additional observations including mode coupling, mode tunneling, and min-
imum frequency scaling are discussed in light of theoretical and numerical models,
with commentary on possible future experiments.
Thesis Supervisor: Miklos Porkolab
Title: Professor of Physics
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Chapter 1
Introduction
The overarching motivation of tokamak research is to study control and confinement
of plasmas at with magnetic fields temperatures on the order of 10keV and densities
on the order of 1020 m−3 as a method of harnessing the potential energy released
from the fusion of hydrogen isotopes. Most generally, the tokamak confines a plasma
with magnetic fields which trap particles along closed magnetic field lines which
form toroidally symmetric surfaces. The magnetic field is composed of a dominant
toroidal field, largely induced by magnetic coils external to the vacuum vessel, and
a poloidal field which is generated by a current flowing in the plasma itself. The
plasma is however, slightly diamagnetic, arising from the fact the gyro-motion of the
particles do not perfectly cancel in the presence of a pressure gradient, resulting in a
poloidal current. These field components sum to form an equilibrium configuration
of nested, toroidal helices. To lowest order, the plasma shape is characterized by two
parameters: the major radius (R0) which is the distance from the center of the torus
to the magnetic axis of the plasma, and the minor radius (a) which is the distance
from the magnetic axis to the plasma edge at the outboard midplane. The general
17
transformer
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poloidal
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toroidal
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current
Figure 1-1: Cutaway illustration of the tokamak concept. The transformer stack
generates the toroidal electric field which drives the plasma current. The poloidal
field coils allow for plasma shaping and provide stability. The vacuum vessel (not
shown) is interior to the toroidal field magnets. Used with permission from the
EFDA.
structure of a tokamak is presented in Fig. 1-1.
This thesis presents studies of shear Alfve´n waves performed at the Alcator C-
Mod tokamak at MIT. The Alfve´n wave is characterized by strongly coupled magnetic
fluctuations and plasma motion dominated by the E × B drift velocity [1], and is
present in astrophysical [2] and planetary [3] plasmas, as well as in earth-bound
devices such as the tokamak [4]. In a homogenous plasma, magnetic fluctuations from
the shear Alfve´n wave (δB) are orthogonal to the background magnetic field, resulting
in a magnetic energy density which is second order in the perturbation, (δB)2. In an
inhomogeneous plasma the magnetic fluctuation acquires a small component parallel
to B. In tokamaks, the wavelength of the shear Alfve´n waves parallel to the magnetic
18
Figure 1-2: Cross-section of the torus illustrating the helical density perturbation
(orange is positive and blue is negative) for an Alfve´n eigenmode. The structure has
a six-fold periodicity in the poloidal plane and a three-fold periodicity in the toroidal
plane.
field can be many times the circumference of the magnetic axis so that the waves
form as coherent structures, more properly described as eigenmodes of the system.
An eigenmode must be periodic in the poloidal and toroidal directions, which results
in a structure that follows approximately the local magnetic field lines, as illustrated
in Fig. 1-2. A population of resonant high-energy ions can excite the shear Alfve´n
wave to levels detectable by magnetic and inferferometric diagnostics [5]. This thesis
focuses on a particular class of Alfve´n eigenmode called the “reversed shear Alfve´n
eigenmode” (RSAE) [6], or sometimes the “Alfve´n cascade” [7, 8, 9], and builds upon
former works which have used Alfve´n eigenmodes for diagnostic purposes [10, 11, 12].
Studies of the RSAEs are motivated by the desire to know the evolution of the
current density profile. The distribution of current in the plasma has important
consequences for global tokamak performance, stability of the plasma with respect
to a range of instabilities and also for transport processes [13]. Measurement of the
current distribution has been called the“holy grail” of plasma diagnostics for this
19
reason. A range of instruments have been designed with the intention of measuring
the pitch of the magnetic field lines as a method for determining the poloidal magnetic
field structure. Perhaps most notable among these are the motional Stark effect
(MSE) diagnostic [14] and the polarimetry diagnostic [15], however, neither of these
instruments was available on Alcator C-Mod during the experiments reported in this
thesis. Furthermore, there exist circumstances of regular plasma operation where
the magnetic field topology may change rapidly, such as the so-called “sawtooth
oscillations” [16], and an instrument with fast time response is desired. Recalling
that the natural modes of a system represent fundamental properties of the medium
itself, e.g. the lattice spacing of a crystal determine the phonon frequencies, the
spatial and temporal structure of the RSAEs provides a means for inferring certain
properties of the plasma equilibrium magnetic structure to very high accuracy and
on short time scales [7, 17, 18, 19]. A second motivating factor for the study of
RSAEs is that future tokamaks will have a significant population of high energy alpha
particles which are expected to drive many shear Alfve´n eigenmodes [20, 21]. The full
consequences of this are unknown at this time, though there is some evidence that
enhanced transport of energetic ions may result from the excitation of these modes
[22, 23]. At the time of the experiments reported in this thesis, we had little ability
to accurately diagnose the energetic ion population. Consequently, the issues of
energetic ion transport and the energetic ions themselves are somewhat tangential to
this thesis. The focus of this work should be regarded as a study of the phenomenon
of reversed shear Alfve´n eigenmodes with experimental and theoretical approaches.
The concluding chapter of this thesis identifies a few possibly fruitful paths with
respect to transport, building off of observations reported here.
The primary experimental tool used in the studies reported in this thesis is the
phase contrast imaging (PCI) diagnostic, a device which converts variations of phase
20
in the incident laser beam into variations of intensity at the detector [24]. It is
interesting that phase contrast imaging, Alfve´n eigenmodes, and the diffusion of
current in the plasma find a common explanation in the principle of phase coherence.
The remainder of this chapter will discuss these aspects as an introduction to the
major themes of this thesis.
The phase contrast imaging diagnostic on Alcator C-Mod uses a CO2 laser with
a wavelength of 10.6 µm. It has been remarked that the laser is a device which
approaches the ideal measure of coherence [25]. The phase contrast method utilizes
this ideal coherence in the measurement of plasma waves. A sinusoidal variation in
the index of refraction gives rise to a sinusoidal variation in the phase of the outgoing
wave [26]. This result may be derived from ray tracing, where the wavefront of a
packet of incident waves is solved by the method of characteristics [27, 28]. The wave
equation for the scalar electric field in the case of weak variations in the index of
refraction has a wave function given by ∇2E = −k2
0
N2E, where N = c/vph is the index
of refraction. Interestingly, the electric field may be interpreted as a quantum quasi-
particle of zero energy trapped in a potential well proportional to −k2
0
N2 when N2
has a maximum. Conversely, the system admits no stable solutions when N2 has a
minimum. This is precisely the basis for gradient index imaging optics [27], as found
in some fiber-optic cables and illustrated in Fig. 1-3. In the presence of a plasma
wave which creates a sinusoidal variation in the index of refraction, the incident laser
beam will be focused toward regions of lower density and diverted away from regions
of higher density.
As a model for a range of phenomena, including the diffraction of a laser beam by
a plasma wave, let us consider the modification of the phase of a plane wave traveling
in the +zˆ direction incident upon an object of uniform thickness but with a spatially
varying index of refraction N(x′), where x′ is the coordinate in the direction per-
21
CLADDING
CLADDING
Figure 1-3: Some fiber optic cables utilize a gradient in the index of refraction, where
the index has a minimum on axis and increases toward the cladding. The effect is
to trap the light waves within the cavity like a particle in a potential well.
pendicular to the direction of propagation. If the variation in the index of refraction
is weak we may approximate the true paths of the wavefronts by straight line paths
between points on the incident plane and points on the exit plane of the object. The
electric field resulting from this interaction is,
E(x) = ∫ +∞
−∞
E0
eiΦ(x
′)
r
dx′, (1.1)
where E0 is the incident electric field, x is the coordinate of the outgoing plane
separated by a distance z from the incident plane, Φ(x′) is the accumulated phase
along the path from x′ to x found by integrating k dl along the wavefront, and r =√
z2 + (x − x′)2. Equation 1.1 is the mathematical expression of Huygens’ principle of
wavelet superposition [29], an approximation to the full electromagnetic wave theory
in the small angle propagation. The fraction in the integrand may be regarded
as the Green’s function for spherical wave propagation [30]. Considering a single
value of x for the moment, the integrand may be decomposed into symmetric and
antisymmetric components. The sum over all rays tends to cancel the asymmetric
components, leaving a strong dependence on the symmetric components which is
dominated by the part of the integral for which x′ = x, allowing the outgoing wave
22
N ne
x
Figure 1-4: An ideal phase object changes the phase of the wavefronts but leaves
the amplitude unaffected. In this illustration, a finite number of Huygens radiators
approximate the true wave front across the phase object with a sinusoidal variation
in the index refraction N . Regions of higher index of refraction, which in a plasma
corresponds to a negative density perturbations, result in slower wave phase velocity
and a convergence of the wavefront.
to be approximated as
E(x) ≈ E0eiΦ(x), (1.2)
where Φ(x) = (ω/c)N(x)L and L is the thickness of the object. An example of the
phase at the outgoing surface of an object calculated by this method is shown in Fig.
1-4. The wave fronts of the outgoing wave are focused toward regions of higher index
of refraction. This effect is the basis of gradient-index imaging, present in some fiber
optic cables and the human eye for example.
Equivalently, we may think of the incident plane wave as scattering off of the
plasma wave, producing three outgoing plane waves, a diffraction of the incident
wave. This process touches at the question posed by Richard Feynman [31] when he
asked how any individual photon knows whether to reflect off the glass, or to pass
through, speaking on the phenomena of partial reflectance. Feynman’s answer is that
23
there is no single path for a photon. Rather, the field takes every possible path and
interferes with itself, as exemplified in Young’s double-slit experiment. Where the
phases of these separate paths add coherently the probability amplitude is largest.
The ensemble average of many measurements of this probability function forms the
patterns we record. This is a generalization of wave mechanics which joins classical
optics with discontinuous and diffusive processes of particles.
We may extend the idea of coherence to consider the propagation of plasma
waves in a plasma acting as a phase object when the waves avoid resonances which
absorb or transfer the energy to other forms. Consider, for example, the dispersion
of shear Alfve´n waves, that is ω2A = k2∥v2A, where k∥ is the wavenumber parallel to the
magnetic field, v2A = B2/µ0ρ is the characteristic Alfve´n speed, B is the modulus of
the magnetic field and ρ is the mass density [1]. In the case of the nested helical
magnetic fields, as found in tokamak plasmas, the path length along the magnetic
field lines of different magnetic surfaces may express strong variation due to the
difference in pitch of the field lines. Similar to the prior discussion, we may imagine
a packet of shear Alfve´n wavelets incident on the plasma and inquire as to where
we expect to find coherence. We define the parallel index of refraction through
N2
∥
= c2k2
∥
/ω2 = (c/vA)2(ω2A/ω2). Considering the case of negligible variation in
v2A, we expect coherence around maxima in ω
2
A, where the Alfve´n wavelets form into
eigenmodes, similar to the former discussion of light waves and the generalized phase
object. Conversely, a minimum in this function tends to diverge the incident Alfve´n
waves and only very narrow eigenmodes may form which are not expected to be
excited in experiment. This describes the fundamental nature of the eigenmodes we
will consider in this thesis. We may liken the Alfve´n eigenmodes to a light wave
trapped around a maxima in the index of refraction in a fiber optic cable.
As a last note, we consider current diffusion, the subject of chapter 6. It can
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be shown from a discretized form of the diffusion equation that the evolution is
equivalent to a sum over all possible paths of a particle (or field quantity) between
point x at time t and a point x′ at a later time t′. We may then think of the process
of diffusion as a movement toward a most probable state arising from the intersection
of an infinite number of paths, a coherence of random walks. While the concept of
coherence in the studies of diffusion is not present as a condition in the particular
problem we investigate here, it is nonetheless in the background of our thoughts. The
diffusion of current arises from collisions and possibly turbulence which scatter the
electrons, the primary carriers of current. In chapter 6, we investigate the conditions
under which a particular current profile shape arises, a critical condition for the
development of the Alfve´n eigenmodes central to this thesis.
This thesis progresses to an overview of the Alcator C-Mod tokamak and the
PCI diagnostic in chapter 2. A theory of RSAEs is developed in chapter 3 with
additional commentary on the use of codes for the solution of the eigenmodes in
toroidal geometry. Chapters 4 and 5 investigate RSAEs during the current ramp
phase and the sawtoothing phase, respectively. The main body of the thesis is
concluded in chapter 6 with a brief discussion of a one dimensional model of current
diffusion based on observations of RSAEs, followed by closing remarks in chapter 7.
Regarding the analysis and equations presented in this work, the author has
attempted to convert all formula to the MKS system of units. The only exception
to this is that energies are reported in terms of the keV rather than the proper MKS
unit of the Joule. Generally, a bold-face character refers to a vector quantity as in
the magnetic field, B, and a subscripted variable as a vector component as in Br.
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Chapter 2
Experiments and Diagnostics
Alcator C-Mod, located at the Massachusetts Institute of Technology, is a high-field,
high current, compact tokamak, regularly operating at reactor relevant densities at
or above 1×1020m−3 and magnetic fields up to 8 Tesla [32]. Like other contemporary
tokamaks, Alcator C-Mod utilizes a “divertor”, a first wall region designed to handle
high heat loads and is actively pumped to help reduce impurity accumulation and
control density. The magnetic field topology is most often configured such that
magnetic field lines just outside of the last closed flux surface of the plasma intersect
the first wall in the divertor region. Exceptions to this are the so-called “wall limited”
configurations where the plasma position is limited by contact with a portion of the
inner wall, a circumstance which is necessarily present in the early current ramp
phase of Alcator C-Mod experiments. Typically, a plasma may become “diverted”
around 200 ms into an experiment, though this has been pushed as early as 140
ms in some aggressively shaped cases. An ion cyclotron resonance heating (ICRH)
antenna system located within the vacuum vessel on the outboard wall provides
auxiliary heating in excess of 5 MW of coupled power [33]. Electron temperatures
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in the range of 3 − 6 keV are regularly achieved with ICRH. Alcator C-Mod will be
discussed in greater detail in section 2.1 of this chapter.
The harsh environment of the plasma essentially dictates that measurements
of the plasma core must utilize radiation or beams as a probing medium. The
Thomson scattering diagnostic, for example, collects the scattered light from an
incident laser beam to measure the plasma electron density and temperature. X-
ray and infrared imaging diagnostics, on the other hand, are passive diagnostics
which collect radiation emitted by the plasma. This chapter focuses on the two
primary diagnostics used for the measurement of Alfve´n waves in Alcator C-Mod.
The phase contrast imaging (PCI) diagnostic, a type of laser interferometer utilizing
an internal reference beam, is particularly sensitive to fluctuations of the electron
density and comprises the core of the diagnostic effort. Many of the measurements
from this diagnostic are compared to and complemented by measurements from the
Mirnov coils, wall-mounted magnetic pick-up coils designed for optimal sensitivity to
fluctuations of the poloidal magnetic field. The phase contrast imaging and Mirnov
coil diagnostic systems will be discussed in sections 2.2 and 2.3.
2.1 Alcator C-Mod
With regard to this thesis work, the most important aspects of the Alcator C-Mod
tokamak are its size, toroidal magnetic field, plasma current and characteristic values
of the central density and temperature. Representative parameters of Alcator C-
Mod operating parameters for the Alfve´n eigenmode studies are presented in Table
2.1. The energy confinement time is derived from the ratio of the stored energy
in the plasma to the total input power. A typical total plasma energy is in the
range of 50 − 100 kJ for these experiments, with total input power in the range of
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Figure 2-1: Cross section of the Alcator C-Mod tokamak, adapted from Ref. [34].
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3−6MW. The resistive diffusion time (τη) is a scale factor derived from the resistive
diffusion coefficient and a characteristic length scale, Dη = η/µ0 ∼ r2eff/τη, where
η ≈ meZe2 lnΛ/12pi3/220T 3/2e is some average measure of plasma resistivity based on
classical Coulomb collisions only, and me is the electron mass, Z is the ion charge
state, lnΛ ∼ 17 is the Coulomb logarithm, and in this expression Te is in units of
Joules [35]. This form is numerically equivalent to η ≈ 3 × 10−8 ZT −3/2e Ω m, with
Te in keV. The value of τη in Table 2.1 used an average temperature of 2 keV and
reff = a/2 to model the current ramp-phase, which expresses the fact that the time
scale should be weighted by the hotter plasma core because of the T
3/2
e scaling of τη.
major radius R0 0.67m
minor radius a 0.21m
elongation κ ≤ 1.6
triangularity δ ≤ 0.55
toroidal magnetic field at R0 B0 5.4 T
total plasma current Ip 800 kA
central current density j0 ≤ 15MAm−2
central electron density ne0 ≤ 1.5 1020m−3
central electron temperature Te0 ≤ 6 keV
ICRH power PICRH 2 − 5MW
majority ion species deuterium
minority ion species hydrogen
pulse length τpulse ≤ 3 s
energy confinement time τE ∼ 20ms
resistive time scale τη ∼ 200ms
Table 2.1: Characteristic operating parameters for Alcator C-Mod during the Alfve´n
eigenmode experiments.
There are two main aspects of tokamak operation which concern these studies: the
diffusion or relaxation of the current within the plasma, and the auxiliary heating
of the plasma with the ICRH system. With regard to the latter, it is really the
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development of an energetic ion population, the drive for the Alfve´n eigenmodes,
that is most important. We will examine each of these topics in more detail.
2.1.1 Current Penetration
Following the initial breakdown of the deuterium gas, the plasma current increases
due to the application of a toroidal electric field beyond that required to balance
the internal resistivity. The loop voltage (= 2piREφ) during this phase peaks at
approximately 5 Volts. In tokamaks, pressure balance is achieved through the Hall
force arising from the induced current, that is ∇p = j × B [36]. We may derive a
simple scaling relation for the central pressure by balancing the ∇p force with the
j × B force, and assuming the latter is approximated by the jφBθ term. In this
approximation we may think of the plasma as a bundle of wires, carrying current
in the toroidal direction, attracting each other through their mutual j × B forces.
While this certainly overlooks the important contribution from the poloidal current
and the toroidal field, it serves to derive the scaling. Using Ampere’s Law and
assuming a reasonable gaussian current density profile peaking at the magnetic axis,
we have p0 ∼ (µ0F /4pi2)I2p/a2 where p0 is the value of the pressure at the magnetic
axis and F is a function of the current density profile and is approximately 3. Using
values representative of Alcator C-Mod, with a = 0.2 m, a central electron density of
ne0 ∼ 2×1020m−3, a central electron temperature of Te0 ∼ 5keV and assuming Ti = Te,
we derive a requirement of Ip ∼ 0.5 MA, which is not far from the typical operating
current of 0.8 MA.
The finite resistivity of the plasma causes the current to penetrate on a time
scale proportional to T
3/2
e . The deviation from the steady-state configuration may
be quite large when one considers the resistive time scale and that approximately 1
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MA of current must diffuse through the plasma. A current profile peaking away from
the magnetic axis is known as a “hollow” current density profile, or equivalently, a
“reversed shear q profile”. Most often, the temperature profile peaks on axis, so that
the conductivity profile also peaks on axis which induces a transient pile-up of current
off axis [37]. In the special case of early application of ICRH, starting around 100 ms
in the experiments reported here, the temperature profile may increase rapidly much
more quickly than the current profile, causing the current to lag further behind and
maintaining the reversed shear state for a longer than usual period. The parameter
q describes the ratio of the winding of the magnetic field in the toroidal direction
to the winding in the poloidal direction, and near the core can be approximated by
q = rB0/R0Bθ. The approximate 1/R form of the toroidal field implies that a global
factor like q should be properly defined as a flux surfaced averaged quantity, hence
the toroidal field in the former definition of q uses the central value as an average.
During the current ramp phase of the experiments, qmin decreases to 2 in the first
100 msec and then to 1 over the next 150 msec, approximately. It is this period,
when both a reversed shear q profile and an energetic ion population are present,
that the reversed shear Alfve´n eigenmodes are typically excited.
Following the current ramp phase of operation, when q ≈ 1, the plasma enters
a period of quasi-steady-state operation. In most operating scenarios there exists
a periodic oscillation of the central equilibrium called the “sawtooth cycle” [16].
From the presence of reversed shear Alfve´n eigenmodes during some sawteeth cycles,
the presence of a reversed shear q profile has been inferred [18, 19]. This may
be anticipated by considering the resistive time scale relevant to relaxations of the
current profile on a smaller internal scale, say using a/3 and Te ∼ 4 keV, giving
τη ∼ 30 msec. This time scale is longer than most sawtooth periods in Alcator C-
Mod, suggesting that the current never fully reaches steady-state with respect to the
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resistivity profile. This topic is discussed in more detail in chapters 5 and 6.
The scaling of the central pressure derived earlier suggests that a large device,
such as ITER, with a minor radius nearly an order of magnitude larger than Alcator
C-Mod will need a comparably larger plasma current to achieve similar pressures.
The ITER design calls for a nominal plasma current of approximately 10 MA. Opera-
tion in these regimes may require the development of a large “bootstrap” current, an
internally generated current [13, 38, 39, 40]. The resistive time scale, proportional to
a2, should be at least 20 seconds for ITER and possibly much longer depending on the
temperature of the plasma core. This suggests that there will be a large window of
operation in which to explore the interesting physics of reversed shear configurations
in reactor scale plasmas. It is likely that a range of Alfve´n eigenmodes, including
RSAEs, may be excited during this period and could provide additional information
on the core alpha particle population [41].
2.1.2 Ion Cyclotron Resonance Heating
Auxiliary heating on Alcator C-Mod is supplied primarily by the ion-cyclotron res-
onant heating (ICRH) system. Three separate antenna systems, composed of two
groups of two-strap antennas (D-port and E-port) and one four-strap antenna (J-
port), launch waves at 80.5, 80.0 and 78.0 MHz respectively [33]. The ICRH system
can couple as much as 5 MW, with fairly reliable operation at 4 MW or less. As the
main heating source for the Alfve´n wave experiments in this thesis, a brief outline of
ion-cyclotron resonant heating (ICRH) is provided. The main regime of operation is
the so-called “minority heating” case, where minority ions, in our case hydrogen in a
deuterium majority, are accelerated at the layer where the launched frequency equals
the minority cyclotron frequency, a function of Bφ ∼ B0(R0/R) [42, 43]. By adjusting
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the magnitude of the toroidal field, one may select the major radius of the resonance
and hence a particular value of v/v∥ in velocity space which is preferentially heated.
The subset of the minority population whose orbits stagnate near (have banana orbit
tips near) the resonant layer will be most strongly accelerated. At B0 = 5.4 T the
E-port antenna is resonant at a radius of about 68 cm, the D-port antenna about
0.5 cm to the high-field side (HFS) and the J-port antenna about 1.5 cm to the low-
field side (LFS). The energetic ion population resulting from this heating scheme has
been explored with a neutral particle analyzer on Alcator C-Mod where it was found
that even with on-axis heating, the energetic ion profile tended to peak off-axis, an
effect explained by the greater number of orbits which are trapped at larger minor
radii [44]. A typical tail temperature of approximately 100 keV was found for an
injected power of about 0.5MW in a densities in the range of (0.8 − 1.5) × 1020m−3.
Extensive discussions of the physics of ICRH wave propagation can be found in
Ref. [42] and [45]. Rather than reiterate these issues in total, we present a brief
calculation of the expected energetic ion tail temperatures based on analysis in these
references as a consideration for calculations presented in subsequent chapters which
use a model ICRH distribution to calculate the growth rate of Alfve´n eigenmodes. A
steady-state energetic ion distribution is found by balancing the source of accelerated
ions from the ICRH waves and the loss of energetic ions due to scattering from the
electrons (primarily), modeled by the quasi-linear diffusion process. An analytic
form of the steady-state distribution function is provided on page 511 of Ref. [42].
Distribution functions for the energetic hydrogen minority population are shown in
Fig. 2-2, calculated with a numerical routine provided by V. Tang [46].
The quasi-linear calculations of the minority tail temperatures depend on the
order of 100 keV, possibly smaller or larger depending on the specifics of the equi-
librium. The flux-surface averaged power density (P˜ ) is equal to the input power
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Figure 2-2: Calculations of the steady-state distribution function for a hydrogen
minority species in deuterium majority based on quasi-linear estimates from Ref.
[42]. P˜ is the flux-surface averaged power density in units of W/cm3, temperatures
are in units of keV, ne is in units of 1020 m−3, and Zeff = ∑s nsZ2z /ne is a sum
over ion species and represents the effective charge state of the plasma for collisional
processes. Model parameters are (a) ne = 1.3, Te = 3.0, Zeff = 3.0 (b) P˜ = 10, Te = 3.0,
Zeff = 3.0 (c) P˜ = 10, ne = 1.3, Zeff = 3.0 (d) P˜ = 10, ne = 1.3, Te = 3.0.
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divided by the volume of the flux surfaces over which the power is deposited. For
on-axis resonance, the volume can be approximated by (2piR0)(pir2res), where rres is
the radial extent of the wave-field above the magnetic axis. Using an injected power
of 3 MW we find P˜ ∼ 20W/cm3 [47], putting the tail temperature in the range of
100 − 200 keV. These values are likely overestimates of the tail temperatures as the
deuterons and electrons also absorb the incident power, perhaps upwards of 30% [43].
2.2 Phase Contrast Imaging
The method of phase contrast imaging developed out of Fritz Zernike’s study of im-
perfections in diffraction gratings [26], a work for which he was awarded the Nobel
Prize in Physics in 1953. Prior to his studies, it had been known that periodic imper-
fections in a diffraction grating produced so-called “Rowland ghosts”, faint sidebands
(diffracted beams) accompanying each of the fundamental peaks (direct beams). An
image of the diffraction grating resulting from a combination of a single direct beam
and its companion diffracted beams exhibits a banded pattern, an interference ef-
fect. Zernike’s key observation was that the Rowland ghosts had a phase difference
of pi/2 relative to the direct beam, and therefore, the resulting intensity expressed
only a second order modulation arising from the vector addition of the components.
This insight led him to the idea that a large enhancement of the interference effect
would be realized if the relative phase between the diffracted beams and the direct
beam could be modified by pi/2 to produce an image with variations of first order in
the diffracted components. Utilizing a method of etching glass developed by Lord
Rayleigh, Zernike created an optical element, which he called a “phase strip”, com-
posed of a glass plate with a groove of depth λ/2. In this system, both the direct
beam and the diffracted beams pass through the glass, so that the required groove
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depth to achieve a pi/2 phase shift is a function of the index of refraction of the glass,
typically Nglass ≈ 1.5 at optical wavelengths. When the direct beam was focused pre-
cisely in the groove, it’s phase was retarded by pi/2 relative to the diffracted beams.
The resulting image showed clearly the imperfections in the grating.
Applied to the study of plasmas, the phase contrast technique produces images
of electron density waves, effective diffraction gratings for the incident beam. This
method has been successfully applied on a number of tokamaks, first on TCA by
Henry Weisen [48, 49], where one of its early applications was the measurement of
the density perturbations from the damping of launched Alfve´n waves from which the
current distribution was inferred [17]. A phase contrast imaging system was installed
on Alcator C-Mod in 1999 [34], and has operated regularly since then. Additional
commentary on the history of phase contrast imaging of tokamak plasmas can be
found in this same reference. This section presents the theory of diffraction from
phase gratings, proceeding to the model of a plasma diffraction grating, and finally
to the diagnostic implementation on Alcator C-Mod and its calibration systems.
2.2.1 The Plasma Diffraction Grating
As a development of the theoretical basis of phase contrast imaging, we examine the
illustrative case of a one-dimensional diffraction grating, based on similar discussions
in Refs. [34, 50]. In the following we use “wave” to refer to the collective structure
of the electric field, and distinguish this from a “beam” which refers to a particular
directional component of the wave. In principle, the technique of imaging density
perturbations in a plasma is the same as Zernike’s images of the imperfections in a
diffraction grating created from the direct beam and the Rowland ghosts. We will
see how the light wave leaving the plasma may be represented as a strong direct
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beam accompanied by weak diffracted beams which are out of phase (in mean) by
pi/2 relative to the direct beam. Before we reach the details of the calculations it will
not hurt to emphasize a simple, but essential, detail of the technique: the pi/2 phase
difference which is central to the technique arises from the fact that the bending,
or diffraction, of the incident beam is due the retardance or advancement of phase
imposed on the incident beam by the variation in the index of refraction. It is not
the case that the pi/2 phase difference between the direct beam and the diffracted
beams is the result of these components traversing different paths, such an effect
effectively counteracts the phase contrast technique.
The following analysis treats the electric field as a scalar, an approximation justi-
fied in the limit of small scattering angle where the variation in the vector will enter
as a correction of cos θ, where θ is the angle of propagation relative to incidence.
For small θ, the corrections are of order θ2 and may be ignored. In this limit, it
is convenient to use the Huygens’ superposition of wavelets to determine the wave-
fronts [29]. The Huygens’ model represents each point in space as a source which
radiates spherical waves, preserving the incident phase. The representation of the
outgoing wave in terms of a direct beam and diffracted beams allows a reduction
of the problem of wave propagation to that of geometric optics, with the additional
accounting of the relative phases of the separate component beams.
Four approximations are made in the subsequent analysis: ideal phase grating,
small angle scattering, thin scattering volume, and one-dimensional variation. Before
proceeding, we qualify each of these approximations.
 Ideal phase grating: The ideal phase grating does not absorb or reflect any
energy from the incident wave, which is equivalent to saying that the transmis-
sion coefficient has a complex phase with unit magnitude. For a wave passing
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through a region of free electrons, the total scattered power along a ray is ap-
proximated by 0E20σe ∫ nedz, where σe is the Thomson scattering cross section
equal to (8pi/3)r2e where re ≈ 3×10−15 m is the classical electron radius, and the
integral of ne is over the beam path [51]. Using a typical density of 1020m−3 we
have a fractional radiated power of about 10−9, validating the approximation
of the plasma as an ideal phase object.
 Small angle scattering: Wave diffraction from an ideal phase grating is equiv-
alent to a spatial variation in phase of the outgoing electric field at the surface
of the grating. The spatial variation in phase can be found by integrating
∫ k(r)dz where z is the coordinate along the beam path. At infrared frequen-
cies, the phase variations due to the plasma fluctuations are of order 10−2 or
less, resulting in a very small scattering angle, justifying the use of the scalar
representation of the electric field. Diffraction by phase variations is illustrated
in Fig. 1-4.
 Thin scattering volume: The phase contrast system is designed around an
ideal phase shift of pi/2 between the direct and diffracted beams. In order
for the technique to work, it is imperative that the direct and diffracted beams
traverse the same background plasma so that their phase accumulation from
the background plasma can be effectively subtracted during image formation.
This is possible when the angle between the direct and diffracted beams is
small enough. A “thin” object is one in which the scattering from all layers
may be considered collectively as originating from a single surface. The di-
rect and diffracted components begin to experience significant differences in
plasma structure when their paths deviate from each other by a distance of ap-
proximately 1/kp, where kp is the wavenumber of a plasma fluctuation. Using
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θscattering = λ0/λp, we have that the separation between the top and bottom of
the plasma should be no more than L < λ2p/2piλ0. For the shear Alfve´n waves,
λp ∼ 6 cm, giving L < 60 m, a value well within the limits of the optical config-
uration for Alcator C-Mod which has plasmas approximately 60 cm in height.
As noted in Ref. [34], the maximum detectable wavenumber beyond which the
plasma must be considered “thick” (also known as scintillation) corresponds to
about kmax ∼ 10 cm−1 (λ ∼ 0.6 cm). The plasma waves of interest for this work
have wavenumbers well below this limit, on the order of 1 cm−1.
 One-dimensional variation: The vertical port window through which the PCI
laser beam passes is approximately 18.5 cm in the radial direction by 3.5 cm in
the toroidal direction. Given that the beam can only sample about 3 cm of the
plasma in the toroidal direction and that toroidal wavelengths are generally
much larger than the radial or poloidal wavelengths, the plasma is effectively
uniform along the toroidal direction. Combined with the thin object approxi-
mation, toroidal uniformity across the viewing window means that the plasma
may be considered a one dimensional object.
To begin, we consider a plane wave traveling in the +zˆ direction incident on a
one-dimensional phase grating located at z = 0 with variation in the xˆ direction. Let
the grating have a complex valued transmission coefficient τ(x) = eiδ(x), representing
and ideal phase grating. Note that the function τ describes the modification of the
electric field, not the intensity. Modeling our phase object as a delta function grating
at z = 0, the electric field of the outgoing wave at the surface of the grating becomes
E(x) = τ(x)E0, where E0 is the electric field of the spatially uniform incident wave,
where without loss of generality, the incident wave has a phase of zero at the grating
plane.
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Consider an ideal phase grating whose phase variation in the xˆ direction can be
approximated by a finite Fourier representation of the form
δ(x) = ∑
p
∆p cos (kpx − ωpt + φp) , (2.1)
where p is a summation index and the ωp and kp are the angular frequencies and
wavenumbers of the plasma perturbations. The φp term is a general phase required
for Fourier decomposition in this form. We may expand τ in powers of ∆p,
τ = 1 + i∑
p
∆p cos (kpx − ωpt + φp) +O (∆2) (2.2)
= 1 + i
2
∑
p
∆p [ei[kpx−ωpt+φp] + e−i[kpx−ωpt+φp]] +O (∆2) . (2.3)
When ∣∆p∣ ≪ 1 for all p we may neglect the O(∆2) terms. With this approximation,
τ has the simple interpretation of a direct (k = 0) component plus a set of traveling
waves. The time dependent, outgoing electric field can now be simply expressed as
the product of τ and E0e−iω0t, where ω0 is the frequency of incident wave. That is,
E(x, t) = E0e−iω0t + iE0
2
∑
p
∆p [ei[kpx−(ω0+ωp)t+φp] + ei[−kpx−(ω0−ωp)t−φp]] . (2.4)
We see now that the incident plane wave couples to each of the traveling plasma
waves in τ to produce an outgoing system composed of a direct beam (first term
on the RHS of Eq. 2.4) and a set of diffracted beams. The diffracted beams have
a mean phase which is shifted by pi/2 relative to the direct beam. It is tempting
to consider this effect from the single particle point of view. Recall however, that
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Erad ∝ a and a ∝ Ein for a free charge so that the radiated electric field is in phase
with the incident wave. The answer to this conundrum is that the resultant electric
field in Eq. 2.4 arises from a spatial variation of phase and is ultimately a collective
phenomenon, as illustrated in Fig. 1-4. In the phase contrast method, the phase at
any particular point is meaningful only in relation to the other phases in the object.
Indeed, a transmission grating does not exhibit this effect and cannot be imaged
effectively with the phase contrast technique [26]. The meaning of this mysterious
phase shift is apparent when we remember that the model of a direct beam plus two
diffracted beams is a convenient representation of an outgoing wave whose spatially
dependent phase has been advanced or retarded by the phase grating. In a phasor
representation, the outgoing wave is equivalent to a superposition of the direct beam
plus a small perturbation out of phase with the incident beam by pi/2, an effect
illustrated in Fig. 2-3. Alternatively, a small phase shift (δ) in a sine wave may be
approximated by sin(θ+δ) ≈ sin(θ)+δ cos(θ), which shows that the term proportional
to δ is out of phase with the main wave by exactly pi/2.
The linearity of Maxwell’s equations in vacuum makes no distinction between
propagation of the collection of beams as in Eq. 2.4, or a superposition of the separate
components individually propagated. The latter approach allows us to consider the
trajectory of the diffracted components of Eq. 2.4 on their own. Let us isolate a
single conjugate pair from Eq. 2.4, call this Ep, and look at its propagation along zˆ.
Requiring that ∣k∣ = ω/c in vacuum, we have that kz = √k20 − k2p, where k0 = ω/c is
the free space wavenumber, with the result that
Ep(x, z, t) = iE0
2
∆p [ei[kpx+kzz−(ω0+ωp)t+φp] + ei[−kpx+kzz−(ω0−ωp)t−φp]] . (2.5)
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Figure 2-3: (a) A perturbation in the index of refraction changes the phase of the
incident wave by δ. The outgoing wave may be approximated as (b) the superposition
of a direct beam plus two diffracted beams which have a mean phase shift of pi/2
relative to the direct beam. This model is only illustrative and does not represent
an actual measurement.
It is now apparent that the incident wave couples to the plasma waves, conserv-
ing energy and momentum as seen by the selection rules for the diffracted waves:
ωdiffracted = ω0 ± ωp and kdiffracted = ±kpxˆ + kzzˆ. The angle of propagation relative
to incidence (zˆ) is given by θdiffraction = ±kp/kz. Considering plasma waves in the
limit required for the thin object approximation, we may neglect the contribution
of kp to kz and arrive at θ = ±λ0/λp, where λ0 is the incident laser wavelength and
λp = 2pi/kp. When the frequency of the incident wave is sufficiently high that this
light-like treatment of the waves in the plasma is justified, we have λ0 ≪ λp and the
scattering angle is indeed very small.
We may consider now the effect of image formation using these beams. If the
diffracted and direct beams are imaged on a detector without any manipulation of
phases, the electric fields from the diffracted beams will contribute in the following
manner,
43
Iimage = 0∣E(x)∣2 = 0∣E0 + iE0
2
∑
p
∆˜p ∣2
≈ 0E20 [1 + 14∑p ∑l ∆˜p ∆˜l ] , (2.6)
where now j and l are dummy indices for the summations and for shorthand we
have used ∆˜p in place of ∆p [ei[kpx+kzz−(ω0+ωp)t+φp] + ei[−kpx+kzz−(ω0−ωp)t−φp]]. Equation
2.6 shows that the result of imaging the direct beam plus diffracted beams without
manipulation results in a second order dependence on the small quantity ∆˜, and
furthermore, is highly nontrivial to interpret when multiple Fourier components are
present. However, if the phase of the direct beam is advanced by pi/2, that is E0 →
eipi/sE0 = iE0, we have the essence of the phase contrast imaging technique. The
intensity of the image in the phase contrast method is
IPCI = 0∣E(x)∣2 = 0∣iE0 + iE0
2
∑
p
∆˜p ∣2
≈ 0E20 [1 +∑
p
∆˜p ] . (2.7)
The phase contrast technique transforms small variations of phase into linear inten-
sity variations. Recalling that ∑p ∆˜p is just the Fourier transform of τ , the phase
contrast method produces an image of the phase grating. In the implementations of
this method for plasma physics, the optical component which modifies the phase of
the direct beam is called a “phase plate”, the practical equivalent of Zernike’s phase
strips. It has been found that a reflective phase plate, rather than a transmissive one,
is preferable for these studies. In essence the phase plate is a glass substrate with a
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highly reflective gold or aluminum surface, except for a groove along a diameter of
the surface which reveals the substrate. The depth of the groove is nominally λ/8
so that when the direct beam enters the groove and is reflected from the glass sur-
face it travels an additional distance of λ/4, introducing a pi/2 phase shift, while the
diffracted beams reflect off of the surrounding surface. The phase contrast technique
using this method is illustrated in Fig. 2-4, and the phase plates described in greater
detail in section 2.2.4.
A further enhancement of the phase contrast method may be achieved if the phase
plate also reduces the intensity of the direct beam. The particular substrate used in
the present experiments is ZnSe, chosen for its fairly low cost and low coefficient of
reflection at 10.6 µm, R ≈ 0.17 (with respect to the intensity). Including this effect,
the phase contrast technique becomes
IPCI+ZnSe = 0RE20 [1 + 1√
R
∑
p
∆˜p] . (2.8)
A ZnSe substrate enhances the phase contrast by about a factor of 2.4 over a purely
reflective phase plate, though the overall intensity of the image is reduced. The net
result however, is a significant increase in the signal to noise ratio for the system
[34].
To conclude the discussion of phase gratings as a model for plasma perturbations,
we need only to relate the coefficients ∆p to a physical observable. The light source
used for these studies is a 10.6µm CO2 laser, which has a frequency of approximately
28 THz, well above the plasma and electron cyclotron frequencies. In this regime,
the appropriate dispersion relation is that of plasma light waves. Expressed in terms
of the index of refraction, N = ck/ω, the dispersion relation is N2 = 1 − ω2pe/ω20. The
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Figure 2-4: Schematic representation of the PCI system. The incident laser beam
(red) is expanded, collimated and sent through the plasma. A plasma wave produces
two diffracted beams (orange). The direct beam acquires a pi/2 phase shift as it
traverses the λ/8 groove in the phase plate. Finally, the beams are imaged onto the
detector to produce a phase contrast image of the plasma wave.
index of refraction is a function of the plasma electron density, and hence, the phase
contrast method is sensitive to perturbations in this quantity. The accumulated phase
of the wave as it passes through the plasma is δtotal(x) = ∫ k(x, z) dz, equivalent to
δtotal(x) = ω0
c
∫ N(x, z) dz,
where the limits of integration are the boundaries of the plasma along a ray of the
incident beam. Note that because we are operating in the limit of small scattering
angle, a direct beam and the scattered beam traverse the same path through the
plasma so that the retarded time may be neglected. When a density perturbation
(n˜e) is present we have N →N0−N˜ , where N0 is evaluated at the equilibrium density
and N˜ = e2n˜e/0meω20. Assuming that the background electron density profile changes
sufficiently slowly in time and space, variations in these quantities can be ignored
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and the integral of N0 dz adds a constant offset phase to δtotal with no consequence
for the phase contrast technique. The information regarding the grating is carried in
the density perturbations alone. Using a first order Taylor expansion of N around
ne, the final result is
δ(x) = −reλ0∫ n˜e(x, z) dz, (2.9)
where we have used the classical electron radius, re = µ0e2/4pime ∼ 3 ⋅10−15 m in MKS
units (re = e2/mec2 in CGS units). When this integral is performed for each chord
along the incident beam we have δ(x), which is related to the ∆p coefficients by the
Fourier transform of Eq. 2.1. The image created at the detector is proportional to
∫ n˜e dz.
A large plasma fluctuation might have n˜e/ne ∼ 10−2, which for Alcator C-Mod
plasmas results in δ < 10−2 and validates the earlier assumption that the O(∆2) terms
can be ignored. The output signal depends largely on the specific structure of the
density perturbations within the plasma. An interesting effect arises when the beam
passes through regions of positive and negative density fluctuations leading to “phase
cancelation”, whereby the observed density fluctuation may be much lower than the
peak fluctuation. This is an important effect in the study of Alfve´n eigenmodes and
will be discussed in greater detail in section 3.6 regarding the synthetic PCI analysis.
2.2.2 Phase Contrast Imaging on Alcator C-Mod
The PCI system implemented on Alcator C-Mod saw first operation in 1999 [34],
and has been operating regularly since then. An overview of the PCI system in
relation to the tokamak structure is shown in Fig. 2-5. All mirrors in the system are
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located external to the vacuum vessel, allowing for easy maintenance and operation,
at least compared to other systems where mirrors must be mounted in-vessel as in,
for example, the PCI system on the DIII-D tokamak [50]. The PCI beam path
passes vertically through the plasma, including the core region, as shown in Fig.
2-5(b). One of the great advantages of the Alcator C-Mod design is that the system
is sensitive to perturbations on all flux surfaces, at least for plasma waves which
extend over a flux surface. This allows the PCI system to be used for the study of
edge modes such as the quasi-coherent (QC) oscillation, modes in the core plasma
such as the ion temperature gradient (ITG) driven turbulence, and core localized
phenomena such as Alfve´n eigenmodes [24].
The detector is composed of 32 photoconductive HgCdTe elements, with a ideal
frequency range of 0−10 MHz. The signals are amplified at the detector with a gain of
approximately 250 before being sent to digitizers capable of 40 MHz signal processing,
though the standard operation uses 10 MHz digitization. With the acquisition of new
phase plates multiple magnifications are possible, covering the range 0.5 − 60 cm−1.
The new phase plates will be discussed in greater detail in the following section.
The transmitting table which houses the laser and expansion optics measures
3.04 m × 0.91 m, is shown in Fig. 2-6. The laser source is a 60 W Firestar CO2 laser
manufactured by Synrad. The laser is cooled by a closed system water supply at 20○C,
regulated by a Merlin chiller located approximately 3 meters away. This water supply
also cools the acousto-optical modulators (AOMs) used in the heterodyne detection
of ICRF waves. These units are not used in the study of Alfve´n eigenmodes and
will not be discussed further. The 10.6 µm light from the laser is in the far infrared
regime and not visible to the human eye. Alignment of the optics is performed with
a 25 mW HeNe laser (λ = 632 nm). The HeNe and CO2 laser beams are made
coaxial through a mirror which is reflective at 10.6µm but transparent in the visible
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Figure 2-5: (a) The PCI transmitting and receiving tables in relation to the Alcator
C-Mod superstructure, adapted from Ref. [34]. (b) A vertical cross section showing
the path of the laser beam for the PCI system and the poloidal position of the Mirnov
coils and (c) a plan view of the torus showing the positions of the PCI beam, the
Mirnov coils, and the ICRH antennas.
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Figure 2-6: The PCI transmitting table layout, adapted from Ref. [34].
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spectrum, allowing the HeNe beam to pass through and join the CO2 beam. This
element is labeled in Fig. 2-6 as the “HeNe & CO2 alignment mirror”.
For the study of Alfve´n waves, a large beam width is desired to capture as much
of the spatial extent of the eigenmodes as possible. In the dedicated experiments
described in the following chapters, a 1/e beam width of approximately 20 cm was
generated by using a 1 inch focal length concave mirror prior to collimation by the
off-axis parabolic mirror. Studies requiring a higher k range often use the 2 inch focal
length mirror to reduce the beam diameter by a factor of 2 and increase the intensity
by a factor of 4. In the low-k configuration, a magnification giving a maximum
k of approximately 8 cm−1 is used. The image region was typically about 10 cm
wide so that the beam intensity was relatively uniform over this span. During these
experiments, calibration was provided by a 15 kHz sound burst from the speaker.
2.2.3 PCI Calibration
As part of the original operation, a speaker was installed and configured to launch
a 2 msec burst, at a frequency of 15 kHz, prior to each shot. The data acquisition
system is configured to capture this event. Analysis of the sound burst signal can
be analyzed to determine a calibration coefficient which scales the measured signal
in terms of absolute density perturbations. The sound waves create pressure per-
turbations which are related to a density perturbation through an equation of state
for air. As absolute fluctuation levels are not calculated by any of the codes used
in this work, we focus on the use of the calibration system primarily as a relative
calibration to account for channel-to-channel differences in the detector, alignment,
and non-uniform beam profiles. The relative calibration factors derived from a gaus-
sian fit to the experimental calibration amplitudes multiply the output of a synthetic
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Figure 2-7: PCI measurements of the sound burst show (a) a nearly gaussian beam
profile from which an absolute calibration is found and (b) phase measurements from
which the channel spacing can be inferred.
diagnostic signal. This method is used, in contrast to dividing the experimental data
by these values, so that the noise on low-signal channels is not amplified. Represen-
tative calibration curves are presented in Fig. 2-7.
The channel spacing can be derived from the measured phase of the sound waves.
The phase difference between two channels separated by a distance dR normal to
the wavefront is dΦ = (ωsb/cs) dR, where ωsb is the frequency of the sound burst
and cs = 344 m/s is the speed of sound in air at 25○C. Inverting this equation for
dR and using ωsb = 2pi × 14.5 kHz gives dR = (cs/fsb) dΦ/2pi ≈ 24 mm × dΦ/2pi. The
sequence of phase measurement may be easily fit to this linear form to derive the
chord spacing for the experiment.
2.2.4 Phase Plates
A new generation of phase plates was introduced to the experiment in 2008. The
former generation of plates had been in service for many years and the surface qual-
ity of these pieces was showing signs of wear, and more importantly, they had a 1”
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Figure 2-8: AFM surface scan of the older 1” diameter phase plate. A mean difference
in height between the groove bottom and the reflective surface is 1.327 µm. The
width of the transition zone (region between the groove bottom and flat surface of
the reflective coating) is approximately 20µm. The RMS surface height variation of
the gold coating, away from the groove, is about 3 nm. The groove extending across
the transition zone at approximately 65 µm is an error of the measurement device
and not a real feature.
diameter substrate which limited the upper range of the detectable wavenumber to
approximately 30 cm−1. The search for high k turbulence motivated the development
of new 2” diameter phase plates. Though the 2” diameter phase plates were not nec-
essary for the experiments reported in this thesis, the author played a significant part
in the development of these plates and some important details of their manufacture
are recorded here.
Two instruments were used in the study of the surface quality of the phase plates:
an atomic force microscope (AFM) [52] and a profilometer. Both instruments were
rented on an hourly basis through the MIT Center for Materials Science and Engi-
neering. While the AFM measurements reveal fine structure details of the surface
quality, the utility of this instrument for testing phase plates is limited on account
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Figure 2-9: (a) A picture of a production piece with a 2.5 mm wide groove. (b)
Profilometer measurements of the same piece showing a groove depth of 1.27µm and
a transition zone smaller than the instrument resolution.
of the small area accessible during a single scan. Figure 2-8 presents an AFM scan
of the surface features of the older generation phase plate, showing the broad transi-
tion from the groove to the reflective surface. Later tests used a Tencor profilometer
because of its ability to scan a range of up to 5 mm, though only in one dimension.
The new phase plates were manufactured by Bandwidth Semiconductor Inc. (now
Spire Inc.) based out of Hudson, NH. The substrates, 2” diameter and 0.200” thick
ZnSe windows, were purchased from II-VI Inc. An anti-reflective coating for 10.6µm
was applied to one side by the manufacturer. As in the former plates, ZnSe was
selected for its desirable reflection coefficient at infrared wavelengths and moderate
cost. To accommodate a range of optical configurations tailored to a particular k
range, phase plates with different groove widths were manufactured. The final order
of six parts was split between the Alcator C-Mod PCI group and the DIII-D PCI
group. The Alcator C-Mod group ordered phase plates with groove widths of 0.4
mm, 1.1 mm, and 4.0 mm, and acquired a 2.5 mm plate from the initial R&D effort.
Former attempts to manufacture phase plates largely failed due to the inability to
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provide good adhesion of the gold coating to the ZnSe substrate. Tests performed at
Bandwidth determined that a bonding layer was necessary to achieve good adhesion
between the gold and the ZnSe. The final design used a 300 A˚ thick layer of SiO2 on
the ZnSe surface, followed by a 200 A˚ thick layer of titanium, capped with a 300 A˚
thick layer of platinum and finished with the gold coating. The design for the front-
side coating specifies a nominal λ0/8 groove depth at 1.32µm (±10%). Measurement
of the surface quality of the final production pieces with a profilometer showed that
all final production pieces were well within the design specifications with groove
depths of approximately 1.27 µm. A picture of a phase plate and a profilometer
measurement of the groove profile are presented in Fig. 2-9. In situ tests of the
phase plates show exceptional performance.
2.3 Mirnov Coils
Two sets of Mirnov coils in the Alcator C-Mod tokamak are designed for measuring
the toroidal mode numbers of low-n MHD phenomena. One set is located at 10 cm
above the midplane, and the other at 10 cm below the midplane. In the present
system Mirnov coils are located at six toroidal locations, as illustrated in Fig. 2-5.
In practice it is often the upper set which is used due to the better signal to noise
ratio of those coils.
The response of the coils is generally highly non-linear as a function of frequency.
A typical coil has 144 turns over four layers. The internal capacitance of such a design
unfortunately introduces a coil resonance near 750 kHz. Away from the resonance,
we may take the coils to have an approximate linear response function over a small
enough region. To account for the resonant effect, we relate the output voltage to
the magnetic field through
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Vout
NAωB˜
= −iH(ω), (2.10)
where N is the number of turns of the coil, A is the effective cross sectional area of a
single turn, and B˜ is the fluctuating magnetic field we want to measure. Assuming
all coils have nearly similar response functions with regard to phase relationships,
we may take the modulus of Eq. 2.12. The function ∣H(ω)∣ may be modeled by a
Lorentzian form,
∣H(ω)∣ = ω20[(ω2 − ω2
0
)2 + 4γ2ω2]1/2 , (2.11)
where ω0 = 1/LC and γ = LR, and L is the coil self-inductance, C is the self-
capacitance, and R is the coil resistance. Numerically, ω ≈ 2pi × 750 kHz and γ ≈
2pi × 100 kHz. We may invert this relationship to solve for B˜ in terms of the output
voltage,
B˜ = V
ω0NA
G(ω). (2.12)
In this last form we have defined a function G(ω) = (ω0/ω)H−1. The functions
H(ω) and G(ω) are shown in Fig. 2-10, where instead of ω we have used f =
2piω as the abscissa. The function G(ω) shows that the coil response may change
significantly over the range of (200−600)kHz, so that it is necessary to include these
calibration factors in the calculations when determining the absolute fluctuation
level, or even a relative change in fluctuation level between two frequencies.
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Figure 2-10: The frequency response curve for the Mirnov coils exhibits a resonance
near f = 750 kHz. The measurements of interest in this work occur in the region of
approximately 200 − 600 kHz.
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Chapter 3
Alfve´n Waves
The study of Alfve´n waves in this thesis follows two major approaches: excitation
in tokamak plasma experiments and modeling by way of numerics and theory. The
meeting of these two branches occurs through the development and application of a
”synthetic”, or simulated, PCI diagnostic. The former chapter discussed the diagnos-
tics. This chapter defines the theoretical basis for interpretation of the observations
and the development of tools for comparing theory to experiment, namely, the syn-
thetic PCI.
Beginning with a simple slab geometry and progressing to toroidal geometry,
this chapter develops a model of Alfve´n eigenmodes from ideal MHD theory. This
work focuses on a particular class of Alfve´n eigenmode, the reversed shear Alfve´n
eigenmode (RSAE) [6, 7, 8, 9] which is localized to a region near a maximum in the
current density profile. We will see that the eigenmodes appearing in slab geometry
present many of the fundamentals which appear in toroidal geometry, but do not
contain the essential physics required for instability. The topics of mode frequency,
spatial structure, growth and damping will be discussed separately. Ultimately, the
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complex mathematics imposed by toroidal geometry requires advanced numerical
tools for the solution of the eigenmodes. The final section of the chapter will be
devoted to the discussion of the synthetic PCI analysis which is the fulcrum of
comparison of the spatial structures from simulations and experiments.
3.1 Alfve´n waves in the MHD model
In homogeneous plasmas, low-frequency ideal MHD waves can be represented as
superpositions of two characteristic branches: the shear Alfve´n wave and the mag-
netosonic wave. Unlike the magnetosonic branch, the shear Alfve´n wave is nearly
incompressible, meaning that the perturbations to the magnetic energy and internal
energy of the plasma enter in second order [53]. The following system of equations
comprise the basis for analysis of ideal MHD modes, where in the following γ is the
adiabatic index.
d
dt
ρv = j ×B − ∇⃗p momentum equation (3.1)
∇×B = µ0j Ampere’s Law (3.2)
∇×E = − ∂
∂t
B Faraday’s Law (3.3)
E + v ×B = 0 Ohm’s Law (3.4)
d
dt
ρ +∇ ⋅ (ρ v) = 0 continuity (3.5)
d
dt
( p
ργ
) = 0 equation of state (3.6)
The displacement current in Ampere’s Law is neglected with the limitation that
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v2phase ≪ c2, which is well satisfied for the modes of interest. The absence of finite
Larmor radius (FLR) corrections signifies that the frequencies of concern are re-
stricted the regime ω ≪ ωci and kρi ≪ 1, where ρi = √Ti/mi/ωci is the ion Larmor
radius. In the ideal MHD limit, the E ×B drift dominates the plasma motion, where
E arises predominantly from an electromagnetic source. In the following analysis,
we expand these equations to first order in the perturbed quantities (see Ref. [36] for
a more complete description of this technique) and perform a Fourier decomposition
of the quantities. The particular form of the Fourier decomposition depends on the
geometry of the problem, hence in the first step we take only the temporal Fourier
representation, that is, ∂/∂t → −iω. In making these expansions we assume that there
is no zeroth order velocity, a good approximation for core-localized modes. With a
change of variables from the fluid velocity to the fluid displacement via v = −iωξ,
using Ampere’s Law to remove j1 and Faraday’s Law to remove E1, and employing
standard vector identities, equations 3.1 through 3.6 are reduced to the following set
of four first order equations,
−µ0ρω
2ξ = (B1 ⋅∇)B0 + (B0 ⋅ ∇)B1 − ∇(B0 ⋅B1 + µ0p1) (3.7)
B1 = −(ξ ⋅ ∇)B0 + (B0 ⋅ ∇)ξ − B0(∇ ⋅ ξ) (3.8)
ρ1 = −(ξ ⋅ ∇)ρ0 − ρ0(∇ ⋅ ξ) (3.9)
p1 = −(ξ ⋅ ∇)p0 − γp0(∇ ⋅ ξ), (3.10)
where the subscript “0” refers to the equilibrium and the subscript “1” refers to the
first order perturbation. Notice that the density perturbations, essential for detection
with PCI, arise only with finite density gradient or fluid compression. The presence of
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the magnetic field and a pressure gradient perpendicular to the magnetic field define
a natural coordinate system: bˆ∥ = B/∣B∣, rˆ = ∇⃗p/∣∇⃗p∣, and bˆ = bˆ∥ × rˆ. It is typical
to decompose the wave vector into components parallel to the field, k∥ = (k ⋅ bˆ∥)bˆ∥,
and perpendicular to the field, k = (k ⋅ bˆ)bˆ. Even though k2∥/k2 ≪ 1, it is critical
that terms of this order be retained in the analysis of the shear Alfve´n waves. The
limit k∥ → 0 is more subtle than the case of finite k∥, requiring consideration of finite
∇ ⋅ ξ and is not considered here.
Before proceeding to specific application of this system of equations, it is worth-
while to comment on the importance of compressibility in relation to wave stability.
Mathematically, incompressibility amounts to taking ∇ ⋅ ξ = 0, which is formally
derived by taking the limit γ → ∞, where γ is the adiabatic index (see Eqs. 3.6
and 3.10). Physically, the most unstable modes are those which respond with in-
compressible motion [36]. The following argument illustrates this point. The energy
density of a wave is an important parameter in considering its stability in relation to
accessible free energy sources. Including the first order perturbations from a wave,
the magnetic energy density is proportional to B2 = B2
0
+B2
1
+2B0 ⋅B1. Clearly then,
the wave energy is carried by the second two terms on the RHS. Assuming that a
strong guide field is present, as is the case in tokamak plasmas, the wave energy
becomes a second order quantity in the perturbation when B0 ⋅B1 = 0. Consider a
cylindrical system with a strong guide field in the zˆ direction as an approximation
to the tokamak. The first order perturbation of Bz is composed of three parts,
B1,z = −ξx ∂
∂r
Bz + ik∥Bξz −Bz(∇ ⋅ ξ), (3.11)
where k∥ = (k ⋅B)/B is the magnitude of the parallel wave vector. The first term
represents the compression of the guide field due to its non-uniformity, which is small
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for low β plasmas, where β = 2µ0p0/B2 is the ratio of the plasma pressure to magnetic
pressure, and furthermore, tends to cancel with other terms in B0 ⋅B1 and can be
ignored. The second term accounts for the compression of the plasma due to parallel
fluid displacement and is small when ξz is small compared to ξx. It can be shown
that ξz ≈ (ikz/k2y)ξ′x, so that typically ξz ≪ ξx as kz/ky ∼ 0.1 in magnitude. Using
the result that B1,x = ik∥Bξx and ξ′x ∼ kyξx, we have that the second term scales as
(kz/ky)B1,x so that it is effectively a quantity of second order and can be ignored.
The only term with a possibility of contributing in first order is the third term,
proportional to ∇ ⋅ ξ. Hence, the wave energy is minimized when ∇ ⋅ ξ is minimized,
which is the original statement we sought to prove. We have only to show that the
incompressible approximation is justified for the shear Alfve´n waves. Using a slab
geometry to derive the rough scaling of compressibility by eliminating ξy and ξz in
favor of ξx, we have
∇ ⋅ ξ ≈ −1
1 + γβ
⎡⎢⎢⎢⎢⎣
By
B
+
k2
∥
k2y
ω2 − ω2A
ω2A
⎤⎥⎥⎥⎥⎦
∂
∂x
ξx, (3.12)
where ω2A = k2∥v2A. As stated before, the vanishing of ∇ ⋅ ξ in the limit γ → ∞ is
now apparent. Notice however, that the term in brackets in Eq. 3.12 is small so
that ∇ ⋅ ξ can only be significant when dξx/dx becomes large. The summary point is
that the wave energy increases to a quantity of first order from second order when
the gradients of the fluid displacement become large, which occurs approximately
for (d/dx) ln ξx > ky. An increase in the wave energy can be thought of as an in-
crease in the effective damping rate [54]. Additionally, mode conversion to short
wavelength electrostatic waves occurs near resonant layers and contributes directly
to wave damping [55, 56, 57]. As we will see in the following sections, large gradients
in the displacement result when the eigenmode encounters a resonance in the plasma.
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To briefly forecast the results of the subsequent analysis, the waves of greatest
interest to this body of work are the shear Alfve´n waves which are characterized by
dominant fluid displacements in a direction perpendicular to the magnetic field such
that B0 ⋅B1 ≈ 0. While this term is near zero, it cannot be exactly zero, and it is
this small remainder which determines the shape of the shear Alfve´n eigenmodes.
In particular, incompressible motion requires a displacement in the yˆ direction, or
equivalently the poloidal direction, which means that there will be some first order
magnetic perturbation parallel to By. Recalling the discussion from chapter 1, we
will see the mathematical development for the formation of the Alfve´n eigenmodes
around regions of maxima in the Alfve´n continuum.
3.2 Slab Geometry and the definition of the Alfve´n
continuum
A homogenous slab plasma with a background magnetic field permits two electro-
magnetic wave branches. There are the additional electrostatic waves, such as the
ion sound wave, but those do not concern us here. The directions perpendicular to
the magnetic field are degenerate, and thus we need to specify only a k and k∥ to
fully described the waves. Keeping only the leading terms, the two branches are,
ω2 = k2
∥
v2A shear Alfve´n wave (3.13)
ω2 = k2 v2A magnetosonic wave (3.14)
where k∥ = (k ⋅B)/B is the wave vector parallel to the magnetic field, v2A = B2/µ0ρ
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is the Alfve´n speed, B is the modulus of the magnetic field, µ0 is the permeability
of free space, and ρ is the mass density. For the remainder of the analysis, we will
neglect the magnetosonic wave and focus on the shear Alfve´n wave branch.
The degeneracy of the homogenous case is broken by including spatially varying
equilibrium profiles, which in the examples presented here will be in the xˆ direc-
tion as shown in Fig. 3-1. The most relevant case for modeling a tokamak plasma
includes the possibility of spatially varying density and magnetic field profiles. A
sheared magnetic field in slab geometry can be represented as B = B0zˆ + By(x)yˆ.
As described in the first section of this chapter, wave energy is minimized when the
dominant displacement is perpendicular to the equilibrium magnetic field, which in
this case is the xˆ direction. It then follows from Ohm’s Law that E is dominantly
in the yˆ direction, and from Faraday’s Law that B1 is dominantly in the xˆ direc-
tion. In deriving the following relation for ξx with eigenvalue ω2 we have used the
incompressible approximation and also ∣ξz∣/∣ξx∣ ≪ 1 to eliminate ξz from the outset.
This also decouples the density perturbation (Eq. 3.9) from the Eqs. 3.7 and 3.8,
resulting in the second order differential equation,
ρ(ω2 − ω2A)ξx = ∂∂x (
ρ(ω2 − ω2A)
k2y
∂
∂x
ξx) , (3.15)
where as before ω2A = k2∥v2A. Note that the terms on the RHS of Eq. 3.15 arise from the
∇ ⋅ (B0 ⋅B1) term in Eq. 3.7, showing that the departure from an ideal shear Alfve´n
wave (B0 ⋅B1 = 0) is essential to the formation of Alfve´n eigenmodes. Equation 3.15
has singular points where the coefficient of the highest derivative vanishes, which
occurs when ω2 − ω2A = 0. While the singularity may be resolved by considering
physics neglected in this derivation, possibly including effects outside of the ideal
MHD model [55], it nonetheless describes the dominant trend of the solutions and
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x
y
ρ(x)
z
Bz = constant
Figure 3-1: The slab geometry model has By and ρ profiles with spatial dependence
in the xˆ direction, and hence, Fourier decomposition is allowable only for the yˆ and
zˆ directions.
can be used to develop an approximate picture of the eigenmodes, if not an entirely
accurate one. The singular nature of Eq. 3.15 can be observed more clearly in the
following form
g (ξx − 1
k2
ξ′′x) = g′k2y ξ′x, (3.16)
where g = ρ(ω2−ω2A) and the prime notation signifies a derivative with respect to the
spatial variable x. Notice that as the singularity is approached (g → 0) g′ in general
remains finite. Except for the extraordinary case where ξ′x → 0 at the singular layer, it
must be that the finiteness of the LHS of Eq. 3.16 is maintained by ξ′′x →∞. In other
words, the eigenfunction ξx becomes strongly peaked at the point where ω2 = ω2A.
Near the singular layer, the ξx term can be ignored and the remaining equation
integrated once to yield ξ′x ≈ A ω2/(ω2 − ω2A) where A is an arbitrary scale factor,
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which again illustrates the peakedness of the displacement function near the singular
points. The function ω2A is the “Alfve´n continuum” which should be interpreted
as the frequency-space map of the resonance, or singular, points of the system. A
similar function will appear in cylindrical and toroidal geometries. In the following
sections, solutions to Eq. 3.15 are examined with three approaches: a variational
analysis, direct numerical integration and transformation to a Schro¨dinger potential
representation.
3.2.1 Variational Analysis
Equation 3.15 is amenable to a variational analysis whereby an estimate of the eigen-
value (ω2) can be derived from an appropriate integral over a trial function in place
of an actual eigenfunction. A nice discussion of variational theory and its derivation
can be found in the text “Ideal Magnetohydrodynamics” by Freidberg [36]. Vari-
ational analysis of Eq. 3.15 shows that the integrating function is simply ξ∗x , the
complex conjugate of ξx, which gives for the estimate of the eigenvalue
ω2 = ∫ ω2A (∣ξx∣2 + 1k2 ∣ξ′x∣2) dx∫ (∣ξx∣2 + 1k2 ∣ξ′x∣2) dx , (3.17)
where the limits of the integrals cover the entirety of the eigenfunction. The partic-
ular value of ω2 derived by this method depends on the shape of the function ω2A. In
the presence of a strong guide field defined by B2z ≫ B2y the parallel wavenumber is
k∥ ≈ (By/Bz) ky + kz. For the purposes of illustration which will become more clear
in the discussion of cylindrical geometry, ky and kz are chosen such that k2∥ has a
strong local maximum (ky is negative and kz is positive in this example). Profiles of
By and ω2A = k2∥v2A are illustrated in Fig. 3-2.
Using a test function localized about the maximum in the Alfve´n continuum, the
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Figure 3-2: (a) The vertical (yˆ) magnetic field and (b) the associated Alfve´n con-
tinuum (fA = ωA/2pi) using Bz = 5 Tesla, ky = −0.8 cm−1 and kz = 0.03 cm−1. The
variational method shows that the eigenvalues f 2 (dashed line) are less than the
value of the peak of the continuum.
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variational analysis finds ω2 to be some value less than the maximum of the Alfve´n
continuum. That this should be so can be seen in Eq. 3.17 where the eigenmode
effectively averages the Alfve´n continuum over its distribution, which necessarily
results in an estimate less than the peak value. The variational analysis then tells
us that any solution in this system must encounter the Alfve´n continuum and hence
should be peaked at the associated singular points.
3.2.2 Numerical Integration
Solutions of Eq. 3.15 may be found by direct numerical integration of the discretized
system. In the case at hand, we take fixed boundary conditions such that ξx(x¯ = 0) =
ξ(x¯ = 1) = 0 where x¯ = x/a is a normalized coordinate for a slab which extends from
x = 0 to x = a. Cast in discrete form, Eq. 3.15, being second order, can be solved for
the ith point as a function of the (i−1)th and (i−2)th points. The singularities must
properly be dealt with by using a linear expansion and analytic solution near the
singular layer and matching this to the numerical solution some distance away. Near
the singular layer, ξ′′x and ξ
′
x dominate over ξx which remains finite. Expanding about
the singular point, we let ω2−ω2A = ν (x¯ − x¯s), where x¯s is the position of the singular
point and ν is some coefficient determined by continuity conditions. Ignoring the
minor contributions from ξx near the singular point, an approximate solution in the
singular layer (ξs) is
ξs = A +B (x¯ − x¯s)1−ν , (3.18)
where A and B are unknown coefficients which must be found by matching ξx to
ξs away from the singular layer. Combining the singular solutions with a standard
recursion relation away from the singular layer, solutions can be constructed for
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different values of the eigenvalue. Defining D = k2ya2 and using g = ρ(ω2 − ω2A), Eq.
3.15 can be cast as a discretized recursion relation of the form,
ξi = (2 +D dx¯2) 4 gi−1
gi + 4 gi−1 − gi−2
ξi−1 +
gi − 4 gi−1 − gi−2
gi + 4 gi−1 − gi−2
ξi−2. (3.19)
One of the boundary conditions in the numerical solution of ξ can be trivially
satisfied by starting the integration at a boundary. The results of the procedure
presented here started the integration at x¯ = 0 with ξ = 0. Most likely, a guess ω2
used in the integration scheme will result in a ξ which does not satisfy the x¯ = 1
boundary condition. However, eigenmodes may be found from test solutions which
are not themselves eigenfunctions through an implementation of the so-called “shoot-
ing method” [58] involving a scan over test eigenvalues. In a system with multiple
eigenvalues, proper implementation of this method requires having sufficiently fine
resolution of the eigenvalues such that only a single solution is in the neighborhood
of the test functions used in the shooting method. The problem of finding eigen-
modes is in general nonlinear on account of the product of the eigenfunction and the
eigenvalue appearing in the differential equation (Eq. 3.15).
Proper eigenfunctions of the system can be separated from the larger body of
solutions by scanning the eigenvalue (ω2) and observing the behavior of the solutions
at the position x¯ = 1. One can generate a plot of ξx(x¯ = 1) as a function of ω2, call
thisW (ω2). In a discretized scan of ω2, one can identify eigenmodes of the system by
finding the roots of W (ω2). This technique is employed by advanced non-variational
codes which will be used for analysis of modes in toroidal geometry and are discussed
in more detail in section 3.5. To illustrate the technique, let us assume that we have
scanned a number of eigenvalues and enter a region where W (ω2) varies nearly
linearly with ω2. Taking two solutions in this approximately linear neighborhood,
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Figure 3-3: Plots of the edge amplitude of the function ξx as the eigenvalue (ω2) is
scanned. Eigenfunctions correspond to zero crossings of this curve. Plots (a) and (b)
show the spectrum at two different resolutions. Note that the spectrum of solutions
is very dense at values less than the maximum of the Alfve´n continuum, with no
solutions for ω2 > ω2A. The vertical dashed lines in (b) identify the frequencies of
solutions presented in Fig. 3-4.
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Figure 3-4: Representative “continuum” eigenmodes found through numerical anal-
ysis of Eq. 3.15. The solutions can be classified as (a) symmetric or (b) anti-
symmetric, general features that appear in solutions in toroidal geometry. The eigen-
mode in (a) corresponds to a frequency of 410.7 kHz and (b) to a frequency of 414.7
kHz in the roots of Fig. 3-3(b).
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call them ξa and ξb with eigenvalues ω2a and ω
2
b respectively, we have
W (ω2) =Wa + Wb −Wa
ω2b − ω
2
a
∆ω2 +O(∆ω2)2, (3.20)
where ∆ω2 = ω2 − ω2a. It is rather straight forward to determine from Eq. 3.20 the
value of ∆ω2 which satisfies W = 0, accurate to order (∆ω2)2. From this form, a
guess for the eigenvalue (ω2c ) and eigenfunction (ξc) can be derived,
ω2c = Wbω
2
a −Waω
2
b
Wb −Wa
, (3.21)
ξc = Wbξa −Waξb
Wb −Wa
. (3.22)
(3.23)
The interpolated function ξc can now be compared to the exact solution derived
from the differential equation using ω2c , and if the two solutions are deemed close
enough by some measure, then we can stop, if not, this technique is iterated upon
until convergence is reached. Certainly this technique could be combined with a
predictor-corrector technique, or other advanced root solving algorithm, but the
essence is the same. Plots of W (ω2) resulting from a scan of ω2 are shown in Fig.
3-3. Interestingly, there are no eigenfunctions above the maximum of the continuum
as can be seen in Fig. 3-3, and all solutions have ω2 < ω2A in agreement with the vari-
ational analysis. It is apparent that the number of roots is very dense when ω2 < ω2A.
Representative eigenmodes corresponding to the frequencies at the dashed lines in
Fig. 3-3(b) are presented in Fig. 3-4. These eigenmodes are strongly peaked at the
points of continuum crossing, marked by the vertical dashed lines, which causes them
to suffer large continuum damping and are not excited in experiment. This analysis
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shows that unstable Alfve´n eigenmodes cannot be modeled in slab geometry, but
illustrates some fundamental properties of the solution space. It is also important
to note that the position of the maximum of the Alfve´n continuum identifies a point
of near symmetry in the solutions, and that this symmetry is reflected in the eigen-
modes. We anticipate that eigenmodes in cylindrical and toroidal geometry will also
exhibit this general feature.
3.2.3 Potential Formulation
An alternative representation of the problem may be derived through a change of
variables which presents the question of eigenmode formation in the more familiar and
intuitive representation of a quantum particle in a well. Using again a normalized
spatial variable x¯ ≡ x/a, and g = ρ(ω2 − ω2A), and utilizing a change of variables
through ξx = g−1/2Ψ gives
Ψ′′ = VeffΨ (3.24)
where
Veff = D + 1
2
g′′
g
−
1
4
(g′
g
)2 (3.25)
where D = k2ya2 and the primes denote derivation with respect to the normalized
variable x¯. Equation 3.24 can be interpreted as the Schro¨dinger equation for a steady-
state wave function Ψ for an “Alfve´n particle” with energy E = 0 in a potential well
Veff [8]. Whereas the classic quantum problem is formulated as one of finding the
energy eigenvalues for a given potential, in the case of the Alfve´n eigenmodes the
problem is reversed in that the Alfve´n particle has a fixed energy and the problem
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is instead one of finding the corresponding potential through variation of ω2, which
enters through the function g = ω2 − ω2A in Eq. 3.25. A similar procedure can be
applied to the eigenvalue equations derived for cylindrical and toroidal geometries.
Three potential functions and the corresponding eigenfunctions are presented in
Fig. 3-5. Panel (a) shows the potential function for an eigenmode which intersects
the continuum at two points, similar to those presented in Fig. 3-4. This potential
exhibits two deep wells, as expected based on the discussion of the singular behavior
of the Alfve´n continuum in Eq. 3.15. Panel (b) is the potential function for a case
with ω2 > ω2A and admits no solutions. Panel (c) explores a hypothetical case under
the assumption that we have neglected some essential physics in the derivation of
Eq. 3.15 which modifies the coefficient of the LHS. Taking this modification to be
the simplest imaginable form, that is, g → ρ(ω2 − ω2A −Q) where Q is some positive
constant. The effect on the potential is the addition of the second term in the
following expression,
Veff = D −DQ
g
+
1
2
g′′
g
−
1
4
(g′
g
)2 . (3.26)
The addition of this ad hoc term results in a negative potential when Q > 0 and has
dramatic consequences for eigenmode formation. Indeed, without this term there
can be only a potential hill for ω2 > max(ω2A) and consequently no viable solutions.
The addition of Q may generate an effective potential well in which an eigenmode
may form. Notice that the structure of the eigenmode in Fig. 3-5c is gaussian-like,
and does not exhibit the strong peaking as in case (a) with ω2 <max(ω2A). There is
of course, a critical value of Q below which proper eigenmodes do not form. It is a
rather straightforward exercise to include Q in the variational theory, which indeed
shows that ω2 may rise above max(ω2A) when Q is large enough.
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Figure 3-5: Potential functions (solid blue) and eigenfunction (dashed red) for three
cases. Case (a) has ω2 = ω2A at two points which generates the deep potential wells,
and case (b) has a ω2 > max(ω2A) which creates a potential hill that does not admit
eigenmodes. Case (c) uses the same value of frequency as case (b), but includes an
ad hoc physics term which generates a potential well and allows an eigenmode to
form.
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3.3 Cylindrical Geometry
In moving to cylindrical geometry from slab geometry we let xˆ → rˆ and yˆ → θˆ,
which means that the differential operator changes as d/dy → (1/r)d/dθ. The so-
called ”screw pinch” is the most general representation of a cylindrically symmetric
equilibrium [36]. In this system, the next order approximation of a tokamak plasma,
the guide magnetic field is in the zˆ direction and pressure balance is effected by
currents in the θˆ and zˆ directions, generally with ∣jθ∣≪ ∣jz ∣. In such a configuration
the guide magnetic field will be a weak function of radius due to the diamagnetic
current, but within the accuracy of the ordering used here can be taken as constant,
as can be seen in Fig. 3-6. Foreseeing the eventual step to the toroidal model, we
take the screw pinch to be periodic in z with period L = 2piR0 where R0 will be
interpreted as the major radius of the magnetic axis in toroidal geometry. In the
periodic screw-pinch there is a well-defined parameter describing the winding ratio
of the equilibrium guide field to the poloidal field, a function of the radial coordinate
only. This parameter we define as q = q(r), where
q(r) = r Bz
R0 Bθ
. (3.27)
Note that q is finite at r = 0 because the poloidal field is proportional to r near
the magnetic axis. A Taylor expansion of the current density near the axis, jz(r) ≈
jz,0 + j
′
z,0 r, shows that the poloidal field is approximated by Bθ ≈ 12µ0r(jz,0 + 23j′z,0r).
Taking the limit r → 0, q at the magnetic axis (q0) becomes,
q0 = 2Bz
µ0R0j0
. (3.28)
These definitions will carry over to the toroidal case, except that q will be properly
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defined as a flux surface averaged quantity, and Bz → Bφ, where φ is the toroidal
angular coordinate. When q is large, the winding of the guide field is large relative
to the winding of the poloidal field, meaning that the field lines may wrap many
times in the zˆ (toroidal) direction before closing once in the poloidal direction. The
parameter qR0 approximates, to within a few percent, the length required to circulate
the torus once along a magnetic field line to return to the initial poloidal position.
From the definition k∥ = (k ⋅B)/B we have
k∥ = 1
R0
(n − m
q
) , (3.29)
where, importantly, we see that k∥ is inversely dependent on q. As noted in the prior
section, eigenmodes may form near regions of local maxima in the Alfve´n continuum.
In cylindrical geometry, a maximum in k∥ may form for certain values ofm and n and
for particular q profiles. Recalling ω2A = k2∥v2A, we observe that a minimum in q (qmin)
can create a local maximum in ω2A for an appropriate choice of m and n, and thus
expect that there may exist modes near qmin. This observation provides the basis
for anticipation of the reversed shear Alfve´n eigenmode (RSAE) which comprises the
focus of this thesis.
Periodicity of the θ and z coordinates requires that eigenmodes of the system also
exhibit a periodic structure and hence, the Fourier representation takes the form,
A˜(r, θ, z, t) = ∑
m,n
A(r)e−imθ+i 2pinL z−iωt, (3.30)
where A˜ is a generalized perturbed quantity, A(r) is the radial function, m is the
poloidal mode number and n is the azimuthal (toroidal) mode number. The negative
sign in front of m is a matter of convention, the reason being that a choice of positive
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Figure 3-6: Representative profiles for a cylindrical screw pinch equilibrium showing
(a) temperature and density, (b) q and magnetic shear, (c) Bz and Bθ, and (d) the
absolute value of the Alfve´n continua for three mode number combinations. The
m = 6, n = 3 continuum exhibits a strong local peak in the Alfve´n continuum at the
radial location of qmin. The dashed line in (d) marks the frequency eigenvalue of the
eigenmode in Fig. 3-7(a).
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m and n corresponds to wave propagation in the ion diamagnetic drift direction. The
ion diamagnetic velocity is vD = B × ∇pi/niZieB2, where pi is the ion pressure, ni
is the ion density, and Zie is the ion charge [35]. Taking Bz and Ip (the plasma
current) to be in the positive zˆ direction, and assuming a monotonic decreasing
pressure profile, gives vD,θ in the −θˆ direction and vD,z in the +zˆ direction.
The poloidal and guide magnetic fields of a screw pinch are easily reconstructed
when the pressure and q profiles are specified. Using the prior definition of q which
allows us to express Bθ in terms of Bz, and using the pressure balance equation for
equilibrium ∇p = j ×B with Ampere’s Law, and defining a new variable Y = B2z we
have
(1 + h)Y ′ + (h′ + 2h
r
)Y + k = 0, (3.31)
where h = 4pi2r2/L2q2 and k = 2p′/µ0 and primes denote derivatives with respect to
the coordinate r. Given a boundary condition, Eq. 3.31 can be integrated to solve
for Bz(r), from which we may determine Bθ(r) through the known form of q. In
this way, specific screw pinch equilibria may be constructed from experimental data
or theoretical models, as is illustrated in Fig. 3-6. Looking toward the analysis of
eigenmodes in toroidal geometry, we map the Alfve´n continua in cylindrical geometry
for a single n and a range ofm, as is done in Fig. 3-6(d). There are two main features
of importance in Fig. 3-6(d). The first is that the m = 6, n = 3 continuum exhibits
a local maximum at the radial position of qmin, from which we can expect that this
may allow an m = 6, n = 3 eigenmode to form. Secondly, there are points where
the continua are degenerate, which is important for toroidal geometry where strong
coupling between poloidal harmonics arises at points of degeneracy.
The following set of equations comprise the basis for the development of the
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eigenvalue equation. When we employ the same approximations used in the for-
mer analysis of the slab configuration, namely ∇ ⋅ ξ = 0 and ξz = 0, and using
Bθ/r − (∂/∂r)Bθ = sBθ/r where s = d ln q/d ln r is the magnetic shear, the eigen-
value equation for ξr is very similar to that derived for slab geometry. To the order
of approximation used here, k = −m/r − nBθ/R0B0 ≈ −m/r, allowing ξθ to be used
in place of ξ. Furthermore,
−µ0ρω
2ξr = iBk∥B1,r − 2Bθ
r
B1,θ −
∂
∂r
h, (3.32)
−µ0ρω
2ξθ = iBk∥B1,θ + 2Bθ
r
B1,r + i
m
r
h, (3.33)
B1,r = iBk∥ξr, (3.34)
B1,θ = iBk∥ξθ, (3.35)
∇ ⋅ ξ = 1
r
∂
∂r
(rξr) − im
r
ξθ = 0. (3.36)
The quantity h =B0 ⋅B1+µ0p1 need not be solved for directly, but can be eliminated
by inverting Eq. 3.33 to solve for h = h(ξ). Defining new variables r¯ = r/a and
χ = r¯ξr, the system of equations 3.32 - 3.36 can be reduced to an eigenvalue equation
of the form
Gχ = ∂
∂r¯
[F ∂
∂r¯
χ] , (3.37)
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where,
F = ρr¯ (ω2 − ω2A) , (3.38)
G = m2 [F
r¯2
−
2B2
µ0R
2
0
s
r¯q2
] . (3.39)
We see now the development of a term on the LHS of Eq. 3.37 which we may
identify as similar to the Q from the discussion of the potential formulation in sec-
tion 3.2.3. Also, recall that the leading term in the potential scales as G/F , using
the terms defined here, so that it has a dominant r−2 form near the axis, similar to
the effective potential arising from conservation of angular momentum in classical
mechanics, reinforcing the image of the Alfve´n particle in a central force potential.
Interestingly, there is a direct correspondence between the mode number m and the
angular momentum quanta of quantum systems. The presence of the m2 compo-
nent (angular momentum) of the effective potential has important consequences for
eigenmode formation. In effect, the m2 term prevents eigenmodes from forming very
close to the axis, so that translation of conditions which generate a solution at a
mid-range value of r¯ to a lesser value of r¯ may result in no solution. This point
may have particular importance to the study of RSAEs which are sometime seen to
develop between sawteeth and is discussed in more detail in chapter 5. To further
explore Eq. 3.37 we define, as before, an effective potential function Veff .
Veff = G
F
+
1
2
F ′′
F
−
1
4
(F ′
F
)2 (3.40)
= m2
r¯2
−
2m2 V 2A
R2
0
(ω2 − ω2A)
s
r¯2q2
+
1
2
F ′′
F
−
1
4
(F ′
F
)2
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The potentials corresponding to the three continua from Fig. 3-6 are presented
in Fig. 3-7 using a value of ω2 which corresponds to the eigenfunction shown. The
width of the potential well is due solely to the second term in Eq. 3.41. The presence
of the deep trench in the well, arising due to a singularity where ω2 − ω2A = 0, causes
the eigenmode to form a secondary peak. Such solutions have significant continuum
damping, and furthermore, the double-peaked structures typically have very small
growth rates and are unlikely to be excited in experiment (discussed in greater detail
in section 3.5.3).
The dispersion relation for the cylindrical RSAE mode can be derived from a
variational analysis of Eq. 3.37. As before, we use ξ∗ for an integrating function,
with the result,
ω2 ≈ ω2A [1 + ∆qmq(m − nq)2 (
r3
0
2m
−
1
3
(m − nq))] (3.41)
where the terms r¯0 = r¯ and ∆q = (d2/dr¯2)q r¯20 are evaluated at qmin. We see that a
critical value of shear exists, which enters through the relation that r3
0
> 2m
3
(m−nq),
which requires very small values of k∥ to be effective, and does not represent a
viable solution for experimental conditions. Nonetheless, Eq. 3.41 illustrates how
an undamped eigenmode may in principle be generated. If such modes were excited,
the leading dependence on ω2A includes a strong dependence on qmin, such that the
frequency of the mode will increase rapidly as qmin decreases. Recall that ω2A = k2∥v2A
and k∥ ∼m/q−n, a feature which suggests a method for inferring qmin(t) by measuring
the frequency as a function of time.
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Figure 3-7: Potentials for the cases (a) m = 6, n = 3 mode and (b) the m = 5, n = 3
and the m = 7, n = 3 modes. The dashed curve in panel (a) is the eigenmode found
by numerical integration.
84
3.4 Toroidal Geometry
The goal of this section is to outline the steps by which one can construct an eigen-
mode expression similar to 3.37 which is applicable for toroidal geometry. In moving
from cylindrical geometry to toroidal geometry, the z coordinate becomes the φ co-
ordinate. The rˆ and θˆ basis also become φ dependent, though the variation enters
as functions of θ. The details of the eigenmode analysis are considerably more in-
volved in toroidal geometry on account the coupling of many poloidal harmonics
(m) due to the presence of equilibrium and first order quantities which depend on θ.
It should be noted that toroidal symmetry leaves the system of equations invariant
under translations in φ, and hence we can look for eigenmodes which are solutions of
a single n, though now containing perhaps many m. The general analytic strategy is
to find an appropriate expansion parameter to simplify the system to a small number
of coupled equations.
The small parameter  = r/R0 naturally arises in the equations and can be used
to distinguish orders of coupling between poloidal harmonics. The result of such an
analysis is that, within some parameter space limits imposed by approximations, an
expression for the RSAE eigenmode is described through a second order differential
equation, similar to that derived in cylindrical geometry. The largest effect as we
move from cylindrical to toroidal geometry is that the guide magnetic field develops
an approximate 1/R dependence. The coupling of poloidal harmonics can be observed
in the first order terms like Bφ ξ (see Eqs. 3.7 and 3.8). Approximating the toroidal
field as Bφ ∼ B0(R0/R) ∼ B0(1−  cos θ), and taking as our basis a set of functions of
the form ξm,n(r, θ, φ, t) = ξ(r) exp (−imθ + inφ − iωt), coupling between m and m±1
takes the form,
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Bφ ξm,n = B0 (1 −  cos θ) ξ(r) e−imθ+inφ−iωt
= B0 (1 − 1
2
 (eiθ + e−iθ)) ξ(r) e−imθ+inφ−iωt
= B0 ξm,n − 1
2
B0 (ξm−1,n + ξm+1,n) . (3.42)
Coupling betweenm andm±1 is of order  and hence we anticipate that modifications
to the differential equation will enter as corrections of order 2. Rigorous derivations
of the RSAE dispersion relation can be found in Refs. [8, 59]. Extensions to the
theory accounting for energetic ions [59, 60] and finite pressure effects [6, 61] have
also significantly added to the understanding of RSAEs across a range of conditions.
The following discussion of Alfve´n eigenmodes in toroidal geometry merely outlines
some of the essential physics regarding these modes, adapted from reference [60].
We note that in addition to the toroidal field’s 1/R dependence, the poloidal field
also develops high-field-side (HFS) to low-field-side (LFS) asymmetry. The poloidal
magnetic flux develops an approximate 1/R dependence from the hoop force, as
well as an outward shift due to finite pressure effects, known as the Shafranov shift
[62, 36]. These effects result in a scaling of the poloidal magnetic field by a factor of
[1+  cos θ −∆′ cos θ]−1, where ∆′ is the derivative of the Shafranov shift, and can be
approximated as ∆′ ≈ (1
4
+ βθ), where βθ = 2µ0p0/B2θ is the poloidal beta [62]. We
consider here the special case where the Shafranov shift and hoop force cancel in Bθ,
leaving only a 1/R dependence in Bφ.
Inspection of Eqs. 3.7 through 3.10 in toroidal geometry shows the primary effect
then enters through the calculation of k∥ in the terms B0 ⋅∇ and B0 ⋅B1+µ0p1. Using
the aforementioned approximate form for Bφ, we find the parallel wavenumber for
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the mth poloidal harmonic to be
k∥ = k ⋅B0
B0
= 1
B0
(−m
r
Bθ +
n
R0
Bφ) ,
where B0 is the modulus of the magnetic field. Using the definition of q (Eq. 3.27),
and taking B0 ≈ Bφ and Bφ ≈ B0(1 −  cos(θ)) we have
k∥ ≈ 1
R0
(−m
q
+ n) − m 
qR0
cos θ (3.43)
≡ k∥,m −
m 
2qR0
(eiθ + e−iθ) . (3.44)
In a rather straightforward fashion, Eq. 3.44 may replace the former definitions
of k∥ entering in ω
2
A. Had we stopped the analysis at Eq. 3.43 instead of 3.44, we
might be led to believe that the value of k∥ has a strong θ dependence, which can be
of such a magnitude to cause k∥,m to change sign unless q < m/n(1 + ) everywhere.
Clearly this condition on q(r) cannot be satisfied for all radii. The solution to this
problem is provided by way of Eq. 3.44, which shows that instead of a variation of
k∥, the θ dependence should be interpreted as a coupling of poloidal harmonics as
per Eq. 3.42. The presence of the θ dependent terms in Eq. 3.44 then specifies a
constraint on the amplitudes of the m ± 1 terms. Requiring that k∥ have the same
sign everywhere implies that ξm±1/ξm ∼ 2(m − nq)/nq ∼ . Considering that  ∼ 10−1
for typical experimental values, the coupling between ξm and ξm±1 can be considered
weak. Extending this argument to the next order shows that the coupling between
m and m ± 2 will be of order 2, allowing a reasonable truncation of the coupling to
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m and m± 1, at least for regions where q(r) does not vary rapidly, which is the case
for the RSAEs localized near the minimum in q.
With the introduction of coupling between m and m ± 1, imposing the condition
thatm≫ 1 and truncating at order 1 we develop a system of three coupled equations
in place of the former differential equation Eq. 3.37. Using the notation ξr(m,n) →
ξm and ξr(m ± 1, n)→ ξm±1 for the radial displacements the system of equations is,
⎛⎜⎜⎜⎜⎝
Gˆm−1,m−1 Gˆm−1,m 0
Gˆm,m−1 Gˆm,m Gˆm,m+1
0 Gˆm+1,m Gˆm+1,m+1
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
ξm−1
ξm
ξm+1
⎞⎟⎟⎟⎟⎠
= 0 (3.45)
where the Gˆ operators are differential operators. The diagonal terms have coefficients
of d2/dr2 proportional to ω2 − ω2A,m which can be small for only one of the terms,
at least when we are looking for RSAE solutions of this system. Without loss of
generality, we take this term to be smallest for the Gˆm,m term.
An analytic solution of this system of equations requires that the operators Gˆm,m+1
and Gˆm,m+1 be inverted, which in general results in an integro-differential equation
for ξm. Breizman et al. (Ref. [60]) note however, that for the given regime, the
integral operators resulting from the inverse transformations cancel exactly with the
differential operators. A full analysis of this system of equations will not be presented
here. The interested reader can find detailed analysis in Refs. [6, 8, 60, 61]. The
result of such analysis, using r¯ = r/a as in the cylindrical analysis, is summarized
here:
Gχ = ∂
∂r¯
[F ∂
∂r¯
χ] , (3.46)
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where,
F = ρr¯ (ω2 − ω2A) , (3.47)
G = m2
r¯2
[F − 6ρ r¯ω2 2
1 − 4 (m − nq)2 ] . (3.48)
And as before we construct an effective potential, defining a = a/R0,
Veff = m
2
r¯2
−
6m2 2a ω
2
(ω2 − ω2A) (1 − 4 (m − nq)2) +
1
2
F ′′
F
−
1
4
(F ′
F
)2 . (3.49)
As is often done in theoretical works, Eqs. 3.46 or 3.49 can be expanded in the pa-
rameter ∆r¯ = r¯− r¯0 where r¯0 is the radial position of qmin[60]. The Alfve´n continuum
may be locally approximated by a parabola, and in this way the problematic inter-
sections with the continuum are avoided. The result is that smooth solutions are
found, free of any compressional effects arising from continuum interaction, though
this may not fully represent the experimental reality.
An approximate dispersion relation can be derived from Eq. 3.46, based on a
variational analysis [60]. As mentioned at the beginning of this chapter, consideration
of finite pressure effects has been considered in the RSAE theory. Finite pressure
has significant effects in the limit k∥ → 0, where the dispersion relation becomes
coupled to the geodesic acoustic modes [59, 63], but has only a very minor role in the
Alfve´nic dominated regime. The effect of finite pressure is the addition of a minimum
frequency offset to the dispersion relation, which is expressed as
ω2RSAE ≈ ω20 + ω2A + (∆ω)2, (3.50)
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where ω2
0
is a function of the temperature, ω2A = v2A (m/qmin −n)2/R20 and (∆ω)2 is a
function of finite pressure gradients and energetic ion effects. For qmin close to m/n,
the dispersion relation may be expanded as
ω2RSAE ≈ ω20 + ω2An2(δq)2 + (∆ω)2, (3.51)
where δq =m/n−qmin. Comparisons of experimental data to approximate dispersion
relationships including finite pressure effects are explored in chapter 4.
As a last note, the issue of spectral “gaps” is discussed. The analysis of the RSAE-
like modes considered the case of weak coupling between m and m ± 1. However,
the strength of the coupling increases as the spectral ”distance” between the Alfve´n
continua decreases, much like line splitting in atomic systems. The coupling reaches
a maximum at the point where ω2A,m = ω2A,m+1, a condition satisfied at qTAE ≡ (m +
1
2
)/n. This coupling process results in a gap structure, of width approximately ∆ω ≈
2ar¯2∣k∥,m∣vA [20]. The gap generated by toroidal effects is known as the toroidicity-
induced Alfve´n eigenmode (TAE) gap and is responsible for the development of
undamped eigenmodes characterized by large radial extent and strong coupling of m
and m±1 poloidal harmonics. The second order effects (2) in this analysis also allow
coupling between them andm±2 modes, though as noted earlier, this coupling is very
weak. However, higher order geometric effects induce coupling between a broader
range of harmonics. For example, elongation couples m and m ± 2 at order  and
produces the ellipticity-induced Alfve´n eigenmode (EAE) gap. In theory, an infinite
number of gaps exist, however, in practice the magnetic geometry is dominated by
toroidicity and elongation, and therefore it is usually only the TAE and EAE gaps
which allow unstable modes. Additionally, eigenmodes forming in gaps of higher
order require higher energy for instability, reducing the likelihood of their excitation.
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3.5 NOVA
NOVA is a set of programs which solves for eigenmodes and eigenvalues (ω2) in the
shear Alfve´n regime for full toroidal geometry. Additionally, it calculates the associ-
ated perturbations of density, temperature and magnetic field [64]. NOVA employs
a non-variational algorithm for identifying eigenmodes, similar to that illustrated in
section 3.2.2. Restriction to the frequencies well below the ion cyclotron frequency
allows finite Larmor radius (FLR) corrections to be ignored, a requirement for the
single fluid MHD model. The RSAEs and TAEs which are the focus of this thesis
are characterized by one or two dominant poloidal harmonics and are localized to
the plasma core.
The first part of this section describes the input parameters for NOVA calculations
and the experimental sources for this data. The second part presents an overview
of typical NOVA calculations with representative solutions, followed by a discussion
of the sensitivity studies. The primary focus of the sensitivity studies will be on
the influence of various parameters on the eigenfrequencies, an important aspect
for utilizing NOVA calculations as a means of inferring the evolution of qmin. The
sensitivity of the spatial structure will be examined in greater detail in section 3.6
regarding the synthetic PCI analysis.
3.5.1 NOVA Input Parameters
NOVA is composed of essentially three separate programs. The first generates the
MHD equilibrium and magnetic topology. The second calculates the Alfve´n contin-
uum for a given toroidal mode number and range of poloidal mode numbers. The
third solves the first-order linear perturbation equations for the eigenmodes in the
calculated equilibrium. A kinetic extension of NOVA for the calculation of growth
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rates is discussed in section 3.5.3. The equilibrium (in the absence of flows) is deter-
mined by solution of the equation ∇⃗p = j × B. The pressure profile can be specified
either as an experimentally determined profile or through a composition of the elec-
tron density profile, electron temperature profile and ion temperature profile. In
the analysis used in this thesis the separate density and temperature profiles are
specified, which are taken from the Thomson scattering, electron cyclotron emission
(ECE) and neutron flux diagnostics, respectively. Similar to the procedure outlined
in section 3.3 the separate components of B may be found once the pressure profile
and q profile are specified with additional boundary shape constraints. The plasma
shape is specified through four geometric parameters: the tokamak major radius
(R0), the minor radius (a), the edge elongation (κ) and the edge triangularity (δ).
The experimental triangularity is often specified as distinct upper and lower values,
usually with δl ≈ 0.5 and δu ≈ 0.3 for lower-single-null configurations. The calcula-
tions in this thesis use an average value of the triangularity, though the sensitivity to
this parameter is discussed here. The presence of the external control coils, operated
in the “push” configuration (current directed opposite to the plasma current), are
responsible for the plasma shaping and also for the enhancement in the magnitude
of q toward the plasma edge, beyond that of the MHD value (Eq. 3.27). At large
enough values of shaping coil current, a magnetic “X-point” can be created at the
plasma edge where the poloidal field vanishes, causing q (formally defined as a flux
surface averaged quantity) to go to ∞. The modeling of the edge plasma is some-
what problematic in NOVA for this reason. The analysis presented in this thesis
employs the fixed-boundary solutions, that is, the eigenmodes are forced to vanish
at the plasma edge so that no magnetic perturbation exist in the vacuum region.
This is, of course, known to be incorrect because of the very existence of signals on
the Mirnov coils which register the presence of magnetic perturbations arising from
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core-localized eigenmodes. This interesting aspect is discussed in section 4.4.
While NOVA’s equilibrium solver requires only a pressure profile, the solution
of the Alfve´n continuum and eigenmodes requires separate knowledge of the den-
sity and temperature. This arises because the Alfve´nic and acoustic wave branches
are determined by the density and temperature separately. With the assumption of
charge neutrality and specification of the plasma composition the mass density is
well defined. The NOVA plasma is specified by three ion species: a majority species,
a minority species, and an impurity species. The number density of each ion species
is taken to be proportional to the electrons, with the mass density thereby deter-
mined through specification of the plasma Zeff and minority fraction. For the cases
of interest, those pertaining to the Alcator C-Mod experiments in D(H) plasmas,
the hydrogen minority fraction can be lumped together with the deuterium for the
accounting of the number densities. Defining the quantities αi = ni/ne and αI = nI/ne
for the majority species (mi,Zi) and the impurity species (mI ,ZI), respectively, re-
sults in the following expressions for the mass density (ρm) and plasma pressure
(ptot).
ρm = ne (αimi + αImI) , (3.52)
ptot = neTe (1 + τ (αi +αI)) , (3.53)
where in the pressure expression we have introduced the variable τ = Ti/Te, in which
the majority and impurity species are assumed to be at the same temperature. For
the case of deuterium plasma with carbon impurity, the mass density is independent
of Zeff . This effect arises because the ratio m/Z is the same for deuterium and
carbon, equal to 2. The presence of Mo+32 which may heavily influence Zeff in
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the core of Alcator C-Mod plasmas, in contrast, has m/Z = 3 and will therefore
cause an increase in the mass density at constant electron density. This effect may
be rather small however, for even with a large value of Zeff = 5, the mass density
increases by only 6%, which translates to an approximate 3% change in the Alfve´n
frequencies, or a value in the range of 5 − 10 kHz. Plasma composition in Alcator
C-Mod may be determined by multiple methods. Assuming that everywhere the
impurity species’ densities are proportional to the electron density, we may estimate
Zeff from calculation of the plasma resistivity. This method of course ignores the
differences in ionization and source rates which will affect the higher Z impurities
(like Mo+32) and makes many assumptions about the resistivity profile. In fact, it is
likely that the impurity density profiles deviate strongly from the electron density,
and may significantly influence the diffusion of the toroidal electric field and the
Ohmic current [18, 65].
It should be noted that while the input profiles for NOVA are reported as a
function of the normalized toroidal flux coordinate (
√
Ψtor), the output profiles are
reported as a function of the normalized poloidal flux coordinate (
√
Ψpol), both
of which are approximately linear in the physical minor radial coordinate. In the
following presentations of NOVA calculations, the data will be presented in the
√
Ψpol
coordinates. Near the magnetic axis, the differences in these coordinate systems may
be on the order of 20%, which is significant when comparing the synthetic diagnostic
signal to the experimental data. Given below are approximate forms of the toroidal
and poloidal flux functions, to illustrate the differences between the radial coordinate:
Ψpol(r) = ∫ r
0
Bpol ⋅ dApol, (3.54)
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Ψtor(r) = ∫ r
0
Bφ ⋅ dAtor, (3.55)
where in both cases the area element is understood to be the area of the bounding
flux surface. For the sake of clarity, a flux surface boundary is defined to be the
projection onto the poloidal plane of an equilibrium magnetic field line originating
at a midplane radius of r. The gross features of these relations can be extracted with
a few simplifying assumptions. Regarding the poloidal flux, the magnitude of Bpol
is equal to rB0/R0q when q is known. As q is formally calculated as a flux surface
average of the quantity dφ/dθ of the magnetic field lines, resulting in a replacement
of the spatial quantity Bφ by the constant B0, the differential area should reflect
this averaging and use the cross section passing vertically through the magnetic axis.
Specifically, we take dApol = 2piR0(κ + rκ′) dr, where κ′ denotes the derivative of
κ, the vertical elongation, with respect to r and captures the expansion of the flux
surfaces due to the elongation. Thus, we have
Ψpol(r) ≈ B0∫ r
0
2pir
q
(κ + rκ′) dr, (3.56)
from which the relation
√
Ψpol ∝ r is seen to be true near the plasma core where q and
κ are relatively flat. In NOVA, the poloidal flux is normalized such that it is equal
to 0 at the magnetic axis and equal to 1 at the plasma edge. The dominant effect in
the calculation of the toroidal flux arises from the change in the flux surface shape
due to the elongation. Typically Alcator C-Mod plasmas in the flattop current phase
have an edge elongation of about 1.6 decreasing to a value of about 1.2 at the axis
with an approximate r4 dependence, that is, κ ≈ 1.2 + 0.4(r/a)4. The approximate
1/R magnetic field dependence is to first order canceled out by the fact that the flux
surfaces are approximately symmetric to the high and low field side of the magnetic
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Figure 3-8: Approximate flux functions calculated from Eqs. 3.56 and 3.57 compared
to relations calculated by EFIT for (a) the poloidal flux and (b) the toroidal flux.
The dotted line in each case is the line
√
ψ = r, for reference.
axis. Strongly shaped “D” plasmas will of course break this approximation, and due
to the fact that triangularity vanishes on-axis, tends to increase the relative fraction
of the toroidal flux in the outer flux surfaces. With regard to the toroidal flux,
the differential area element is approximated by dA ≈ 2piκrdr, ignoring the effect of
triangularity. Expanding the field as Bφ ≈ B0(1 −  cosθ) and recognizing that the
cos θ term vanishes in the integration, we have
Ψtor(r) ≈ B0 pir2 κ. (3.57)
A comparison of the
√
Ψtor and
√
Ψpol functions based on the previous approxi-
mations and the values calculated by EFIT is presented in Fig. 3-8. The simple
approximations derived here agree with the EFIT relations within 4% and can be
used as a general guide for converting between the various coordinates.
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Sensitivity studies of NOVA have been performed to provide numerical uncertain-
ties to the analysis of the RSAEs. The input parameters with the largest uncertainty
are the plasma triangularity, plasma composition (Zeff), the density profile, central
q profile, and plasma rotation. The influence of each of these factors is discussed
separately below. The remaining input parameters (temperature, central density,
elongation, B0, R0, a) are thought to be well known and do not represent a major
source of uncertainty. It should be mentioned that the pressure profile can have a
significant effect on the Alfve´n continuum, though this effect is more complicated
and is explored in the subsequent chapters. Using a sum of squares uncertainty,
∆f 2tot = ∆f 2tri +∆f 2Z +∆f 2dens +∆f 2rot, the sensitivity studies discussed subsequently
have identified a net numerical uncertainty of approximately 20kHz for the RSAE
solutions. This uncertainty in frequency translates to an uncertainty in qmin of order
10−3, which means that inferences of qmin from MHD spectroscopic methods are quite
accurate under the assumption that we have are including all relevant physics and
have input parameters within the stated uncertainties.
Triangularity
While NOVA employs a full toroidal model, it operates with the simplifying assump-
tion of an up-down symmetric plasma boundary. The dominant shaping effect is
the elongation, followed by triangularity. Alcator C-Mod plasmas typically exhibit
some degree of up-down asymmetry due to the development of diverted configura-
tions which require a magnetic x-point (the vanishing of the poloidal magnetic field)
created through the influence of the external magnetic coils. While the outer flux
surfaces can be strongly triangular or “Dee” shaped, the plasma triangularity van-
ishes toward the center of the plasma so that the inner flux surfaces, and hence the
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RSAEs are rather insensitive to these changes. This should be contrasted to the
elongation which has a typical value of about 1.2 at the magnetic axis. The plasma
triangularity has been scanned from δ = 0.0 to δ = 0.6 in 0.1 increments, and studied
for n = 3,4,5,6. This study found that the frequency of the modes increases approxi-
mately linearly with δ with an approximate 30 kHz spread over this range. Typically
the difference in upper and lower triangularity is about 0.2 with an average value of
about 0.45. Taking the average of these values, we can assign a practical uncertainty
in δ of 0.1 to the equilibria which is equivalent to an uncertainty of about 5 kHz for
the RSAE frequency.
Density Profile
The density profile enters as a source of uncertainty because of the temporally sparse
measurements from the Thomson scattering system relative to the RSAE lifetimes.
In Alcator C-Mod, a typical rise time for the RSAE to evolve from the minimum
frequency to the TAE frequency is about 10 ms. The Thomson Scattering system
measures profiles at 33 ms intervals. This effect is especially important during saw-
teeth, which with a typical period of about (10−20)ms may have only one Thomson
measurement. The density profile is not only important in the frequencies of the
modes through its modification of vA, but also in the measured density perturba-
tions which scales as ξrρ′0+ρ0(∇⋅ξ), of which both terms are thought to be important
for correctly modeling the density perturbations [11]. Assuming an error of 10% in
the core density, we have an approximate 5% error in the frequency. Given an av-
erage frequency of approximately 300 kHz for the RSAEs, the uncertainty in the
density profile amounts to a 15 kHz uncertainty in the frequency.
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Rotation
The plasma rotation is an experimental uncertainty due to its rather sparse temporal
and spatial measurements. The effect of plasma rotation is managed rather simply
in NOVA, being taken as a simple Doppler shift of the frequency using the value
of toroidal rotation at the peak of the eigenmode. A full account of rotation in
the MHD equations considerably complicates the analysis and is often neglected
under the assumption that the rotation contributes to a trivial Doppler shift and
has small shear and can be neglected in the analysis. Near the core we expect the
toroidal rotation velocity to be between 10 and 30 km/sec in the counter-current (ion-
diamagnetic) direction during the current flattop phase [66]. This type of rotation
produces a positive Doppler shift of between about 2 − 6 kHz × n, where n is the
toroidal mode number. However, during the current ramp-up phase, with qmin ≈ 2,
the minimum frequency of the RSAEs can often be distinguished and the separate
branches are seen to coalesce within a few kHz of each other, suggesting a negligible
rotation during this period. Because the Alcator C-Mod plasmas do not exhibit a
strong rotation and the Doppler shift may be of the order of the other uncertainties,
we take the uncertainty from the Doppler shift to be < 5 kHz.
Central q profile
As will be shown later, the value of qmin and rmin can be well constrained by the
PCI measurements. The value of q0, however, does not have such strict constraints
nor is it measured and is a source of uncertainty in the analysis. At this time, the
best constraint on the q0 comes from analysis with NOVA, which shows windows of
viability for the RSAEs. Scans of q0 while holding the other profile parameters fixed
has resulted an approximate 5 kHz uncertainty over the range of viability.
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Edge q profile
Due the strongly shaped edge profiles where a magnetic X-point may form, the q
profile may become very large or even infinite. Because NOVA does not model such
configurations an approximation or truncation for the edge q profile must be used.
To study the effect on the RSAEs the value of the edge q profile has been scanned
while keeping the central q profile fixed out to a radius of r/a ≈ 0.5. This scan
found that the RSAE frequency changes less than 2 kHz when qa changes from 4
to 10. The physical interpretation of this scan is that the central current density
is held constant while the total plasma current is decreased by nearly a factor of
2, meaning that the difference in current is confined to the region 0.5 ≤ r/a ≤ 1.0.
This study is more important for the operation of NOVA than it is in estimating
a numerical uncertainty. In practice, one can never fully match the average β and
the total plasma current (Ip) simultaneously for a given q profile. In this regard, a
choice must be made to emphasize certain parameters over others. The relatively
weak dependence of the RSAE frequency on edge parameters, including qa, suggest
that it is better to match the core q, density and pressure profiles. This means that
the total plasma current is an effective free parameter which is used to provide global
force balance. As will be discussed in chapter 4, the edge profiles have a significant
impact on the edge amplitude of the RSAE eigenmodes, an important property for
understanding detection of these modes by magnetic pick-up coils.
3.5.2 Overview of NOVA Solutions
The RSAEs appear to be most sensitive to the value of qmin and its radial position,
here defined as rmin. While qmin determines to large extent the frequency of the mode,
rmin strongly modifies the spatial scale of the RSAEs which results in a detectable
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difference in the synthetic PCI signal [18].
The remainder of this thesis will present an analysis of RSAEs excited during the
current ramp phase and sawtoothing phase of tokamak plasma experiments. The
current ramp phase is characterized by a state with a hollow current profile, equiv-
alent to a reversed shear q profile, which arises because of the finite diffusion time
for the electric field which, because it is imposed on the plasma by the Ohmic trans-
former, must diffuse in from the plasma edge. The RSAEs during the current ramp
are most strongly observed when qmin ≈ 2 and are often accompanied by strong TAE
activity. In contrast, the RSAEs observed during the sawtooth cycle are localized
near the q = 1 surface and are rarely accompanied by TAEs.
An Alfve´n continuum from NOVA is shown in Fig. 3-9, representative of the
profiles found during the current ramp-up phase. Multiple gaps are present with a
collection of eigenmodes within each gap. The growth rates for these modes have
been calculated with the result that the most unstable modes reside in the TAE
gap, for minority tail temperatures up to 300 keV. Within the TAE gap, the most
unstable mode is the RSAE with the gaussian-like radial displacement function. A
series of higher order RSAE solutions, identified by the index l which measures the
number of nodes in the radial eigenmode, may exist in theory, though in practice it
is the l = 0 that is the most unstable. A few representative TAE gap eigenmodes,
including l = 1 and l = 0 RSAE solutions, are presented in Fig. 3-10. The RSAEs
are composed of a single dominant poloidal harmonic, and in the examples presented
in Fig. 3-10 this is m = 8, with relatively weak sideband poloidal modes of m = 7
and m = 9. The scaling of the sideband amplitude derived in section 3.4, that is
ξm±1/ξm ∼ 2(m − nq)/nq which is of order 0.1, is in agreement with the solutions
shown in Fig. 3-10. In general, RSAEs exist near all rational values of qint, and are
characterized by a dominant mode number m = nqint.
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Figure 3-9: The n=4 Alfve´n continuum calculated for current ramp-up conditions
with q0 = 2.00, qmin = 1.95 and rmin/a = 0.25. The overlaid mode lines represent the
full-width half-max measure of the radial displacement eigenfunction, the diamonds
denote the peak of the mode. The modes marked identified by (a), (b), (c) and (d)
correspond to those shown in Fig. 3-10.
102
0.0 0.2 0.4 0.6 0.8 1.0
Ψpol
d
is
p
la
ce
m
e
n
t, 
 ξ
r
+1.0
-1.0
0.0
n=4  TAE
f = 589 kHz
m=8
m=9
m=10
m=7
m=9
0.0 0.2 0.4 0.6 0.8 1.0
Ψpol
d
is
p
la
ce
m
e
n
t, 
 ξ
r
+1.0
-1.0
0.0
n=4  RSAE
f = 260 kHz
m=8
m=7
m=7
0.0 0.2 0.4 0.6 0.8 1.0
Ψpol
d
is
p
la
ce
m
e
n
t, 
 ξ
r
+1.0
-1.0
0.0
n=4  RSAE
f = 267 kHz
m=8
m=9
(a) (b)
(d)
0.0 0.2 0.4 0.6 0.8 1.0
Ψpol
d
is
p
la
ce
m
e
n
t, 
 ξ
r
+1.0
-1.0
0.0
n=4  TAE
f = 419 kHz
m=8 m=9
(c)
m=10
Figure 3-10: A set of representative solutions for the case presented in Fig. 3-9.
Two RSAE and two TAE solutions are shown. Stability calculations show that only
modes (b) and (c) can be unstable under experimental conditions.
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3.5.3 NOVA-K
NOVA-K is the kinetic extension of NOVA which calculates the growth and damping
rates of the eigenmodes [67]. Theoretical interpretations of the Alfve´n wave-particle
resonance can be found in [5, 68]. The energetic ion component, which is responsible
for the drive of the Alfve´n eigenmodes, can be specified in NOVA-K as either an
ICRH distribution, beam distribution, or isotropic alpha particle distribution. For
the purposes of modeling Alcator C-Mod experiments we use the ICRH distribution.
The growth rates of the modes marked a-d in Fig. 3-10 have been calculated for an
energetic ion population created with on-axis ICRH and a monotonically decreasing
pressure profile, presented in Fig. 3-11. In this study the tail temperature (TH)
was scanned at constant energetic ion beta (βH). This scaling means that as the
temperature is increased, the particle density is decreased in equal proportion. The
growth rates calculated by NOVA-K are linear in the number density, and hence
linear with βH for fixed TH . As detailed information of the energetic ion distribution
is fraught with uncertainties and is not well diagnosed in Alcator C-Mod at this
time, this thesis will not focus much on these calculations. The summary of the
growth rate studies is that the RSAEs observed both during the current-ramp and
sawtoothing phases are calculated to be unstable under experimental conditions.
The net stability of the eigenmodes must also account for the damping, which
is primarily due to Landau damping on the electrons and the majority ions. The
minority and impurity ions will also contribute some damping, though this is usually
much smaller on account of their relatively lower densities. The so-called “contin-
uum damping”, properly a mode conversion process to kinetic Alfve´n waves, should
also be considered, but is not fully implemented in the present version of NOVA-K.
Consideration of the growth rate and damping rate calculations show that of the
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Figure 3-11: Growth rates calculated for the four modes identified in Fig. 3-10, using
a monotonically decreasing energetic ion pressure profile.
four modes presented in Fig. 3-10, only cases (b) and (c) have a net positive growth
rates. This calculation is in agreement with experiments in which only the l = 0 RSAE
and the core TAE are observed. The maximum net growth rates (γnet/ω) for these
modes is calculated to be approximately 0.038 and 0.015, respectively, occurring at
TH = 70keV for both.
The model distribution in NOVA-K is a 3-parameter function, given in Ref. [69]
as,
FH = F0 n(r) exp [− E
TH
] exp [−(λ − λ0)2
∆λ2
] , (3.58)
where F0 is a normalization constant, n(r) is the spatial density profile at the mid-
plane, E is the particle energy, TH is the distribution temperature, λ = µB0/E where
µ = mv2⊥/2B is the magnetic moment, λ0 = Rres/R0 specifies the ICRH resonance
radius, and λ = ∆R/R0 is the normalized resonance layer width. Two major ef-
fects combine to produce a finite resonance width: the finite frequency band of the
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ICRH system (∆RICRH), and the resonance width broadening due to thermal ef-
fects (∆Rth). The finite spread in the launched wavenumber spectrum by the ICRH
antennas do not significantly change the resonance width as the spectrum is approx-
imately symmetric about the peak. The ICRH system on Alcator C-Mod typically
employs frequencies of 80.5 MHz, 80.0 MHz, and 78.0 MHz for the D, E, and J
antennas respectively. The launched waves are resonant with the plasma when the
frequency equals (approximately) the minority ion cyclotron frequency (f = fcH).
The differences in antenna frequencies define different resonant layers which gives a
maximum ∆RICRH of about 2 cm when all three antennas are used, and about 0.5
cm when only the D and E antennas are used. To calculate the resonance width due
to the thermal broadening (Doppler shift) we consider the more accurate resonant
condition, ω − ωcH − k∥vth = 0. The parallel wave spectrum is set by the antenna
structure and typically peaks around n = 10 for heating phasing. We define the
parameter ∆ω = k∥vth ≈ nvth/R0. As before, the relation between ω and B gives
Rth/R0 ≈ 2∆ω/ωcH, where the factor of 2 comes from the presence of a spectral
peaks at ±10. This condition then gives ∆Rth ≈ 2cm for a 3 keV background plasma.
These effects should be combined through a convolution, though it will suffice to use
a quadratic sum, ∆R ≈ √∆R2ICRH +∆R2th which gives 3 cm when all antennas are
used and about 2 cm when the D and E antennas only are used.
3.6 Synthetic PCI
While the NOVA results presented in the previous sections are useful for assessing
the frequency spectra or whether a mode may be unstable, they are not directly
comparable to the spatial information which is supplied by the PCI system. To
make a quantitative comparison of the spatial structure measured by PCI the two
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dimensional density perturbations calculated by NOVA are integrated along lines
corresponding to the viewing chords of the PCI channels. These integrated signals
can then be convolved with a system response function to simulate the effect of signal
averaging over the finite detector width and the k-response of the phase plate. The
method, and its sensitivities are outlined in the following as a reference for later
chapters.
The density perturbation can be derived from the equation of continuity for mass,
that is
d
dt
ρm +∇ ⋅ (vρm) = 0, (3.59)
where ρm is the mass density. The electron density can be calculated through Eq.
3.52 once the fractional densities (αi, αI) are known. With the assumption of a
constant Zeff , which incidentally is enforced by NOVA, the αi and αI parameters
are constants and we can write simply ρm = αmine, where α is a normalization
constant. In this we may use the continuity equation to solve for ne instead of ρm.
Expanding to first order and using the plasma displacement we have,
n˜e = −(ξ⃗ ⋅ ∇)ne − ne(∇ ⋅ ξ⃗). (3.60)
It can be seen in equation 3.60 that two effects are responsible for the density
variation. The first term arises as the displacement accumulates density perturbation
due to the non-uniformity of the profile, and the second term represents the effects of
the compressibility, which vanishes in the limit γ →∞. As will be shown in chapter 4,
the ideal gas approximation may be a decent approximation for shear Alfve´n waves
with respect to ion motions, but is certainly not satisfied for the electrons whose
thermal speed can greatly exceed the phase speed of the wave. In this regard, we
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may expect γ to be somewhere between 1 and 5/3. This subject is examined further
in section 4.3. As outlined in chapter 2, the PCI system measures the line-integrated
electron density fluctuations, that is
IPCI ∝ ∫ n˜e dz. (3.61)
Also discussed in the former chapter was the necessity of the diffracted beams to
reflect off of the gold surface of the phase plate, while only the direct beam should
be focused in the phase plate groove. For the very lowest k waves, the diffracted
beams do not wholly land on the reflective surface. That fraction of the diffracted
beams entering the groove, arising from scattering off of low-k plasma waves, can be
considered effectively lost. The diameter of the incident gaussian beam at the phase
plate is
d = 4
pi
Fλ0
D
(3.62)
where F is the focal length of imaging system, λ0 is the wavelength of the incident
laser beam, and D is the diameter of the beam at the object plane [34]. The PCI
system implemented on Alcator C-Mod uses a 203 cm focusing mirror. For a beam
size with a diameter of 20 cm, the spot size at the phase plate is 0.4 mm, almost
exactly the width of the groove in the phase plates used in these experiments. The
separation between the diffracted beam and the direct beam at the phase plate is
defined as s, which is related to d by
s = Fθdiffracted. (3.63)
Perfect imaging will then occur when s > d. Recalling that θdiffracted = λ0/λp, we
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Figure 3-12: (a) The two dimensional density perturbation calculated by NOVA for
the case of an n=1 RSAE and (b) the effective perturbation observed by PCI after
applying the high-pass k-space filter.
have the requirement that λp,max < (pi/4)D. For our experiments, this condition is
λp,max ≈ 15cm, or equivalently, kmin ≈ 0.5cm−1. Applied to the synthetic PCI, we can
apply a gaussian high-pass filter to remove all kp below this threshold. The effect
of this filtering is illustrated in Fig. 3-12 based on NOVA calculations of an n = 1
RSAE with a very broad profile. The filtering of the NOVA model produces a more
uniform structure, decreasing the peak amplitude and increasing the sidebands.
The general method of constructing the synthetic PCI signal begins with regu-
larizing the two dimensional output of fluctuations from NOVA onto a rectangular
grid, which is accomplished with standard IDL routines. Because the PCI beam path
is vertical within an angular uncertainty of about 0.3○, the density fluctuations are
integrated along vertical chords at the resolution of the grid spacing to produce a
one dimensional image. This one dimensional image is then convolved with a gaus-
sian kernel of a width equal to the effective width of the detector element at the
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system magnification. The PCI system was operated in the low-k configuration for
the dedicated RSAE experiments with a kmin ≈ 0.5 cm−1 and kmax ≈ 8 cm−1 which
correspond to a λmax ≈ 10 cm and λmin ≈ 0.8 cm respectively. The peak-to-peak
spacing of the observed PCI signals are usually on the order of 2 cm and therefore
well within the observational limit set by the optics. Finally, the calibration of the
system must be included. As NOVA calculates only relative fluctuation amplitudes
from a linear analysis, the absolute value of the signal is unimportant at this level of
comparison. The relative channel to channel signal level of the PCI system however
must be included. The separate channels on the detector can have different signal
levels due to the non-uniformity of the laser beam across the detector and inher-
ent differences in sensitivity. The calibration factor may be either divided into the
experimental PCI signal or multiply the synthetic PCI signal. To avoid amplifica-
tion of noise and background fluctuations the latter approach is followed, thereby
making the synthetic PCI signal a full representation of the PCI system. Figure
3-13 shows how the effects of detector element convolution and calibration combine
to form a final output signal. Note that integration through positive and negative
density perturbations can result in a “phase cancelation” effect resulting in nodes in
the observed spatial intensity structure.
The comparison between the synthetic PCI and experimental PCI signals can
be quantified through the use of a correlation coefficient. The simplest measure of
correlation is the least squares sum, that is, χ = ∑i(Asyni − Aexpi )2 where Asyni and
A
exp
i are the amplitudes of the i
th channel in the synthetic and experimental signals
respectively. Two free parameters are used to minimize the value of χ for each
comparison. The first is the radial reference point of the experimental PCI. At the
time of these experiments the channel to channel spacing was calibrated, but the
absolute radial position of the array was not well defined. The second free parameter
110
R [m]
0.5 0.6 0.7 0.8 0.9
0.0
+0.5
+1.0
-0.5
-1.0
a
m
p
li
tu
d
e
 [
a
.u
]
R [m]
0.60 0.65 0.70 0.75 0.80
0.50
0.75
1.0
0.25
0.0
a
m
p
li
tu
d
e
 [
a
.u
]
(a) (b)
NOVA
NOVA with
PCI k-filter
NOVA
NOVA with
PCI k-filter
exp. PCI
Figure 3-13: (a) The integrated data from Fig. 3-12 comparing the unfiltered and
k-space filtered signals, and (b) comparison with experimental data.
is the absolute value of the synthetic PCI signal which is representative of the fact
that NOVA calculates only relative fluctuation levels. The example shown in Fig.
3-13 is representative of a “good” fit to the PCI data. The primary feature to match
in the data is the peak to peak spacing, which is a strong function of the parameter
rmin [18]. The relative amplitude of the peaks is related to the magnitude of the
LFS/HFS asymmetry which arises because of the competing effects of the density
gradient and finite compressibility in the n˜ relation.
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Chapter 4
Reversed shear Alfve´n eigenmodes
during the current ramp
Three goals motivate the study of RSAEs during the current ramp phase of tokamak
plasmas. The first is simply that the current ramp provides conditions in which
hollow current density profiles (reversed shear q profiles) occur as the Ohmic current
diffuses toward the plasma core and therefore provides an excellent opportunity to
study RSAEs. The second, an extension of the first, is that analysis of the RSAE fre-
quency spectra results in an independent measure of qmin as a function of time, which
has utility in verifying the measurements of other diagnostics or for validating models
of the current profile evolution. Lastly, these experiments sought to develop a means
by which the advanced tokamak (AT) operating regime may be reached rapidly and
efficiently. The AT scenario is characterized by a broad, reversed shear q profile with
qmin ≈ 2, which is thought to result in enhanced bootstrap current (self-generated
current), reduced MHD activity and operation without sawteeth [13, 40, 70]. At-
tainment of the AT regime, however, is a non-trivial task in high temperature, high
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current tokamak plasmas. The Ohmic current tends to peak at the magnetic axis in
approximate conformance with a T
3/2
e profile (modified by neoclassical effects) and
consequently results in a monotonic q profile with q < 1 (on average) at the magnetic
axis, a state far from anything resembling the AT scenario. One path to developing
an AT scenario is to use early injection of ICRH to heat the plasma and retard the
penetration of the current long enough such that auxiliary current drive mechanisms,
such as lower-hybrid current drive (LHCD), can be employed to drive additional cur-
rent off axis and maintain the AT current profile [37]. Coincidentally, reversed shear
q profiles and energetic ions (from the ICRH) are precisely the necessary ingredients
for the excitation of RSAEs.
With regard to the goals discussed previously, the RSAE ramp-up experiments
in Alcator C-Mod can be considered successful on the first two counts and progress
on the latter. The general understanding of Alfve´n eigenmodes has progressed sig-
nificantly over the last six years, both theoretically and experimentally. The effort
to arrest the current penetration seems to have encountered difficulties in Alcator
C-Mod. Compared to experiments without early ICRH, there is no significant delay
in the onset of sawteeth, an unambiguous sign of the presence of a q = 1 surface and
is a benchmark for assessing the rate of current penetration. Application of early
ICRH into low density, wall limited plasmas typical of the start-up phase has the
negative consequence of increasing the plasma Zeff , where Zeff =∑j(nj Z2j /ne) and
j is an index over ion species. The plasma resistivity is proportional to the product
of T
−3/2
e and Zeff . A time scale for the resistive diffusion of the plasma current can
be derived from Maxwell’s equations and the parallel Ohm’s Law (E = ηj) to give
τη ∼ µ0a2/η, where η is the plasma resistivity. Taking the diffusion scale length to be
the minor radius (20 cm), a profile averaged temperature of 1 keV and Zeff ≈ 4 as
representative of Alcator C-Mod during the current ramp gives τη ∼ 100 msec. This
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Figure 4-1: The RSAE frequency sweeps upward as the equilibrium evolves and qmin
decreases. The analysis of the RSAEs can be divided into three main regions: the
minimum frequency, the Alfve´nic phase where ω ≈ k∥VA, and the maximum frequency
and transition to the TAE.
fundamental scaling suggests that progress toward development of an AT scenario
requires a low Zeff and is best suited to larger devices which have inherently longer
resistive time scales on account of the a2 dependence.
As a means of analysis, the RSAEs provide a very sensitive tool for inference of the
evolution of qmin. The method of inferring the evolution of equilibrium parameters
from the frequency of MHD modes is referred to as “MHD spectroscopy”. This
method relies on inverting a dispersion relationship, ω = ω(k⃗; q, Te, ne, ...), to solve
for an unknown parameter when ω and k⃗ are known. In the case of Alcator C-Mod
experiments the q profile can be considered essentially a free parameter, therefore the
RSAE dispersion relationship is inverted to solve for qmin(t). The ideal MHD code
NOVA [64], the primary theoretical tool used in this work, provides an extension
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of the method of MHD spectroscopy technique to compare numerical and measured
spatial structures which can then provide additional constraints on the shape of the
q profile. Analysis of the RSAEs can be split into three major phases: the minimum
frequency, the Alfve´nic phase, and the maximum frequency phase where the RSAE
enters the TAE (toroidicity-induced Alfve´n eigenmode) gap, illustrated in Fig. 4-1.
This chapter continues with a discussion of the experiments, analysis of the Alfve´nic
phase and minimum frequency, and followed by two additional interesting physics
subjects.
4.1 Overview of Experiments
The experimental approach for the excitation of RSAEs during the current ramp
combines a relatively fast current ramp (dIp/dtmax > 6MA/s at 50 msec) with early
ICRH starting around 75 to 100 msec. An overview of the experiment comprising the
focus of this chapter is presented in Fig. 4-2. Ion cyclotron resonance heating (ICRH)
is a critical component of these experiments, creating the energetic ion population
which provides the free energy for the modes [5]. The plasma density may be the
most important experimental knob, affecting both the energetic ion population and
the impurity concentration in opposing trends. Assuming a constant impurity source
(perhaps arising from the interaction of the launched ICRH waves and the first wall
or antenna structure), Zeff scales approximately as n−1e which suggests that higher
densities are desirable to keep the resistivity low. On the other hand, the slowing
down time for energetic ions also scales as n−1e , indicating a bias for lower densities
to achieve high temperature (∼100 keV) ion tails necessary for RSAE excitation.
Experimentally, the best results have been observed with line integrated densities
in the range 0.4 × 1020 m−2 to 0.7 × 1020 m−2 (central densities of approximately
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1.0 × 1020m−3 to 1.7 × 1020m−3) and injected power in the range of 2.5 MW to 4.0
MW. Some experiments (see in particular 1080228017) have noted a critical threshold
power of about 1.4 MW injected power from the J-port ICRF antenna, after which
the radiated power rises steeply, indicating an influx of impurities into the plasma.
A delicate balance must be struck between generation of an energetic ion population
and the overall machine performance. The most successful experiments in terms of
RSAE excitation occurred on July 9, 2003 (1030709) and April 6, 2004 (1040406). Of
these experiments, shot 1040406018 is considered the finest example, exhibiting clear
RSAEs, good diagnostic response and utilizing only 2.8 MW of injected ICRH power
during the current ramp with a line integrated density of approximately 0.4×1020m−2.
Shot 1040406018 was run with a toroidal field of 5.4 Tesla and used a lower-
single null magnetic configuration with the plasma current in the negative direction
(parallel to the magnetic field). Most of the diagnostic systems used in this analysis
are described in greater detail in Ref. [71]. The line-integrated density is measured
by the two-color interferometer (TCI) from which the average density is calculated
by dividing by chord length, and the density profile is measured by the Thomson
scattering system. The electron temperature profile is measured with the electron
cyclotron emission (ECE) diagnostic, and the ion temperature is inferred from the
measured neutron flux from D-D fusion reactions. The most uncertain quantity
in this collection is the Zeff , which is derived from measurements of the visible
Bremsstrahlung. Though Zeff is most certainly a spatially dependent quantity [72,
65], the Zeff reported in Fig. 4-2 is a profile average value. In Alcator C-Mod plasmas
with ICRH the main impurity species is molybdenum, which may exist in the core
as Mo+31 or Mo+32. The presence of high Z impurities means that the Zeff may
increase rapidly for a rather modest fraction of impurity, for example, a plasma with
a Zeff of 4 and ZI = 31 has an impurity fraction (nI/ne) of approximately 3 × 10−3.
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Figure 4-2: Plasma parameters for shot 1040406018. From top to bottom: plasma
current (Ip), line-averaged density (n¯e), central electron temperature (Te0), central
ion temperature (Ti0), injected ICRH power (PICRH), and average Zeff (Zeff). The
circles on the n¯e trace denote the times at which density profiles measurements
are available from the Thomson scattering diagnostic. Ti0 data is not available for
t < 0.1sec and is taken to be equal to 0.75 Te0 for this period (dashed line).
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High Z impurities have little impact on the frequency or structure of MHD modes,
only slightly modifying the mass density, and hence the Alfve´n speed, in proportion
to the impurity charge density multiplied by the differences of the impurity and main
species mass to charge ratios. The impurities may have more modest changes to the
ion Landau damping of the Alfve´n eigenmodes, which scales as the ion density, and
also the plasma resistivity which is especially significant for modeling the current
diffusion.
Representative PCI and magnetic spectrograms for shot 1040406018 are shown in
Fig. 4-3, capturing the entirety of RSAE activity during the current ramp. The cen-
tral feature of these spectrograms is the so called “grand cascade”, starting near 0.135
sec and 200 kHz, where multiple RSAEs arise from a common minimum frequency
and increase in frequency at rates approximately proportional to their individual
toroidal mode number. During the Alfve´nic phase of its evolution, the RSAE is
well modeled as an eigenmode toroidal of toroidal mode number n and a dominant
poloidal mode number m. The simultaneous excitation of multiple modes in the
grand cascade pattern is indicative of qmin crossing through an integer surface, in
the case in Fig. 4-3 it is qmin = 2. The presence of multiple modes at integer qmin
arises because the relation m = nq can be satisfied for an infinite set of (m,n) when q
is integer. The subject of mode stability is not presented here, rather the discussion
of energetic ion distributions in chapter 3, which is based on former experimental
and theoretical studies for Alcator C-Mod [44], is referenced as an argument for the
general instability of RSAEs under these conditions.
In addition to their utility in providing a method for inferring the evolution of
qmin, the RSAEs observed during the current ramp present many subtle and complex
physics problems, three of which will be the focus of this chapter. The first is a study
of the scaling of the minimum frequency of the RSAEs the limit k∥ → 0 which provides
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Figure 4-3: Spectrograms of the current ramp phase of shot 1040406018 during which
RSAEs are observed. The spectrograms on the left represent the average of all PCI
channels and the spectrograms on the right are from magnetic coil BP3T-GHK. The
spectrograms are split in frequency to enhance the resolution of the weaker, high
frequency modes, a second order plasma response. The blank region above 1180 kHz
in the magnetics spectrogram is representative of the Nyquist sampling frequency of
the data acquisition system.
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constraints on the adiabatic index of the plasma. Another important result is that
during the Alfve´nic phase, the RSAEs are observed quite strongly with the PCI
diagnostic but much more faintly on the Mirnov coils located outside the plasma.
The ratio of the magnetics signal to the PCI signal may be interpreted as a measure
of a “tunneling” process through a forbidden region. Lastly, the observation of RSAE
harmonics are evidence of a second order plasma response.
4.2 MHD spectroscopy
The goal of MHD spectroscopy is to utilize the information in the spectral char-
acteristics of observed modes to infer certain properties of the plasma equilibrium.
In the Alcator C-Mod experiments the q profile is not well known, at least in the
plasma core where EFIT reconstructions have larger uncertainty, derived from an a
priori model of the current profile. The presence of multiple RSAEs with different
rates of frequency sweep allows the mode numbers to be determined unambiguously
by matching the theoretical predictions to the observed pattern of modes, with the
results that the evolution of qmin may be determined. Even in the absence of direct
measurement of the mode numbers (for example with magnetics), the existence of a
unique pattern of RSAEs unambiguously links them with a specific set of mode num-
bers. This technique is illustrated in Fig. 4-4 which uses a collection of 600 NOVA
runs to model the evolution of the RSAEs as qmin decreases during the current ramp.
The set of Mirnov coils used during these experiments were composed of two groups
separated by approximately 180○ in toroidal angle which is not optimal for the res-
olution of low n modes. They can however, determine the evenness or oddness of a
mode, and within this limitation confirm the mode numbers as determined by fitting
the NOVA results to the observed PCI spectra.
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Figure 4-4: NOVA calculations are compared to the experimental RSAE signals
measured by PCI to infer the evolution of qmin. The fit shows the largest disagreement
as the RSAEs evolve into TAEs, but elsewhere shows good agreement.
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The cessation of RSAEs near 170 msec is likely due to a decrease in the radial
position of qmin, defined here as rmin, which causes the RSAE frequency to move
closer to the Alfve´n continuum which results in increased damping. Eventually, the
q profile becomes monotonic at some time between the last RSAE and the start of the
sawteeth at 240 msec. In this intervening period no constraints on the q profile can
be determined. During the sawtoothing phase qmin remains close to unity, perhaps
dropping as low as 0.92 and rising to a maximum of about 1.03 [19]. The constraint
of q = 1 from the sawtoothing phase together with the RSAE spectroscopy result in a
map of qmin over the time range of 100 ms to 250 ms, as in Fig. 4-5. The slight, but
significant decrease in the average slope of qmin(t) during the period between the last
RSAE and the first sawtooth crash is bounded by the curves (d/dt) ln q = constant
and (d/dt)q = constant. These ad hoc forms can be interpreted in the former case
as a diffusive response to a temperature profile which is approaching steady state,
and in the latter case as a response to a steadily increasing temperature profile. The
ECE data (see Fig. 4-2) confirm that while the temperature continues to increase
during the period between the RSAEs and the sawteeth, the rate of increase is greatly
reduced compared to the period of Alfve´nic activity. The actual trajectory of qmin
can then be understood as some average of these ad hoc trajectories.
While not exactly spectroscopic in nature, the extension of the method to include
an analysis of the spatial structure of the modes can reveal additional information
regarding the evolution of rmin. The PCI diagnostic is able to resolve a spatial
structure corresponding to the vertically line-integrated density perturbations, ap-
propriately modified by the system response function (see section 3.6 for discussion
of this point). Similarly, a synthetic PCI signal can be generated from the model den-
sity perturbations calculated by NOVA or other codes. Many tests of the synthetic
PCI have shown that the variation of the parameter rmin yields robust variations
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Figure 4-5: The evolution of qmin determined from the MHD spectroscopy. The point
qmin = 1 is determined from the start of the sawteeth, which are observed in the Te0
trace in Fig. 4-2 to start around 0.24 seconds.
in the output. Specifically, the spacing between the peaks in the synthetic PCI
structure vary approximately linearly with rmin. It is tempting to try to resolve the
remaining discrepancy between the model and the experimental spatial structures
through variation of another parameter such as q0, that is, q at the magnetic axis.
An eigenmode often becomes strongly peaked at the point where it encounters the
Alfve´n continuum. Small changes in the parameter q0, or the profile curvature, can
significantly modify gradients, and hence the density perturbations, near the point
of continuum interaction. Ultimately, the resolution of the discontinuities near the
points of continuum crossing should be viewed with skepticism, as FLR corrections
are needed to properly model this region [55]. The summary point is that while the
variations of rmin manifest as a robust representation in the peak spacing, which is
rather insensitive to other changes, it is not possible to reliably infer q0 based on
124
0.100 0.125 0.150 0.175 0.200
time [sec]
100
200
300
400
500
600
fr
e
q
u
e
n
cy
 [
kH
z]
n=4
n=3
n=3
Figure 4-6: Filtered PCI spectrogram highlighting the three modes presented in the
subsequent analysis used to derive constraints on the q profile.
variation of the remaining features. This work concludes that a more accurate mod-
eling of the continuum interaction will be needed to account for the observed spatial
structures, and hence, NOVA is simply not equipped to provide answers at this level
of detail.
The comparison between the synthetic PCI model and the experimentally mea-
sured spatial structures can be quantified with a correlation coefficient. The simplest
representation of the correlation is a single scalar value, which in this analysis is de-
fined as
χ2 = 32∑
i=1
(F expi − F syni )2, (4.1)
where i is an index representing the 32 PCI detector channels and the F expi are the
experimental PCI amplitudes for each channel and the F syni are the synthetic PCI
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signals at the same radial positions as the experimental data. Because NOVA is
a linear code and cannot predict an absolute amplitude, the comparisons are per-
formed in a normalized scale with the experimental data scaled to have a maximum
value of 1. Using this normalization, we can establish some rules of thumb for when
correlations can be considered good or bad. A bad fit can be considered one in
which, on average, each F syni differs from the F
exp
i by about 1/4, which yields a χ
2
of 2. A case in which each F syni differs from the F
exp
i by 1/8 (roughly 10%) may be
considered a decent fit and yields a χ2 of 1/2. In some cases the optimal fit may
have a relatively high χ2 on account of outliers which strongly weight the correlation.
Some of the fits, such as the solutions presented in Figs. 4-7 through 4-9, are
remarkably close to the experimental data. In all cases, however, the synthetic PCI
signal does not match the PCI signal perfectly, with the largest differences in the side
lobes. As mentioned previously, such details may be the result of a complex interac-
tion between the eigenmodes and the Alfve´n continuum. Nonetheless, the results of
the spectral and spatial analysis can be assembled to reconstruct the q profile evolu-
tion over the period in which the RSAEs are present. Figure 4-10 summarizes these
results. In addition to improving the modeling of the Alfve´n eigenmodes near points
of continuum interaction, the method of MHD spectroscopy outlined here could be
greatly complemented by some independent measure of q0, or even the change in q0.
Together, these data would provide fairly tight constraints on the shape of the core
q profile.
126
co
rr
e
la
ti
o
n
,  
χ
2
4
3
2
1
0
r/a
0.0 0.1 0.2 0.3 0.4 0.5
R [m]
0.60 0.65 0.70 0.75 0.80
0.0
0.2
0.4
0.6
0.8
1.0
a
m
p
li
tu
d
e
 [
a
.u
.]
NOVA
PCI
Figure 4-7: Best fit synthetic PCI solution and the correlation as a function of rmin
for the n = 4 RSAE near 0.125 s.
127
R [m]
0.60 0.65 0.70 0.75 0.80
0.0
0.2
0.4
0.6
0.8
1.0
a
m
p
li
tu
d
e
 [
a
.u
.]
NOVA
PCI
co
rr
e
la
ti
o
n
,  
χ
2
4
3
2
1
0
r/a
0.0 0.1 0.2 0.3 0.4 0.5
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for the n = 3 RSAE near 0.140 s.
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Figure 4-9: Best fit synthetic PCI solution and the correlation as a function of rmin
for the n = 3 RSAE near 0.160 s.
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Figure 4-10: Reconstructed q profile from MHD spectroscopy and the synthetic PCI
analysis. The final EFIT solution at 0.240 s is representative of the q profile at about
the time that sawteeth start, though is still calculated to have qmin > 1, an obvious
flaw in the calculation.
4.3 The RSAE minimum frequency
As qmin passes through integer values, or certain other rational values given by qmin =
m/n, k∥ will vanish and so too will the Alfve´nic component of the perturbation. In the
limit k∥ → 0 the RSAE is strongly modified by the geodesic acoustic wave branch [63]
and approaches a minimum frequency different from zero. In the parlance of Alfve´n
eigenmode theory, the Alfve´n continuum is deformed by the geodesic acoustic branch
[60]. The result is the addition of a minimum frequency offset to the RSAE dispersion
relationship, simply represented as ω2 = ω2min+k2∥v2A, which has the characteristic form
as illustrated in Fig. 4-1. Near the minimum of the frequency sweep it is no longer
possible for the plasma to respond as an incompressible fluid. The absence of fluid
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motion parallel to the magnetic field means that it becomes increasing difficult for the
plasma to simultaneously satisfy ∇ ⋅ ξ = 0 and ∇ ⋅B = 0. Obviously, the divergence of
the magnetic field imposes the stronger requirement, forcing a non-zero compression.
It should be noted that even for k∥ ≠ 0 the plasma responds with ∇⋅ξ ≠ 0, but that this
divergence becomes significantly larger as k∥ → 0 (see pages 261-264 in Ref. [36] for
further discussion of these points). The perturbation of the parallel magnetic field is
proportional to (∇⋅ξ), implying that finite compressibility results in a compressional
Alfve´n wave component. A back of the envelope calculation taking n1/n0 ∼ 10−2 and
B0 of order 5 Tesla shows that the energy in the wave fields can increase by an order
of magnitude due to the fact that B1 ⋅B0 ∼ B20(∇ ⋅ ξ) as k∥ → 0, a sign of enhanced
stability. Generally, the most unstable modes are those that minimize ∇ ⋅ ξ [36].
Experimentally, the minimum frequency and lower portion of the Alfve´nic phase
of the RSAE evolution are often observed at amplitudes smaller by about an order
of magnitude than those in the later Alfve´nic phase. It is interesting that there
is an analogous numerical difficulty with finding RSAE solutions in NOVA when
m/n− qmin ≲ 0.02, near the bottom of the frequency sweep. Apparently, NOVA does
not fully resolve the k∥ = 0 states. In practice, the minimum value of the frequency
can be inferred from NOVA solutions at finite k∥ by extrapolation to k∥ = 0, as
illustrated in Fig. 4-11.
The implementation of MHD theory in NOVA uses a single fluid equation of
state defined as d/dt(p/ργ) = 0, where p is the plasma pressure, ρ is the mass density
and γ is the thermodynamic adiabatic index [64]. In classical thermodynamics the
adiabatic index is directly related to the number of degrees of freedom of the system
through γ = (N + 2)/N , where N is the degrees of freedom. A highly compressible
gas with many degrees of freedom can be described as having N →∞ and a limiting
value of γ = 1. At the other extreme, a one dimensional gas has γ = 3. An ideal gas
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Figure 4-11: Comparison of NOVA results (circles) to the experimental PCI data
(shaded region). The fit to the NOVA data allows for extrapolation into the region
near the minimum of the frequency sweep where NOVA solutions are not found.
with N = 3 has the well known adiabatic index of 5/3. One may make a theoretical
extension to a zero dimensional system, yielding γ →∞, which is the mathematical
limit in which an incompressible gas should be considered. A proper treatment of the
MHD equations yields the relation limγ→∞(∇ ⋅ ξ) = 0. The physical interpretation of
incompressibility is that the fluid mass is not only conserved, but the fluid density is
constant along streaming trajectories, at least to first order. A fluid may in general
have finite pressure and pressure perturbations even when incompressible, and it is
interesting to note that while (∇ ⋅ ξ) vanishes, the product γ(∇ ⋅ ξ) appearing in
the pressure perturbation is finite (see Eq. 3.15). The point of this discussion is to
highlight the complexity of even a simple equation of state, and this even without
attempting to provide a theoretical argument for what particular value of γ should
be used. Though this equation of state is certainly a simplification of the physics, by
taking γ as a free parameter one can seek an optimal fit to the experimental data.
Comparison of the experimentally measured minimum frequency with that calcu-
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Figure 4-12: Comparison of the theoretical minimum RSAE frequency plotted as
function of the adiabatic index (γ), to the experimental minimum frequency derived
from Fig. 4-11. γ is an effective free parameter in the NOVA analysis.
lated by NOVA as γ is varied is presented in Fig. 4-12, showing a γ1/2, expected from
the scaling of the plasma sound speed, c2s = γ(Te + Ti)/Mi. The intersection of the
gray band (the experimental frequency range) and the yellow band (the numerical
frequency range) suggests that the effective plasma γ falls in the range of 1.5 to 1.7.
Note that the ideal adiabatic limit of 5/3 (1.67) is very close to the upper limit from
the analysis. When the dispersion relationship is dominated by the Alfve´nic term,
γ ≈ 5/3 is anticipated on the grounds that vth ≪ vphase,∥ = vA. While this condition
is always true for ions, it fails for the electrons. Typical C-Mod parameters give
vth,e ≈ 2 × 107 m/s and vA ≈ 1 × 107 m/s. Among other things, the apparent bias
toward γ < 5/3 may be attributed to a non-adiabatic electron response. The problem
becomes more complicated as k∥ → 0 and ω2 → Cs/R20 which represents a wave with
infinite parallel phase velocity and zero parallel group velocity. This relation holds
only at qmin, and k∥ will be slightly different from zero in the regions around this.
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In this limit it is expected that both the ions and electrons should respond isother-
mally, that is, with γe = γi = 1. But this limit is simply not reconcilable with the
analysis presented in Fig. 4-12 which shows that γ = 1 is well outside of the error
bars. Rather, this analysis suggests that even as k∥ → 0, the response of the ions and
electrons is similar to that of the Alfve´nic phase. Further work is needed to clarify
the physics of this limit.
A thermodynamic treatment of the Alfve´n waves provides another insight into the
issue of the adiabatic index [73]. Classically, the adiabatic index can be interpreted
as a constant of proportionality between the pressure (P ) and internal energy (U) via
the relation P = (γ − 1)U , an equivalent expression of 1/2kT per degree of freedom.
While these concepts were derived for a system in equilibrium, an isentropic wave also
satisfies the conditions and can be considered with the same model. The condition for
an isentropic process is that the wave speed be much larger than the thermal speeds,
which as noted earlier, may be true only for the ions. Nonetheless, we may proceed
to derive an estimate of the adiabatic index via this method. The energy density is
the sum of the field energy and kinetic energy of the wave. Ignoring the contribution
from the electric field, which is smaller by a factor of v2A/c2 ≪ 1 compared to the
magnetic contribution, the energy density of the wave can be expressed as,
Uw = 1
2µ0
B21 +
1
2
ρv2,
where v and B1 are the magnitudes of the perturbed quantities from the wave, v is
assumed to be of first order. Note that in deriving this form, we have assumed that
B0 ⋅B1 = 0 as per the argument in 3.1. Combining Faraday’s Law (3.3), Ohm’s Law
(3.4), and the dispersion relation ω2 = k2
∥
v2A we have v =B1/√µ0ρ, which gives
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Uw = 1
µ0
B21 , (4.2)
Similarly, the pressure is accounted for by the combination of the Maxwell stress
tensor and the pressure tensor for the perturbations,
Pw = 1
2µ0
B21 I −
1
µ0
B1B1 + ρvv (4.3)
= 1
2µ0
B21 I (4.4)
where I is the identity matrix and the notation vv signifies an outer product. The
resulting pressure perturbation in Eq. 4.4 is isotropic. Apparently, the kinetic and
line bending pressures cancel exactly, with the remaining pressure arising from the
second order field variation, yielding γ = 3/2. The author’s interpretation of this
result is that the shear Alfve´n wave is effectively a system with four degrees of
freedom: two from the motion of the plasma and another two from the motion of the
magnetic field. Shear Alfve´n waves are effectively absent of motion in the parallel
direction. The theoretical basis for these calculations is complicated by the presence
of a small but necessary compressional component. However, as an approximation,
this calculation supports the measurement of γ < 5/3.
In addition to the theoretical uncertainty in the parameter γ, there are the un-
certainties in the input profiles used for the analysis. While the core q profile is
unknown, the uncertainty is effectively eliminated through analysis of the frequency
chirp which gives qmin(t). The remaining sources of uncertainty are the tempera-
ture, temperature gradient, density, and density gradient, whose dependencies are
summarized in Fig. 4-13. To separate the effects of temperature and temperature
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Figure 4-13: Parameter scans in NOVA show that the minimum RSAE frequency has
(a) a strong temperature dependence and weaker temperature gradient dependence
and (b) no significant dependence on density and density gradient. The temperature
scan was conducted using the experimental density profile, and the density scan using
the experimental temperature profile. The electron temperature near qmin is about
2.3 keV, in good agreement with an interpolation of the scaling studies in panel (a).
These cases used Ti/Te = 0.8 and γ = 5/3.
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gradient, for example, the values of Te and Ti were held fixed at the radial position of
the maximum of the eigenmodes while the temperature gradient was varied. These
scans show that f 2min has a strong, linear dependence on the adiabatic index and the
temperature, with a comparatively minor dependence on the temperature gradient.
The minimum frequency is independent of density and density gradient. A best fit
function from parameter scans in NOVA is found to be of the form,
fNOVA[kHz] = 100 T 1/2e (0.75 γ + 0.15 a
LT
)1/2 , (4.5)
where Te is given in keV, a is the plasma minor radius, and L−1T = −(d/dr) lnTe. The
fit function is compared to a collection of minimum frequency data in Fig. 4-14.
This analysis finds that the best fit to the collection is for γ = 1.40, with bounds
at γ = 1.25 and γ = 1.55 from the error analysis. The point marked 1040406018
corresponds to the data presented in the previous discussion of Fig. 4-12.
An alternative method of evaluating the minimum frequency scaling can be found
in analytic theory of the RSAEs employing an expansion about the point of zero
shear. Analysis by Breizman et al. [60] examines the geodesic acoustic deformation
of the Alfve´n continuum as k∥ → 0. From the eigenmode equations in Ref. [60] an
approximate dispersion relation can be derived,
ω2RSAE ≈ 2C
2
s
R2
0
−
2
MiR
2
0
r
d
dr
(Te + Ti) + v2A
R2
0
( m
qmin(t) − n) + (∆ω)2, (4.6)
where C2s = (Te + 7/4Ti)/Mi is the sound speed (including ion FLR corrections), Te
and Ti are the electron and ion temperatures respectively, and Mi is the ion mass.
The (∆ω)2 term includes energetic ion effects. Note that the minimum frequency is
achieved when the Alfve´nic term vanishes, which occurs when qmin = m/n. For the
sake of the present analysis the (∆ω)2 term is ignored, mainly due to the difficulty
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Figure 4-14: Plot of the experimental minimum frequency measured by PCI versus
the form fitted to NOVA data, Eq. 4.5. The best fit between the experimental set
and the fit is found for γ = 1.40, with an approximate error bound set at γ = 1.25
and γ = 1.55, based on the FWHM of the inverse of the sum of the squared residuals.
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in establishing a good measure of these effects based on the available experimental
data. It should be noted that Eq. 4.6 was derived under certain assumptions about
the ordering of various terms, including large m and n, 2q2min ≫ 1 and 2/m≪ β ≪ ,
where  is the local inverse aspect ratio (r/R0) and can be taken to be approximately
10−1. The 2q2min ≫ 1 is not well satisfied for qmin ≈ 1 and the lower inequality of
the third condition may be of order 1 ∶ 2, but otherwise these approximations are
reasonable for conditions of Alcator C-Mod experiments. As will be shown in the
following chapter, RSAEs excited near qmin = 1 have a non-zero minimum frequency
which seems to be in good agreement with this form, suggesting that the approximate
dispersion relationship (Eq. 4.6) may be rather robust.
Equation 4.6 should be recast in a form appropriate for comparison with experi-
mentally measured values. Taking the limiting case of a vanishing Alfve´nic term and
ignoring the energetic particle effects, Eq. 4.6 becomes
ω2RSAE(qmin =m/n) ≈ 2TeMiR20 [(1 +
7
4
τ) + r
LT
(1 + τ)] , (4.7)
where τ = Ti/Te. Experimentally, the electron temperature profile is a well diagnosed
quantity from which both the local Te and LT can be derived. The ion temperature
profile is less well diagnosed, and for these experiments is assumed to be have the
same shape as the electron temperature profile, though scaled in amplitude to match
the ion temperature inferred from the neutron diagnostic. In the following analysis
the radial position of the modes is approximated by r/a = 0.3 for all cases. Replacing
the factor of 7/4 in C2s with a free parameter Γ the fit between experiment and theory
can be varied. A collection of minimum frequency data from multiple experiments is
compared to 4.7 and presented in Fig. 4-15. The range covered by the yellow band
is indicative of the optimal fit when the theoretical values are varied by the formerly
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discussed uncertainty analysis. The optimal fit is very close to the theoretical value
of 7/4, though the sensitivity of the fit to Γ and the significant error bars on the
calculations limit the conclusiveness of this study. The largest uncertainties in the
analysis of the minimum frequency come from the radial position of the mode (which
affects both r and the local value of Te), the ratio of the ion to electron temperature
(τ), and the local electron temperature gradient (most significant). An uncertainty
analysis for fmin calculated via Eq. 4.7 shows that the fractional uncertainty includ-
ing all of these effects is approximately 10%. This provides an effective bound to the
data, which was used to limit the range of possible Γ values. It may be that much
of the residual scatter is due to the influence of the unknown energetic particle con-
tributions, but without additional information it is impossible to account for these
effects.
In summary, the minimum frequency data for RSAEs during the current ramp
have been collected and compared to numerical and theoretical models. The data
suggest that within the MHD framework the theoretical models can reproduce the
experimental data when the thermodynamic γ is taken to be in the neighborhood of
1.4 ± 0.15. This value seems to be in agreement with a thermodynamic estimate of
γ considering perturbation of both plasma and magnetic fields which calculated γ =
3/2. Corrections to this estimate based on finite compressibility and non-adiabatic
response of electrons may well account for the difference. Comparison of the same
data with the theoretical Eq. 4.6 suggest that the Breizman et al. form is close to the
optimal fit to the experimental data. Neglect of the energetic ion contribution and
the significant error bars on the study limit the conclusiveness of this comparison. In
all of these studies, the results depend rather sensitively on the local value of the ion
temperature, for which there was not a good experimental measurement at the time
of these experiments. The global neutron rate, together with a measure of the density
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Figure 4-15: Experimental PCI data is plotted versus the theoretical minimum fre-
quency relation from Breizman et al.. The vertical uncertainty arises from the finite
width and extrapolation uncertainty, as shown in Fig. 4-11. The spread in the
range of γ arises primarily from the uncertainty analysis of the temperature and
temperature gradient effects.
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profile from Thomson scattering and an assumption about the similarity of the profile
shapes, provides the only estimate of the ion temperature. Future experiments would
benefit from having a direct method of diagnosing the ion temperature profile to
eliminate this as a source which would allow for a stronger bound on the scaling of
the minimum frequency and the effective adiabatic index.
4.4 Mode Tunneling
An interesting feature of measurements of RSAEs is that the relative amplitude of
the magnetics signals, referenced to the PCI signals, are generally smaller by about
an order of magnitude in the RSAE phase compared to their later development in the
TAE phase. The model of the RSAE residing above a local maximum in the Alfve´n
continuum deep in the plasma core shows that they are shielded from the edge by
the presence of a large peak in the Alfve´n continuum rising up to the TAE gap,
as in Fig. 4-16. Consideration of this model begs the question of how the RSAEs
interact with the Mirnov coils located in the limiters if they are thus shielded from
the edge, especially in light of the fact that NOVA always calculates the modes to
have zero amplitude at the plasma edge. Admittedly, the failure of NOVA in this
regard is a result of its design, employing a fixed boundary condition when solving the
differential equations. A proper solution would remove this artificial constraint and
allow finite displacements at the edge which could couple to the vacuum magnetic
field. The task of modeling the scrape off layer and plasma boundary is formidable,
in part due to the complicated magnetic geometry of this region which often includes
a magnetic X-point (null in the poloidal field). While at this time it is not possible to
run NOVA with a free-boundary condition, it is nonetheless possible to examine the
coupling to the Mirnov coils, at least qualitatively. The central idea of this section
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Figure 4-16: A comparison of RSAE solutions for two density profiles. The solid
blue traces represent the experimental case and the red dashed traces represent a
case with a reduced edge density profile. The effect of the reduction of the edge
density is to increase the frequency of the Alfve´n continuum, providing additional
barriers through which the RSAE must tunnel to reach the edge, effectively reducing
the measurable amplitude to zero. The experimental case, however, must tunnel
through only a single barrier, resulting in finite amplitude at the edge.
is that even though NOVA’s eigenmodes are forced to have zero amplitude at the
plasma boundary, just interior to this point they may have finite amplitude. It is
possible then to look for qualitative changes in the edge amplitude as the profiles are
varied or evolved and compare these changes to the relative amplitudes observed in
experiment.
The basic structure of the Alfve´n continuum is derived from the geometric and
equilibrium properties of the plasma. Except for very rare cases, the RSAE frequency
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equals the Alfve´n continuum at some point in the plasma, as in the right panel of
Fig. 4-16. For eigenmodes which are truly localized to the plasma core, this does
not present a problem. However, for extending modes which have finite amplitude at
the edge this implies that the eigenmode must interact with the Alfve´n continuum.
The only conceivable answer to the question of how the magnetics can detect the
core localized RSAEs is that the modes must “tunnel” through the resonant regions
defined by crossings of the Alfve´n continuum, much like the tunneling of a quantum
particle in a double-well potential. The representation of the RSAE eigenmode equa-
tion as a Schro¨dinger potential [8] (see 3) shows a slightly different picture than what
is expected of quantum tunneling through classically forbidden regions. Instead of a
potential barrier, the Alfve´n continuum forms a strong potential well where ω2 = ω2A,
causing the eigenmode to develop large gradients around these points. Nonetheless,
the effect is quite similar, with the existence of an eigenmode localized to the region
around qmin depending on the relative strengths of the potential wells at qmin and at
the points of continuum crossing.
What is important for the question at hand, that of edge detection, is the num-
ber of continuum crossings. The Alfve´n continuum is a function of ω2A = k2∥ v2A,
appropriately modified by coupling of poloidal harmonics, and has within it a profile
dependence of the form (m/q − n)2/ne, the (m/q − n) factor from k2∥ and the 1/ne
term from v2A. The density of peaks in the Alfve´n continuum is sparse near the core
(which allows the modes to form here) and is largest toward the edge on account of
the rapid variation of q in this region. It follows then, that modest changes to the
edge Alfve´n continuum may result in large changes to the structure of the edge eigen-
mode, and that correspondingly, a large change should be observed on the magnetic
pick-up coils. This effect is illustrated in Fig. 4-16. This case compares two den-
sity profiles, one approximating the experimental values and the other with reduced
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density near the edge. In both cases, the RSAE must tunnel through the first peak
near
√
ψpol = 0.7. In the case of the experimental profiles the mode encounters only
the two singularities associated with this peak and develops finite edge amplitude.
The hypothetical density profile, however, shows that the reduced density translates
to an increase in the Alfve´n continuum which forces the mode amplitude to vanish
near the edge. If such a decrease in density could be realized in experiment, this
model predicts that the magnetics signal should progressively diminish, and perhaps
at some point vanish altogether as a series of Alfve´n continuum barriers effectively
trap the mode in the core. While it may not be feasible to vary the density profile to
this extent in experiment, an alternative method for modifying the Alfve´n continuum
based on modifying the plasma current may be possible. This effect is illustrated in
Fig. 4-17.
Outside of varying the density or q profile (which has not been performed ex-
perimentally at this time), evidence in support of the tunneling effect can be found
in variations of magnetics and PCI signals as the RSAEs evolve. A comparison of
PCI and magnetics spectrograms, see Fig. 4-3, shows striking differences in the ob-
served amplitudes of the RSAEs. Specifically, PCI often measures the RSAEs with
great clarity and with an amplitude peaking at or before fmax. The Mirnov coils on
the other hand, register much weaker signals from the RSAEs during the Alfve´nic
phase and often exhibit a peak amplitude as the mode evolves into a TAE. A rela-
tive increase in the amplitude of the magnetics signal compared to the PCI signal
can be interpreted as a result of a change in tunneling efficiency as the eigenmode
rises above successive barriers in the Alfve´n continuum, reaching a maximum as the
RSAE enters the TAE gap where it is free of all barriers. Because of the difficulty
of directly comparing the PCI measurements to the magnetics measurements, the
problem of tunneling is best cast as a question of tunneling efficiency, that is, the
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Figure 4-17: A comparison of RSAE solutions for two q profiles. Increasing the edge
q profile, equivalent to a decrease in plasma current, results in an additional Alfve´n
continuum crossing. This modeling suggests that a sharp transition in the magnetic
signal should be observed as the current is decreased.
normalized penetration of the mode from the core to the edge. Approximating the
first order perturbation of the poloidal field as Bθ1 ∼ Bθξr/r shows that an estimate
of the edge magnetic perturbation may be derived from the amplitude of the fluid
displacement which is provided by the eigenmode structures like those presented in
Figs. 4-16 and 4-17. With the assumption that the magnetic perturbations at the
Mirnov coils are strongly correlated with the amplitude of the magnetic perturba-
tions just interior to the plasma edge, NOVA calculations of the fluid displacement
provide a means of comparing the synthetic PCI and magnetics signals.
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While the RSAEs during the grand cascade structure (starting around 135 ms in
Fig. 4-3) are clear and distinct in the PCI data, analysis of the tunneling effect with
these modes is problematic on account of the interactions between the modes. In
particular, the amplitude of the nth RSAE will decrease dramatically as the (n+1)th
RSAE transitions to a TAE, presumably because of an enhanced access to the free
energy of the energetic ions by the TAEs. These features are presented in section
7.1 as an interesting further problem regarding the transport of the energetic ions.
However, the RSAEs occurring at the earlier times (100 − 130 ms) do not overlap
and thus their amplitude can be more directly interpreted as arising from a steady
energetic ion distribution, shown in Fig. 4-18 for reference. Mode amplitude histories
for the identified n = 3,4 RSAEs observed between 100 ms and 130 ms are presented
in Fig. 4-19. The data for each diagnostic are scaled relative to the maximum signal
detected. The following discussion seeks to expose the gross trends of the ratios of
the PCI to magnetics measurements.
The spatial structures calculated by NOVA for the n = 3 and n = 4 eigenmodes
agree well with the spatial structures measured by PCI, supporting the use of these
solutions in this analysis (see for example Fig. 4-7). It is evident from the traces
in Fig. 4-19 that the magnetic signature of the n = 4 mode is delayed well into
the evolution, becoming strong only as f → fmax. The n = 3 RSAE on the other
hand shows a larger magnetics signal earlier in the evolution. The ratio of the edge
signal to the line integral of the density fluctuations in the NOVA solutions provides
a measure of the theoretical tunneling efficiency. These calculations are compared
to the experimental data in Fig. 4-20, where the ratios show more clearly the trend
of greater tunneling efficiency for the n = 3 RSAE as compared to the n = 4 RSAE.
The theoretical tunneling efficiency reproduces the gross features of the experimental
tunneling factors, namely that the n = 3 RSAE has the larger tunneling efficiency
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for analysis of the Alfve´n continuum tunneling effect.
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and the n = 4 curves increase more slowly as a function of normalized time. While
acknowledging that modeling of the edge plasma is difficult on many accounts, these
comparisons strongly suggest that at least qualitatively the models in NOVA account
for the tunneling effect and motivate further studies along these lines.
4.5 Second Order RSAE Perturbations
The RSAEs excited during that current ramp are often accompanied by harmonics
at twice the frequency of the fundamental, as shown in Fig. 4-21 below. Motivated
by these observations, a theoretical model of RSAE harmonics was published in
2006 [74], though at that time the more general features of mode coupling were not
appreciated. An interesting result of this theoretical treatment is that it may be
possible to derive a measure of the local magnetic perturbation from the ratio of
the second order perturbation to the first order perturbation. This in turn would
allow further testing of the mode tunneling effect by comparing the core magnetic
perturbation to the edge magnetic perturbation through the eigenmode structure
calculated by NOVA. Such work is envisioned as a future extension of the analysis
presented here.
Note that there are numerous examples of modes in the harmonic range of fre-
quencies with no companion in fundamental frequency range. Harmonics at 2ωn with
mode numbers of (2m,2n) are anticipated from an analysis of second order pertur-
bations, a result of nonlinear products in the MHD equations such as j˜n × B˜n, where
j˜n represents the perturbation to the current density with toroidal mode number n.
More generally, nonlinear mixing between modes with different toroidal mode num-
bers, arising from terms like j˜n+1 × B˜n and its conjugate, will result in wider range of
second order modes in the harmonic range of frequencies. Similar to the harmonics,
151
0.100 0.125 0.150 0.175 0.200
time [sec]
100
200
300
400
500
600
fr
e
q
u
e
n
cy
 [
kH
z]
fundamental
first harmonic
frequency x 0.5
n=3
n=4
n=2
Figure 4-21: A filtered PCI spectrogram showing only the unstable RSAEs and TAEs.
The fundamental modes are shown in blue and the first harmonic measurements
overlaid in orange after dividing their frequency by 2.
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general second order modes have a frequency and wavenumber which are the sum of
the coupled first order RSAEs. The modes in Fig. 4-21 at frequencies other than a
harmonic are a result of coupling between RSAEs of mode numbers n = 1 and n = 2,
and n = 2 and n = 3, and so on.
Figure 4-22 presents a PCI spectrogram highlighting the modes in the harmonic
range of frequencies. The n = 5 mode is a result of coupling between the n = 2 and
n = 3 fundamental RSAEs. The bend in the frequency of the n = 5 mode results
when the n = 3 RSAE transitions from the RSAE to TAE phase, highlighted by the
dashed line. Perhaps most interesting is the observation that the n = 3 and n = 5
modes are excited more strongly than the n = 4 and n = 6 modes (in the harmonic
range of frequencies), suggesting that the coupling between unlike RSAEs is stronger
than the self-coupling. Further theoretical work is needed to address these issues.
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tal modes provides confirmation that these signals are not the result of a diagnostic
non-linearity.
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To conclude these studies we look at the spatial structure of the second order
RSAEs. While NOVA calculates eigenmodes for the first order expansion of the
MHD equations, it is simply incapable of providing solutions for the second order
perturbations. However, the RSAEs can be approximated by a spatial structure
described by a single toroidal mode number, and a single dominant poloidal mode
number. In this regard, NOVA can be used to model the spatial structure of the sec-
ond order modes by using the first order solutions, even if the frequency is incorrect.
Figure. 4-23 shows the comparison between the synthetic PCI and the experimental
measurements of the spatial structure of the n = 4,5,6 second order modes identified
in Fig. 4-22. These comparisons confirm that the wave numbers add as expected to
produce the second order structure.
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Chapter 5
Reversed shear Alfve´n eigenmodes
during sawteeth
Following the diffusion of current during the ramp-up phase, the experiments often
enter what is known as the ”flattop phase”, wherein the plasma current is maintained
at a near constant value by the continual application of the toroidal electric field to
balance resistive losses, usually with a loop voltage of about 1 Volt in Alcator C-Mod.
One of the striking features of the flattop phase is that under almost all operating
conditions there exists a periodic oscillation of the core profiles, predominantly in the
electron temperature, characterized by a sawtooth-like waveform [16], known as the
sawtooth oscillation, and the abrupt transition which characterizes this oscillation is
known as the sawtooth crash.
The sawtooth cycle can be considered as composed of two essentially independent
parts, separated by time scale: a heating and relaxation phase of order 10 msec
wherein the temperature and current profiles peak on axis and the cental electron
temperature increases nearly linearly with time or reaches steady-state in longer
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cycles, and the crash phase wherein the core temperature may drop by as much as
50% over a fraction of a millisecond. The sawtooth crash results from a magnetic
reconnection process which effectively short circuits the flux surfaces and allows
rapid energy and particle equilibration between surfaces inside and outside of the
q = 1 surface [16, 75, 76, 77]. The origin, timescales, and regulating mechanisms
of the reconnection event remain an active area of investigation, challenging both
experiment and theory. The heating phase on the other hand, is considerably more
accessible to study in large part because it is governed by steady diffusive processes
and occurs over a much longer period. The focus of this chapter is the analysis
of RSAEs during heating phase of the sawtooth cycle, and their application to the
study of the sawtooth crash through the provision of constraints on the physics of
the reconnection and transport near the magnetic axis.
All tokamak experiments have observed that during the sawtooth crash the cen-
tral q profile increases, at least interior to the q = 1 surface. With respect to the
particular value of the post crash q0, that is q at the magnetic axis, there are numer-
ous measurements of q0 close to unity from JET [78], JT-60 [10], DIII-D [79, 80] and
Alcator C-Mod [19], among others. On the other hand, there exist highly regarded
and frequently cited measurements showing that q0 remains significantly less than
unity throughout the sawtooth cycle in TFTR [81, 82] and TEXTOR [83]. One dis-
criminating factor between the far from unity and close to unity observations cited
here is the plasma shape. The former group represents the more recent tokamaks
which tend to have strongly shaped plasmas and operate with a magnetic X-point
and divertor. The far from unity cases (Refs. [81, 82, 83]) are distinguished by cir-
cular, wall-limited plasmas. It is not entirely clear at this time how shaping affects
the sawtooth crash, particularly in light of the fact that the reconnection during a
sawtooth crash is rather well confined to the plasma core. A more recent study of
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the effects of shaping on sawteeth in DIII-D plasmas has found that reversed shear q
profiles are likely generated in strongly shaped plasmas [79]. Alcator C-Mod experi-
ments typically use moderate shaping parameters of κ ∼ 1.5 (elongation) and δ ∼ 0.4
(triangularity).
A range of Alfve´nic activity often accompanies sawteeth and has proven useful
for MHD spectroscopy, e.g. Refs. [10, 19]. Though they were not recognized as such
at the time, RSAEs during sawteeth were first observed in JT-60 [10]. Alcator C-
Mod experiments in 2003 (in particular, shots 1031124027 and 1031217012) detected
RSAEs with PCI, which were appreciated as such only much later. In hindsight, it is
not wholly surprising that RSAEs should exist during sawteeth. The philosophical
obstacle to the identification of RSAEs near q = 1 perhaps resulted from incorrect
interpretations of equilibrium reconstructions from codes like EFIT [84] which show
monotonic q profiles during sawteeth, as well as the precedent for q < 1 established
by the frequently cited Refs. [81, 82, 83]. The EFIT program used as Alcator C-
Mod calculates the q profiles based on a least squares fit to a given monotonic form
and thus is simply incapable of producing a model of the accuracy and subtlety
required for RSAE studies. Recent publications investigating a range of Alfve´n
eigenmodes during sawteeth in JET concluded in one case that the modes were
q = 1 RSAEs [85], and in another case that the chirping modes were not RSAEs,
in part due to an apparent inconsistency derived from NOVA modeling based of
observed TAEs (Tornado modes) [86], though the work was hardly conclusive in this
regard. Furthermore, Ref. [86] did not consider the possibility of a transient period
of reversed shear following the sawtooth crash. Further measurements from Alcator
C-Mod during 2007 provided definitive magnetic measurements of the toroidal mode
numbers, which together with the internal fluctuation profile measured by PCI and
interpreted with NOVA, firmly established these modes as RSAEs [18, 19].
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The magnetic reconnection occurring during the sawtooth crash strongly modifies
the poloidal field while the toroidal field is altered to a much lesser degree. The
increase in q during the crash is primarily due to a decrease in Bpol, which results from
a displacement of current away from the magnetic axis. The reheat phase following
the crash sees the displaced current diffuse toward the magnetic axis, resulting in a
decrease in q. The observation of RSAEs during the reheat phase naturally leads
to the line of questions regarding the conditions under which the relaxation of the
current following the sawtooth crash will express a reversed shear q profile. The
analysis reported in Refs. [18, 19], based on modeling with NOVA, determined that
the magnitude of the reversed magnetic shear interior to rmin(where rmin is the radial
position of qmin) is very small, with q0−qmin ≲ 0.02. However, attempts to model the
current diffusion concluded that a strongly peaked impurity profile near the magnetic
axis was necessary [18]. These issues will be further explored in chapter 6.
The following sections explore the studies of RSAEs during sawteeth, starting
with an introduction to the experiments. The second section presents the q = 1
RSAEs and a few important observations. The last section presents a simple model
of the reconnection consistent with the RSAE observations.
5.1 Overview of experimental conditions
The operating parameters for Alcator C-Mod experiments in which the q = 1 RSAE
are observed are quite similar to those used for the current ramp studies. The data
presented in Fig. 5-1 for shot 1070823019, an exceptional example of q = 1 RSAEs,
use an early ICRH injection time of approximately 100 ms, and was an experiment
optimized to study RSAEs during the current ramp. By extending the ICRH pulse
through the flattop a series of RSAEs were observed during the sawtoothing period.
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It should be noted that approximately 300 kW of LH power at 90○ phasing was
injected during a portion of this shot. Comparison of this shot to others similar
except for variations in the injected LH power show little change in the behavior of
the RSAEs, leading to the conclusion that 300 kW of LH power is insufficient to
have a significant impact on the current profile.
The changes in the slope of the average electron density in Fig. 5-1b, between
approximately 0.25 seconds and 0.40 seconds, mark transitions between L-mode (low
confinement mode) and ELM-free H-mode (edge-localized mode free, high confine-
ment mode). The transitions to the ELM-free H-mode are coincident with an un-
programmed decrease of injected ICRH power of approximately 10%. The change
in the density associated with with these transitions slightly precedes the decrease
of the ICRH power, suggesting that the ICRH system is responding to a change in
coupling efficiency imposed by the H-mode profiles. The ELM-free H-mode is charac-
terized by a quiescent edge Dα (deuterium Lymann α) signal which arises when edge
temperature perturbations are suppressed. This reduction in edge turbulence leads
to reduced edge transport, though this also applies to the impurities and ultimately
leads to large radiated power and radiative collapse wherein the plasma transitions
back to L-mode [87].
The q = 1 RSAEs have been observed in numerous experiments of varied con-
ditions, though generally during operation at lower densities (for Alcator C-Mod)
with moderate ICRH power (PICRH). Figure 5-2 presents a set of these experiments
in the ne and PICRH parameter space. These data reveal an apparent operational
boundary for the excitation of RSAEs. The PICRH dependence may also be recast as
a temperature constraint, which shows that peak temperatures in the 4−6 keV range
are necessary to see strong excitation of the RSAEs. It is unclear at this time if the
preferential excitation of RSAEs in this lower density operational regime results from
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Figure 5-1: Representative plasma parameters during the current ramp (t < 0.25
sec) and subsequent flattop phase for shot 1070823019 for (a) plasma current, (b)
average electron density, (c) electron temperature from the ECE diagnostic, (d) ion
temperature from neutrons and (e) injected ICRH and LH power. The dashed line in
the ion temperature trace identifies the region for which there was no neutron data,
and the trace is scaled to be equal to 0.8 Te. The vertical dashed line at about 0.27
seconds identifies the start of the first set of RSAEs.
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Figure 5-2: Parameter space plot of line averaged density (n¯e) and ICRH power
(PICRH) for the excitation of q = 1 RSAEs, collected for 91 L-mode shots from 2007.
The data indicate that the RSAEs are primarily excited in low-density with moderate
to high ICRH power, for Alcator C-Mod. The null data indicate that the RSAEs are
a rather general feature of operation in these conditions.
a sufficiently large energetic ion population at lower density (recall that TH decreases
approximately linearly with ne, see Fig. 2-2) or if some aspect of the sawteeth allows
a reversed shear q profile to form more readily in lower density. Measurements of
the energetic ion distribution at intervals less than a sawtooth period may help to
resolve this uncertainty by identifying systematic changes correlated with the RSAE
activity.
5.2 Observations and modeling
Though observed in many shots, the q = 1 RSAEs presented here focuses on two
exceptional shots which highlight some of the fundamental features of this work,
1070823019 and 1060525010. The latter shot will be discussed later with regard
to the observation of down-chirping RSAEs observed in many sawteeth. The first
163
(1070823019) is presented in Fig. 5-3 as a composite PCI spectrogram covering the
end of the current ramp and the beginning of the flattop phase. Following 0.5 sec,
higher density is established and the RSAEs are no longer observed.
The set of q = 1 RSAEs excited immediately prior to the third sawtooth crash
in Fig. 5-3 is rather unique among the collection of observations in that the am-
plitudes were large enough to register on the Mirnov coils. The combined PCI and
magnetics data are presented in Fig. 5-4, which presents the mode numbers derived
independently by PCI and the Mirnov coils. The mode numbers determined by PCI
are determined by a fit to the RSAE dispersion relationship for small k∥ which can
be cast in the form f 2min = f 20 + f 2A n2(δq)2 (see Eq. 3.51) where δq =m/n− qmin. The
toroidal phase measurements from the Mirnov coils located at five different toroidal
locations measure the wave propagation to be in the ion-diamagnetic drift direction,
as expected for RSAEs, and confirm the PCI results. The experimental identification
of the mode numbers in concert with the modeling results from NOVA presented in
the following unambiguously identify these modes as q = 1 RSAEs. For the remainder
of the analysis we focus on the PCI data.
In exactly the same manner as presented in chapter 4 for the RSAEs during the
current ramp phase, modeling of the q = 1 RSAEs allows qmin(t) to be inferred to high
accuracy. More complete descriptions of the MHD spectroscopic analysis is presented
in Refs. [18, 19] by the author and collaborators and is summarized here. One of the
main results is the NOVA modeling of the frequencies of the large amplitude RSAEs,
showing that qmin decreases to approximately 0.92 prior to the third sawtooth crash.
These results are presented in Fig. 5-5. Similar modeling performed for other cases
shows that qmin often decreases to approximately 0.95, and that the value of 0.92
determined here is somewhat of a lower limit for sawteeth in Alcator C-Mod under
these operating conditions.
164
0
.2
0
0
0
.2
5
0
0
.3
0
0
0
.3
5
0
0
.4
0
0
0
.4
5
0
0
.5
0
0
ti
m
e
[s
e
c
]
1
0
0
3
0
0
5
0
0
7
0
0
9
0
0
frequency [kHz] T
e0
 [keV]
024
n
e
 [10
20   
m
-3
]
0
.0
0
.5
1
.0
1
.5
L
-m
o
d
e
L
H
-m
o
d
e
H
L
-m
o
d
e
H
-m
o
d
e
1
3
5
7
9
1
1
1
3
1
5
1
7
1
9
Figure 5-3: The RSAEs are the frequency-chirping traces between 200 kHz and 500
kHz. They are excited to largest amplitude during the L-mode phases, but only
weakly excited during the H-mode (ELM-free) phases. Both up-chirping and down-
chirping RSAEs are present in many of the sawtooth cycles, indicating that qmin = 1
enters approximately halfway through the sawtooth cycle. The numbers below the
Te data indicate the sawtooth crash number. The circles on the ne trace identify
time points where density profiles are available from the Thomson scattering system.
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Figure 5-4: PCI and Mirnov coil spectrograms of the RSAEs observed prior to the
third sawtooth crash. The spectra measured by PCI are fit with a theoretical form
to infer a set of mode numbers. These inferences are corroborated by direct mode
number identification from the toroidal phase measurements from the array of Mirnov
coils. Reproduced from Ref. [18].
Figure 5-6 presents a complementary example of a set of down-chirping modes
excited immediately following a sawtooth crash. Similar to the up-chirping RSAEs
observed regularly, the down-chirping branch have a common minimum frequency.
Unlike the up-chirping RSAEs however, these down-chirping modes are not, to our
knowledge, associated with a minimum in q, but rather a local maximum in q as
determined by modeling with NOVA.
Figure 5-7 presents two RSAE solutions from NOVA, the first pertaining to the
typical up-chirping case (a-c) and the second pertaining to a down-chirping case (d-f)
[18]. Importantly, no down-chirping RSAEs are found for the case of a q profile with
q > 1 and a minimum. As noted in chapters 1 and 3, a local maximum in the Alfve´n
continuum is needed for eigenmode formation, as in Fig. 5-7(d) for the up-chirping
RSAEs. Rather, a case with a minimum and q > 1 produces an Alfve´n continuum
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Figure 5-5: PCI spectrogram showing the RSAEs prior to the third sawtooth crash.
The dashed overlay is the modeling results from NOVA which determine the evolution
of qmin, shown below. The line fmin is based on the theoretical geodesic deformation
of the Alfve´n continuum, a function of the electron temperature [60]. Reproduced
from Ref. [19].
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Figure 5-6: PCI spectrogram showing down-chirping RSAEs following a large saw-
tooth crash in shot 1060525010, the clearest example of all known cases in Alcator
C-Mod. The value of q following the crash is determined to be about 1.03 based on
a fit to the theoretical dispersion relationship (dashed lines). Reproduced from Ref.
[18].
with a local minimum which does not allow RSAEs to form, except in the case of
sufficiently steep pressure gradient [61]. Based on the available experimental data,
the only viable solutions for down-chirping RSAEs occur with a q profile with a
local maximum. These results will be revisited in section 5.3 as constraints on the
sawtooth crash.
The remainder of this section focuses on three prominent observations from Fig.
5-3. First, the absence of RSAEs during the first two sawtooth cycles begs the
question of what particular conditions were suddenly satisfied in the third cycle.
Referencing the experimental traces in Fig. 5-1, one can observe a significant decrease
in the density beginning at approximately the end of the second sawtooth crash, just
prior to the start of the RSAEs. This effect is due to the formation of a magnetic X-
point as the plasma moves from a wall-limited to diverted configuration. The outer
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Figure 5-7: NOVA calculations for an up-chirping RSAE with qmin < 1 for (a) the
Alfve´n continuum, (b) the radial displacement eigenfunction and (c) the input q
profile. Plots (d) through (f) correspond to the case of a down-chirping RSAE with
qmax > 1. Reproduced from Ref. [18].
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region of the plasma can be rapidly affected by the divertor, though any changes here
may also cascade to the core as the equilibrium adjusts to the new force balance. As
noted in prior experimental works, namely Refs. [88, 89], the impurity transport is
greatly enhanced by the sawtooth crash which rapidly draws in impurities on time
scales much shorter than can be accounted for by diffusive effects. Reference [89]
estimated the high Z diffusion coefficient to be less than 6 × 10−2m2/s, which gives a
diffusive time scale of τD ∼ 1s for Alcator C-Mod. It may be that the impurities had
not fully diffused to the core and that this process was accelerated during the first two
sawtooth crashes. This hypothesis may be somewhat criticized by the observation of
RSAEs appearing prior to the first sawtooth crash in other Alcator C-Mod discharges
(in particular 1060525014), though cases such as this are rare and may be exceptions.
Additional measurements of the impurity profile are needed to resolve this issue.
Another point is that the RSAEs develop to much larger amplitudes in L-mode
as compared to H-mode. The problem of the difference in excitation amplitude
between L-mode and H-mode is a difficult one to resolve with the present information.
One could consider using the calculated growth rates from NOVA-K as a proxy
for the saturated amplitude observed in experiment. This approach however, is
complicated on two fronts. First, reliable measurements regarding the energetic ion
distribution were not available for most experiments. Secondly, the calculations
performed with NOVA-K, using what estimates of the energetic ion distribution
are available, tend to show larger growth rates in H-mode compared to L-mode, in
contrast to the observations. The trends of the growth rate calculations show rather
wild variations for relatively small changes in electron density, suggesting that the
growth rate calculations may be unreliable for this purpose. It seems unlikely at this
time that significant statements regarding the mode stability can be made. However,
another explanation is available which has the possibility of experimental verification.
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Recalling that the density perturbation takes the form ρ˜ = −(ξ ⋅ ∇⃗)ρ0 − ρ0(∇⃗ ⋅ ξ), we
see that a reduction in the gradient term (the first term on the RHS) then implies
that the ratio of the total perturbation the compressional component becomes more
significant. It may be the case that the flattening of the density gradient in H-
mode leads to a reduction in the density perturbation and consequently, an apparent
decrease in the amplitude measured by PCI. This hypothesis could in principle be
tested by comparing measurements from PCI to measurements from the ECE system
(measuring thermal electron cyclotron radiation), which should show a lesser change
due to the fact that the temperature profiles often evolve less than the density profiles
between L-mode and H-mode transitions.
Lastly, the steady decrease of the RSAE amplitude with time, observed in the
third L-mode phase in Fig. 5-3, shows a strong correlation with both decreasing
sawtooth period and amplitude. The peak temperature in the latter part of this
phase drops below 4 keV, supporting the earlier statement that temperatures in
excess of this are needed for strong excitation of the RSAEs. What is perhaps most
interesting about this observation is that the minimum temperature of the sawtooth
cycle is nearly constant for all sawteeth in this period. If the RSAE amplitude could
be measured before the end of the sawtooth cycle is reached one may be able to
predict the sawtooth period, and possibly the peak temperature of the cycle. It is
tempting to think that perhaps the RSAEs have a role in determining the evolution
of the sawtooth cycle, though this seems highly unlikely based on the wealth of
sawtooth observations in the absence of RSAEs which show varied behavior. Rather,
it may be that the RSAEs act as a diagnostic for small changes in the equilibrium
which also impact the stability of the equilibrium. This observation suggests that
the evolution of the sawtooth cycle may be quite sensitive to the initial conditions
which are established by the sawtooth crash of the previous cycle.
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5.3 Boundary conditions for the sawtooth crash
The prior observations, including the results of MHD spectroscopy published in Ref.
[18], provide strong constraints on the shape of the q profile immediately prior to the
sawtooth crash. The presence of a minimum frequency, occurring at about half of
the sawtooth period, which is often preceded by down-chirping RSAEs also present
a constraint on the system, particularly the post-crash q profile. The minimum
frequency of the RSAEs can be more clearly seen in Fig. 5-8. As discussed in chapter
4, the RSAE minimum frequency occurs when k∥ = 0. The presence of a minimum
frequency then implies that a qmin = 1 condition exists at about halfway through
the sawtooth period. Furthermore, the relaxation of the current profile, where the
current density is expected to increase on axis, implies that prior to qmin = 1 the core
plasma is in a state with q > 1.
In the body of reconnection models for the sawtooth crash, the Kadomtsev model
[90], published in 1975, has survived many decades of debate and remains a candi-
date model. One of the fundamental characteristics of this model is that the q profile
following the reconnection has a minimum value of unity at the magnetic axis. This
model has been widely criticized for its inability to account for q profiles like that
reported in Refs. [81, 83] which show that q < 1 throughout the sawtooth cycle.
Additionally, the time scales predicted by the Kadomtsev model are generally longer
than observed in experiment, though they are a definite improvement over the re-
sistive Sweet-Parker time scale [91, 92]. In considering the Kadomtsev model, we
may separate the issue of the time scale, which is based on estimates of inflow and
outflow velocities of the plasma near the region of reconnection, from the issue of
the magnetic topology modification which is based on conservation of magnetic flux.
Furthermore, the observation of q profiles with q ∼ 1 following the sawtooth crash,
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like that reported here for Alcator C-Mod experiments, suggests that there may be
two distinct paths for reconnection.
In the case of q < 1, the reconnection process may either be “incomplete”, where
the reconnection does not proceed all the way to the magnetic axis, but stops at
some intermediate position, or else there is a process of rapidly enhancing cross field
thermal transport while maintaining the magnetic topology [93]. Incomplete recon-
nection has been incorporated into more recent sawtooth crash models by Porcelli et
al. [94], which defines an inner region which undergoes a Taylor relaxation preserving
the magnetic helicity [95, 96], and an outer region which experiences reconnection of
magnetic surfaces. These models may not be applicable to Alcator C-Mod plasma
which appear to undergo complete reconnection.
While the time scales of the Kadomtsev model may be incorrect, this does not
necessarily invalidate the model of the magnetic topology modification which is based
on two axioms: first, that the toroidal flux is conserved in the pre and post reconnec-
tion states and secondly, that surfaces of equal helical magnetic flux reconnect. The
helical flux in this case is defined to be that which threads a surface with magnetic
winding equivalent to that found at the q = 1 surface. It is the magnetic flux perpen-
dicular to this helical m = 1, n = 1 perturbation which is forced to reconnect when
the amplitude of this 1/1 mode becomes large enough. The toroidal flux is defined
as
Ψtor = ∫ r
0
Bφ ⋅ dA (5.1)
≈ B0A(r),
where the cross sectional area (A) is a function of the minor radial coordinate r
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and the flux surface shaping parameters. The helical magnetic flux (Ψ∗) is found by
integrating B ⋅ dA∗ where dA∗ ≈ 2piR0dr (bˆ∗) is the m = 1, n = 1 helical differential
area and bˆ∗ = θˆ − φˆ is the unit vector normal to the magnetic field and in the plane
of the flux surface at the q = 1 surface, and  = r/R0. It follows that
Ψ∗ ≈ B0∫ r
0
(1
q
− 1)2pir dr. (5.2)
Notice that in the equation for Ψ∗, the integrand changes sign at the q = 1
surface. In the frame of the m = 1, n = 1 perturbation the magnetic field is oppositely
directed on either side of the q = 1 surface. This is precisely the condition needed
to generate a magnetic X point in a reconnection process [75, 97]. With the prior
expressions for the magnetics fluxes, and the model axiom that surfaces of equal Ψ∗
reconnect, the post-crash q profile may be derived from the pre-crash state. This
process is illustrated in Fig. 5-9 for the case where the reconnection starts with
a mild amount of reversed shear as is expected for the experiments presented here
based on observation of the RSAEs [18].
The main conclusion of this section with regard to the Kadomtsev model is that
a small local maximum in the post-crash q profile may be generated when the re-
connection process begins with a reversed shear configuration. It may be that a
more accurate model accounting for the small changes in the toroidal field due to
the change in the diamagnetic currents arising from a flattened post-crash pressure
profile may have a significant impact on this feature, the changes in the current den-
sity giving rise to the effect being essentially perturbations on the equilibrium. Use
of this post-crash q profile will be explored as an initial condition for the relaxation
of current profiles in the subsequent chapter. The goal of such modeling is produce
a self-consistent evolution which predicts both the local maximum and the reverses
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Figure 5-9: Calculations based on the Kadomtsev model showing (a) the pre-crash
(blue dashed) and post-crash (orange solid) q profiles and (b) the helical flux function
Ψ∗. When the reconnection process begins with a reversed shear q profile, the post-
crash state may develop a small local maximum. Reproduced from Ref. [18].
shear necessary for the range of observed RSAE phenomena. As we will see, the
maximum in the q profile is associated with a peak in the current density profile.
The evolution toward a state with a minimum in q, as determined from the analysis
of the up-chirping RSAEs, may result from the tendency of this peak to move toward
the axis due to diffusive relaxation. Closure of the model would then test to see if
the relaxed profiles can indeed recreate the q profile with the local maximum needed
for the down-chirping RSAEs.
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Chapter 6
Diffusion of the Electric Field and
Ohmic Current
In this chapter we will examine the evolution of the current profile between sawteeth
crashes in the reheat phase, to investigate conditions under which reversed shear q
profiles may develop. The complexities of the problem are to a large extent hidden
in the physics of the resistivity (or conductivity). In the simplest model, the case of
classical resistivity based on Coulomb collisions only, the resistivity is a function of
the electron temperature and the effective ion charge state, Zeff [98]. In tokamaks,
the resistivity should be modified to account for the fraction of electrons which are
magnetically trapped and cannot freely circulate [99]. This is the basis for the so-
called “neo-classical” corrections to the resistivity.
We can derive an estimate of the trapped particle fraction (ftrapped) by considering
that the particles’ energy (E = 1
2
mv2) and magnetic moment (µ = mv2/2B) are con-
stants of the motion. Assuming a Maxwellian distribution at the low-field side of the
tokamak, only those particles with energies greater than µB+ will circulate, where B+
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is the magnitude of the field at the high-field side for a given flux surface. Consider-
ing those particles which have vanishing parallel velocity at the high field side of the
tokamak, we have E = µB+ = 12mv2∥,− + µB−. Expanding B± as B0(1 ± ), the trapped
angle in velocity space is related to these parameters by tan(θtrapped) = v∥/v ∼ √2
where  = r/R0 is the local inverse aspect ratio. The total trapped fraction is the
volume in velocity space within the trapped region. Because θtrapped is independent
of velocity, we may solve the problem geometrically. The volume of the trapped cone
is approximately (4pi/3)v3θtrapped, and the total volume is simply (4pi/3)v3 for any
value of v. In the ratio, the v3 terms cancel and we have ftrapped ≈ θtrapped ∼ √2.
Indeed, more accurate calculations reflect this fundamental dependence, and with
very nearly the same coefficient [39, 100].
Other factors also come into play near the magnetic axis. Namely, the collision
frequency becomes large relative to the bounce frequency of the particle orbits, effec-
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tively marking a transition in the nature of the transport to the “plateau regime” [99].
The different transport regimes are illustrated in Fig. 6-1, based on the calculation
of the parameter ν∗ = νeff/ωbounce = where νeff is the effective collision frequency.
The neoclassical corrections used in this analysis are taken from Ref. [101], which
employs fits of continuous functions to a set of parameter scans from a code which
calculates the various transport coefficients. Note that there is a published errata to
accompany Ref. [101], listed here as Ref. [102]. The equations of interest for these
studies are the modifications to the conductivity (σneo), which are given as,
σneo
σSpitzer
= 1 − (1 + 0.36
Z
)X + 0.59
Z
X2 −
0.23
Z
X3, (6.1)
where σSpitzer is the classical conductivity, Z is the effective ionization state and X
is given as,
X = ft
1 + (0.55 − 0.1ft)ν1/2∗ + 0.45(1 − ft)ν∗/Z3/2 . (6.2)
In Eq. 6.2, ft is the trapped fraction and ν∗ = 6.921 × 10−18qRneZ lnΛ/T 2e 3/2.
Unfortunately, the authors of Ref. [101] did not include a representation for ft,
so we have instead used the formulation from Ref. [100]. Without proceeding to
simulation, we can observe the trend of the solution near the magnetic axis from Eq.
6.2. Making explicit the  dependence by using ft = a1/2 and ν∗ = b−3/2, we have
X = a1/2
1 + (0.55 − 0.1a1/2)b1/2−3/4 + 0.45(1 − a1/2b−3/2Z−3/2)
= A2
1 −B1/2 +C3/4 + . . .
, (6.3)
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for some combination of parameters A, B, C, and so on. The values of these constants
are unimportant, rather, it is the  dependence of the denominator which determines
the form of the current diffusion near the magnetic axis. As we will see, the diffusion
equation contains terms like ∇2η∥. The derivatives in this expression carry through to
the function X defined previously. While the second derivative of X is well behaved
at the origin, we can see by Eq. 6.3 that the third derivative does not behave so well.
While the current density remains finite at the magnetic axis, its gradient becomes
infinite, resulting in a strongly peaked current density profile. It may be that the fits
employed in the work of Ref. [101] do not adequately represent the physics near the
magnetic axis to within the accuracy required of this work. However, these forms
are the best available without resource to calculation of the neoclassical quantities
from fundamentals, a significant undertaking in itself. It may also be the case that
the neoclassical model in general, does not include all of the necessary physics for
accurate modeling of the region near the magnetic axis [103].
In the following, we explore the implications of this formulation relative to the
classical case. While toroidal effects and asymmetries will have an impact on the
evolution of the current profile, we examine here a cylindrical model as a first step
toward illuminating some of the potential problems and solutions with regard to
current diffusion.
6.1 Derivation of the Diffusion Equation
As was briefly mentioned in chapters 4 and 5, the current tends to lag far behind
the temperature in relation to the steady-state condition - the current is always
trying to catch up to the temperature profile. Assuming an Ohm’s Law of the form
E∥ = η∥j∥, then in steady-state we expect E∥ ≈ constant and the current density
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will be proportional to η−1
∥
where η∥ is the classical Spitzer resistivity modified to
account for reduced collision frequency parallel to the magnetic field [35, 98, 104].
Distributing the total plasma current in accordance with a current density profile
proportional to η−1
∥
∼ T 3/2e results in a q0 which is almost always well below unity at
the magnetic axis, a condition that is clearly not met on account of the sawteeth
which redistribute the current.
In this section we will model the tokamak as a cylindrically symmetric screw
pinch and derive a partial differential equation for j∥(r, t). In visualizing a tokamak of
infinite aspect ratio we take the zˆ direction to be equivalent to the toroidal direction,
φˆ. We will see that the plasma physics only enters our analysis in the final steps, and
in this sense the results derived here are quite general. This analysis derives from
the treatment of Faraday’s Law and Ampere’s Law in the limiting case of a small
displacement current. This approximation is justified by the consideration that the
phase velocity of the electromagnetic waves in this limit are much smaller than the
speed of light, quantified by the statement
v2ph ∼
∂2E
∂t2
∂2E
∂r2
≪ c2. (6.4)
or equivalently,
1
c2
∂2E
∂t2
≪ ∂2E
∂r2
, (6.5)
which is exactly the justification needed for the neglect of the displacement current.
In this sense, the solutions and method derived here are a subset of the wave equa-
tions appropriately filtered for the low frequency limit. We will eventually impose
a constitutive relation for j in terms of E to close the equations. We begin with
Faraday’s Law and Ampere’s Law,
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∇×E = − ∂
∂t
B, (6.6)
∇×B = µ0j. (6.7)
The time dependent equation is derived by eliminating B from Eqs. 6.6 and 6.7 and
making use of the vector identity ∇×∇×A = ∇(∇ ⋅A) −∇2A,
∇
2E −∇(∇ ⋅E) = µ0 ∂
∂t
j. (6.8)
As before, we desire a projection of our equations onto the natural basis defined
by bˆ∥, bˆ, and rˆ. We first derive an expression for the projection of Eq. 6.8 onto the
generalized unit vector cˆ = cˆ(r, t),
∇
2Ec − µ0
∂
∂t
jc = ∇ ⋅ [E × (∇× cˆ) + (cˆ ⋅ ∇)E + (E ⋅ ∇)cˆ] +
(∇×E) ⋅ (∇ × cˆ) − µ0j ⋅ ∂
∂t
cˆ, (6.9)
where we have defined Ec = E ⋅ cˆ and jc = j ⋅ cˆ. It should be reinforced that Eq.
6.9 is approximate only insofar as we have neglected the displacement current which
amounts to the neglect of high frequency waves, but is otherwise derived solely from
Maxwell’s equations. Note that the LHS of Eq. 6.9 has the form of a diffusion
equation if Ec is related to jc via some constitutive relation such as E∥ = η∥j∥. It can
be shown that all terms on the RHS are smaller than those on the LHS by at least
a factor of β ∼ 10−2 and can be ignored. Taking cˆ = bˆ∥, we have
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∂∂t
j∥ = ∇2 (Dj∥) , (6.10)
where D = η∥/µ0 is a diffusion coefficient with units of L2/T . We choose to represent
the diffusion equation in terms of j∥ rather than E∥ (or for that matter, B) because
we may impose upon the simulations the requirement that the total current be con-
served. In experiment, the transformer responds by adjusting the loop voltage to
maintain a preset value of total current. Similarly, in the numerical model we adjust
the external electric field to maintain a constant total current.
6.2 Current Diffusion in a Cylinder
Studies of current diffusion in cylindrical geometry have been used previously to
try to explain a number of phenomena related to sawteeth, including the effect of
compound sawteeth [105, 106]. These studies, however, differed from the approach
used here in two fundamental ways. First, they considered only classical resistivity.
Secondly, they developed coupled equations for the temperature profile and current
density profile for an ohmically heated scenario and included an anomalous thermal
conductivity as a free parameter. The temperature profiles used in the work presented
here were derived from experimental ECE data, and in this sense represent a simpler,
and perhaps more robust, model for the current density evolution.
As noted earlier, the primary objective of this effort is to model the diffusion
of current between sawteeth crashes to look for conditions when a reversed shear q
profile may be generated. The initial conditions for the relaxation of the current den-
sity are taken from the Kadomtsev model of section 5.3. From numerous parameter
scans within this model it has been determined that a reversed shear q profile may
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Figure 6-2: Plots of the (a) current density profile and (b) q profile for classical
resistivity and a flat impurity profile. Plots (c) and (d) pertain the neoclassical
resistivity.
be generated with the neoclassical corrections only if the impurity profile is peaked
with a non-zero derivative at the magnetic axis. Comparisons of model results using
classical and neoclassical resistivity are presented in Fig. 6-2.
The major result of this work is that a steep impurity profile is necessary to
counterbalance the enhancement of the resistivity due to the neoclassical effects [18].
A peaked impurity profile increases the resistivity in the plasma core sufficiently
to expel current from the magnetic axis toward regions of lower resistivity. The
impurity profile is working against the T
3/2
e profile and the
√
 factor from neoclassical
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Figure 6-3: Plots of the (a) current density profile and (b) q profile for neoclassical
resistivity and a peaked impurity profile. Plots (c) and (d) pertain the neoclassical
resistivity.
theory, and hence must be quite strongly peaked for this effect to be realized. While
at this time we do not have good impurity profile measurements for Alcator C-
Mod, especially for the high Z impurities like molybdenum, experiments from other
machines report highly peaked impurity profiles. In particular, a report from FTU,
also using molybdenum tiles on the first wall, found highly peaked impurity profiles
[65]. Additionally, measurements from JET [88] and ASDEX Upgrade [89] using laser
blow-off of high Z materials found a rapid influx of impurities to the core during the
sawtooth crash. An older study from the Alcator C tokamak found that carbon and
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molybdenum impurities peaked strongly on axis following pellet injection [72]. While
we are at this time unable to make more definitive statements regarding the source
of the anomalous resistivity necessary to generate a reversed shear q profile, it at
least seems plausible that an impurity profile may account for a large part of it.
6.3 Bootstrap Current
Another effect within neoclassical theory is the “bootstrap” current, a self-generated
current arising from collisional asymmetries of trapped and passing electrons. For
completeness, this effect should be considered in the evolution of the current density
profiles. During a sawtooth cycle where the plasma pressure profile may change
significantly on account of the rapid heating of the plasma core, there is the possibility
of a large change in the bootstrap current which could account for much of the
observed behavior. However, as will be shown, the total bootstrap current in Alcator
C-Mod is expected to be very small and likely does not explain the experimental
results. Multiple models of the bootstrap current may be found in Refs. [39] and
[101], among others. We use here a simplified representation of the bootstrap current,
to gauge its importance in the calculations, from Eq. 25 of [39],
jbs ≈ −√R0 (2.4T dn
dψ
+ 0.1n
dT
dψ
) , (6.11)
where ψ is the poloidal flux (see Eq. 3.56). For simplicity, we reformulate Eq. 6.11
in terms of derivatives with respect to r, which gives us
jbs ≈ − q
2pi
√
B0
(2.4 T dn
dr
+ 0.1 n
dT
dr
) . (6.12)
Note that this form should be finite everywhere as n′ and T ′ should scale ap-
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Figure 6-4: Comparison of the total current density for Alcator C-Mod to the theo-
retical bootstrap current density based on Eq. 6.12.
proximately as r near the origin (consider n ∝ (1 − x2)p ≈ 1 − px2 when x≪ 1). We
see that jbs scales like B0β/a so that in typical Alcator C-Mod conditions, where
β ≪ 1, the bootstrap current may be quite small. A plot of the bootstrap current
calculated via this form is presented in Fig. 6-4. Recalling that in experiment j0 will
be constrained such that q0 ∼ 1, we have that j0 ∼ B0/R0. The bootstrap current,
however, scales as βB0/a, so that as a fraction, jbs/j0 ∼ β for similar aspect ratio
tokamaks. The very low β of Alcator C-Mod plasmas (∼ 10−2) means that the boot-
strap contribution is generally negligible near the plasma core, and especially so in
L-mode plasmas. Profile shape optimization can significantly increase the bootstrap
fraction. The example calculations presented in Ref. [39] considered a tokamak with
T0 ∼ 30 keV, a value about an order of magnitude larger than Alcator C-Mod. Thus,
it is not likely that the bootstrap current is responsible for the reversed shear in the
sawtooth experiments reported here.
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Chapter 7
Summary and Future Work
This thesis sought to present a range of phenomena related to RSAEs during the
current ramp and sawtoothing phases of Alcator C-Mod operation. The primary
tools for the study of these modes are the phase contrast imaging diagnostic (PCI)
and the synthetic PCI analysis used with model results from the ideal MHD code
NOVA. Among the major results of this work are the identification of the evolution
of the q profile during the current ramp phase and sawtoothing phase, constraining
both the value of qmin and rmin. In the absence of q measurements from other
diagnostics, these results provide valuable constraints for further modeling of many
aspects of Alcator C-Mod plasmas. They may also serve as a benchmark by which
the MSE diagnostic can be compared when it comes online. Extensions of this work
to include the scaling of the edge amplitude measured by magnetics relative to the
core amplitude measured by PCI have provided a solid basis for future experimental
and theoretical works along these lines. The explanation of the RSAEs in the first
harmonic frequency range by a general mode coupling process is an area of continuing
research. As pointed out in chapter 4, the presence of RSAE harmonics may provide
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an additional avenue for the measurement of a local fluctuation amplitude. With
regard to the RSAEs observed during sawteeth, the q profile modeling has been used
to constrain models of the current relaxation, suggesting that either the impurity
profile is strongly peaked on axis, or that corrections to the neoclassical model are
needed.
While the application of RSAEs and other Alfve´nic modes to MHD spectroscopy
is one particularly useful direction, there are many remaining questions both of prac-
tical and theoretical interest. Perhaps one of the largest issues, certainly a practical
issue as well as a theoretical puzzle, is that the experimentally measured transport
of energetic ions from Alfve´n eigenmodes may be an order of magnitude larger than
that predicted by codes [22]. It is not fully known at this time what implications
Alfve´n eigenmodes will have for a burning plasma including alpha particles. A range
of Alfve´n activity is expected in the next generation devices, in part due to observa-
tions of such phenomena in TFTR during its D-T operations [11]. Due to the lack
of energetic ion loss measurements for the Alcator C-Mod experiments we cannot at
this time draw conclusions about the level of mode-induced transport based on our
observations.
In general, one of the greatest sources of uncertainty in the models of RSAE
activity is the knowledge of the energetic ion population. It is expected that the en-
ergetic ions should have some contribution to the RSAE dispersion relation, perhaps
only on the order of 10kHz or so, but nonetheless a potentially measurable quantity.
With additional experimental constraints for the energetic ions it may be possible
to test the growth rate models in NOVA-K, or to apply this to another code which
calculates the non-linear saturated mode amplitude. This, however, requires that the
energetic ion density and pressure profile be known to better than the sensitivity of
the code. The energetic ions may have a significant variation of the tail temperature
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as a function of radius, a property not currently modeled by the single temperature
distribution in NOVA-K. A confounding problem with this line of research is the
influence of the impurities that often accompany the use of the ICRH system, espe-
cially in lower densities like that targeted in these studies. However, if advances are
to be made on this front, the requisite condition will be the development of better
experimental diagnosis of the energetic ion distribution.
Other matters, such as the relation between the saturated mode amplitude and
the operational mode (L vs. H) during sawteeth, or refinement of the measurement
of the adiabatic index are open for further investigation, without the need of strong
characterization of the energetic ions. One fruitful extension of this work may be
to consider further the tunneling effect described in chapter 4. At this time, the
author knows of no experimental studies along these lines. A rather straightforward
series of experiments could be conducted to examine the dependence of the Mirnov
coil signal as a function of the edge Alfve´n continuum. Certainly, modification of
the edge q profile through changing the plasma current may provide an experimental
knob. If one could also find a method of varying the edge density profile without
greatly affecting to central density, then this may provide an additional experimental
control. The n
−1/2
e dependence of the Alfve´n continuum means that a rather signifi-
cant change in density may be needed, suggesting that modification of the current,
or perhaps the plasma shape, may be a more reasonable approach. Experiments
along these lines may also see benefit from employing the reflectometer system to
monitor density fluctuations in the RSAE range of frequencies and, because it can
monitor fluctuations outside of the PCI view, it offers the possibility of observing
strong density fluctuations near points of continuum interaction where ω = ωA. From
a theoretical perspective, modeling of the plasma edge is difficult for multiple rea-
sons, not the least of which are the dense coupling of poloidal harmonics and the
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presence of the separatrix and open field lines [107]. However, this may be an area
where definitive experiments prime a theoretical interest in the problem.
With regard to the observations of RSAEs during sawteeth, a significant void in
our understanding persists. The reconnection model proposed in chapter 5, based
on the Kadomtsev model, seems to agree with the observations of both up-chirping
and down-chirping RSAEs. It would be interesting to consider refinements of the
Kadomtsev model, accounting for the changes in the diamagnetic currents associ-
ated with a flattened pressure profile, and to see how these affect the post-crash q
profile and the development of a local maximum. While the relatively small amount
of magnetic shear inferred from the presence of the RSAEs brings into question the
significance of these results, the existence of any reversed shear remains somewhat
of a mystery. The standard neoclassical corrections are known to fail near the ori-
gin [103], causing a singularity in the gradient of the current density profile at the
magnetic axis. How exactly this singularity is resolved is an interesting question. It
may be that the finite size of the particle orbits near the axis requires a non-local
transport formulation [108, 109]. Numerous theoretical studies have considered the
possibility of an anomalous resistivity or viscosity which may tend to counterbalance
the neoclassical effects [103, 110, 111]. And yet, a simple explanation in terms of the
impurity profile may also be sufficient, but this requires better experimental diagno-
sis. Further modeling of the current profile relaxation using more advanced codes,
such as TSC [112], to explore different sawtooth models might provide additional
insight into the problem and the significance of trapped particle effects responsible
for the strong neoclassical corrections near the magnetic axis.
As a final note, the author would like to present a brief exposition of three possibly
fruitful topics for research which were not given their due consideration in this thesis,
but which may be amenable to study in the near-term.
192
7.1 RSAE Amplitude Modulation
Direct measurement of the mode amplitude is an important experimental constraint
for use in modeling the transport of energetic ions arising from their interaction
with Alfve´n eigenmodes. Studies using experimental data from other tokamaks have
combined measurements of the absolute fluctuation levels of RSAEs and TAEs with
measurements of energetic ion loss during this activity as a test of transport models
[22, 21, 23, 113]. The results suggest that this aspect of the physics is poorly under-
stood, with the transport rates predicted from codes often significantly less than the
measured values. While Alcator C-Mod does not currently possess the capability to
directly measure the energetic ion loss, it may be possible to model some aspect of
the transport without this data by looking at the decrease in mode amplitude that
occurs during transitions between the RSAE phase and the TAE phase. A few of
the most notable cases of this effect are presented in Fig. 7-1, corresponding to the
n = 2 and n = 3 RSAEs occurring during the grand cascade in Fig. 4-3.
One could derive absolute fluctuation levels from the absolutely calibrated PCI
measurements to scale the perturbation levels in transport modeling of energetic
ions. The first part of the problem should be to look for precisely what conditions
or qualities of the RSAE/TAE transition are responsible for enhanced energetic ion
transport which suppress the amplitude of the lower n RSAEs. Then, taking the
modified energetic ion distribution from the transport codes, one could check to see
whether these changes appropriately predict the decrease in mode amplitude of the
lower n RSAEs, at least through a qualitative analysis of changes in the growth rates
from NOVA-K.
Furthermore, a periodic bursting in the RSAE amplitude often arises when the
RSAE frequency is close to fmin, as shown in Fig. 5-6. One suggestive factor is that
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Figure 7-1: Large drops in PCI signal level are observed for the nth RSAE as the(n+1)th even the (n+2)th RSAEs transition into TAEs. These data represent RSAEs
excited during the grand cascade near 0.135 sec in Fig. 4-3 for (a) n = 3 and (b)
n = 2.
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the bursting behavior seems to occur near integer q values, which has the interesting
corollary that the set of RSAEs, typically spanning n = 2 to n = 5 or more, all have
approximately the same frequency. It may be then that in this limit the RSAEs
behave more as a single mode structure with a highly nonuniform toroidal structure
arising from the superposition of multiple toroidal modes. The varied structure of this
collective mode may more efficiently resonate with a larger volume of the energetic
ion phase space, leading to a non-linear and bursting behavior similar to fishbones
[114].
7.2 The Transition from RSAE to TAE
An abrupt jump in frequency sometimes follows the maximum frequency as the RSAE
transitions into a TAE, as in the n = 3 mode in Fig. 4-18 where an approximate −15
kHz jump in the TAE frequency is observed. These observations suggest that as the
RSAE abruptly ceases to exist, perhaps through a strong encounter with the Alfve´n
continuum, very quickly a new mode appears. The author is not aware of any reports
of a discontinuous RSAE/TAE evolution in the existing literature.
It may be possible with detailed parameter scans in NOVA to model such transi-
tions. In general, NOVA calculates many TAE solutions populating a gap, yet only
one is realized in experiment. Determining what selection rule favor a discontinu-
ity in the mode frequency may provide another constraint on the equilibrium. The
problem may be somewhat cumbersome in that it likely involves at least a three
dimensional parameter space which must be explored numerically, comprising n (the
toroidal mode number), qmin and another parameter such as a shaping parameter
for the density profile or q profile. Also, the energetic ion distribution may play an
important role in determining what modes are excited.
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7.3 Broadband Turbulence
It was noticed rather late in this thesis work that the broadband turbulence detected
by PCI displays a subtle variation as the qmin = 2 surface enters during the current
ramp. This pattern can be just barely distinguished in the PCI data in Fig. 4-3
(100-600 kHz range), where the background spectrum is broadest near 0.135 sec and
decreases at earlier and later times. This suggests a modification in the turbulence
possibly linked to the presence of rational q surfaces. A relation between the q
profile and changes in transport have been noted in other experiments, primarily
with respect to internal transport barriers [115].
To illustrate this point more clearly, Fig. 7-2 presents two different measures of
the spectra. In panel (a), spectra from three times are presented which show the
slight, but significant, enhancement of the broadband spectrum around 0.135 sec.
This point is perhaps more clear in panel (b) which shows the integrated power as
a function of time. The striking trend is that as qmin passes through 2 the low
frequency [0,50] kHz signals decrease and are complemented by an increase in the
[50,1000] kHz signals. While not directly related to the study of Alfve´n eigenmodes,
the utility of MHD spectroscopy in this subject is critical in determining that the
broadband spectrum is modified about q = 2.
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Figure 7-2: (a) The broadband spectrum measured by PCI is observed to increase
as qmin approaches 2 and then decrease as qmin passes below 2. (b) The variation
in the broadband spectrum as a function of time divided into separate frequency
regimes shows that the low frequency [0,50] kHz band peaks at qmin > 2 and that the
[50,1000] kHz band peaks at qmin < 2.
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