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MINIMAL HYPERSURFACES WITH SMALL FIRST EIGENVALUE
IN MANIFOLDS OF POSITIVE RICCI CURVATURE
JONATHAN J. ZHU
Abstract. In this paper we exhibit deformations of the hemisphere Sn+1+ , n ≥ 2,
for which the ambient Ricci curvature lower bound Ric ≥ n and the minimality
of the boundary are preserved, but the first Laplace eigenvalue of the boundary
decreases. The existence of these metrics suggests that any resolution of Yau’s
conjecture on the first eigenvalue of minimal hypersurfaces in spheres would likely
need to consider more geometric data than a Ricci curvature lower bound.
1. Introduction
A minimal hypersurface Σn in a Riemannian manifold Mn+1 is one for which the
mean curvature function H vanishes identically. The study of minimal hypersurfaces
is one of the central topics in differential geometry, particularly in the case of ambient
spaces having constant curvature. It is of great interest to determine how geomet-
ric data such as the spectrum of a minimal hypersurface depends on the ambient
geometry (see [20] for some discussion).
One outstanding open problem is the following conjecture of S.T. Yau:
Conjecture 1.1 (Yau). Let Sn+1 be the unit (n+ 1)-sphere with its standard round
metric. Then the first eigenvalue of the Laplacian on a closed embedded minimal
hypersurface Σn ⊂ Sn+1 is precisely n.
This important conjecture appears as problem 100 in Yau’s 1982 problem list [26],
in his lectures [27] and again in his more recent review [25]. It is a natural conjecture
since when the ambient space M is the round unit sphere Sn+1, the minimal surface
equation shows that the embedding X : Σn →֒ Sn+1 →֒ Rn+2 satisfies ∆̂X+nX = 0,
where ∆̂ is the Laplacian on Σ. Consequently, the first eigenvalue must satisfy
λ1(Σ) ≤ n, and it is not difficult to see that equality holds for Σ a great sphere, for
instance. In fact, to the author’s knowledge, Yau’s conjecture has also been verified
for all known examples of minimal hypersurfaces in spheres - see for instance [7] or
more recently [21].
In this paper we investigate the viability of approaching a proof of Yau’s conjecture
based on the positivity of Ricci curvature. The most significant progress towards a
proof of the conjecture, due to Choi and Wang [9], is indeed in this direction:
1
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Theorem 1.2 (Choi-Wang). Let Σn be a closed orientable embedded minimal hyper-
surface in a compact orientable manifold (Mn+1, g). Suppose that the ambient Ricci
curvature satisfies Ricg ≥ kg, k > 0. Then λ1(Σ) ≥ k/2.
Remark 1.3. The conclusion λ1 ≥ k/2 in fact holds for compact manifolds M with
boundary ∂M = Σ, so long as the second fundamental form A and first eigenfunction
φ1 on the boundary satisfy
∫
Σ
A(∇̂φ1, ∇̂φ1) ≥ 0. Indeed, the proof of Theorem 1.2
relies on choosing the side of Σ for which the latter condition is satisfied.
Also, Choi and Schoen [8] were later able to remove the orientability assumption.
In particular, since the standard metric g on Sn+1 satisfies Ricg = ng, for minimal
hypersurfaces in Sn+1 we have the lower bound λ1(Σ) ≥ n/2. Recently, Ding and
Xin [12] were able to extend the argument to mean curvature flow self-shrinkers,
assuming a lower bound for the ambient Bakry-E´mery-Ricci tensor.
The main problem we deal with in this paper is whether the Choi-Wang estimate
may be improved by a factor of 2, thereby implying Yau’s conjecture. Thus we ask if
the following common generalisation of Conjecture 1.1 and Theorem 1.2 might hold:
Conjecture 1.4. Let Σn be a closed embedded minimal hypersurface in a compact
Riemannian manifold (Mn+1, g), for which Ricg ≥ kg, k > 0. Then λ1(Σ) ≥ k.
For n = 1, Conjecture 1.4 (and hence Yau’s conjecture) holds by a classical theorem
of Toponogov [23]. Henceforth we consider the case n ≥ 2.
In this paper we are able to find a real analytic deformation of the standard metric
on the hemisphere Sn+1+ , n ≥ 2, which decreases the first Laplace eigenvalue of the
boundary ∂Sn+1+ ≃ Sn whilst preserving its minimality as well as the ambient Ricci
curvature bound. This provides a counterexample to Conjecture 1.4 in the class of
manifolds with boundary, and is the main theorem of this paper:
Theorem 1.5. Let n ≥ 2. Then there is a smooth metric g on the hemisphere Sn+1+
such that:
• The ambient Ricci curvature satisfies Ricg ≥ ng.
• The boundary Σ = ∂Sn+1+ is minimal with respect to g.
• The first Laplace eigenvalue of the induced metric ĝ on Σ satisfies λ1(Σ) < n.
• The eigenfunction φ1 corresponding to λ1(Σ) satisfies
∫
Σ
A(∇̂φ1, ∇̂φ1) > 0,
where ∇̂ is the gradient on Σ.
The final point about the sign of the second fundamental form A is significant in
light of Remark 1.3. In particular, our result shows that the Choi-Wang argument
cannot be improved by a factor of 2 if one considers only manifolds with boundary,
that is, only one side of Σ. Consequently, although we are not able to offer a direct
counterexample to Conjecture 1.4 in the class of closed ambient manifolds M , we
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believe that Theorem 1.5 provides good evidence that either a stronger property than
positivity of Ricci curvature, or an argument more directly involving both sides of
Σ, would be needed to improve Theorem 1.2 by the desired factor of 2.
It is reasonable to then consider whether there exist deformations of the standard
metric that, to first order, decrease the first boundary eigenvalue yet preserve the
Einstein condition Ricg = ng, not just the lower bound on Ricci curvature. To do so
we decompose the first variation of the metric into the conformal direction fg+Lωg
and the transverse traceless direction h. Here Lω is the Lie derivative by ω; for
precise definitions one may consult Section 2. We obtain the following partial result
that under certain technical conditions, such deformations do not exist:
Proposition 1.6. Let M = Sn+1+ , with equator Σ = ∂S
n+1
+ . Consider an analytic
variation g = g(t) of the standard metric g(0) = g on M . Let ν be the outward
unit normal on Σ, and decompose d
dt
∣∣
t=0
g = fg + Lωg + h, where h is transverse
traceless, with h(ν, ·) = 0 on Σ. Assume that the normal component v = (ινω)|Σ
satisfies ∆̂v + nv = 0, where ∆̂ is the Laplacian on Σ.
Further suppose that the Ricci curvature of M and the mean curvature of Σ are
fixed to first order, so that d
dt
∣∣
t=0
(Ricg −ng) = 0 and ddt
∣∣
t=0
H(Σ, g) = 0. Then the
induced metric ĝ(t) on Σ satisfies d
dt
∣∣
t=0
λ1(Σ, ĝ) = 0.
Of course for deformations preserving the Ricci curvature on the whole sphere Sn+1
the first eigenvalue must be fixed, since it is known that the round sphere is isolated
in the space of Einstein metrics. Our results may be compared and contrasted to an
earlier rigidity theorem, found by Hang and Wang [14] in their study of the Min-Oo
conjecture:
Theorem 1.7 (Hang-Wang). Let (Mn+1, g) be a compact manifold with boundary
∂M . Suppose that Ricg ≥ ng. Further suppose that ∂M is isometric to Sn with its
standard metric and finally that ∂M is convex in the sense that the second funda-
mental form satisfies A ≥ 0. Then (M, g) is isometric to the hemisphere Sn+1 with
its standard metric.
The Min-Oo conjecture itself was shown to be false by Brendle, Marques and
Neves [6], who also used a deformation method (together with a gluing argument) to
produce a metric on Sn+1+ having scalar curvature R > n(n+1) and totally geodesic
boundary isometric to the standard Sn.
Along these lines, it is perhaps interesting to note that a scalar curvature lower
bound on M cannot provide any control on the first Laplace eigenvalue of the hy-
persurface Σ, even if Σ is totally geodesic:
Remark 1.8. The standard metric on M = S1 × S2(r) has constant positive scalar
curvature R = 2
r2
, but the totally geodesic surface Σ = S1 × S1(r) has area 4π2r. By
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the celebrated estimate of Yang-Yau [24] for Riemann surfaces Σ of genus g,
(1.1) λ1(Σ) area(Σ) ≤ 8π(1 + g),
the surface therefore has first eigenvalue λ1(Σ) ≤ 4πr , which is much smaller than
R = 2
r2
for small r.
Let us now outline the structure and main ideas of this paper. The spectrum
of the Laplace operator is, in general, rather difficult to compute. In searching for
counterexamples to Conjecture 1.4, we are thus led to consider deformations of the
standard metric on the sphere or hemisphere, which has totally geodesic equator Σ.
We will use perturbation theory for real analytic deformations to ensure that the
spectrum varies smoothly.
Variation formulae for the relevant quantities Ricg, A and ∆̂Σ, together with pre-
liminaries on notation, conventions and Riemannian geometry, are collected in Sec-
tion 2. In Section 3 we specialise the variation formulae to perturbations of the round
metric, considering the conformal and transverse directions separately. The proof of
Proposition 1.6 follows readily and is found in Section 3.3.
The proof of our main theorem, Theorem 1.5, requires only the conformal direction.
It is found in Section 4, and proceeds in two main steps:
The first step is to construct an explicit conformal factor f such that under a
conformal variation d
dt
∣∣
t=0
g = fg, the first eigenvalue on the boundary decreases
whilst the Ricci curvature lower bound is preserved, to first order in t. Fixing an
eigenfunction φ1 of ∆̂|Σ with corresponding eigenvalue λ1 = λ1(Σ), the first variation
in the conformal direction is formally given by d
dt
∣∣
t=0
λ1 = c1
∫
Σ
f − c2
∫
Σ
fφ21, for
constants c1 ≥ 0, c2 > 0. When n ≥ 3 we have c1 > 0, so we choose f |Σ = ψ to
be nonpositive, very negative near the zero set of φ1, and small otherwise, so that
the first term dominates and d
dt
∣∣
t=0
λ1 < 0. We then extend f to the remainder of
the hemisphere Sn+1+ by setting f = F (r)ψ(θ), where r is the geodesic distance to
the pole. For a suitable convex choice of F , the Ricci curvature lower bound will
be preserved. When n = 2 we have c1 = 0, which necessitates a much more careful
choice of F (r) as well as bumping up f by a positive constant. In this case we require
a mathematically rigorous analysis involving numerical calculation at a large set of
points to verify one of the inequalities coming from the variation of Ricci curvature.
The details of this analysis are presented in the appendix.
The second step in the proof of Theorem 1.5 is to correct the mean curvature of
Σ, which varies under conformal change by n
2
∂rf |Σ to first order, to zero. Since the
first order variation in mean curvature under an ambient diffeomorphism is governed
by the Jacobi operator, as long as our choice of ∂rf |Σ is orthogonal to the (finite)
kernel of this operator, we may fix the mean curvature to first order by perturbing in
the direction of an ambient diffeomorphism. Using the exact formula for the mean
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curvature under conformal changes, we then introduce a lower order correction to f
that fixes the mean curvature exactly at zero.
Finally, keeping track of the first variation of the second fundamental form and
explicitly solving the Jacobi equation with input ∂rf |Σ allows us to show that the
variation of
∫
Σ
A(∇̂φ1, ∇̂φ1) is positive.
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2. Preliminaries
2.1. Riemannian geometry. In this paper we consider compact Riemannian man-
ifolds (Mn+1, g) with a closed smoothly embedded hypersurface Σn, n ≥ 2.
We use ĝ to denote the induced metric on Σ, and will use hats to distinguish metric
quantities (ĝ, ∇̂, · · · ) on the hypersurface Σ from the corresponding quantities on the
ambient manifold M . We denote by dVg the volume form attached to g.
We will use the summation convention for repeated indices, reserving Latin letters
for the indices i = 0, · · · , n on M and Greek letters for the indices α = 1, · · · , n
on the hypersurface Σ. Typically, we choose coordinates so that, on Σ, the e0 = ∂r
direction corresponds to the outward unit normal ν and, near Σ, the corresponding
coordinate r should parametrise unit speed geodesics that meet Σ orthogonally.
We define the second fundamental form A = A(Σ, g) of Σ with respect to g by
A(X, Y ) = g(∇Xν, Y ), which in our chosen coordinates has components given by
Aαβ = Γα0β = −Γ0αβ . The mean curvature is then
(2.1) H = H(Σ, g) = trĝ A = g
αβAαβ .
Note that with this convention the round sphere in Euclidean space has positive
mean curvature. A minimal hypersurface is one for which H ≡ 0.
We choose the convention for the Riemann curvature following Chow-Lu-Ni [10]:
(2.2) R(ei, ej)ek = R
l
ijkel, and Rijkl = glmR
m
ijk.
The Ricci tensor Ric is then the covariant 2-tensor with components Rij = R
p
pij. We
denote by g−1Ricg the (1, 1)-Ricci tensor, and we understand the Ricci curvature
bound Ricg ≥ kg to mean that the endomorphism g−1Ricg−k is positive semidefi-
nite.
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It will be useful to record that the second fundamental form with respect to a
conformal metric efg is given (see [2] for example) by
(2.3) A(Σ, efg) = ef/2A(Σ, g) +
1
2
ef/2(∂0f)ĝ,
and therefore the mean curvature in this conformal metric is
(2.4) H(Σ, efg) = e−f trĝ A(Σ, efg) = e−f/2
(
H(Σ, g) +
n
2
∂0f
)
.
2.2. Operators on symmetric tensors. Let Ω1(M) be the space of smooth 1-
forms on M , and let S2(M) be the space of smooth symmetric 2-tensors on M .
For ω ∈ Ω1(M), its divergence δgω is the smooth function given by δgω = ∇iωi.
For h ∈ S2(M), the g-trace of h is given by trg h = gijhij. The divergence of h is
a 1-form δgh, with components given by (δgh)j = ∇ihij. We sometimes omit the
subscripts when the metric is clear from context.
We will use the sign convention for the Laplacian that makes it a negative operator.
That is, for arbitrary symmetric tensors, the rough Laplacian is defined by ∆ =
gij∇i∇j . It is convenient to define the Hodge Laplacian, acting on 1-forms by
(2.5) ∆Hωi = ∆ωi − Rjiωj
and the Lichnerowicz Laplacian, defined for symmetric 2-tensors by
(2.6) ∆Lhij = ∆hij + 2R
l
kijh
k
l − Rki hjk − Rkjhik.
We say that λ is an eigenvalue of ∆̂ with eigenfunction φ 6= 0 if ∆̂φ = −λφ. On
the closed manifold Σ, the eigenvalues of ∆̂ are well-known to be discrete and, in our
sign convention, nonnegative, so we may order the distinct eigenvalues
0 = λ0 < λ1 < λ2 · · ·
In particular, λ0 = 0 has multiplicity 1, and λ1 is the least nonzero eigenvalue of ∆̂.
We will denote by Vλ the (finite dimensional) eigenspace corresponding to λ.
2.3. Adjoint decompositions. When M is compact without boundary, an inte-
gration by parts shows that, up to a sign, δ : Ω1(M)→ C∞(M) is the L2-adjoint of
the exterior derivative d : C∞(M)→ Ω1(M). Similarly, the adjoint of the divergence
δ : S2(M) → Ω1(M) acting on symmetric 2-tensors is given by δ∗ = −1
2
L, where L
is the Lie derivative of g by (the metric dual of) ω,
(2.7) (Lω)ij = ∇iωj +∇jωi.
Before continuing, let us record the commutators of δ and L with the Laplacian.
The following is a theorem of Lichnerowicz (see [17], or [11]).
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Proposition 2.1. Suppose that g is a metric with parallel Ricci curvature Ricg.
Then
(2.8) δg ◦∆L = ∆H ◦ δg and ∆L ◦ L = L ◦∆H .
Now, as in Besse [2], taking the adjoint of the map (ω, f) 7→ Lω+ fg leads to the
well-known orthogonal decomposition
(2.9) S2(M) = (C∞(M)g + L(Ω1(M)))⊕ S˚2(M),
where S˚2(M) is the space of transverse traceless deformations, that is, h ∈ S2(M)
satisfying δgh = 0 and trg h = 0.
When M has nonempty boundary ∂M = Σ, a boundary term appears in the
integration by parts:
(2.10)
∫
M
hij(Lω + fg)ij =
∫
M
(f trg h− 2ωj(δgh)j) +
∫
Σ
ωjh0j .
Thus the orthogonal decomposition becomes (see for example [22])
(2.11) S2(M) = (C∞(M)g + L(Ω1(M)))⊕ S˚2(M),
where now we denote by S˚2(M) the space of transverse traceless deformations which
satisfy the additional boundary conditions h0j = hj0 = 0 on Σ, for all j.
2.4. Perturbation theory. Consider a variation g(t) of the metric on M , with
g(0) = g and g′ = h, for some symmetric 2-tensor h ∈ S2(M). Here, and henceforth,
a primed quantity will denote its first variation, that is, (·)′ = d
dt
∣∣
t=0
(·). To avoid
confusion with this notation for variations, derivatives of functions F of a single
variable will later be denoted using dots, F˙ .
Throughout, we will assume our variations are at least C2 in t.
2.4.1. Ricci curvature. The first variation Ric′g = Ric
′
g(h) of the Ricci tensor satisfies
(see [2])
(2.12) − 2Ric′g = ∆Lh+∇2(trg h)− Lδgh.
Since we are interested in the Ricci curvature as compared to the metric, we are
more interested in the variation (g−1Ricg)′; if g is initially Einstein with Ricg = kg,
then this variation is given by
(2.13) (g−1Ricg)′ = g−1(Ric′g−kh).
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2.4.2. Second fundamental form. The first variation of the second fundamental form
A = A(Σ, g(t)) is not difficult to compute (see for example [18]; note that our sign
conventions are different):
(2.14) A′αβ =
1
2
(−∇αh0β −∇βh0α +∇0hαβ + h00Aαβ).
Then the mean curvature H = H(Σ, g(t)) satisfies
(2.15) H ′ = −hαβAαβ + gαβA′αβ = −∇̂αh0α +
1
2
(∂0(trĝ ĥ)−Hh00),
where ĥ is the projection of h to S2(Σ). When Σ is totally geodesic, it is sometimes
convenient to compute in the ambient space instead; in this case we have
(2.16) H ′ = −(δgh)0 + 1
2
∂0h00 +
1
2
∂0 trg h.
2.4.3. Laplace operator. Berger [1] computes the first variation of the Laplacian and
its spectrum on a closed manifold (see also [3] and [13]). Applying Berger’s results
to Σ, we have
(2.17) ∆̂′φ = −(ĥ, ∇̂2φ)− (δĝĥ, dΣφ) + 1
2
(dΣ(trĝ ĥ), dΣφ).
Here (·, ·) denotes the natural scalar product induced by ĝ. If ψ, φ are in the same
initial eigenspace Vλ then, after some manipulations, integration by parts yields
(2.18) 〈ψ, ∆̂′φ〉 = −1
2
〈ĥ, φ∇̂2ψ + ψ∇̂2φ〉+ 1
2
〈δĝδĝĥ, ψφ〉 − 1
4
〈∆̂(trĝ ĥ), ψφ〉.
Here, and for the remainder of this article, 〈·, ·〉 shall denote the L2 inner product
on Σ. We write ∆̂′Vλ = πVλ ◦ ∆̂|Vλ : Vλ → Vλ for the projection of the restriction of
∆̂′ to Vλ. In particular, we see from (2.18) that ∆̂′Vλ is symmetric.
Even under smooth variations of the metric, the Laplace eigenvalues may not
evolve smoothly. However, by the Rellich-Kato perturbation theory [19, 16], under
real analytic variations of the metric ĝ(t), the eigenvalues and eigenfunctions of the
closed manifold Σ do also vary analytically in t. In particular, we use the following
statement as in Lemma 3.15 of Berger [1]:
Lemma 2.2 (Berger). Let (Σ, ĝ) be a compact Riemannian manifold. Consider a
family of metrics ĝ(t), analytic in t, with ĝ(0) = ĝ. If λ is an eigenvalue of ∆̂ĝ(0)
with multiplicity m, then there exist families of scalars Λi(t) and smooth functions
ϕi(t), for i = 1, · · · , m, each depending analytically on t, such that:
• ∆̂ĝ(t)ϕi(t) = −Λi(t)ϕi(t) for each i,
• Λi(0) = λ for each i, and
• the {ϕi(t)} are L2(Σ, ĝ(t))-orthonormal for all t.
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Given such families of orthonormal eigenfunctions ϕi(t), differentiating the condi-
tion that the ϕi are orthonormal we have that 〈φi, ∆̂′φj〉 = 0 for i 6= j, and
(2.19) λ′i = −〈φi, ∆̂′φi〉 = 〈ĥ, φi∇̂2φi〉+
1
2
〈δĝĥ, dΣ(φ2i )〉 −
1
4
〈dΣ(trĝ ĥ), dΣ(φ2i )〉.
2.5. Geometry of round spheres. We realise Sn+1 as the unit sphere in Rn+2,
which has coordinate functions x0, · · · , xn+1. We consider the upper hemisphere
(2.20) Sn+1+ = {x ∈ Sn+1 : xn+1 ≥ 0},
which has boundary given by the great sphere
(2.21) Σ = ∂Sn+1+ = {x ∈ Sn+1 : xn+1 = 0}.
We will use g to denote the standard round metric as appropriate from context.
For the standard metric g, the curvature tensor is given by Rijkl = gilgjk − gikgjl.
Thus g = gSn+1 satisfies Ricg = ng, and so the variation of the Ricci tensor at
g(0) = g satisfies
(2.22) − 2(Ric′g −nh) = ∆Lh+∇2(trg h)−Lδgh + 2nh.
Moreover, the Hodge Laplacian acts as ∆Hω = ∆ω − nω, and the Lichnerowicz
Laplacian ∆L acts simply as
(2.23) ∆Lh = ∆h− 2(n+ 1)h+ 2(trg h)g.
Typically we choose coordinates so that the standard metric g can be written
(again, with e0 = ∂r) as the warped product
(2.24) gSn+1 = dr
2 + sin2 r gSn.
In terms of the coordinate functions on Rn+2, we take xn+1 = cos r, so that the
equator Σ is the level set r = π/2. Note that this is consistent with Section 2.1.
In these coordinates, the Christoffel symbols of gSn+1 are given by
Γ000 = Γ
0
α0 = Γ
γ
00 = 0, Γ
0
αβ = − sin r cos r ĝαβ,
Γγα0 = δ
γ
α cot r, Γ
γ
αβ = Γ̂
γ
αβ,(2.25)
where Γ̂ are the Christoffel symbols for gSn and δ
γ
α is the Kronecker delta.
The warped product structure (2.24) also gives a decomposition of symmetric 2-
tensors h ∈ S2(M) as in Delay’s paper [11],
(2.26) h = u dr2 + ξ ⊗ dr + dr ⊗ ξ + ĥ.
That is, if S(r) ⊂ Sn+1 is the geodesic n-sphere at a fixed r, then u is the smooth
function on S(r) given by u = h00, ξ is the 1-form on S(r) given by ξα = hα0 and ĥ
is the projection of h to S2(S(r)) so that ĥαβ = hαβ .
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Later, we will also use the warped product form iteratively, that is, we choose a
coordinate s on Sn so that the standard metric on Sn+1 becomes
(2.27) gSn+1 = dr
2 + sin2 r ds2 + sin2 r sin2 s gSn−1.
In terms of coordinates, recalling that earlier we took xn+1 = cos r where e0 = ∂r,
we now take xn = sin r cos s with e1 = ∂s.
The eigenfunctions of the Laplacian ∆̂ on Sn with the standard metric gSn are
well-known; they are the restrictions of homogeneous harmonic polynomials on Rn+1,
which we have realised as the subspace xn+1 = 0 of R
n+2. The eigenvalues are then
given by d(d+ n− 1) for the homogeneous harmonic polynomials of degree d.
In particular, the first eigenvalue of ∆̂ is n with multiplicity n + 1, and the cor-
responding eigenspace Vn has a canonical orthonormal basis proportional to the re-
maining coordinate functions, which we denote
(2.28) φ1,i =
xi√
Cn
, i = 0, · · · , n
where Cn =
1
n+1
γn and γn is the volume of S
n with standard metric g. It will be
useful to compute Cn and related integrals directly:
Lemma 2.3. For all nonnegative integers k, we have
(2.29)
∫
Sn
(1− x2n)k dVg = B(k +
n
2
,
1
2
)γn−1,
(2.30)
∫
Sn
x2n(1− x2n)k dVg = B(k +
n
2
,
3
2
)γn−1,
where B(x, y) is the beta function and again γn−1 = vol(Sn−1, g).
Proof. In our coordinates, we have
(2.31)
∫
Sn
(1− x2n)k dVg = γn−1
∫ π
0
sin2k s sinn−1 s ds.
Making the substitution y = sin2 s, the right hand side is then given by
(2.32) 2γn−1
∫ pi
2
0
(sin s)2k+n−1 ds = γn−1
∫ 1
0
yk+
n−1
2
− 1
2 (1− y)− 12dy,
and we recognise the last term as the desired beta integral.
Similarly, we have
(2.33)
∫
Sn
x2n(1− x2n)k dVg = γn−1
∫ π
0
sin2k s cos2 s sinn−1 s ds,
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and the same substitution in the right hand side gives
(2.34) 2γn−1
∫ pi
2
0
(sin s)2k+n−1 cos2 s ds = γn−1
∫ 1
0
yk+
n−1
2
− 1
2 (1− y)1− 12dy,
which we again recognise as the claimed beta integral. 
It is well-known that the first eigenfunctions φ ∈ Vn satisfy the Hessian equation
∇̂2φ = −φgSn. Moreover, since |x| = 1 on the sphere, we can decompose the squares
of first eigenfunctions in terms of zeroth and second degree eigenfunctions - in par-
ticular, x2i =
1
n+1
(
1 +
∑
j 6=i(x
2
i − x2j )
)
. Since the second eigenvalue is 2(n + 1) we
then have
(2.35) ∆̂φ21,i =
2
Cn
− 2(n+ 1)φ21,i.
Also, for i 6= j, the product φ1,iφ1,j is itself a second degree eigenfunction:
(2.36) ∆̂(φ1,iφ1,j) = −2(n + 1)φ1,iφ1,j.
3. Deformations of the round metric
In this section we fix M to be Sn+1 or Sn+1+ , and consider deformations g = g(t)
of the standard metric g(0) = g. Throughout this section we set h = g′.
3.1. Conformal direction. We first consider the conformal direction C∞(M)g +
L(Ω1(M)), beginning with the diffeomorphism part:
Lemma 3.1. Suppose h = Lω, for ω ∈ Ω1(M). Then:
• The Ricci curvature is preserved to first order, that is, Ric′g −nh = 0.
• The variation ∆̂′ of the Laplacian on Σ acts on each Vλ by ∆̂′Vλ = 0.
• The second fundamental form A = A(Σ, g(t)) varies as A′ = −∇̂2v − vgSn.
Consequently, H ′ = −(∆̂ + n)v, where v is the smooth function on Σ given
by v = ω0|Σ = ινω.
Proof. For the first claim, take h = Lω, for ω ∈ Ω1(M). Then if X = ω♯ is the vector
field dual to ω, we have h = LXg = ddt
∣∣
t=0
Φ∗t g, where Φt is the one-parameter group
of diffeomorphisms of M generated by X . Therefore
(3.1) Ric′g =
d
dt
∣∣∣∣
t=0
Φ∗t Ricg = LX Ricg = nLXg = nh.
Note that this argument is still valid on the hemisphere Sn+1+ , for example by
taking an arbitrary extension of X to the whole sphere Sn+1. One may also verify
this claim by direct computation using Proposition 2.1 and (2.22).
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Now since the equator Σ is totally geodesic, we have ĥαβ = ∇̂αωβ+∇̂βωα = (L̂ω̂)αβ ,
where ω̂ is the projection of ω to Ω1(Σ). Since the Laplace spectrum is a geometric
quantity, formally this should mean that the spectrum is fixed to first order as above.
More generally we deal with the quantity ∆̂′ by direct computation: By commuting
indices we have δĝδĝĥ = 2(∆̂ + n − 1)δĝω̂. Also trĝ ĥ = 2δĝω̂. For ψ, φ ∈ Vλ, then
integrating by parts we can compute
− 1
2
〈L̂ω̂, ψ∇̂2φ+ φ∇̂2ψ〉 = 〈ω̂, δĝ(ψ∇̂2φ+ φ∇̂2ψ)〉
= 〈ω̂, 1
2
dΣ∆̂(ψφ) + (n− 1)dΣ(ψφ)〉.(3.2)
Substituting into (2.18) and integrating by parts again then gives that 〈ψ, ∆̂′φ〉 = 0.
The variations of A and H can be essentially found in [15], but since our setting
is slightly different we include the computations here for completeness. Indeed,
commuting indices we compute
∇αh0β +∇βh0α −∇0hαβ = ∇α∇βω0 +∇β∇αω0 − Rlα0βωl −Rlβ0αωl
= ∇α∇βω0 +∇β∇αω0 + 2ω0gαβ .(3.3)
Since Σ is totally geodesic, on Σ we have ∇α∇βω0 = ∇̂α∇̂βv, so equation (2.14)
gives A′αβ = −∇̂α∇̂βv − vgαβ , and finally equation (2.15) gives H ′ = gαβA′αβ =
−∆̂v − nv. 
Now we consider the conformal factors:
Lemma 3.2. Suppose h = fg, for f ∈ C∞(M). Then:
• The Ricci curvature varies as −2(Ric′g −nh) = (∆f + 2nf)g + (n− 1)∇2f.
• The variation ∆̂′ of the Laplacian on Σ acts on each eigenspace Vλ by
(3.4) 〈ψ, ∆̂′φ〉 = λ〈f, ψφ〉 − n− 2
4
〈∆̂f, ψφ〉,
where ψ, φ ∈ Vλ.
• The second fundamental form A = A(Σ, g(t)) varies as A′ = 1
2
(∂0f)gSn and
hence H ′ = n
2
∂0f ..
Proof. Take h = fg, for f ∈ C∞(M). Then Lδgh = Ldf = 2∇2f and ∆Lh = (∆f)g,
so we have −2(Ric′g−nh) = (∆f + 2nf)g + (n− 1)∇2f.
Now note that δgh = df . Plugging into equation (2.14) immediately gives that
A′αβ =
1
2
(∂0f)gαβ. Then by (2.15) and since Σ is totally geodesic, we have that
H ′ = gαβA′αβ =
n
2
∂0f.
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For the variation of the Laplacian, we note that trĝ ĥ = nf , δĝδĝĥ = ∆̂f and
(3.5) 〈ĥ, ψ∇̂2φ〉 = 〈f, trĝ(ψ∇̂2φ)〉 = 〈f, ψ∆̂φ〉 = −λ〈f, ψφ〉.
Similarly 〈ĥ, φ∇̂2ψ〉 = −λ〈f, ψφ〉. Substituting into (2.18) gives the result.

Using (2.35) and (2.36) for the Laplacian of products of the first eigenfunctions
φ1,i on the standard sphere S
n and integrating the second term by parts, we may
simplify:
Corollary 3.3. Let h = fg as above. Recall that the first eigenfunctions on (Σ, gSn)
are given by φ1,i =
xi√
Cn
. We have
(3.6) 〈φ1,i, ∆̂′φ1,j〉 = −n− 2
2
〈f, 1〉
Cn
δij +
1
2
(n + 2)(n− 1)〈f, φ1,iφi,j〉.
3.2. Transverse direction. Now we consider the remaining variations, those with
g′ = h ∈ S˚2(M). Recall that S˚2(M) is the space of transverse traceless symmetric
2-tensors h satisfying trg h = 0, δgh = 0, as well as the extra boundary conditions
h0j = 0 on Σ = ∂M in the case of the hemisphere M = S
n+1
+ .
We will use some formulae from [11], in which the action of the Lichnerowicz
Laplacian on transverse traceless tensors for more general warped product spaces is
computed with respect to the decomposition (2.26). The relevant formulae are, for
h ∈ S2(M) satisfying δgh = 0, trg h = 0,
(3.7) ∆Lh00 = ∂
2
0u+ (n+ 4) cot r ∂0u+ 2(n+ 1)
(
cot2 r − 1)u+ 1
sin2 r
∆̂u,
∆Lhα0 = ∂
2
0ξα + n cot r ∂0ξα +
(
(n + 2) cot2 r + 2− n) ξα
+
1
sin2 r
(∆̂ξα − Ricĝ ξα) + 2 cot r ∂αu.(3.8)
Note that in these formulae ∆̂ and ∇̂ correspond to the standard metric gSn rather
than the induced metric on S(r), which differs in scale. In any case, we will only
apply them at the boundary Σ = S(π
2
), at which these metrics coincide.
First we recall that the Lichnerowicz Laplacian preserves the transverse traceless
condition (see [2] for example); for the round metric this is easy to verify manually:
Lemma 3.4. Let M = Sn+1 or M = Sn+1+ . Suppose that h ∈ S2(M) satisfies
trg h = 0 and δgh = 0. Then trg∆Lh = 0 and δg∆Lh = 0.
Proof. Since trg h = 0, by equation (2.23) we have ∆Lh = ∆h− 2(n+1)h and hence
trg∆Lh = trg∆h = ∆(trg h) = 0. Proposition 2.1 gives δg∆Lh = ∆Hδgh = 0. 
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Now we give variation formulae for deformations by transverse traceless symmetric
2-tensors. In particular we do not yet assume any boundary conditions for these
formulae.
Lemma 3.5. Suppose that h ∈ S2(M) satisfies trg h = 0 and δgh = 0. Then:
• The Ricci curvature varies as −2(Ric′g −nh) = ∆Lh + 2nh.
• The variation ∆̂′ of the Laplacian on Σ acts on the first eigenspace Vn by
(3.9) 〈ψ, ∆̂′φ〉 = 〈ψφ, 1
2
∂20u−
n+ 3
2
u+
1
4
∆̂u〉
where ψ, φ ∈ Vn and u is as in the decomposition (2.26).
• Finally, the mean curvature H = H(Σ, g(t)) varies as H ′ = 1
2
∂0u.
Proof. The formulae for Ric′g and H
′ follow immediately from equations (2.22) and
(2.16) using the transverse traceless property.
For the variation of λ, note that since Σ is totally geodesic, in our coordinates we
have trĝ ĥ = −h00 = −u and (δĝĥ)β = ∇αhαβ = −∇0h0β , on Σ. Commuting indices
we have that, again on Σ,
δĝδĝĥ = −gαβ∇α∇0h0β = −gαβ(∇0∇αh0β − Rpα00hpβ − Rpα0βh0β)
= ∇0∇0h00 + gαβhαβ − gαβgαβu
= ∂20u− (n+ 1)u.(3.10)
Now since ∇̂2φ = −φĝ, we have 〈ĥ, ψ∇̂2φ〉 = −〈trĝ ĥ, ψφ〉 = 〈u, ψφ〉. Similarly
〈ĥ, φ∇̂2ψ〉 = 〈u, ψφ〉. Substituting into (2.18) gives the result.

Corollary 3.6. Let M = Sn+1+ , with equator Σ. Suppose that g
′ = h ∈ S2(M)
satisfies trg h = 0, δgh = 0 and h00|Σ = 0. If we additionally have either Ric′g ≥ nh
or Ric′g ≤ nh, then ∆̂′Vn = 0.
Proof. By Lemma 3.5, the Ricci condition gives ∆Lh + 2nh ≤ 0 or ∆Lh + 2nh ≥ 0
respectively. But ∆Lh + 2nh is traceless if h is transverse traceless by Lemma 3.4.
Therefore if ∆Lh+ 2nh has a sign, then it must in fact be zero.
We now use the explicit computation of the Lichnerowicz Laplacian. In particular,
(3.7) reduces on the boundary r = π/2 to give
(3.11) 0 = (∆Lh+ 2nh)00 = ∂
2
0u− 2u+ ∆̂u.
Since u = h00 vanishes on Σ, this implies that we also have ∂
2
0u|Σ = 0. Thus Lemma
3.5 implies that ∆̂′Vn = 0 as claimed. 
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Corollary 3.6 implies in particular that, to first order, variations h ∈ S˚2(Sn+1+ )
cannot affect the first boundary eigenvalues whilst increasing Ricci curvature. On
the whole sphere the variations h ∈ S˚2(Sn+1) the argument is simpler still:
Proposition 3.7. Let M be the round sphere Sn+1 with variation g′ = h ∈ S˚2(M).
If Ric′g ≥ nh, or if Ric′g ≤ nh, then h = 0.
Proof. Arguing as in Corollary 3.6, the Ricci conditions both imply ∆Lh+ 2nh = 0.
But for the round metric on Sn+1, there are no nontrivial h ∈ S˚2(M) for which
∆Lh + 2nh = 0. In fact, from Boucetta’s computation of the spectrum of the
Lichnerowicz Laplacian on spheres [4, 5], it is known that the least eigenvalue of ∆L
acting on the transverse traceless space S˚2(Sn+1) is 4(n + 1). 
3.3. Einstein deformations. In this section we prove Proposition 1.6 by using our
analysis of the conformal and transverse directions given by the orthogonal decom-
positions (2.9) and (2.11).
Proof of Proposition 1.6. Recall that M = Sn+1+ with equator Σ = ∂M . Write g
′ =
fg+Lω+h, where h ∈ S˚2(M). Then by Lemmas 3.1, 3.2 and 3.5, the Ricci condition
gives
(3.12) (∆f + 2nf)g + (n− 1)∇2f +∆Lh+ 2nh = 0.
Taking the trace gives ∆f = −(n + 1)f on M , and hence
(3.13) (n− 1)(∇2f + fg) + ∆Lh+ 2nh = 0.
Now assume that H ′ = 0 and that v = ω0|Σ satisfies ∆̂v + nv = 0. Using the
decomposition (2.26), we note that any h ∈ S˚2(M) has, on Σ, that
(3.14) ∂0u = (δgh)0 − ∇̂αh0α = 0.
The mean curvature condition then gives that ∂0f |Σ = 0. But then we may reflect f
to a C1 (hence C∞) solution of ∆f +(n+1)f = 0 on the closed manifold Sn+1. Such
eigenfunctions are known to be restrictions of coordinate functions on Rn+2, which
satisfy ∇2f = −fg on Sn+1.
Therefore g′ = −∇2f + Lω + h, where h ∈ S˚2(M) satisfies ∆Lh + 2nh = 0. So
noting that ∇2f = 1
2
Ldf , Lemma 3.1 and Corollary 3.6 give that ∆̂′Vn = 0. We
conclude that λ1(Σ) is fixed to first order by Lemma 2.2. 
4. Deformations of the hemisphere with Ricci curvature bound
In this final section, we consider the case of the hemisphere M = Sn+1+ with
boundary Σ = ∂Sn+1+ , with the goal of proving Theorem 1.5.
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4.1. An explicit ambient conformal factor. Our first step is to construct an
explicit smooth function f on M = Sn+1+ so that the variation h = fg decreases the
first Laplace eigenvalue on the boundary, whilst preserving the lower bound on Ricci
curvature to first order. Specifically, this section contains the proof of the following:
Proposition 4.1. Let M = Sn+1+ , Σ = ∂S
n+1
+ , for n ≥ 2. There exists a smooth
function f ∈ C∞(M) such that, if g = g(t) is a variation of the standard metric
g(0) = g, with g′ = fg, then:
• The variation of Ricci curvature satisfies (g−1Ricg)′ ≥ 0 on M .
• The variation ∆̂′ of the Laplacian acting on the first eigenspace Vn of (Σ, gSn)
is diagonal with respect to the basis {φ1,i},
(4.1) ∆̂′Vn = diag(−µ1, · · · ,−µn),
with µi > 0 for i < n and µn < 0.
Moreover, f may be chosen so that ∂0f |Σ is orthogonal to the space Vn.
Each µi should be formally regarded as the first variation of the eigenvalue attached
to φ1,i. They will genuinely be the first variations under the analytic variation that
we present later, in the proof of Theorem 1.5.
To construct the function f , we work with the coordinates r, s discussed in Section
2.5, so that the standard metric takes the form (2.27):
(4.2) gSn+1 = dr
2 + sin2 r ds2 + sin2 r sin2 s gSn−1,
where 0 ≤ r ≤ π/2, 0 ≤ s ≤ π. Recall that in our realisation of the hemisphere
M = Sn+1+ , we had cos r = xn+1|M , sin r cos s = xn|M .
We will use functions of the form
(4.3) f = a+ F (r)ψ(s),
where a is some constant, F is a polynomial in r2 with
(4.4) F (0) = 0, F (π/2) = b > 0, F˙ (π/2) = c > 0
and ψ(s) = − sin2k s for some positive integer k. The restriction to even powers
of r and sin s ensures that f is indeed smooth through the coordinate singularities
s = 0, π and especially r = 0.
With f of this form, ∂0f |Σ = cψ(s) may be alternatively written as a polynomial
in cos2 s = x2n|Σ. Therefore xiψ has odd degree in xi, so by symmetry
∫
Σ
xiψ = 0
and hence ∂0f |Σ is orthogonal to the first eigenfunctions φ1,i, for each i = 0, · · · , n.
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4.1.1. Boundary Laplacian. On the boundary Σ, our choice of f, ψ restricts to
(4.5) f |Σ = a− b(1− x2n)k|Σ = a− b sin2k s.
With this form the boundary integrals in (2.18) may be computed using Lemma 2.3:
Lemma 4.2. Consider the variation g = g(t), with g(0) = g and d
dt
∣∣
t=0
g = fg, with
f of the form (4.3). Then with respect to the basis {φ1,i} of Vn, the variation of the
Laplacian acts on Vn as ∆̂
′
Vn = diag(−µ1, · · · ,−µn), where the µi are all equal for
i < n, and
(4.6)
n∑
i=0
µi = −n(n + 1)a+ n
B(k + n
2
, 1
2
)
B(n
2
, 3
2
)
b,
(4.7) µn = −na− b
2k + n + 1
B(k + n
2
, 1
2
)
B(n
2
, 3
2
)
(k(n− 2)− n).
Proof. Recall that φ1,i =
xi√
Cn
, where Cn =
∫
Sn
x2n dVg = B(
n
2
, 3
2
)γn−1. Since f |Σ can
be written as the restriction of a polynomial in xn only, for 0 ≤ i < j ≤ n we see
that φ1,iφ1,jf |Σ is an odd function with respect to xi. Therefore
∫
Σ
φ1,iφ1,jf = 0, so
by Corollary 3.3 we thus have 〈φ1,i, ∆̂′φ1,j〉 = 〈φ1,j, ∆̂′φ1,i〉 = 0. Hence ∆̂′Vn is indeed
diagonal.
Now since f = a−b(1−x2n)k on Σ, using Corollary 3.3 again, together with Lemma
2.3 and the beta function identity B(x, y + 1) = B(x, y) y
x+y
, gives the formula for
µn = −〈φ1,n, ∆̂′φ1,n〉.
By symmetry of f |Σ, it is clear that the µi = −〈φ1,i, ∆̂′φ1,i〉 are all equal for i < n.
Now on Σ we have
∑n
i=0 φ
2
1,i =
1
Cn
∑n
i=0 x
2
i =
1
Cn
. Then by Lemma 3.2, we have∑n
i=0 µi = − nCn 〈f, 1〉, since the ∆̂f term integrates to zero. Again using Lemma 2.3
we find that indeed
∑n
i=0 µi = −n(n + 1)a+ n
B(k+n
2
, 1
2
)
B(n
2
, 3
2
)
b. 
Our main aim is to choose f so that µn < 0. Observe that the second term in (4.7)
may be made negative by choosing large enough k, so long as n > 2. When n = 2,
this term is instead always positive, and in fact increases with k. For this reason, we
treat these two cases separately in the sections to follow.
4.1.2. Ricci curvature. Now to analyse the variation of Ricci curvature, we use our
knowledge of the Christoffel symbols (2.25). Applying them iteratively, it is a
straightforward computation to find the Hessian of f :
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Lemma 4.3. Let f ∈ C∞(M) be of the form (4.3). Then the Hessian ∇2f can be
given in the block form
(4.8) ∇2f =


F¨ψ ψ˙(F˙ − F cot r) 0
ψ˙(F˙ − F cot r) Fψ¨ + F˙ψ sin r cos r 0
0 0
(
Fψ˙ sin s cos s
+F˙ψ sin r cos r
)
gSn−1

 .
In particular, we have
(4.9) ∆f = F¨ψ +
F
sin2 r
ψ¨ + nF˙ψ cot r + (n− 1) F
sin2 r
ψ˙ cot s.
Recall from Lemma 3.2 that with g′ = fg, we have −2(Ric′g−nfg) = (∆f +
2nf)g + (n− 1)∇2f . Thus the condition (g−1Ricg)′ = g−1(Ric′−nfg) ≥ 0 amounts
to showing that the endomorphism
(4.10) (∆f + 2nf) id+(n− 1)g−1∇2f
is negative semidefinite. By Lemma 4.3, to verify this negativity at a point p ∈ M
it is sufficient to prove the following three inequalities:
(4.11) E1 := ∆f + 2nf + (n− 1)
(
F
sin2 r
ψ˙ cot s+ F˙ψ cot r
)
< 0,
(4.12) E2 := ∆f + 2nf + (n− 1)F¨ψ ≤ 0
D := (∆f + 2nf)2 + (n− 1)(∆f + 2nf)(F¨ψ + F
sin2 r
ψ¨ + F˙ψ cot r)(4.13)
+(n− 1)2F¨ψ( F
sin2 r
ψ¨ + F˙ψ cot r)− (n−1)2
sin2 r
ψ˙2(F˙ − F cot r)2 ≥ 0
These correspond to the lower right block, the upper left entry, and the determinant
of the upper left block respectively. The ∆f + 2nf term will be somewhat easier to
handle, so we have avoided expanding it explicitly here.
4.1.3. The case n ≥ 3. For n ≥ 3, we consider b > 0 and then take k > n
n−2 so that
the second term in (4.7) is negative. Then we will not need the scaling constant a, so
we set a = 0. Lemma 4.2 then ensures that µn < 0 and moreover that
∑n
i=0 µi > 0,
hence µi > 0 for each i < n.
Our remaining strategy in this case is to choose F (r) = r2m for sufficiently large
m, in order to ensure that the variation of Ricci curvature is nonnegative. Note that
with this choice of F we indeed have b = (π/2)2m > 0 and c = 2m(π/2)2m−1 > 0 .
To prove that the variation of Ricci curvature is nonnegative, by continuity it
suffices to verify the conditions (4.11), (4.12) and (4.13) away from the coordinate
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singularities at r = 0 and s = 0, π. Thus for the remainder of this section, we will
assume 0 < r ≤ π/2, 0 < s < π.
For convenience, we set L = ∆f+2nf
r2m−2 sin2k s
. A straightforward calculation shows that,
with our choice of f ,
(4.14) L = −(2m)(2m− 1)− 2mnr cot r+ 2kr
2
sin2 r
− 2k(2k + n− 2)r
2 cot2 s
sin2 r
− 2nr2.
We will choose m large enough so that (2m − 1) > π2k
2
. Since sin r ≥ 2r
π
for r ∈
[0, π/2], we then have
(4.15) (2m− 1) sin2 r ≥ 2kr2,
which easily gives
(4.16) L < −(2m− 1)2 − 2k(2k + n− 2)r
2 cot2 s
sin2 r
< 0
and hence ∆f + 2nf < 0.
Further calculations then give
(4.17) E1 = ∆f + 2nf − 2(n− 1)r2m sin2k s
(
k cot2 s
sin2 r
+
m cot r
r
)
< 0,
(4.18) E2 = ∆f + 2nf − (n− 1)2m(2m− 1)r2m−2 sin2k s < 0.
Again a straightforward calculation gives
D sin2 r
r4m−4 sin4k s
= L2 sin2 r + 4(n− 1)2k2 cot2 s(4mr3 cot r − r4 cot2 r)
+2(n− 1)L(−m(2m− 1) sin2 r + kr2)
−2(n− 1)L(k(2k − 1)r2 cot2 s+mr sin r cos r)
−4(n− 1)2m(2m− 1)(kr2 −mr sin r cos r)
−4(n− 1)2km(2k + 2m− 1)r2 cot2 s.(4.19)
Since tan r ≥ r for 0 ≤ r < π/2, we have r cot r ≤ 1. So in particular r4 cot2 r ≤
4mr3 cot r, and hence the first line is positive.
The remaining negative terms we must handle are the last line and the kr2 in the
fourth line. We can estimate them as follows:
By (4.15) and (4.16), we have
2L(−m(2m− 1) sin2 r + kr2) > (2m− 1)4 sin2 r
+2(2m− 1)2k(2k + n− 2)r2 cot2 s.(4.20)
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For 2m− 1 ≥ 2(n− 1), we have
(2m− 1)4 sin2 r > 2(2m− 1)3kr2 ≥ 2m(2m− 1)2kr2
≥ 4(n− 1)m(2m− 1)kr2.(4.21)
Finally, we will have
(4.22) 2(2m− 1)2k(2k + n− 2)r2 cot2 s ≥ 4(n− 1)km(2k + 2m− 1)r2 cot2 s
so long as
(4.23)
(2m− 1)2
2m(2k + 2m− 1) ≥
n− 1
n+ 2k − 2 .
For fixed k > n
n−2 > 1, the right hand side of (4.23) is strictly less than 1, whilst the
left hand side tends to 1 as m→∞, so this condition is satisfied for large m.
With these estimates, equation (4.19) implies thatD > 0, and thus we have proven
Proposition 4.4. Let k > n
n−2 be a positive integer. Then there is a positive integer
m such that
(4.24) 2m−1 ≥ max(2(n−1), 8k/π2) and (2m− 1)
2
2m(2k + 2m− 1) >
n− 1
n + 2k − 2 .
With this choice of k,m, the function f = −r2m sin2k s satisfies all the properties of
Proposition 4.1.
Remark 4.5. The above choice of m might be far from optimal. Some quick plots
suggest that, for example, when 5 ≤ n ≤ 11 it is sufficient to take k = 2, m = 4.
4.1.4. The case n = 2. When n = 2, we take k = 1, so that Lemma 4.2 gives
(4.25) µn = −2a + 4
5
b, and
n∑
i=0
µi = −6a + 4b.
We thus choose the scaling constant a = (2
5
+ ǫ0)b > 0 for a small 0 < ǫ0 < 4/15, so
that µn < 0 and
∑n
i=0 µi > 0, hence µi > 0 for i < n. For our analysis we make the
specific choice ǫ0 = 10
−6.
Our strategy in this case is to find a particular F for which the variation of Ricci
curvature is still nonnegative, despite the positive scaling a. Specifically, we choose
the function
(4.26) F (r) =
1
C
(
r2 − 1
21
r4 +
4
315
r6 +
1
945
r8 +
74
429925
r10
)
,
where the constant C is chosen so that b = F (π/2) = 1. Note also that indeed
c = F˙ (π/2) = 1.416 · · · > 0.
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Remark 4.6. The polynomial above is, up to a normalising constant, the tenth degree
Taylor polynomial of the solution of y¨ + 2y˙ cot r + 4y − 6y
sin2 r
= 0, with boundary
conditions y(0) = 0, y(π/2) = 1. This ODE arises when finding harmonic extensions
of functions z on ∂S3+, when z is expanded in terms of spherical harmonics on S
2.
In particular, it governs the λ = 6 (second degree) eigenspace.
The solution y may be written in terms of associated Legendre functions P µν as
(4.27) y(r) =
P
− 5
2
− 1
2
+
√
5
(cos r)
P
− 5
2
− 1
2
+
√
5
(0)
√
sin r
.
A plot of the relevant quantities (4.11), (4.12) and (4.13) suggested that y was also a
(possibly more natural) candidate for the function F . However, at present the author
is not aware of a proof based on the above interpretation of y, and the analysis was
simpler with the polynomial form of F .
We will verify the conditions (4.11), (4.12) and (4.13) at each point of M . The
quantities E1 and E2 are manageable: A straightforward computation gives that
E1 = 4a− cos2 s
(
6F
sin2 r
)
− sin2 s
(
F¨ + 3F˙ cot r + 4F − 2F
sin2 r
)
,
E2 = 4a− cos2 s
(
4F
sin2 r
)
− 2 sin2 s
(
F¨ + F˙ cot r + 2F − F
sin2 r
)
.
We thus require some relatively elementary, but tedious properties of F , which we
defer to the appendix (see points (vi-viii) of Lemma A.2):
Lemma 4.7. On [0, π
2
], the function F (r) satisfies the following properties:
• F
sin2 r
≥ 0.41,
• F¨ + 3F˙ cot r + 4F − 2F
sin2 r
≥ 1.9,
• F¨ + F˙ cot r + 2F − F
sin2 r
≥ 1.1.
With our choice of a = 0.400001, it follows that E1 ≤ 4a −max(6(0.41), 1.9) < 0
and E2 ≤ 4a−max(4(0.41), 2(1.1)) < 0 for all 0 ≤ r ≤ π/2, 0 ≤ s ≤ π.
The analysis of D is significantly more complicated. Our proof relies on obtaining
crude bounds for the derivative, |∂sD| ≤ 80, |∂rD| ≤ 202, and numerically calculating
values of D at points (r, s) on a sufficiently fine grid. In particular, the function D
was sampled on a square grid with spacing δ = 10−4. Across all sampled points, the
minimum value of D was found to be 0.01536 · · · . The mean value theorem then
implies that
D > 0.015− 202 δ√
2
= 0.0007 · · · > 0
for all 0 ≤ r ≤ π/2, 0 ≤ s ≤ π. Further details are again left to the appendix.
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Remark 4.8. For any choice of F , the function D is quadratic in σ = sin2 s, say D =
a2σ
2+a1σ+a0. It is possible that the estimate D ≥ 0 could be manageable without the
numerically driven, but still mathematically rigorous, computation presented above
and in the appendix. Indeed, bounds similar to those in the above lemma establish
that D ≥ 0 for the special values s = 0, π/2, π. Setting ∂sD = 0 gives one further
possibility for critical points, namely when σ = sin2 s = −a1/2a2. A plot of −a1/2a2
as a function of r ∈ [0, π/2] indicates that it is significantly larger than 1, which
would complete the analysis since of course sin2 s must be at most 1.
4.2. Correcting the mean curvature. In this section, we complete the proof
of Theorem 1.5 by first perturbing in the direction of an ambient diffeomorphism
that corrects the mean curvature to first order, and then introducing a lower order
conformal correction that fixes the mean curvature exactly at zero. We will verify
that the resulting metric provides a counterexample to Conjecture 1.4 for manifolds
with boundary, and satisfies the desired properties of Theorem 1.5 (possibly after
scaling).
For this section we fix a smooth cutoff function χ : [0, π]→ [0, 100] such that:
• χ(r) = 0 for r ≤ π/3 and r ≥ 2π/3.
• χ˙(π/2) = 1.
Proof of Theorem 1.5. LetM = Sn+1+ and consider the conformal factor f ∈ C∞(M)
as in Section 4.1. The property that ∂0f |Σ is orthogonal to Vn = ker(∆̂+n) is crucial:
It means that there exists a smooth function v ∈ C∞(Σ) such that
(4.28) (∆̂ + n)v =
n
2
∂0f |Σ.
Recalling that ∂0f |Σ = −c sin2k s and using that ∆̂ acts on the class of functions
depending only on s by ∂2s + (n − 1) cot s ∂s, it is easily verified that an explicit
solution to equation (4.28) is given by
(4.29) v =
nc
2(2k − 1)(n+ 2k)
k∑
j=0
aj sin
2j s,
where the coefficients satisfy aj =
2(j+1)
2j−1 aj+1, ak = 1.
Then we may fix a (smooth) 1-form ω ∈ Ω1(M) for which ω0|Σ = v. Explicitly,
we may take for instance ω(r, θ) = χ˙(r)v(θ)dr, where r is as in the warped product
(2.24), and θ are the coordinates on Sn. For small t consider the (analytic) variation
(4.30) g1(t) = g + tfg + tLω.
For u ∈ C∞(Sn), we also define a smooth extension map E : C∞(Sn)→ C∞(Sn+1)
by E(u)(r, θ) = χ(r)u(θ). This extension is constructed so that ∂0E(u)|Σ = u.
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Now consider the family of functions on Σ defined by
(4.31) u(t) = −2
n
H(Σ, g1(t)).
Since the mean curvature functional depends analytically on the metric and its
derivatives, u is analytic in t. Moreover, by Lemmas 3.1 and 3.2, we have that
(4.32) u′ =
2
n
(∆̂ + n)v − ∂0f |Σ = 0.
We may thus consider the real analytic family of smooth metrics
(4.33) g(t) = eE(u(t))g1(t) = eE(u(t))(g + tfg + tLω)
on M . Note that indeed g(0) = g.
By the formula (2.4) for the mean curvature under conformal change, we have
(4.34) H(Σ, g(t)) = e−E(u(t))/2
(
H(Σ, g1(t)) +
n
2
u(t)
)
= 0.
Now since u′ = 0, we have E(u)′ = 0, and therefore the first variation of the metric
g(t) does not depend on u. In particular, on M we have
(4.35) g′ = g′1 = fg + Lω.
Again by Lemma 3.1, the diffeomorphism part Lω does not affect the Ricci curvature
nor the spectrum of ∆̂ on Σ to first order. Thus the conclusions of Proposition 4.1
still hold, namely that the Ricci curvature on M is nondecreasing,
(4.36) (g(t)−1Ricg(t))
′ ≥ 0,
and that the variation of the Laplacian on Σ acts on Vn by
(4.37) ∆̂′Vn = diag(−µ1, · · · ,−µn),
with respect to the basis {φ1,i}, where
(4.38) µi > 0 for i < n, and µn < 0.
At this point we would like to conclude that the first eigenvalue λ1(Σ) varies by
the µi, but formula (2.19) will only apply if we already know that the φ1,i are initial
points of some smoothly varying families of eigenfunctions of ∆̂ĝ(t). The key is that
∆̂′Vn is already diagonal in the basis {φ1,i}:
By Lemma 2.2, there are families of L2(Σ, ĝ(t))-orthonormal eigenfunctions of
∆̂ĝ(t), suggestively denoted {ϕ1,i(t)}ni=0 with corresponding eigenvalues λ1,i(t), vary-
ing analytically in t, where λ1,i(0) = n. By the discussion of Section 2.4.3, the
variation ∆̂′Vn must be diagonal in the basis {ϕ1,i(0)}. But there is at most one
24 JONATHAN J. ZHU
orthonormal basis that diagonalises a matrix, up to sign and permutation, so we can
indeed arrange that ϕ1,i(0) = φ1,i, and hence
(4.39) λ′1,i = µi
for each i. (This claim would also follow from a symmetry argument, noting that
the explicit form of the variation ĝ′ is invariant under rotations fixing φ1,n.)
Finally, we claim that the variation
(∫
Σ
A(∇̂ϕ1,n, ∇̂ϕ1,n) dVĝ(t)
)′
> 0. Recall that
we chose coordinates so that e1 = ∂s, and also that the eigenfunction φ1,n =
xn|Σ√
Cn
=
cos s√
Cn
only depends on s. Then since A(Σ, g) = 0, we have
(4.40) A(∇̂ϕ1,n, ∇̂ϕ1,n)′ =
(
Aαβ∇̂αϕ1,n∇̂βϕ1,n
)′
= (∂1φ1,n)
2A′11.
Now by Lemmas 3.1 and 3.2, and since v satisfies equation (4.28), we have
(4.41) A′11 = −∂2sv − v +
1
2
∂0f |Σ = n− 1
n
(cot s ∂s − ∂2s )v.
Using the explicit form (4.29) of v, we compute that cot s ∂sv − ∂2sv = nkcn+2k sin2k s.
Since A = A(Σ, g) = 0, noting that (∂1φ1,n)
2 = sin
2 s
Cn
and using Lemma 2.3 we
indeed have(∫
Σ
A(∇̂ϕ1,n, ∇̂ϕ1,n) dVĝ(t)
)′
=
∫
Σ
A(∇̂ϕ1,n, ∇̂ϕ1,n)′dVg
=
(n− 1)kcB(k + 1 + n
2
, 1
2
)
(n+ 2k)B(n
2
, 3
2
)
> 0.(4.42)
To finish the construction, choose a small ǫ > 0 so that nǫ/2 < −λ′1,n. Since the
variation g(t) is analytic, we conclude that for sufficiently small t > 0 the smooth
metric g(t) on M satisfies the following properties:
• The boundary Σ remains minimal:
(4.43) H(Σ, g(t)) = 0.
• The Ricci curvature is bounded below by
(4.44) Ricg(t) ≥ (1− ǫt/2)ng(t).
• The eigenvalues of the Laplacian ∆̂ on Σ satisfy
(4.45) 0 < λ1,n(Σ, ĝ(t)) < n < λ1,i(Σ, ĝ(t)) < · · · ,
where i = 0, · · · , n− 1. In particular, the first nonzero eigenvalue is
(4.46) λ1(Σ, ĝ(t)) = λ1,n(Σ, ĝ(t)) < (1− ǫt/2)n.
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• The second fundamental form A = A(Σ, g(t)) satisfies
(4.47)
∫
Σ
A(∇̂φ1, ∇̂φ1) dVĝ(t) > 0,
where φ1 = ϕ1,n(t) is the eigenfunction corresponding to λ1,n(Σ, ĝ(t)).
Then the scaled metric
(4.48) g = (1− ǫt/2)g(t)
satisfies all the desired properties, and completes the proof, of Theorem 1.5.

Appendix Appendix A. Analysis of the conformal factor when n = 2
In this appendix we include the details of the analysis of the conformal factor
f = a − F (r) sin2 s of Section 4.1.4, in which n = 2. In particular we give various
estimates related to the function (4.26),
(A.1) F (r) =
1
C
(
r2 − 1
21
r4 +
4
315
r6 +
1
945
r8 +
74
429925
r10
)
,
and the details of the numerical analysis of the corresponding quantity D in condition
(4.13). Recall that C is chosen so that F (π/2) = 1; numerically C = 2.423 · · · .
A.1. Basic estimates for F . We only need some crude estimates for F , so our
strategy is to estimate all the expressions that arise by polynomials. To do this, we
use certain estimates for trigonometric functions coming from their standard power
series expansions:
Lemma A.1. For r ∈ [0, π/2] we have:
(A.2)
2r
π
≤ sin r ≤ r, 1− r
2
2
≤ r cot r ≤ 1− r
2
3
, 1 +
r2
3
≤ r
2
sin2 r
≤ 1 + r2.
First we obtain some bounds on F and its derivatives:
Lemma A.2. Let F be as above. Then for r ∈ [0, π/2] we have:
(i) 0 ≤ F ≤ 1,
(ii) 0 ≤ F˙ ≤ 1.5,
(iii) 0 ≤ F¨ ≤ 2.4,
(iv) −0.75 ≤ ...F ≤ 5.1,
(v) 0 ≤ F˙−2F cot r
sin2 r
≤ 1.8,
(vi) 1
C
≤ F
sin2 r
≤ 1,
(vii) F¨ + 3F˙ cot r + 4F − 2F
sin2 r
≥ 1.9,
(viii) F¨ + F˙ cot r + 2F − F
sin2 r
≥ 1.1,
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(ix) −5.1 ≤ F¨ + 2F˙ cot r + 4F − 6F
sin2 r
≤ 1.7,
(x) −2.3 ≤ 2F¨ + 3F˙ cot r + 4F − 4F
sin2 r
≤ 6.1.
(xi) −11 ≤ 2F¨ + 3F˙ cot r + 4F − 10F
sin2 r
≤ 3.4.
(xii) 0.7 ≤ F¨ + 2F˙ cot r + 4F − 2F
sin2 r
≤ 4.7,
(xiii) −5.2 ≤ F˙ cot r − 3F
sin2 r
≤ 0,
(xiv) 0 ≤ F˙−F cot r
sin r
≤ 1.58,
(xv) 0 ≤ 1
sin r
(F¨ − 2F˙ cot r − F + 2F
sin2 r
) ≤ 4.1,
(xvi) −3.6 ≤ F¨ cot r − F˙
sin2 r
≤ 0,
(xvii) 0 ≤ F˙ cot r ≤ 0.9,
(xviii) −3.3 ≤ ...F + 2F¨ cot r + 4F˙ − 4F˙sin2 r + 4F cot rsin2 r ≤ 7.1.
Proof. Points (iii-iv) follow by directly differentiating, then retaining only the neg-
ative nonconstant terms for a lower bound, and the positive nonconstant terms for
an upper bound, and evaluating at r = π/2. For instance,
(A.3) C
...
F (r) = −8
7
r +
32
21
r3 +
16
45
r5 +
1184
9555
r7,
but − 8π
14C
= −0.74 · · · ≥ −0.75 and 1
C
(
32
21
(
π
2
)3
+ 16
45
(
π
2
)5
+ 1184
9555
(
π
2
)7)
= 5.04 · · · ≤
5.1.
Points (i-ii) follow from point (iii), which implies that F˙ is increasing. Points (v,
vii-xvi, xviii) are estimated in the same way as (iii-iv), after replacing the trigono-
metric functions using Lemma A.1. For point (vi), note that d
dr
F
sin2 r
= F˙−2F cot r
sin2 r
, so
point (i) implies that F
sin2 r
is increasing, which gives the desired bounds. Similarly,
for point (xvii), we have d
dr
(F˙ cot r) = F¨ cot r − F˙
sin2 r
, so point (xvi) implies that
F˙ cot r is decreasing. Checking the endpoints again gives the desired bounds. 
To shorten the formulae, we defineQj to be the quantity estimated in the respective
points of Lemma A.2. Finally, we record separately some estimates for ∆f + 2nf =
∆f + 4f .
Lemma A.3. Let f, F be as above, with a = 0.400001. Then for any r ∈ [0, π/2],
s ∈ [0, π] we have
(A.4) |∆f + 4f | ≤ 3.1 and |∂r(∆f + 4f)| ≤ 7.2.
Proof. We compute ∆f + 4f = 4a − Q12 sin2 s − 2Q6 cos2 s. Estimating the convex
combination by points (vi) and (xii) of Lemma A.2 gives the bounds as claimed. We
may also compute ∂r(∆f + 4f) = −Q18 sin2 s− 4Q5 cos2 s
(
4F˙−8F cot r
sin2 r
)
. Arguing as
above, points (v) and (xviii) of Lemma A.2 give the desired bounds. 
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A.2. Derivative estimates for D. We use the estimates of the previous section
to bound the derivatives of D.
Proposition A.4. Let F be as above, with a = 0.400001, and let D be as in (4.13).
Then we have
∣∣∂D
∂s
∣∣ ≤ 80 and ∣∣∂D
∂r
∣∣ ≤ 202.
Proof. Plugging directly into (4.13), we have
D =
(
4a−Q12 sin2 s− 4Q6 cos2 s
) (
4a−Q10 sin2 s− 6Q6 cos2 s
)
−Q3 sin2 s
(
2Q6(2 sin
2 s− 1)−Q17 sin2 s
)− 4Q214 sin2 s cos2 s.(A.5)
Taking the derivative in s gives
− ∂sD
sin 2s
= Q9
(
4a−Q10 sin2 s− 6Q6 cos2 s
)
+Q3
(−2Q13 sin2 s− 2Q6 cos2 s)
+Q11
(
4a−Q12 sin2 s− 4Q6 cos2 s
)
+ 4Q214 cos 2s.(A.6)
Using points (iii, vi, ix-xiv) of Lemma A.2, and bounding each term as in Lemma
A.3 gives the claimed result for |∂sD|. Taking the derivative in r yields
∂rD = −(∆f + 4f)
(
2Q5 cos 2s+ (Q4 +Q16) sin
2 s
)− 2Q14Q15 sin2 2s
+∂r(∆f + 4f)
(
2(∆f + 4f)− (Q3 +Q17) sin2 s− 2Q6 cos 2s
)
+Q4
(
2Q6 cos 2s+Q17 sin
2 s
)
sin2 s
+Q3
(
2Q5 cos 2s+Q16 sin
2 s
)
sin2 s.(A.7)
Lemma A.3 and points (iii-vi, xv-xvii) of Lemma A.2 then give the bounds for
|∂rD|.

A.3. Proof that D ≥ 0. We now give a computationally aided proof that the
condition (4.13) is satisfied for f = a− F (r) sin2 s, where a = 0.400001 and
(A.8) F (r) =
1
C
(
r2 − 1
21
r4 +
4
315
r6 +
1
945
r8 +
74
429925
r10
)
as above. Note that D is smooth as a function of two variables r, s, and is moreover
symmetric across s = π/2, so it is enough to consider D as a smooth function
[0, π/2]2 → R. By the above proposition we have | gradD| ≤ 202.
We used the software Maple (version 18.01) to sample values of D at a square
grid covering the region R = [0, π/2]2, with grid spacing δ = 10−4. The working
precision was set to 15 significant figures. The minimum value of D over the sampled
grid points was found (at the point r = 0.76488 · · · , s = 1.5708 · · · ≃ π/2) to be
m = 0.01536 · · · .
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At any point (r, s) ∈ R, the Euclidean distance to a sampled grid point is at most
δ√
2
. Then by the mean value theorem we have
D(r, s) ≥ m− | gradD| δ√
2
≥ 0.015− 202√
2
(0.0001)
≥ 0.0007 > 0.(A.9)
A.4. Code used for computation. Here we include the Maple code used for the
computations of the previous sections.
Dig i t s :=15; n :=2: a :=0.400001:
F:=r−>(rˆ2−r ˆ4/21+4∗ r ˆ6/315+ r ˆ8/945+74∗ r ˆ10/429975) :
C:= ev a l f (F( Pi / 2 ) ) :
f :=a−sin ( s )ˆ2∗F( r )/C:
Lf := di f f ( f , r , r )+1/ sin ( r )ˆ2∗ di f f ( f , s , s )+cot ( r )∗ di f f ( f , r ) ) :
+cot ( r )∗ di f f ( f , r )+(n−1)∗(cot ( s )∗ di f f ( f , s )/ sin ( r )ˆ2
eq1 :=( Lf+2∗n∗ f )
+(n−1)∗(cot ( s )∗ di f f ( f , s )/ sin ( r )ˆ2+cot ( r )∗ di f f ( f , r ) ) :
eq2 :=Lf+2∗n∗ f+(n−1)∗ di f f ( f , r , r ) :
DD:=eq2 ∗ ( ( Lf+2∗n∗ f )+(n−1)∗(1/ sin ( r )ˆ2∗ di f f ( f , s , s )
+cot ( r )∗ di f f ( f , r ) ) )
−(n−1)ˆ2/ sin ( r )ˆ2∗( di f f ( f , r , s )−cot ( r )∗ di f f ( f , s ) ) ˆ 2 :
minDD:=proc ( d e l t a )
m:=1: mr:=−1: mt:=−1:
for A from 1 to f loor ( Pi /2/ d e l t a )+1 do
DDr:= s imp l i f y ( subs ( r=A∗ de l ta ,DD) ) :
for B from 1 to f loor ( Pi /2/ d e l t a )+1 do
p:= ev a l f ( subs ( s=B∗ de l ta ,DDr ) ) :
i f p<m then m:=p : mr:=A∗ de l t a : mt:=B∗ de l t a :
f i ; od ; od ;
return m; end proc :
minDD(0 . 0 0 0 1 ) ;
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