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ABSTRACT 
Let X be a real or complex normed space, A be a linear operator in the 
space X, and z E X. We put E(X, A, z) = min{Z : 1 > 0, IjA”zll # ~~~~~}, or 0 
if (IAkzll = llzll for all integer k > 0. Then let E(X, A) = sup,E(X, A, z) and 
E(X) = sup,E(X, A). If dimX 2 2 then E(X) 2 dimX + 1. A space X is 
called E-finite if E(X) < 00. In this case dimX < 00, and we set dimX = n. 
The main results are following. If X is polynomially normed of a degree p, 
then it is E-finite; moreover, E(X) 5 CE+,_l (over R), and E(X) 5 (C~/tzp,a_1)2 
(over C). If X is Euclidean complex, then n2 - n + 2 5 E(X) 5 n2 - 1 for n > 3; 
in particular, E(X) = 8 if n = 3. Also, E(X) = 4 if n = 2. If X is Euclidean 
real, then [n/2]” - [n/2] + 2 5 E(X) 5 n(n + 1)/2, and E(X) = 3 if n = 2. 
Much more detailed information on E-numbers of individual operators in the 
complex Euclidean space is obtained. If A is not nilpotent, then E(X, A) 5 
2ns - s2, where s is the number of nonzero eigenvalues. For any operator A we 
prove that E(X, A) 5 n2 - n + t, where t is the number of distinct moduli of 
nonzero nonunitary eigenvalues. In some cases E-numbers are “small” and can 
be found exactly. For instance, E(X, A) 5 2 if A is normal, and this bound 
is achieved. The topic is closely connected with some problems related to the 
number-theoretic trigonometric sums. 
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1. INTRODUCTION 
Let X be a real or complex normed space, A be a linear bounded 
operator in the space X, and x E X. We define the exponential number or, 
briefly, E-number E(X, A, x) as the integer 1 > 1 such that 
IIA”4I = 11x11 (0 I k I l- l), IIAQ # IIXlI> (1.1) 
if the number 1 exists. If 
IWxll = II4 (k E N = (0, 1, 2, . . .}), (1.2) 
then we put E(X, A, x) = 0. Now we can introduce E-numbers 
E(X, A) = sup E(X, A, x) 
z 
(1.3) 
and 
E(X) = s;p E(X, A) = yp E(X, A, x). (1.4) 
,z 
Finally, if S is a nonempty subset of t,he set of all operators in X, then 
E(X, S) means the supremum of E(X, A) when A runs over S. 
It is clear that the E-numbers are isometrically invariant. In particular, 
the E-numbers of n-dimensional real or complex Euclidean space depend 
only on n. We denote them by E,, R cw E,, c. 
Notice that, if X is a complex space and XR is the same X considered 
as a real one, then E(X) 5 E(XR). Indeed, every linear bounded operator 
A in X lives in XR. If dim X = n < 00 then dimX~ = 2n. If X is 
Euclidean, then XR is also Euclidean with respect to the same norm. Thus, 
E n,c 5 Ezn,~. 
On the other hand, if X is a real space and Xc = X&C is its complex- 
ification, then E(X) 5 E(Xc) f or any extension to Xc of the norm given 
on X. Indeed, every linear bounded operator A in X can be extended to a 
linear bounded operator AC in Xc, and obviously, E(X, A) 5 E(Xc, AC). 
If dimX = n < 00, then dimXc = n, and if X is Euclidean then XR is 
also Euclidean with respect to the natural complexification of the original 
scalar product. Thus, E,,R 5 E,,c. 
In the present work the following inequalities are established: 
n2 - n+2<E,,c<n2. (1.5) 
In particular, this yields E2, c = 4. For n 2 3 the above upper estimate 
can be sharpened, namely, E,, c 5 n2 - 1. Therefore, Es, c = 8. 
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In the real case the upper and lower bounds are both less than they are 
in the complex case: 
WI2 - b/21 + 2 5 -GL,R 5 n(n + 1)/2, (1.6) 
where [.I means the integer part. The lower bound follows directly from 
the corresponding side of (1.5) by the inequality E,,n I El+l,c. [It is 
easy to show that E(X) > E(Xi) for every subspace Xi c X.1 
It follows from (1.6) that 2 5 E 2,~ 5 3, but actually we prove that 
E 2,R = 3. 
The upper bounds (1.5) and (1.6) are obtained in Section 5 in a more 
general context of polynomially normed spaces which were introduced in 
[9]. If p is the degree of the polynomial norm in the space X, then 
E(X) I C~+,-l (over R); E(X) I (C$,j2_1)2 (over C). (1.7) 
The Euclidean spaces are polynomially normed, and p = 2. The classical 
space IF is polynomially normed of degree p if and only if the number p is 
an even integer. In that case we have over R 
[m/212 - [m/2] + 2 < E(l,“) < C&i, (1.8) 
where m is maximal such that C$~P,2_l I n. Indeed, there exists an 
isometric embedding 1,” -+ 1; (see [4, ll]), and the lower bound (1.6) can 
be applied. 
More detailed information on E-numbers of operators in n-dimensional 
complex Euclidean space is concentrated in Sections 7, 8. Let Al be the 
maximal nonsingular (i.e. invertible) part of an arbitrary operator A, T = 
rankAl, s be the number of nonzero points X E specA, t be the number of 
distinct moduli of them except unitary ones (i.e. such that 1x1 = l), and 
finally, mo be the maximal order of Jordan blocks for X = 0. Then 
E(X, A) 5 m. + (2r - 1)s - s2 + t. (1.9) 
This general result implies many interesting consequences; for instance, 
E(X, A) 5 2ns - s2 (1.10) 
for A not nilpotent, and 
E(X,A)<n2-n+t (1.11) 
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for every operator A. In particular, 
E(X, A) 5 n2 - n (1.12) 
if t = 0, i.e. the spectrum of A is unitary. We prove that the inequalities 
(1.11) for t = 0, 1, 2 are exact for operators with corresponding spectral 
properties. The point is that though E(X, A) = 0 for every unitary oper- 
ator A, the E-number can become big after a small perturbation of A. 
The E-numbers turn out small not only for unitary A’s. In Section 9 we 
show that E(X, A) 5 2 if A is normal (in particular, self-adjoint) and this 
estimate is exact. A quite different example is A annihilated by a trinomial 
X” - aX - p, m 2 2. In this case E(X, A) 2 2m and it is also an exact 
estimate for every m 2 3. 
In many situations like the last one we use so-called Frobenius bases 
for cyclic operators. Recall that an operator A is called cyclic if it has 
a cyclic vector 5. The latter means that the invariant subspace XA,~ = 
Lin(A”z)keN coincides with the whole space X. Notice that for every 
vector z the operator A, = AIXA,+ is cyclic with the cyclic vector z. If 
d, = dimXA,z, then the system (Akz)$il is just a Frobenius basis in this 
subspace. In particular, if (ek)F,i is a basis in X, then every operator A 
such that Aek = e,++l for 0 5 k 5 n - 2 is cyclic with the cyclic vector ec 
and the given basis is Frobenius for A. If now (ok);:: are the coordinates 
of the vector e, = Ae,_l, then the characteristic polynomial of A is 
n-1 
XA(X) = A” - c akXk. 
k=O 
This is a well-known way to construct operators with prescribed char- 
acteristic and thus annihilating polynomials. In Section 2 this construc- 
tion yields the inequality E(X) > dimX for any space X and, moreover, 
E(X) 2 dimX + 1 in the case dimX > 2. This shows that E-number of 
every infinite-dimensional space is infinity. It is just a motivation to restrict 
a further investigation to the finite-dimensional case. 
An operator A in the space X is called E-finite if E(X, A) < 00. Oth- 
erwise, it is called E-infinite. Similarly, the space X is called E-finite or 
E-infinite if E(X) < 00 or E(X) = w respectively. It is easy to see that all 
parts of an E-finite operator are E-finite and all subspaces of an E-finite 
space are E-finite as well. Moreover, we prove in Section 2 that if Xi # X 
and E(X1) < cx) then E(X) > E(X1). In particular, we find the sequences 
(E,, R):!~ and (E,, c)r!i are strictly increasing. 
We say that an operator A in an E-finite space X is optimal if 
E(X, A) = E(X). C orrespondingly, for any given operator A a vector x 
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is called A-optimal if E(X, A, x) = E(X, A). Obviously, if z is A-optimal 
then it is AZ-optimal, and the E-numbers of the operators A and A, are 
equal to the E-number of the vector x. We show in Section 2 that every 
optimal operator A in a E-finite space X is cyclic. This fact explains why 
the Frobenius construction is natural in our context. 
Section 3 contains some results on E-infinite operators. We show that 
if a space X is not strictly convex, then there exists an operator A in X 
such that E(X, A) = co. The converse is true if dimX = 2. 
In Section 4 we discuss a tight connection between E-numbers and 
so-called critical exponents for contractions. Critical exponents were intro- 
duced and first investigated in [7] and [5] ( see for further information [l, 
Chapter 2; 81). The E-numbers can be treated as a kind of “individual” 
critical exponents for arbitrary operators, not necessary contractions. We 
show that the “global” critical exponent coincides with the E-number of 
the set of all contractions with norm 1 and spectral radius less than 1. 
We add that the main estimate (1.9) is based on a uniqueness theorem 
for so-called quasipolynomials on N. A related theory goes back to Euler, 
but for the reader’s convenience we begin Section 6 with a short modern 
sketch. In particular, the trigonometric sums 
with arbitrary real 6,, 0 5 6, < 1 are quasipolynomials. Actually, we were 
stimulated to study the E-numbers by the following problem, which arises 
at the interface between harmonic analysis and number theory (cf. [2]): 
Given n, what is the minimal M(n) such that for every trigonometric sum 
f(k) with if(k)] = 1 for 0 < k 2 M(n)-1 one has If(k)] = 1 for all k E N? 
It is easy to show (see Theorem 6.4) that M(n) 5 n2 - n + 1, and this 
result is a prototype of our general upper estimates [cf. (1.12)]. However, 
a stronger but similar conjecture can be expressed: M(n) 5 Kn, where K 
is an absolute constant.’ 
It is interesting to notice that a rougher estimate M(n) 5 n2 follows 
from (1.12) in this way. Let us consider the sequence of vectors zk = 
(f(k+j-l))jn=l, k E N, in the space C” provided with the standard scalar 
product. Obviously, xk = A’x~, where A is the diagonal operator with 
the eigenvectors ej = (e2xiB~(m-1))&fi=l corresponding to the eigenvalues 
e2nzQ~, 1 < j 5 n. If If(k)] = 1 for 0 5 Ic 5 n2 - 1 then IIAkxoJI = & 
for 0 5; k < n2 - n. Since the spectrum of A is unitary, (1.12) yields 
‘Addendum in proofs. This conjecture is not true in general. Recently we were 
informed by L. Lucht and C. Methfessel that M(n) = n2 - n + 1 if n is a prime power. 
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IIA”xoII = ,/ii for Ic = n2 - n + 1, n2 - n + 2, . . . . Therefore, If(k)] = 1 for 
all k E N. 
Concluding in Section 10 we discuss some properties of trigonometric 
sums with constant modulus. 
2. GENERAL PROPERTIES OF E-NUMBERS 
Let us start with some simple examples and remarks. 
EXAMPLE 2.1. Obviously, E(X, A, 0) = 0. Thus, E(0) = 0. 
From now on we suppose that X # 0. 
It is useful to notice that E(X, XA, ~LZ) = E(X, A, x) if 1x1 = 1, I_L # 0. 
Therefore, without loss of generality we can assume that llzll = 1 in (1.1). 
We also can “rotate” the operator A in this sense: E(X, XA) = E(X, A) 
if 1x1 = 1. 
EXAMPLE 2.2. E(X, A) = 0 w E(X, A, cc) = 0 for all z E X H A is 
isometric, i.e., llA~l[ = IIzlI for all z E X. 
For every operator A one can consider its isometric set Is(A) = {x : 
llA4l = 114~~ Ob viously, 0 E Is(A) and z E Is(A) + Xz E Is(A) for all 
scalars X. If Is(A) is nontrivial, i.e., Is(A) # 0, then /IAll 2 1, and A is 
isometric if and only if Is(A) = X. In terms of E-numbers Is(A) = {x : 
E(X, A, z) # 1). It is easy to see the following 
PROPOSITION 2.3. E(X, A) = 1 if and only if A is not isometric and 
E(X,A,z)=Of or all x E Is(A) or, equivalently, the set Is(A) is invariant 
for the operator A. 
EXAMPLE 2.4. E(X, A) = 1 f or a strong contraction or dilation, i.e. 
if ll4l < llxll (x # 0) or IlAxll > II41 (x # 0). 
EXAMPLE 2.5. Let A = XI, where I is the identity operator and X is a 
scalar. If 1x1 # 1, then A is a strong contraction or dilation, so E(X, A) = 
1. If [XI = 1, then A is an isometry, so E(X, A) = 0. In particular, 
E(X, I) = 0 and E(X, 0) = 1. The last equality implies 
PROPOSITION 2.6. E(X) 2 1 for all X. 
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Recall that X # 0. In the case dimX = 1 all operators are of the form 
XI. Therefore, we have the following 
PROPOSITION 2.7. IfdimX = 1 then E(X) = 1. 
Now we notice that in (1.1) the points A”z(0 < k 5 1) must be pairwise 
distinct, since A’z cannot be equal to any of the above points. This implies 
that E(X, A) < h + 1 if h = card{z : z E Is(A), 11~11 = 1). Indeed, in (1.1) 
Akx E Is(A) for 0 5 k 5 1 - 2, and these points are pairwise distinct. 
PROPOSITION 2.8. Suppose that an operator A generates a finite semi- 
group with preperiod r 2 0 and period p > 1, i.e., AT+p = A’. Then 
E(X, A) sr+p-1. 
Proof. If 1 2 r + p then Alx = Al-pz. W 
COROLLARY 2.9. Let A be periodic with period p, i.e. AP = I. Then 
E(X, A) 5 p - 1. 
COROLLARY 2.10. Let A be an involution, i.e., A2 = I. Then 
E(X, A) 5 1, and E(X, A) = 1 2j and only if A is not isometric. 
COROLLARY 2.11. Let A be a projection, i.e., A2 = A. Then 
E(X, A) 5 1, and E(X, A) = 1 if and only if A # I. 
Proof. A projection A is not isometric if and only if A # I. W 
COROLLARY 2.12. Let A be a nilpotent operator of order m 2 1, i.e., 
A” = 0: A”-’ # 0. Then E(X, A) < m. 
Proof. In this case Am+’ = A”. ??
Let us denote by N the set of all nilpotent operators, and let N, be 
the subset of N consisting of the operators with order m. Notice that 
m 5 dimX and the set N, is nonempty for every m even if dimX = co. 
Indeed, in the last case we can take an m-dimensional subspace Y and a 
nilpotent operator A of the order m in Y. After that we can extend A to 
the whole of X, putting zero on a direct topological complement of Y. 
PROPOSITION 2.13. E(X, N,) = m for all m. 
Proof. We know that E(X, A) 5 m for A E N,. On the other hand, 
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one can construct a nilpotent A of order m such that E(X, A) = m. Indeed, 
taking m linearly independent normed vectors ea, . . . , e,_i , we can define 
the operator A by putting Aek = ek+l for 0 2 k 5 m - 2 and Ae,_l = 0. 
It remains to extend A as before. ??
REMARK 2.14. In the inner-product space one can choose an orthonor- 
ma1 system es, . . . , e,_r and construct the corresponding nilpotent oper- 
ator A. Then the additional property [[All = 1 is provided if A # 0. 
COROLLARY 2.15. E(X, nl) = dimX 
COROLLARY 2.16. E(X) 2 dimX 
COROLLARY 2.17. If dimX = 00 then E(X) = 00. 
We also can settle the one-dimensional case: by virtue of Corollary 2.16 
and Proposition 2.7 we get 
COROLLARY 2.18. E(X) = 1 lif and only $dimX = 1. 
The Corollary 2.17 is based on the presence of arbitrary big finite- 
dimensional subspaces in an infinite-dimensional space. One might hope 
to come to the same fact “directly” by answering the following question: 
PROBLEM 2.19. IfdimX = 00, is there an E-infinite operator A? 
There is, at least, for the inner-product space. Indeed, if (ek)r=a is an 
orthonormal system, then one can take the left shift A: Aek = ek-1 for 
k > 1, and Aeo = 0. (By the way, IJAl( = 1. Are values /IAll > 1 possible 
in this context?) 
Now we notice that if Xi c X is an invariant subspace for an operator 
A and Al = AIX1, then obviously 
E(Xl, AI) 5 E(X, A). (2.1) 
Thus, if an operator A is E-finite, then all its parts are E-finite. Corre- 
spondingly, all subspaces of an E-finite space are E-finite. Moreover, 
PROPOSITION 2.20. If X1 is a subspace of the space X, then E(Xl) _< 
E(X). 
Proof. By Corollary 2.16 only dimXr < 00 should be considered. 
EXPONENTIALNUMBERS 233 
Then the inequality (2.1) implies that E(Xi) 5 E(X), since Xi is a com- 
plemented subspace of X. ??
From now on we restrict our subject to the finite-dimensional case: 
dimX = n, 2 5 n < co. The meaning of n will be fixed throughout 
the whole paper. 
First of all we sharpen Proposition 2.20. 
PROPOSITION 2.21. If X1 is a subspace of the space X, then 
E(X) 2 E(Xi) + codimXi. (2.2) 
Proof. If E(Xi) = 00 then E(X) = co by Proposition 2.20. Let 
E(Xi) = 1 < m, an operator Al in Xi be optimal, and a normed vector 
z E Xi be Al-optimal. This means that llAfx11 = [[z/l = 1 for 0 < k 5 l- 1 
and llA~x[l # 1. Taking a complement X2 to Xi and a normed basis 
e0, . . . . e&l in X2, we can extend Al to an operator A on the whole space 
X by putting Aek = ek+i for 0 5 k < d - 2, Aed_l = x. Obviously, 
E(X, A, eo) = 1 +d = E(Xi) +codimXi. Therefore, the last sum does not 
exceed E(X). ??
COROLLARY 2.22. I. X1 # X and E(X1) < w then E(X) > E(X1). 
COROLLARY 2.23. Let the space X be E-finite. Every optimal operator 
A in X is cyclic. Moreover, every A-optimal vector x is cyclic for the 
operator A. 
Proof In this situation the spaces XA,~ and X have the same E- 
numbers; hence, XA,+ = X. W 
Let us denote by p(A) the spectral radius of operator A, i.e. the maxi- 
mum modulus of its eigenvalues (or the same for AC if the space X is real). 
By the well-known Gelfand formula 
p(A) = iiir IIA”II”” = i;f IIAkll”” 
In particular, if A is a contraction, then p(A) < 1, and p(A) = 1 ti IIA”II = 
1 (k E N). 
LEMMA 2.24. If a vector x # 0 is such that E(X, A, x) = 0, then 
p(Az) = 1. 
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Proof. The subspace XA,, has a basis of a form ek = A”x (0 5 k 5 
m - 1; m = dimXA,,). Since llAjek/l = l(0 I k < m - 1; j 2 l), 
the sequence of powers AJIX A,z is bounded and does not tend to zero. 
Therefore, p(A,) = 1. W 
COROLLARY 2.25. If there exists a vector x # 0 such that E(X, A, 
x) = 0, then specA intersects the unit circle 1x1 = 1. 
Now we can sharpen the bound E(X) 2 dimX. Recall that by our 
agreement dimX 2 2. 
THEOREM 2.26. The inequality 
E(X) >dimX+l (2.3) 
holds for any space X. 
Proof. It is sufficient to consider the two-dimensional case and after 
that to apply Proposition 2.21 with dimXi = 2 and E(X1) 2 3. 
Let us take a point w # 0, llzlll = Q < 1 and a point ee on the unit 
circle IIxlI = 1 off the straight line which goes through u and 0. Then the 
ray directed from ec to u intersects the unit circle at a point ei # -ee. 
We obtain a normed basis es, ei in X of which v is a convex combination, 
say, TJ = poeo + plel. Now we construct an operator A, putting Aeo = el 
and Ael = V/CL There is the following alternative: E(X, A, eo) 2 3 or 
E(X, A, eo) = 0. But the last case is impossible, as we now see. 
The characteristic polynomial of the operator A is XA(X) = x2 - 
a-‘(po +plX). It h as a root xc > 1, since XA(1) = 1 - o-l < 0. so 
p(A) > 1; meanwhile, Lemma 2.24 asserts p(A) = 1, since es is cyclic. ??
The following open problem is suggested by Theorem 2.26. 
PROBLEM 2.27. Let n 2 2. For which m > n + 1 does there exist an 
n-dimensional space X such that E(X) = m? 
The next open problem is 
PROBLEM 2.28. Given a space X, what is its E-spectrum, i.e. the set 
of E-numbers of all its subspaces or of all subspaces of a given dimension? 
Anyway, this set contains 0,l and E(X) and does not contain 2, by 
Theorem 2.26. If X is Euclidean, then its E-spectrum consists of just n + 1 
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numbers, since in this case the E-number of a subspace depends only on its 
dimension m and the corresponding sequence (E,)kCO is strictly increas- 
ing. (E-finiteness of Euclidean spaces will be proved later.) Generally, the 
E-spectrum of every E-infinite space is finite by Proposition 2.20. Can it 
happen for an E-finite space X that dimX > 3? 
REMARK 2.29. One can extend Problem 2.28 to the infinite-dim- 
ensional case. Then it make a sense to take into account only the finite- 
dimensional subspaces in order to exclude a trivial appearance of infinite 
E-numbers. 
Similar problems can be posed for the operator or vector E-numbers. 
By the way, what are relations between E-numbers and norms of operators? 
We are going to study various connections between spectral properties of 
operators and its E-numbers. One interesting example follows just below. 
An operator A is called weakly hyperbolic if its spectrum contains a 
pair {X, p} such that [XI > 1, /PI < 1. If A is weakly hyperbolic and 
its spectrum does not intersect the unit circle, then it is called hyperbolic. 
Every weakly hyperbolic operator has a hyperbolic part. Indeed, we can 
restrict A to the minimal invariant subspace L such that specAlL contains 
the above mentioned pair {X, CL}. (In the complex case spe_cAIL = {X, II} 
and dirnL = 2; in the real case specAlL contains also {X, p} and 2 5 
dim L 5 4). 
LEMMA 2.30. The isometric set of every weakly hyperbolic operator is 
nontrivial. 
Proof. We have rnaqzll=l /lAsll = [[All > p(A) L 1x1 > 1. Moreover, 
if A is nonsingular then minllzll=i IlAzll = IIA-‘ll-’ 5 p(A-‘)-l 5 1~1 < 1. 
This inequality extends to the singular case, since the minimum on the left 
is zero. In any case, the continuous function llAzll on the unit sphere must 
take the intermediate value 1. ??
THEOREM 2.31. If an operator A is weakly hyperbolic, then 
E(X,A) > 2. 
Proof. We can assume that A is hyperbolic. Since A is not isometric, 
we have E(X, A) # 0. If E(X, A) = 1, then by the previous lemma and 
Proposition 2.3 there exists a vector z # 0 such that E(X, A, x) = 0. This 
contradicts the hyperbolicity by Corollary 2.25. ??
In Section 9 we will see that the above obtained estimate is achieved if 
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A is a normal weakly hyperbolic operator in an Euclidean space (complex 
or real). 
3. E-INFINITE OPERATORS 
In this section we investigate some geometrical reasons for operator 
E-infiniteness. 
LEMMA 3.1. If an operator A is E-infinite, 
x # 0 such that E(X, A, x) = 0. 
then there exists a vector 
Proof. There exists an increasing sequence of integer numbers (Ij)f” 
and a sequence of vectors (zj);” such that E(X, A, xj) = lj(j = 
1, 2, 3, . . .). We can assume that x~j are normed and x = limj._,oo x~j exists. 
If lj > k for a given k, then llA”xjII = 1, whence [lA”xll = l(k E N). ??
Combining Lemma 3.1 and Corollary 2.25, we obtain the following 
COROLLARY 3.2. Let an operator A be E-infinite. Then there exists 
an unitary point X E specA. 
Now recall that a space X is called strictly convex if there are no distinct 
vectors es, ei such that the segment [es, ei] lies on the unit sphere. It 
means that ]]ree + (1 - r)er]] = 1 for all 7, 0 2 r 5 1. The classical 
examples are Euclidean spaces and, more generally, 1: (1 < p < 00) over R 
or C. They are Rn or C” provided with the norm 
where Jk (0 5 k 5 n - 1) are the canonical coordinates of x. However, the 
“limit” spaces ly and l& with the norms 
llxlll = 2 k-kl, ~~x~~~ = lFkyn ltkl 
k=l 
are not strictly convex. 
THEOREM 3.3. If a space X is not strictly convex, then there is an 
E-infinite linear operator in X. 
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Proof. By (2.1) it is sufficient to consider the case dimX = 2. Let X 
be real. We can identify the space X with R2 in such a way that the above- 
mentioned vectors es and ei are (1, -1) and (1, 1) respectively. Now the 
segment [ee, ei] is {x = (to, cl) : &I = 1, ]Ei] 5 1). One can assume that 
this segment is maximal on the unit circle ]]x]] = 1, so that if x = (1, (2) 
with [Es] > 1, then ]]x]] > 1. 
Let A(&, 52) = (6, 25~). If ~1 = (1, 2-(1-1)) for 1 = 1, 2, 3, . . ., then 
A”xl = (1, 2k-‘f1) and lIA”xl/I = 1 for 0 5 k: < 1 - 1, IlA’xlll > 1. We see 
that E(X, A, xl) = 1 for every 1. Therefore, E(X, A) = co. 
If X is complex, then it is the complexification of the real linear span 
Y of the vector es and ei. Since Y is not strictly convex, there is an E- 
infinite operator A in Y. Its complexification AC is also E-infinite, since 
E(X, AC) 2 E(Y, A) = co. ??
COROLLARY 3.4. If a space X is not strictly convex, then it is 
E-infinite. 
In the two-dimensional real case Theorem 3.3 has a converse. 
THEOREM 3.5. Let X be real, dimX = 2. If there exists an E-infinite 
operator A in X, then X is not strictly convex. 
Proof. By Corollary 3.2 there exists X E specA, /XI = 1. If X is real, 
we can assume that X = 1, since the case X = -1 reduces to the previous 
one when A + -A. 
Let us take u # 0 such that Au = u. Let ,U # 1 be another eigenvalue 
and v # 0, Av = 1_1v. The vectors u, II form a basis of the space X. Take 
a vector z = LYU + @J such that E(X, A, x) > 2, and notice that o # 0 
[since E(X, A, v) 5 l] and p # 0 [ since E(X, A, u) = 01. We also notice 
that the numbers 1, p, 1-1’ are pairwise distinct, since the semigroup of the 
powers A” cannot be finite by Proposition 2.8. Therefore, we get three 
points A”z = cm + Ppkv (k = 0, 1, 2) lying on the intersection of the unit 
circle with the straight line ou + 7~2) (T E R). This means that the space X 
is not strictly convex. 
If specA = {l}, then one can take a vector w such that Aw = u + v and 
a vector IC as above. The three points A”x = x + pku. (k = 0, 1, 2) play the 
same role. The case of a real spectrum is settled. 
Let specA = {eat’, emTrie }, where 0 < 0 < 1. The value 19 is irrational, 
since the operator A cannot be periodic. By Lemma 3.1 one can choose 
a normed vector z such that E(X, A, x) = 0. Its orbit (A’“x)keN lies on 
the unit circle. On the other hand, the closure of this orbit is a Euclidean 
circle. This means that the unit circle is Euclidean and A is an isometry. 
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But then E(X, A) = 0. 
PROBLEM 3.6. Does there exist a counterexample to Theorem 3.5 in 
the case when X is real but dim X = 3 or X is complex and dim X = 2? 
It will be proved in Section 5 that every Euclidean space is E-finite. Is 
every strictly convex space E-finite? The answer is negative even in the 
two-dimensional real case. 
EXAMPLE 3.7. It is easy to construct a non-Euclidean strictly convex 
unit circle in R2 which contains a Euclidean arc (1 = cosr$, & = sin 4 
where ]$] < n/4. Let the operator A be Euclidean rotation through the 
angle 7r/4m, m. L 1. Then E-number of A on the basic vector (1, 0) is 
greater than m. Therefore, this strictly convex space is E-infinite. 
However, in this example all of operators are E-finite by Theorem 3.5. 
4. E-NUMBERS AND CRITICAL EXPONENTS 
The critical exponent of a space X was defined in [7] as the minimal 
q = q(X) such that /lAll = llAq[l = 1 implies IIA”I( = 1 for all k > q [or 
equivalently, p(A) = 11. There even exists a two-dimensional real space 
without a critical exponent [3]. It is convenient to write q(X) = CO if there 
is no critical exponent for a space X. In any case, q(X) > 2. 
THEOREM 4.1. For every space X the following equality holds: 
q(X) = E(X, Co), (4.1) 
where CO is the set of all contractions with norm 1 and spectral radius less 
than 1. 
Proof If q(X) = q < co, then this is the critical exponent and, by 
definition, there exists an operator A such that l[All = IIAq-lII = 1 but 
l/AqIj < 1. Obviously, p(A) < 1; hence A E CO. Let us choose a normed 
vector z such that IIA’7-1x/I = 1. Then llA”xll = 1 for 0 5 k 5 q - 1, 
and I(Aqzll < 1. Therefore, E(X, A, z) = q, whence E(X, A) 2 q and 
E(X, Co) L q. If q(X) = 00, we can apply the above argumentation with an 
arbitrarily big number playing the role of q. In any case E(X, CO) 2 q(X). 
Now let E(X, CO) = 1 < 00. We can choose an operator A E CO and 
a normed vector 2 such that IIA”zlI = 1 for 0 5 k 5 1 - 1. This yields 
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]]Ak]] = 1 for 1 5 Ic 5 1 - 1. If 1 > q(X) then p(A) = 1, which contradicts 
the choice A E CO. Therefore, 1 5 q(X). If E(X, Cs) = co, we can take an 
arbitrarily big number instead of 1. In any case E(X, Co) 2 q(X). ??
COROLLARY 4.2. The critical exponent of a space X exists if and only 
ifE(X, Co) < 00. 
COROLLARY 4.3. If a space X is E-finite, then the critical exponent 
q(X) exists and q(X) I E(X). 
Notice that E-finiteness does not follow from the existence of the crit- 
ical exponent. Indeed, q(lk,R) = n2 - n + 1 [5], but E(lk,,) = m by 
Corollary 3.4. 
COROLLARY 4.4. For n-dimensional Euclidean space X, 
E(X, CO) = n. (4.2) 
Proof. In this case q(X) = n [7]. ??
Accordingly [I], an operator is called an extremal contraction if its norm 
and spectral radius are both equal to 1. Let us denote the set of all extremal 
contractions in a space X by C,. 
THEOREM 4.5. For n-dimensional Euclidean space X 
E(X, C,) = n - 1. (4.3) 
Proof. Let A be an extremal contraction. Then the space X is an 
orthogonal sum of two invariant subspaces Xc and Xi such that p(Ao) < 1 
and Al is an isometry, where A0 = A/X0 and Al = A(X1 (see, for instance 
[l, Chapter 21). If 2 E X and 5 = x0 + 21 where zs E Xc and 21 E X1, 
then llA”~11~ = IIA~zol12 + llx1112 for all of Ic E N. Therefore, E(X, A, x) = 
E(Xo, Ao, x0), whence E(X, A) = E(Xo, Ao) = dimXs by Corollary 4.4. 
Thus, E(X, A) I n - 1, since dimXe < n. [If dimXo = n, i.e. Xs = X, 
we have p(A) < 1.1 
Now we can take an (n - 1)-dimensional subspace Xc and an operator 
A0 of the class CO in this subspace satisfying the condition E(Xo, Ao) = 
n - 1. Let A be A0 on the subspace X0, and the identity on its orthogonal 
complement. Then A E C, and E(X, A) = n - 1. ??
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The set C = {A : j/All 5 1) f 11 o a contractions is the union of C,, Cc, 
and the set Ccc = {A : /(A(( < 1). So we obtain the following 
COROLLARY 4.6. For n-dimensional Euclidean space X, 
E(X, C) = n. (4.4 
5. E-FINITENESS OF POLYNOMIALLY NORMED SPACES 
A space X is called polynomially normed if there exists a number p > 0 
such that the function cpz,,(r) = ]]IC + ry]]P (7 E R) is a polynomial for 
any 2, y E X, y # 0 [9]. Since (p~,~(r) = ]]y]]P]~]p, p must be an integer 
and even. The number p coincides with the degree of the polynomial cpz, y 
for all 2, y, since c~~,~(T) N ]]Y]]~T~ ( r + oo). Accordingly, this number is 
called the degree of the space X. 
EXAMPLE 5.1. Every Euclidean space is polynomially normed of de- 
gree p = 2. 
EXAMPLE 5.2. If p is an integer and even, then the spaces lg_R and 
In p, c are polynomially normed. 
THEOREM 5.3. If X is a n-dimensional polynomially normed space of 
degree p, then it is E-finite. Furthermore, 
E(X) 2 c,+p-I (5.1) 
if X is real, and 
if X is complex. 
E(X) I (C;yp,&2 (5.2) 
Proof. Let us begin with the real case. We denote by V(n, p) the 
space of all p-forms (i.e., homogeneous polynomials of degree p) of the 
vector variable 2 E X. The function p(x) = ]]z]]P belongs to the space 
v(n, P) WI. F or a given operator A we consider (cf. [3]) the decreasing 
sequence of sets (actually, of algebraic manifolds) 
MS = {x : (p(Akx) = v(x) (1 I k I s)} (s = 1, 2, 3, . . .). 
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Denote by T the maximal s such that the p-forms (p(Akx) - q(x) (1 5 k 5 
s) are linearly independent. Obviously, M,.+i = M,., since the equation 
p(ATfl x) = q(x) follows from the system cp(A”z) = q(z) (1 I k < r). 
But for any s 
M s+1 - K =+ us+2 = %+I, 
since MS+2 c MS+1 and x E MS+1 3 Ax E MS + Ax E MS+1 + x E 
M 9+2. Therefore, M, = MT+1 = M,.+z = . . In this situation, 
ilA”xlI = 11x11 (I < k 2 r) =+ llA”xll = I/x/j (k > r). 
We conclude that E(X, A) 5 r 5 dimV(n, p), whence 
E(X) I dim V(n, P) = CE+,-, 
In the complex case the proof is different from the above in only one 
point. Instead of V(n, p) we should consider the real space VV(n, p) 
of all “Hermitian” forms of degree p (see [lo]). Then dimW(n, p) = 
(cjl$7,2_,)“. ??
By the way, if p is fixed and n + 00 then 
c,p+P_l ry f 
p! ' 
(cnpltz~,2-J2 - -E- 
(P/V2 
COROLLARY 5.4. If p is an even integer, then the spaces I;, R and I;, C 
are E-finite. Moreover, 
(5.3) 
COROLLARY 5.5. If X is a n- dimensional Euclidean space, then it is 
E-finite. Moreover, 
E < n(n + 1) n,Fl - 2 , -%,cin’ (5.4) 
COROLLARY 5.6. E2,R = 3. 
Proof. EZ,R 5 3 by (5.4), and EZ,R > 3 by Theorem 2.26. ??
In the complex case we have 3 < E 2, c < 4 from the same sources. 
Actually, Es, c = 4 (see Section 8). 
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6. QUASIPOLYNOMIALS, TRIGONOMETRIC SUMS, AND 
E-NUMBERS 
A complex function f on N is called a quasipolynomial if it has a form 
f(k) = c PAWk + fo(k) 
XEA 
where A is a finite subset of C* = C\ (0) (A may be empty; Exe0 z 0), px 
are polynomials of k, and fo is a finite function, i.e., there exists mc such 
that fa(rC) = 0 for Ic > ma. By this definition the quasipolynomials are 
just linear combinations of the set of elementary scalar quasipolynomials 
e,,,(k) = k’X” (A E C*, T E N) and es,T(k) = S,.(k) = 0 for k # T and = 1 
for k = r. 
Let us denote by T the operator of the left shift in the space of all 
complex functions on N: (Tg)(k) = g(k + 1). Obviously, if X # 0 then 
(T - Xl)ex,o = 0 and 
(T - Xl)ex, ,. = {(k + l)T - k’}Xk+’ E Lin (eA, s)l:A. 
In the case /\ = 0 we have Teo,r = eo,,_l for T > 1. Indeed, S,.(k + 
1) = 6,_i(lc). Thus, for every X E C the quasipolynomial ex,e is an 
eigenfunction corresponding to the eigenvalue X and the sequence (eA, r)rE~ 
is a corresponding Jordan chain, so 
(T - XI)‘+‘ex, T = 0. (6.2) 
By virtue of a well-known fact from linear algebra we obtain the following 
PROPOSITION 6.1. The set of elementay quasipolynomials is linearly 
independent. 
In other words, this set is a basis of the linear space of all quasipolynomi- 
als. Therefore, in (6.1) the following things are uniquely determined under 
the condition pi # 0 for all of X E A : the set A, the system of the polyno- 
mials {p~}~c*, and the finite function fc. The set A is called the spectrum 
of the quasipolynomial f if fe = 0; otherwise the spectrum is A U (0). In 
either case we use the notation specf. Obviously, specf = 8 e f = 0. 
Now let us put rnx = degpx + 1 for X E specf and require mo to be 
minimal. The number rnx is called the order of the point X E specf and is 
denoted by ordX. The sum m = ma + Exe* rnx is called the order of the 
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quasipolynomial f and is denoted by ordf. Thus, 
ordf = c ordX. 
XES!XCf 
The complex polynomial 
Xf (0 = P’ j-J (< - A)m, = 2 cfjp (a, = 1) (6.3) 
XESpXf j=m0 
is called the characteristic for f. Its role is determined by the following 
THEOREM 6.2. Every quasipolynomial f satisfies the corresponding 
linear diflerence equation of the order m: 
Proof. This equation can be written in the form xf (T) f 
more detail. 
T”” n (T - XI)mAf = 0. 
Rewrite (6.1) as 
f = C 1 cA,rex,T, 
XEspecf r=o 
(6.4) 
0, or in 
where CX,~ are constant complex coefficients. It remains to apply (6.2). ??
As an obvious consequence we obtain the following uniqueness theorem, 
which is the main tool for getting our upper estimates of E-numbers. 
THEOREM 6.3. If the quasipolynomial f is equal to zero on the segment 
0 < k 5 m - 1 where m = ordf, then f = 0, i.e., f(k) = 0 for all k E N. 
The theory can be very much simplified by restriction to quasipolyno- 
mials whose spectra are simple in the following sense: all rnA are equal to 
1. The general form of a quasipolynomial with simple spectrum is 
f(k) = C axXk + 60(k) 
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where ax are complex coefficients. In this situation everything follows di- 
rectly because the corresponding Vandermond determinant is not zero. 
If the spectrum of a quasipolynomial f is simple and unitary and ordf = 
n, then f can be written as a trigonometric sum 
f(k) = 2 ,.+e2+,k 
j=l 
with pairwise distinct exponents 0, from the interval [0, 11 and nonzero 
coefficients aj. Let us consider the function 
h(k) = If(k - 1 = 
( 1 
2 laj]' - 1 + CChjEle2T(e’-eL)k. 
j=l j#l 
It is also a quasipolynomial, and ordh 5 n2 - n + 1. By the uniqueness 
theorem we obtain the following 
THEOREM 6.4. If f is a trigonometric sum of order n and If(k)1 = 1 
for 0 5 k 5 n2 - n, then If(k)1 = 1 for all k E N. 
Now let us pass from quasipolynomials to E-numbers. The following 
general lemma is a bridge on the way. 
LEMMA 6.5. Let A, B be arbitrary operators infinite-dimensional com- 
plex linear spaces X, Y respectively. Let a scalar product (x, y) on X x Y 
be given. Then for every jked pair of vectors x, y the function 
g(k) = (A”x, B”y) (k 6 N) 
is a quasipolynomial of k, and 
specgC{<:C=Q(X E spec A, p E specB)}. 
Proof. By Jordan’s theorem 
A”= c 
XEspec*A 
Px(k)X” + A;, (6.6) 
where spec*A =specA \ {0}, PA(k) are polynomials of k with operator 
(6.5) 
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coefficients, and A0 is the nilpotent component of A. Similarly, 
Bk = c Qp(k)pk + B/j. 
pEspec* B 
(6.7) 
Therefore, 
g(k) = ~(pX(0, Q,(W(W” + go(k) (6.8) 
LP 
where gc(lc) is a finite function. ??
As the first application we can show that the equality E(X, A, x) = 0 
in the Euclidean space yields more information than in a general normed 
one (cf. Lemma 2.24). 
THEOREM 6.6. If E(X, A, x) = 0 for an operator A and a vector x # 0 
in a Euclidean space X, then the nonzero part of spec ‘A, is unitary. 
Proof may be restricted to the complex case. Moreover, one can assume 
that XA,~ = X, i.e., the vector x is cyclic. 
By Lemma 2.24 the space X is a direct sum of two invariant subspaces 
Xc, Xl such that the spectrum of A0 = AlXo lies inside of the unit disk 
and spectrum of Al = AlXl is unitary. We are going to prove that A0 is a 
nilpotent. 
Let us rewrite the condition IIA”xII = 1 using the decomposition x = 
xc + x1 with Q, E Xs and x1 E X1. Namely, 
1 - ~IA:x1112 = IIA;xol12 + (&co, Ah) + (Ah Ah) (k E N). 
By Lemma 6.5 both sides are quasipolynomials of k, and on the left the 
spectrum is unitary, while on the right it lies inside the unit disk. Therefore, 
both sides are zero; in particular, 
IIA~xol12 = -(Aixo, A;xI) - (A:w Abe) (k E N). (6.9) 
Suppose that AO is not a nilpotent. Let pc < 1 be the minimal modulus 
of its nonzero eigenvalues. Then A0 is a direct sum of three operators: 
peU with an unitary U, R with spectrum lying in the domain D(pc) = {X : 
1x1 > PO}, and a nilpotent N (the last two summands may be absent). 
Accordingly, if k is so big that Nk = 0, then 
II&xol12 = cd” + f(k) (6.10) 
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where c = ((u((‘, u is the projection of 5 onto the subspace supporting U, 
and f(k) is a quasipolynomial whose spectrum lies in D(pi) by Lemma 
6.5. Similarly, the spectrum of the right side of the identity (6.9) lies in the 
domain D(ps) c II(&). It follows from (6.10) that c = 0 and then ‘IL = 0; 
but that is impossible, since the vector z is cyclic. ??
In Theorem 6.6 the point 0 may be in specA,. 
EXAMPLE 6.7. Let dimX = 2, and A be a nonorthogonal projec- 
tion admitting a pair of normed vectors zc E KerA, ~1 E ImA such that 
(~0, ~1) = -i. In this case the vector z = 20 + ~1 is normed and cyclic, 
and IIA”xll = 1 for all of k. 
One can ask the question: if a nonsingular operator A has a cyclic vector 
z such that E(X, A, x) = 0, must A be unitary? The answer is negative. 
EXAMPLE 6.8. Let dimX = 3, and {ei, e2, es} be normalized linearly 
independent vectors with (e 1, es) = 0, (ei, ez) = -(e2, es) # 0. Take them 
as eigenvectors of an operator A corresponding to the eigenvalues 1, w, in, 
where w3 = 1, w # 1. This operator is not unitary, since ei , ez are not 
orthogonal. But it is easy to check that the vector 2 = ei + ez + es is cyclic 
and E(X, A, x) = 0. 
In contrast to this example we have 
THEOREM 6.9. Let E(X, A, x) = 0 for a nonsingular operator A and a 
vector x # 0 in a complex Euclidean space X. Let spec A, = {Xl, . . . , Ad}. 
If the quotients Xj/Xl (j # 1) are pairwise distinct, then A, is unitary. 
Proof Theorem 6.6 guarantees that all l&l = 1, so Xj/Xl = X,x1. No- 
tice that the eigenspaces of the operator A, are one-dimensional, since it is 
cyclic. It remains to prove that they are mutually orthogonal. The consid- 
ered operator is diagonalizable, since its powers are bounded. Therefore, 
x = C%, xj, where xj are corresponding eigenvectors. They are not zero, 
since x is cyclic for A,. Now the conclusion (xj, xl) = 0 (J’ # I) follows 
from the identity 
f: (Xj, Xl)(XjXl)k = 1 (lc E N). 
j, l=l 
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COROLLARY 6.10. If A is a nonsingular operator and the unitary 
points of its spectrum have pairwise distinct quotients, then the set {x : 
E(X, A, CC) = 0) coincides with the union of all invariant subspaces L 
such that AIL is unitary. 
Some important future constructions are based on the existence of such 
a system of points. 
PROPOSITION 6.11. Le<Xj = exp(2j&) for 1 < j < n and 0 < 0 < 
2-“~. Then the numbers X,X1 (j # 1) are pairwise distinct (and, obviously, 
they are different from 1). 
Proof. The equality wj,,ll = wj,,lz means that 2i1 + 2/z = 2iz + 2ll. 
By the uniqueness of binary decomposition the latter equality is possible 
only if j, = ~‘2, 11 = 12, since j, # 11 and ~‘2 # 12. ??
7. UPPER BOUNDS OF E-NUMBERS OF OPERATORS IN 
COMPLEX EUCLIDEAN SPACE 
Let us consider an arbitrary operator A in the n-dimensional complex 
Euclidean space X. Applying Lemma 6.5, we obtain 
LEMMA 7.1. For evey vector x # 0 the function 
is a quasipolynomial of k, and 
SPec hA, 2 C {< : < = ATi (A, P E we4 x # II)> 
U{< : < = jXl2 (A E specA)} U (1). 
The summand 1 comes from the constant term (-11x11”). 
There is a tight connection between E(X, A, x) and ordhA,s based on 
the same argumentation as for trigonometric sums in Section 6. 
LEMMA 7.2. E(X, A, x) < ord hA, 5 - 1. 
Proof. Let q = ord hA, 5 - 1. By the uniqueness theorem, if hA,,(k) = 
0 for 0 5 k < q then hA,% = 0. In other words, if IJAkxjl = /(x1( for 
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0 5 k 5 q, then the same equality takes place for k E N. It means that 
E(X, A, z) I 4. ??
Now we list the spectral parameters of the operator A which will be 
used in our estimations below. Let A be an arbitrary subset of the complex 
plane C. We write A* for A\(O) as above, and moreover let A’ = {X : X E 
A, X # 0, [XI # 1) and (AI = {p: p = 1x1, X E A}. We put 
s = card(spec*A), t = card[spec’A), t* = cardlspec*Al. (7.1) 
Thus, s is the number of nonzero points of specA, t* is the number of 
distinct moduli of these points, and t is the number of these moduli other 
than 1. There is a relationship t* = t - v + 1, where v = 1 if specA does 
not contain any unitary point and v = 0 in the opposite case. We denote 
by rnA the maximal order of a Jordan block at a point X E specrl, so that 
mc is the order of the nilpotent component A0 of the operator A. Finally, 
let Al be the maximal nonsingular part of the operator A, so that A is 
a direct sum of A0 and Al. The last parameter we need is T = rankAl. 
Obviously, 0 < t 5 s 5 T < n - mo. 
THEOREM 7.3. For every operator A 
E(X, A) 5 mc + (2r - 1)s - a2 + t. (7.2) 
Proof. We obtain a corresponding estimate of ordhA, 5. It follows from 
(6.6) that 
h/t,,(k) = 
A, p~spec*A, X#/I 
+ c P2k c llW4~l12 - 
pElSpeC*Al X:IXI=p 
where fs is a finite function vanishing for k such that 
mc. Then 
11~112 + fo(k), (7.3) 
A/+ = 0, so ordfc 5 
ordh A,z 5 mO+ c (degPx + degP, + 1) 
X. ~~Espec’A, X#p 
+ c 
pElspec*Al 
rn~~(2 degPx f 1) + u. 
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Since rnA = degPx + 1, we get 
ord hA ,3: I m0+ C (mx+m,-1) 
X, ~Espec*A, X#@ 
+ 
pt,spec*Al &2mx - I) + v1 c 
whence 
ordhA,s i mo+ 2(s-1) C mx-s(s-1) 
XEspec’ A 
Obviously, 
c rnx 5 7‘. 
X~spec’A 
Now for every p E Ispec*Al we can choose X(p) E spec*A such that rnXcp) = 
maxIxIzp mx. The function X(p) is injective; hence 
where R = spec*A\{< : < = X(p), p E Ispec*A(}. Since 
c mx>cardR=s-t*, 
XER 
we obtain 
As a result 
ord /LA, x 5 mo + (2r - 1)s - s2 + t* + u 
= rno + (2r - 1)s - s2 + t + 1. 
??
The above four-parameter inequality has many consequences. The fol- 
lowing bound depends only on the parameters n, s. 
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COROLLARY 7.4. If A is not a nilpotent operator, then 
E(X, A) < 2ns - s2. (74 
Proof. Applying the inequalities t 5 s and r < n - mc to (7.2), we get 
E(X, A) 5 2ns - s2 - (2s - 1)ma 5 2ns - s2, 
since s > I if A is not nilpotent. W 
REMARK 7.5. If A is a nilpotent operator, then t = s = r = 0 in (7.2) 
and E(X, A) 5 mo. But we know that already (Corollary 2.12). 
Now let US maximize the bound (7.2) with respect to s, s 5 r. The 
maximum is achieved at s = r (and at s = r - 1 as well). It yields 
E(X,A)<mo+r2-r+t. (7.5) 
Since me 5 n - r and r < n, we obtain the following important result. 
COROLLARY 7.6. For every operator A 
E(X, A) 5 n2 - n + t. (7.6) 
It is useful to formulate (7.6) in the cases t = 0, 1, 2 separately, since 
these special estimates are exact (see Section 8). 
COROLLARY 7.7. If the nonzero spectrum of A is unitary, then 
E(X, A) < n2 - n. (7.7) 
COROLLARY 7.8. If the nonzero nonunitary spectrum of an operator 
A lies on a circle 1x1 = c, then 
E(X,A)<n2-n+l. (7.8) 
COROLLARY 7.9. If the nonzero nonunitary spectrum of an operator 
A lies on the union of two circles 1x1 = a, 1x1 = b, then 
E(X,A)<n2-n+2. (7.9) 
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Concluding this chain of corollaries, we take t 5 n - 1 in (7.6). 
COROLLARY 7.10. If the spectrum of an operator A contains zero or a 
unitary point, then 
E(X, A) < n2 - 1 (7.10) 
REMARK 7.11. In all the above estimates the value n = dimX can 
be replaced by the degree m of the minimal annihilated polynomial of A. 
Indeed, E(X, A) = E(X,J,., A,) and dimXA, Z 5 m if 5 is an A-optimal 
vector. 
The estimate (7.4) directly implies that E,,c < n2, which was firstly 
proved in Section 5. This “global” bound can be sharpened except in the 
case n = 2. 
THEOREM 7.12. Ifn > 3 then 
E n,~_n < 2-l. (7.11) 
In the next section we establish that in the case n = 3 this estimate 
is achieved. 
Proof. Let E,,c = n2, and A be an optimal operator. Then the left 
side of (7.6) is n2, whence t = n and then s = r = n. This means that 
specA = {Xi, . . . , A,}, where 1x11 > .. > IX,1 > 0 and all the moduli 
are different from 1. Because the operator A is diagonalizable, we can 
decompose an A-optimal normed vector x as x = Cy=, xj, where xj is 
an eigenvector corresponding to the eigenvalue Xj. By Corollary 2.23 the 
vector x must be cyclic; hence all x~j # 0. Taking the squares of norms of 
the vectors 
Akx = 2 X,kxj (k E N), 
j=l 
we get 
2 a;gjj + x(XjT;l)kgjl = 1 (k E N), (7.12) 
j=l j#l 
where a? = lXj12 and gjl = (xj, x1) for all j, 1. We show that if n 2 3, then 
the inequalities gjj > 0 contradict the previous system of linear equations 
with n2 unknowns (gjl). 
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Let us restrict this system to k 5 n2 - 1. Then it has the unique solu- 
tion (gjl), since its determinant is Vandermond determined by the pairwise 
distinct numbers Xjxl (j, 1 = 1, 2, . , n). The latter property is guaran- 
teed, since otherwise ordhA,, < n2 + 1 and E,, c = E(X, A, x) < n2 by 
Lemma 7.2. 
Using Cramer’s rule we obtain, after cancellation of common factors in 
the corresponding Vandermond determinants, 
922 l--a1 Q33 1 - a2 -= 
911 
-11 -=-1. 
911 
However, these fractions are both positive, so uz < 1 < ai and a3 < 1 < a2 
at the same time. ??
8. LOWER BOUNDS OF E-NUMBERS OF OPERATORS IN 
COMPLEX EUCLIDEAN SPACES 
First of all we prove that the bound (7.7) is exact. 
THEOREM 8.1. There exists an operator A with unitary spectrum and 
E(X, A) = n2 - n. (8.1) 
Thus, E(X, I!&) = n2 - n, where IA0 means the set of operators with 
unitary nonzero spectrum, i.e., it is just the case t = 0. 
Proof Let us consider the system of equations [cf. (7.12)] 
egjj f c(xj%)‘gjl = 1 (0 5 k 5 n2 - n - I), (8.2) 
j=l j#l 
g&j + C(XjS;i)YIjl = 1 + 6, (8.3) 
j=l j#l 
where E > 0 is small enough and Xi, . , A, are chosen on the unit circle 
according to Proposition 6.11. Then this linear system with n2 - n + 1 
unknowns gjl (j # 1), y = Cy=“=, gjj, has a unique solution. The corre- 
sponding matrix (gjl) with gjj = r/n is Hermitian, since (Xj,x,) is so. 
In the limit case E = 0 the solution is obvious: y = 1, (gjl) = 0 (j # I). 
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Therefore, if E > 0 is small enough, then y - 1 and (gjl) (j # I) are small, 
so that the matrix (gjl) is positive definite. 
Now a required operator A appears with specA = {Xi, . . , A,} and the 
corresponding eigenvectors (~1, . , 2,) whose Gram matrix is (gjl). The 
normed vector z = C,“=, zrj is A-optimal. W 
Developing the above “technique of small perturbations,” we also es- 
tablish that the bound (7.6) . is a so exact for t = 1,2. In other words, if U, 1 
is the set of operators with prescribed value of the parameter t, then for 
t 5 2 we have the equality E(X, Ut) = n2 - n + t. 
In the proofs below Xi, . A, will be the same as before. 
THE:OREM 8.2. There exists an operator A with spectrum on a circle 
IX/ = c (c # 1) and 
E(X, A) = n2 - n + 1. (8.4) 
Proof. Now we consider the system 
The unique solution (gjl) is Hermitian and positive definite if c is close to 
1. The equality E(X, A, x) = 0 IS impossible for the corresponding pair 
A, x, since the operator A has no unitary eigenvalues. ??
THEOREM 8.3. There exists an operator A with spectrum on the union 
of two circles 1x1 = a, 1x1 = b(a # 1, b # 1, a # b) and 
E(X, A) = n2 - n + 2. (8.6) 
Proof. Let us put specA = (~1, _. 1 pn}, where ,u~ = v’i?-%X,, 
p~j = &Xj for j 2 2. There are just n2 - n + 2 unknowns gll, y1 = 
C,“=, g,j, gjl (j # I) in the system 
(1 + 2dkg11 + (1 - elk &j + -)+q$kgjl = 1 
j=2 j#l 
(0 2 k 5 n2 - n + 1) 
(8.7) 
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whose determinant is non-zero Vandermond as before. By Cramer’s rule, 
and 
Moreover, we see that gii and yi tend to i and 5 respectively as E tends 
to 0. The limit system restricted to 0 5 k 5 n2 - n - 1 with respect 
to unknowns gjl (j # 1) has only the trivial solution, all the gjl = 0. This 
implies that gjl (j # I) f rom the system (8.7 are small. Putting gjj = 71/n- 
1 for j 2 2, we get a Hermitian positive definite matrix (gjl) as required. 
??
As a result we have the following lower bound. 
COROLLARY~.~. E,,c >n2-n+ 2. 
Combination of this inequality with (5.6) and (7.11) yields 
COROLLARY 8.5. E2,c = 4, E3,C = 8. 
9. OPERATORS WITH SMALL E-NUMBERS 
Certainly, there are many situations when the general Theorem 7.3 gives 
us only a very rough estimate. A remarkable example is the following. 
THEOREM 9.1. If A is a normal operator in a complex Euclidean space, 
then 
E(X, A) 5 2. 
The equality is achieved if and only if A is weakly 
Proof We use the orthogonal decomposition 
A= c Pi, 
hyperbolic. 
(9.1) 
where every operator U(p) is unitary and concentrated on the correspond- 
ing spectral subspace X(p) : U(0) = I for definiteness. Respectively, for 
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an arbitrary normed vector 5 
(k E W (9.2) 
where P(T PI = II~P)II~ and z(p) is the projection of z on the subspace 
X(p). (We put 0’ = 1 for the case p = 0, k = 0). Obviously, p(s, p) > 0 
and CPp(x, P) = 1, i.e., {P(x, P)) is a normed weight. Moreover, every 
normed weight {n(p)} may appear there. Taking such a weight, we consider 
the function 
f7r(r) = c T(P)P’ 
P+P~cAI 
on the whole real semiaxis r 2 0. This function is convex for r > 0, and 
fTT(fO) = c T(P) I c 7(p) = f?,(O). 
pElspec*Aj ~Cls~ecAl 
Therefore, fn takes each its value no more than twice. For the choice 
n(p) = p(z, p), this function interpolates the sequence (9.2) so that 
f,(2k) = lIA”z(12 (k E N). Th us, E(X, A, cc) < 2 and then E(X, A) < 2. 
This bound is achieved if and only if there exists a normed weight {r(p)} 
such that jr(O) = fr(2) # f,(4). It is so in just two cases: (1) fr(r) is 
nonmonotone for 7 > 0; (2)f,( T is increasing for r > 0, and 0 E specA. ) 
Finally, this means that the family of exponential functions {p’ : p E 
(specA(} contains an increasing member (i.e. such that p > 1) jointly with 
a decreasing one (i.e. such that 0 < p < 1) or OT. ??
REMARK 9.2. The second part of Theorem 9.1 can be also proved in 
the following way. Combining the estimate (9.1) with the general Theorem 
2.31, we see that E(X, A) = 2 if A is normal weakly hyperbolic. On the 
other hand, if a normal operator A is not weakly hyperbolic, then it is 
a contraction or dilation. In this case E(X, A) = 0 if A is unitary, and 
E(X, A) = 1 otherwise. 
REMARK 9.3. Theorem 9.1 can be extended to the real case using 
complexification. 
In conclusion we estimate the E-numbers of operators with a given 
annihilating trinomial X” - CUX - /3, m > 2. We denote this class of 
operators in a real n-dimensional Euclidean space X by dn(m, o, ,B). Let 
&(m, cy, /3) be the E-number of this class. It is trivial that E,(m, 0, ,B) 5 
m and E,(m, a, 0) 5 m. tirther we assume that or # 0, ,B # 0 and put 
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y = (1 - o2 - p2)/2cQ, w K h’ h . 1s just the value of the cosine of the angle 
between two sides (~1, IpI in a triangle whose third side is 1. In particular, 
if A E d,(m, Q, /3) and z is a vector with 11~11 = llAzll = 1, then we 
have such a triangle with the vertices Pz, LYAZ, Amx, so IIA”xjl = 1 H 
(As, x) = y. For every 1 L m + 1 we can use not only 5 but also the 
vectors Ax, . . . , A’-m-lx if llAkxll = 1 for 0 5 lc 5 1 - m. Under this 
condition 
llAkxll = 1 for m 5 k 5 l- 1 
H (A’“+’ x,Akx)=y forO<k<l-m-1. (9.3) 
The last system of equalities means that the points (A”x)~~~ are the ver- 
tices of a regular broken line on the unit sphere. These geometrical obser- 
vations lead us to the following upper bound. 
THEOREM 9.4. For any n, m and a, p 
E,(m, a, P) I2m. (9.4 
Moreover, E,(2, cx, ,f3) < 3. 
Proof Let us suppose that A E dn(m, cr, p) and E(X, A) 2 2m + 1. 
If x is an A-optimal vector, then (9.3) works for 1 = 2m + 1; in par- 
ticular, (A”+l x, Amx) = y. By substituting A”x = crAx + ,Bx and 
Amflx = aA2x + PAX we get (A2x, x) = 2y2 - 1. Therefore, the Gram 
determinant of the vectors 2, Ax, A2x is zero. So these vectors are linearly 
dependent. Then dim XA ,I 5 2 and, accordingly, the E-number of the 
operator A, does not exceed 3. But that number equals E(X, A) because 
of the optimality of the vector x. We have got a contradiction, since m 2 2. 
Now we consider the case m = 2 separately. Take an operator A E 
d,(2, cr, p) and an A-optimal vector x. Then E(X, A) = E(XA,., A,) 5 
3, since the vectors x, Ax, A2x are linearly dependent in the case m = 2. 
??
COROLLARY 9.5. There are no annihilating trinomials of degree less 
than iE(X, A) f or any operator A in a real Euclidean space. 
REMARK 9.6. Let A E dn(m, cr, p) and E(X, A) 2 m + 1. Applying 
(9.3) for 1 = m + 1 we get (Ax, z) = y for any A-optimal vector x. So 
171 < 1, since the vectors x, Ax are not collinear. Therefore, 
II4 - Ml < 1 < I4 + IPI. (9.5) 
EXPONENTIALNUMBERS 257 
Now we establish that Theorem 9.4 is exact. 
THEOREM 9.7. Let a > O,p > O,d +,@ = 1. Then E,(m,cu, p) = 
2m if 3 < m 1. n, and E,(2, CY, P) = 3. 
Proof We start with the main case when m = n. Let (ek);zA be an 
orthonormal basis in the space X and, as usual, an operator A be defined 
by the formulas Aek = ek+l for 0 i k < n - 2 and Aen_ = crel + pea, so 
that Akeo = ek (0 < k 5 n - 1) and AneO = aAeo + /3eo. As ec is a cyclic 
vector, we have eventually A”z = crAa: + @z for all of 2 E X. This means 
that A E &(m, a, ,0). 
Obviously, (jA”eoII = 1 for 0 5 Ic < n, and (Ak+leo, Akeo) = 0 for 
0 5 k 5 n - 2. Moreover, (Aneo, A”-‘eo) = 0 if n 2 3. In the last case 
we can use (9.3) for 1 = 2n, m = n, and y = 0. This yields JIA”eojI = 1 for 
0 2 k 5 2n - 1. If n = 2 then IJAkeo(( = 1 for 0 5 k 5 2. 
By Theorem 9.4 it remains to show that E(X, A, eo) # 0. Otherwise, 
the equation Xn = (.yX + p has a unitary root, which must be equal to i or 
-i, since JcrX + PI = 1 and our conditions on o, /3 are satisfied. However, 
the equality in = cui + p is also impossible for the real nonzero numbers 
a, P. 
To finish the proof we suppose that 3 2 m < n and observe that 
the equation X”’ = aX + ,8 has a root p > 0, since cr + p > 1. Let us 
decompose the space X into a direct sum of an m-dimensional subspace 
Y and its complement 2. As we have proved, there exists an operator B 
in Y annihilated by the trinomial Xm - crX - p and such that E(X, B) = 
2m. On the other hand, the operator ,oI in 2 is also annihilated by the 
same trinomial. The direct sum A of these operators belongs to the class 
dn(m, cr, /?), and E(X, A) = 2m. ??
10. TRIGONOMETRIC SUMS OF CONSTANT MODULUS 
The following lemma is a key to an understanding of some properties of 
trigonometric sums under the above-mentioned condition. (Without loss 
of generality one can assume that the modulus is equal to 1.) 
LEMMA 10.1. Let p(<l, . , Q) be a polynomial of d complex varia!les 
and its modulus be equal to 1 everywhere on the torus ICI I = . + - = I&l = 1. 
Then p is monomial. 
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Proof. In the case d = 1 we have a polynomial p(C) in a complex 
variable <. It is proportional to the Blashke product 
m c-k rI 
k=l 1 - zkc 
corresponding to the roots zk of p(c) inside the unit disk, the multiplicities 
of the roots being taken into account (see [6, Part 3, # 2961). However, in 
this case all zk are zeros, since the polynomial p(C) has no poles. Therefore, 
p(C) = acrn, a = const. 
If now our assertion is true for d - 1, then p(&, . . . , cd) = P(<,) 
<2”2 . ..<p. Since the coefficient P(< ) 1 r a so is of modulus 1 on the unit 
circle, it has the form uC;“l, a = const. ??
THEOREM 10.2. Let 
j(k) = 2 aje2r%k, If(k)1 = 1 (k E N) 
j=l 
and all aj # 0. Then all differences 0, - 8: are rational. 
Proof Let us consider the real field R as a linear space over the ra- 
tional field Q. Taking a basis 1, wi, . . . , Wd in the linear span of the set 
(1, el, . . . , e,), we get the decompositions 
d 
qei = C Pjlwl + Cj 
kl 
(10.1) 
with some integer pjl, cj 7 q (q 2 1). Because 1 f( kg) 1 = 1 (k E N) we obtain 
e2xWy = 1. 
j=l 1=1 
for all of k. By the classic Kronecker theorem one can approximate any 
given point on the torus ]Ci] = ... = I&] = 1 by points of the form 
(e2riw1 k,. . . , e2niwdk). Therefore, 
I I &zj fip = 1. j=l kl 
EXPONENTIAL NUMBERS 259 
By Lemma 10.1 we conclude that pjl does not depend on j. It follows by 
subtracting one instance of (10.1) from another that q(8j - 6jl) = cj - cjt. 
??
COROLLARY 10.3. Under the conditions of Theorem 10.2, f(k) has a 
form e2ri9k g(k) where g(k) is a periodic trigonometric sum and /g(k)1 = 
1 (k E N). 
An open problem is to estimate the minimal period of g by a function of 
n. We have the following conjecture: this period does not exceed Ln, where 
L is an absolute constant.2 It is closely related to the following problem. 
Let p be a prime number. What is the smallest integer N = N(p) > 1 
such that there exists a trigonometric sum of constant modulus, period 
p, and length N? (The length of the sum is the number of its nonzero 
summands.) 
At present we do not even know whether N(p) 2 p’ with E > 0. 
We are grateful to Professor V. Ptdk for useful remarks and to A. Gu- 
rarii for computer examination of some conjectures. 
REFERENCES 
G. R. Belitski and Y. I. Lyubich, Matrix Norms and Their Applications, 
Birkhauser, 1988. 
P. Enflo, Problems related to number theoretical sums, Preliminary Report, 
Kent State Univ., 1992, pp. 1-12. 
V. M. Kirzhner and M. I. Tabachnikov, On the critical exponents of norms 
in an n-dimensional space, Siberian Math. J. 12(3):480-483 (1971). 
Y. I. Lyubich and L. N. Vaserstein, Isometric embeddings between classical 
Banach spaces, cubature formulas and spherical designs, Geom. Dedicata 
47:327-362 (1993). 
J. Marik and V. Ptak, Norms, spectra and combinatorial properties of ma- 
trices, Czechoslovak Math. J. 10(2):181-196 (1960). 
G. Polya and G. Szegij, Problems and Theorems in Analysis, Vol. 1, Springer- 
Verlag, 1976. 
V. Ptak, Norms and spectral radius of matrices, Czechoslovak Math. J. 12(4): 
555-557 (1960). 
V. Ptak, Critical exponents, in Convexity, Proceedings of the Copenhagen 
Colloquium, 1965, pp. 244-248. 
B. Reznick, Banach spaces which satisfy linear identities, Pacific J. Math. 
74:221-233 (1978). 
*Addendum in proofs. This conjecture is not true in general (see footnote on page 
229.) 
260 P. ENFLO ET AL. 
10 B. Reznick, Banach spaces with polynomial norms, Pacific J. Math. 82:221- 
233 (1978). 
11 B. Reznick, Sums of even powers of real linear forms, Mem. Amer. Math. 
Sot. 96, No. 463 (1992). 
Received 87 November 1992; final manuscript accepted 13 August 1993 
