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ORTHOGONAL POLYNOMIALS ON THE UNIT CIRCLE WITH
FIBONACCI VERBLUNSKY COEFFICIENTS,
II. APPLICATIONS
DAVID DAMANIK, PAUL MUNGER, AND WILLIAM N. YESSEN
Abstract. We consider CMV matrices with Verblunsky coefficients deter-
mined in an appropriate way by the Fibonacci sequence and present two ap-
plications of the spectral theory of such matrices to problems in mathematical
physics. In our first application we estimate the spreading rates of quan-
tum walks on the line with time-independent coins following the Fibonacci
sequence. The estimates we obtain are explicit in terms of the parameters of
the system. In our second application, we establish a connection between the
classical nearest neighbor Ising model on the one-dimensional lattice in the
complex magnetic field regime, and CMV operators. In particular, given a
sequence of nearest-neighbor interaction couplings, we construct a sequence of
Verblunsky coefficients, such that the support of the Lee-Yang zeros of the par-
tition function for the Ising model in the thermodynamic limit coincides with
the essential spectrum of the CMV matrix with the constructed Verblunsky
coefficients. Under certain technical conditions, we also show that the zeros
distribution measure coincides with the density of states measure for the CMV
matrix.
1. Introduction
A CMV matrix is a semi-infinite matrix of the form
C =

α¯0 α¯1ρ0 ρ1ρ0 0 0 . . .
ρ0 −α¯1α0 −ρ1α0 0 0 . . .
0 α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2 . . .
0 ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2 . . .
0 0 0 α¯4ρ3 −α¯4α3 . . .
. . . . . . . . . . . . . . . . . .

where αn ∈ D = {w ∈ C : |w| < 1} and ρn = (1 − |αn|2)1/2. C defines a unitary
operator on ℓ2(Z+).
CMV matrices C are in one-to-one correspondence to probability measures µ
on the unit circle ∂D that are not supported by a finite set. To go from C to µ,
one invokes the spectral theorem. To go from µ to C, one can proceed either via
orthogonal polynomials or via Schur functions. In the approach via orthogonal
polynomials, the αn’s arise as recursion coefficients for the polynomials.
Explicitly, consider the Hilbert space L2(∂D, dµ) and apply the Gram-Schmidt
orthonormalization procedure to the sequence of monomials 1, w, w2, w3, . . .. This
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yields a sequence ϕ0, ϕ1, ϕ2, ϕ3, . . . of normalized polynomials that are pairwise
orthogonal in L2(∂D, dµ). Corresponding to ϕn, consider the “reflected polynomial”
ϕ∗n, where the coefficients of ϕn are conjugated and then written in reverse order.
Then, we have
(1)
(
ϕn+1(w)
ϕ∗n+1(w)
)
= ρ−1n
(
w −α¯n
−αnw 1
)(
ϕn(w)
ϕ∗n(w)
)
for suitably chosen αn ∈ D (and again with ρn = (1− |αn|2)1/2). With these αn’s,
one may form the corresponding CMV matrix C as above and obtain a unitary
matrix for which the spectral measure corresponding to the cyclic vector δ0 is
indeed the measure µ we based the construction on.
Sometimes it makes sense to consider extended CMV matrices, acting on ℓ2(Z).
They have essentially the same form, but are two-sided infinite and may be put in
one-to-one correspondence with two-sided infinite sequences {αn}n∈Z ⊂ D. They
are typically denoted by E . Hence, such an extended CMV matrix, corresponding
to a sequence {αn}n∈Z ⊂ D, takes the form
E =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . −α¯−3α−4 −ρ−3α−4 0 0 0 0 . . .
. . . α¯−2ρ−3 −α¯−2α−3 α¯−1ρ−2 ρ−1ρ−2 0 0 . . .
. . . ρ−2ρ−3 −ρ−2α−3 −α¯−1α−2 −ρ−1α−2 0 0 . . .
. . . 0 0 α¯0ρ−1 −α¯0α−1 α¯1ρ0 ρ1ρ0 . . .
. . . 0 0 ρ0ρ−1 −ρ0α−1 −α¯1α0 −ρ1α0 . . .
. . . 0 0 0 0 α¯2ρ1 −α¯2α1 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

For example, when the αn’s are obtained by sampling along the orbit of an invertible
ergodic transformation, the general theory of such operators naturally considers the
two-sided situation. Special cases of this scenario that are of great interest include
the periodic case, the almost periodic case, and the random case.
The present paper is a continuation of [16]. In this series we focus on Verblunsky
coefficients that are generated by the Fibonacci substitution. This is also a special
case of the general ergodic situation mentioned in the previous paragraph. The
theory behind the Fibonacci case is rich and appealing. It has strong connections
to non-trivial questions in dynamical systems and, due to this connection, one is
able to establish very fine results for operators arising in this way. In part one of
this series, [16], we mainly focused on the local structure of the spectrum and in
particular related the local dimension at a given energy in the spectrum to the value
of the Fricke-Vogt invariant at the corresponding initial point of the trace map. In
this paper we consider two problems in mathematical physics, which can be related
to a CMV matrix whose Verblunsky coefficients are determined by an element of
the subshift associated with the Fibonacci substitution.
The first application, presented in Section 2, concerns a quantum walk in a time-
independent Fibonacci environment. Quantum walks have been actively studied
recently; compare, for example, [1, 2, 7, 8, 19–21,23, 33]. The existing literature has
focused on cases where the underlying unitary operator has either purely absolutely
continuous spectrum or pure point spectrum. On the other hand, the connection
between quantum walks and CMV matrices exhibited in [7] works in full generality
and applies in principle to cases with non-trivial (or purely) singular continuous
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spectrum. The challenge, however, is that operators with singular continuous spec-
trum are difficult to analyze. One reason behind this is that singular continuous
spectral measures may have dimensions anywhere from zero to one, and hence the
associated system may behave like one with pure point spectrum or one with purely
absolutely continuous spectrum, or anywhere in between these extremes. In Sec-
tion refs.qw we carry out an analysis of a model with purely singular continuous
spectrum. In fact, not only does this model have purely singular continuous spec-
trum, the choice of the coins (through a Fibonacci sequence) is interesting and
physically relevant, and it leads to interesting mathematics. Explicitly, we will
consider a quantum walk on the line with Fibonacci coins and prove estimates for
the rates of spreading of a given initial state. We work out analogs of results that
had been obtained earlier for the time-evolution of the Schro¨dinger equation with
a Fibonacci potential. We emphasize that our application demonstrates the full
strength of the CGMV method from [7].
The second application, presented in Section 3, is to the classical one-dimensional
nearest neighbor Ising model. In this case we consider the model immersed in the
complex magnetic field and study the zeros of the associated partition function, as
a function of the magnetic field. We begin with the model on a finite lattice and
consider the thermodynamic limit (as the size of the lattice goes to infinity). Due
to the famous Lee-Yang theorem, the zeros lie on the unit circle and their distribu-
tion in the thermodynamic limit is a physically relevant and typically a nontrivial
problem. One of the parameters of the model is the choice of the nearest neighbor
interaction couplings. In case the sequence of interactions is constant (or periodic),
the model admits an explicit solution (i.e., the zeros can be computed explicitly even
in the thermodynamic limit), due to the fact that the associated transfer matrices
commute and hence can be diagonalized simultaneously (the partition function on
a lattice of size N is expressed as the trace of the transfer matrix over N sites; or,
equivalently, the trace of the product of transfer matrices over sites 1, 2, . . . , N).
In the realm of quasicrystals, a physically interesting case is that of quasi-periodic
(say, Fibonacci) couplings. This problem has been considered in a few places (see
[3, 4] and references therein). The first rigorous results in this direction appeared
recently in [35]; until then the results consisted of numerical (and quite accurate, in
fact, as our rigorous results confirmed) computations and some soft (but nontrivial)
analysis. In [35], the previously postulated multifractal structure of the zeros in
the thermodynamic limit of the Ising partition function with Fibonacci-modulated
couplings was proved; however, an open problem remained: how does the above re-
sult depend on the choice of a sequence from the subshift generated by the Fibonacci
substitution sequence? One way to attack this problem would be to relate it to a
spectral problem of some operator (such as a Jacobi operator or a CMV matrix).
A spectral-theoretic approach to the problem has been postulated in a number of
works, e.g. [3,4], but to the best of our knowledge, no connection with any class of
operators has hitherto been established. Upon closer investigation, we discovered
that to every nearest-neighbor Ising model in complex magnetic field, there can be
associated (constructively, in fact) a CMV matrix whose essential spectrum, pro-
vided certain technical conditions hold, would coincide with the (smallest closed
set containing all) Lee-Yang zeros in the thermodynamic limit; moreover, if the
essential spectrum of the associated CMV matrix is not all of the unit circle, then
the counting probability measures on the zeros of the partition function on the
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finite lattice converge weakly (as the size of the lattice goes to infinity) to a mea-
sure supported on the set of zeros in the thermodynamic limit, which is precisely
the density of states measure for the corresponding CMV matrix. These results
are quite general, and applicable to the quasi-periodic case at hand, allowing us
to apply all the powerful tools from spectral theory to the classical Ising models;
in particular, we prove that the distribution in the thermodynamic limit of the
Lee-Yang zeros is independent of the choice of the sequence (of nearest neighbor
couplings) from the subshift generated by the Fibonacci substitution sequence. Let
us mention that this connection is quite peculiar in the following sense. Due to the
Lieb-Schultz-Mattis ansatz, the quantum one-dimensional Ising model is equivalent
to a Jacobi operator via a certain canonical transformation. We now also know
that in some sense (see the results of Section 3) the classical nearest-neighbor Ising
model is equivalent to the CMV matrices. On the other hand, Jacobi operators are
to orthogonal polynomials on the real line as the CMV matrices are to orthogonal
polynomials on the unit circle; and often results proved for one are also proved for
the other.
2. Quantum Walk in a Fibonacci Environment
In this section we study quantum walks on the line with coins that are time-
independent and follow a Fibonacci sequence in the space variable. This choice
is of clear interest since the Fibonacci sequence is the central example of a quasi-
crystalline structure in one space dimension. Our goal is to show how quickly an
initially localized quantum state must spread out in space under the quantum walk
evolution given this choice of coins.
2.1. Quantum Walks on the Line. Let us recall the standard quantum walk
formalism. The Hilbert space is given by H = ℓ2(Z) ⊗ C2. A basis is given by the
elementary tensors |n〉⊗ |↑〉, |n〉⊗ |↓〉, n ∈ Z. A quantum walk scenario is given as
soon as coins
Cn,t =
(
c11n,t c
12
n,t
c21n,t c
22
n,t
)
∈ U(2), n, t ∈ Z
are specified. As one passes from time t to time t + 1, the update rule of the
quantum walk is as follows,
|n〉 ⊗ |↑〉 7→ c11n,t|n+ 1〉 ⊗ |↑〉+ c21n,t|n− 1〉 ⊗ |↓〉,
|n〉 ⊗ |↓〉 7→ c12n,t|n+ 1〉 ⊗ |↑〉+ c22n,t|n− 1〉 ⊗ |↓〉.
(Extend this by linearity to general elements of H.)
There are two cases of special interest:
• time-homogeneous: Cn,t = Cn for every t ∈ Z,
• space-homogeneous: Cn,t = Ct for every n ∈ Z.
We will focus our attention on the time-homogeneous case. That is, we will
assume that coins Cn ∈ U(2), n ∈ Z are given. In this case, there is a fixed unitary
operator U : H → H that provides the update mechanism, and hence the powers
of this unitary operator provide the time evolution. In particular, spectral theory
enters the game as the powers of a unitary operator are most conveniently studied
with the help of the spectral theorem.
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2.2. The CGMV Connection. Consider the time-homogeneous situation. Thus,
the coins are given by
(2) Cn =
(
c11n c
12
n
c21n c
22
n
)
∈ U(2), n ∈ Z
and the update rule, for every time transition t 7→ t+ 1, is given by
|n〉 ⊗ |↑〉 7→ c11n |n+ 1〉 ⊗ |↑〉+ c21n |n− 1〉 ⊗ |↓〉,(3)
|n〉 ⊗ |↓〉 7→ c12n |n+ 1〉 ⊗ |↑〉+ c22n |n− 1〉 ⊗ |↓〉,(4)
which defines the unitary operator U : H → H by linearity.
A suitable choice of the order of the standard basis of H reveals that the asso-
ciated matrix representation of U looks very much like an extended CMV matrix.
This useful observation is due to Cantero, Gru¨nbaum, Moral, and Vela´zquez [7].
Consider the following order of the basis elements:
(5) . . . , | − 1〉 ⊗ |↑〉, | − 1〉 ⊗ |↓〉, |0〉 ⊗ |↑〉, |0〉 ⊗ |↓〉, |1〉 ⊗ |↑〉, |1〉 ⊗ |↓〉, . . . .
In this basis, the matrix representation of U : H → H is given by
(6) U =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . 0 c12−2 0 0 0 0 . . .
. . . c21−1 0 0 c
11
−1 0 0 . . .
. . . c22−1 0 0 c
12
−1 0 0 . . .
. . . 0 0 c210 0 0 c
11
0 . . .
. . . 0 0 c220 0 0 c
12
0 . . .
. . . 0 0 0 0 c211 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

,
as can be checked readily using the update rule (3)–(4), which gives rise to the
unitary operator U ; compare [7, Section 4].1
Recall that an extended CMV matrix corresponding to Verblunsky coefficients
{αn}n∈Z has the form
E =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . −α¯−3α−4 −ρ−3α−4 0 0 0 0 . . .
. . . α¯−2ρ−3 −α¯−2α−3 α¯−1ρ−2 ρ−1ρ−2 0 0 . . .
. . . ρ−2ρ−3 −ρ−2α−3 −α¯−1α−2 −ρ−1α−2 0 0 . . .
. . . 0 0 α¯0ρ−1 −α¯0α−1 α¯1ρ0 ρ1ρ0 . . .
. . . 0 0 ρ0ρ−1 −ρ0α−1 −α¯1α0 −ρ1α0 . . .
. . . 0 0 0 0 α¯2ρ1 −α¯2α1 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

.
1Note that we follow the conventions of [7] here. One could argue that the correct matrix to
consider is the transpose of U in (6). To conform with [7] and subsequent papers, we will consider
the matrix U as given above in what follows. For our results, this does not make a difference
since our matrix entries will be real and hence the transpose of U is the inverse of U . Since our
argument is based on spectral continuity of U , and the spectral continuity properties of U and
U
−1 are the same, the final result does not depend on the choice one makes at this juncture.
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In particular, if all Verblunsky coefficients with odd index vanish, the matrix be-
comes (recall that ρn = (1− |αn|2)1/2)
(7) E =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . 0 −α−4 0 0 0 0 . . .
. . . α¯−2 0 0 ρ−2 0 0 . . .
. . . ρ−2 0 0 −α−2 0 0 . . .
. . . 0 0 α¯0 0 0 ρ0 . . .
. . . 0 0 ρ0 0 0 −α0 . . .
. . . 0 0 0 0 α¯2 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

.
The matrix in (7) strongly resembles the matrix representation of U in (6). Note,
however, that all ρn’s need to be real and non-negative for genuine CMV matrices,
and this property is not guaranteed when matching (6) and (7). But this can be
easily resolved, as shown in [7]. Concretely, given U as in (6), write
ckkn = |ckkn |eiσ
k
n , n ∈ Z, k ∈ {1, 2}, σkn ∈ [0, 2π)
and define {λn}n∈Z by
λ0 = 1
λ−1 = 1
λ2n+2 = e
−iσ1nλ2n
λ2n+1 = e
iσ2nλ2n−1.
With the unitary matrix Λ = diag(. . . , λ−1, λ0, λ1, . . .), we then have
E = Λ∗UΛ,
where E is the extended CMV matrix corresponding to the Verblunsky coefficients
(8) α2n+1 = 0, α2n =
λ2n
λ2n−1
c¯21n , n ∈ Z.
2.3. The Main Result. We will consider the time-homogeneous case, that is,
a sequence of coins that describe the update rule for any time transition. This
sequence will only take two different values, and the order in which these two
unitary 2× 2 matrices occur is determined by an element of the Fibonacci subshift.
Let us recall how the latter is generated. Consider two symbols, a and b. The
Fibonacci substitution S sends a to ab and b to a. This substitution rule can be
extended by concatenation to finite and one-sided infinite words over the alphabet
{a, b}. There is a unique one-sided infinite word that is invariant under S, denote it
by u. It is, in an obvious sense, the limit as n→∞ of the words sn = Sn(a). That
is, s0 = a, s1 = ab, s2 = aba, etc., so that u = abaababaabaab . . .. The Fibonacci
subshift Ω is given by
Ω = {ω ∈ {a, b}Z : every finite subword of ω occurs in u}.
It is well known that there is ω(u) ∈ Ω such that
(9) ω(u)
∣∣∣
n≥0
= u.
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In fact, there are exactly two possible choices for ω(u) ∈ Ω with this property, but
we will choose and fix one here and work with this choice in the remainder of the
paper.
Take θa, θb ∈ (−π2 , π2 ) and consider the rotations
Ca =
(
cos θa − sin θa
sin θa cos θa
)
, Cb =
(
cos θb − sin θb
sin θb cos θb
)
.
Given ω ∈ Ω, the associated sequence of coins {Cω,n}n∈Z is given by Cω,n = Cωn .
The associated unitary operator will be denoted by Uω. Inspecting (8) one sees
that Uω already has the form of an extended CMV matrix and we will therefore
sometimes denote it by Eω to emphasize this fact. Using a strong approximation
argument, it follows that the spectrum of Eω is independent of ω and hence may be
denoted by Σ. (While this set does depend on the parameters θa, θb, our notation
leaves this dependence implicit.)
Our goal is to establish estimates for the spreading of an initial state under
the dynamics generated by Uω. For convenience, let us relabel the basis elements,
ordered as in (5), and write them as {em}m∈Z. We consider a non-zero finitely
supported initial state ψ ∈ ℓ2(Z) and study the spreading in space of Unωψ as
|n| → ∞. Since the unitary operators Uω we study are local in the sense that
〈em, Uωek〉 = 0 if |m − k| > 2, it follows that for each n ∈ Z, Uωψ is finitely
supported as well. In particular, we can consider moments
Mω,ψ(n, p) =
∑
m∈Z
(1 + |m|p)|〈em, Unωψ〉|2
for p > 0, which are finite for all n ∈ Z. Next we average in time and write
M˜ω,ψ(N, p) =
1
N
N−1∑
n=0
Mω,ψ(n, p).
We ask at what power-law rate these quantities grow as N →∞ and hence set
β˜+ω,ψ(p) = lim sup
N→∞
log M˜ω,ψ(N, p)
p logN
, β˜−ω,ψ(p) = lim infN→∞
log M˜ω,ψ(N, p)
p logN
.
These quantities are called transport exponents.
Our main result on the quantum walk in a time-homogeneous Fibonacci envi-
ronment is the following:
Theorem 2.1. Define:
(1) C(z) = max{2 +
√
8 + I(z), ρ−1, σ−1}, where ρ = sec θa and σ = sec θb;
(2) γ1(z) =
log
(
1+ 1
4C(z)2
)
16 log φ , where φ is the golden mean;
(3) γ2(z) = 4 log2K(z), where K is a z-dependent constant described in the
proof;
(4) β(z) = 2γ1(z)γ1(z)+2γ2(z)+1 .
Then, for all ψ, ω, p as above, we have
β˜±ω,ψ(p) ≥ max
{
β(z) : z ∈ supp µUω,ψ
}
,
where µUω ,ψ denotes the spectral measure associated with the unitary operator Uω
and the state ψ.
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The lower bound provided by this theorem is an explicit function of the pa-
rameters of the system. While a weaker lower bound could be obtained by simply
taking the minimum of β(z) over the (ω-independent) spectrum of Uω, the bound
as stated captures the fact that the spreading estimates should indeed depend on
where the spectral measure of the initial state is supported. This again is a reflec-
tion of the non-constancy of the so-called Fricke-Vogt invariant on the spectrum
and is in marked contrast to the Schro¨dinger case, in which results of this type were
first worked out, and where the invariant is in fact constant on the spectrum; see
[11] and references therein for related earlier work.
2.4. The Associated Extended CMV Matrix and the Trace Map Formal-
ism. Consider the quantum walk model described in the previous subsection. Due
to our choice of the angles θa and θb, we have c
kk
ω,n = |ckkω,n|, and therefore σkω,n = 0
for every n ∈ Z, k ∈ {1, 2}. Thus, λω,n = 1 for every n ∈ Z. By the CGMV con-
nection, we are led to consider the extended CMV matrix Eω = Uω, corresponding
to the Verblunsky coefficients
(10) αω,2n+1 = 0, αω,2n = c¯
21
ω,n = sin θωn ∈ (−1, 1), n ∈ Z.
In order to prove the main theorem, we will analyze the spectral measures as-
sociated with this extended CMV matrix. It is known that quantitative continuity
properties of spectral measures imply spreading estimates of the form claimed in the
previous subsection. These quantitative continuity properties in turn will be estab-
lished through whole-line subordinacy theory. To describe what needs to be shown,
let us recall the transfer matrices associated with a given sequence of Verblunsky
coefficients. For z ∈ ∂D, α ∈ D, and ρ = (1− |α|2)1/2, write
T (z, α) = ρ−1
(
z −α¯
−αz 1
)
.
Given a finite string w = α1 . . . αℓ, with αj ∈ D, let
T (z, w) = T (αℓ, z) · · ·T (α1, z).
Now, for ω ∈ Ω and n ∈ Z+, we set
Tn(z;ω) = T (z, αω,0 . . . αω,n−1).
Subordinacy theory considers sequences
(11)
(
ξn
ζn
)
= Tn(z;ω)
(
ξ0
ζ0
)
,
where
(12) |ξ0| = |ζ0| = 1.
for energies z in the spectrum of Eω.
The following elementary observation will prove to be useful later.
Lemma 2.2. Given z ∈ ∂D and a solution of (11) and (12), we have |ξn| = |ζn|
for every n ≥ 0.
Proof. It suffices to show that in(
z −α¯
−αz 1
)(
a
b
)
=
(
az − bα¯
−aαz + b
)
,
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the fact that the absolute values of the entries are equal is preserved. That is, if
z ∈ ∂D and |a| = |b| 6= 0, then |az − bα¯| = | − aαz + b|.
Notice first that by linearity, we may assume that a = 1 and b = λ ∈ ∂D (first
normalize and then multiply by the inverse of the first component). We have
|az − bα¯| = |z − λα¯|
= |λ¯z − α¯|
= |λ¯− α¯z¯|
= |λ− αz|
= | − aαz + b|,
which shows the desired identity. 
Since the Fibonacci sequence u is invariant under S and contains the symbols a, b,
one can partition it not only by this pair of finite words, but also by Sk(a), Sk(b)
for every k. For the Verblunsky coefficient sequences {αω,n}n∈Z, this suggests a
similar partition. The inherent self-similarity gives rise to a trace-map formalism
in which the traces of the transfer matrices over these basic building blocks play an
essential role.
Some of the tools in the analysis had already been used in part one of this series
[16]. However, since the coefficients in (10) are different from the ones considered
in [16] due to the vanishing terms with odd index, we will need to account for that
in our determination of the curve of initial conditions, which is the starting point
of the approach put forward in [16].
Let us start by carrying out this calculation. We will later explain how this feeds
into the theory. Denote the spectral parameter by z. Due to unitarity, all spectral
measures will be supported by the unit circle ∂D, and hence we will mainly be
interested in the case z ∈ ∂D. The three basic traces are the following:
x−1(z) = ℜ(z) sec θb(13)
x0(z) = ℜ(z) sec θa(14)
x1(z) = ℜ(z2) sec θa sec θb − tan θa tan θb.(15)
Note in particular that all three basic traces are real-valued for every z ∈ ∂D. This
is crucial for the standard analysis of the trace map as a real dynamical system to
be applicable in our setting.
The curve of initial conditions is
(x1(z), x0(z), x−1(z)), z ∈ ∂D.
The associated Fricke-Vogt invariant is
I(z) = x1(z)
2 + x0(z)
2 + x−1(z)2 − 2x1(z)x0(z)x−1(z)− 1, z ∈ ∂D.
Equivalently,
I(z) = ℜ(z)2(sec2 θa + sec2 θb) + (ℜ(z2) sec θa sec θb − tan θa tan θb)2
− 2(ℜ(z)2 sec2 θa sec2 θb(ℜ(z2)− sin θa sin θb))− 1,
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2.5. Transfer Matrix Estimates. Since for every k ≥ 1, every ω ∈ Ω can be
partitioned into words of the form Sk(a) and Sk(b) = Sk−1(a), it is natural to
express long products of transfer matrices in terms of these basic building blocks.
Notice however that due to (8) we have to insert a zero coefficient after each sym-
bol in Sk(a) to obtain the appropriate associated building block s˜k of Verblunsky
coefficients, which has length 2Fk, where Fk is the k-th Fibonacci number. That
is, we have
s˜0 = (sin θa) 0,
s˜1 = (sin θa) 0 (sin θb) 0,
s˜2 = (sin θa) 0 (sin θb) 0 (sin θa) 0,
s˜3 = (sin θa) 0 (sin θb) 0 (sin θa) 0 (sin θa) 0 (sin θb) 0,
...
Let
Mk(z) = T (z, s˜k)
and
xk(z) =
1
2
TrMk(z).
The recursion s˜k+1 = s˜ks˜k−1 for the words gives rise to the recursion
(16) Mk+1(z) =Mk−1(z)Mk(z)
for the matrices and the recursion
(17) xk+1(z) = 2xk(z)xk−1(z)− xk−2(z)
for the half-traces. Note that (17) is invertible and determines values for xk(z) for
k ≤ 0 as well. It is easy to check from the definitions that for k = 1, 0,−1, we
indeed get (13)–(15) for xk(z).
For ξ : Z≥0 → C and L ≥ 1, write
‖ξ‖2L =
⌊L⌋∑
n=0
|ξn|2 + (L − ⌊L⌋)|ξ⌊L⌋+1|2.
Our goal is to prove power-law upper and lower bounds for ‖ξ‖L, where ξ solves
(11) subject to (12), uniformly in ω ∈ Ω. As mentioned above, one may then derive
continuity properties of spectral measures from such estimates, and this in turn
implies the desired lower bound for the transport exponents. Again, the second
and third step are model-independent, so the model-dependent part of the analysis
happens in the first step, where the sequences ξ generated by (11) and (12) are
estimated. These estimates will be proved in the present subsection. The other
steps have been addressed (in a general context) in separate publications [10, 25]
and the relevant results from those papers are summarized in the appendix.
Lemma 2.3. For z ∈ Σ, we have sup |xk(z)| ≤ C(z) with C(z) as in Theorem 2.1.
Proof. Since the traces xk obey the recursion (17), one can mimic the proof of the
analogous estimate in [30, Proposition 12.8.6]. This yields sup |xk(z)| ≤ max{2 +√
I(z) + 8, |x−1(z)|, |x0(z)|}, which implies the required estimate. 
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Define T to be the transfer matrix corresponding to a Verblunsky coefficient of
zero, and A, B the transfer matrices corresponding to θa and θb. That is,
A(z) = sec θa
(
z − sin θa
−z sin θa 1
)
,
B(z) = sec θb
(
z − sin θb
−z sin θb 1
)
,
T (z) =
(
z 0
0 1
)
.
Lemma 2.4. We have the following estimates:
(1) ‖T (z)A(z)‖ is (for all z) equal to sec θa(1 + | sin θa|)2.
(2) ‖T (z)B(z)T (z)A(z)‖ ≤ 12(sec θa sec θb)3/2.
(3) ‖T (z)A(z)T (z)B(z)T (z)A(z)‖ ≤ 48(sec θa)5/2(sec θb)3/2.
Proof. These estimates were computed with a symbolic algebra package. 
Proposition 2.5. For z ∈ Σ and every sequence ξ generated by (11) and (12), we
have
‖ξ‖L ≤ C2(z)L2γ2(z)+1
for L ≥ 1, uniformly in ω. The constant C2(z) is irrelevant to the long-term
spreading behavior, so it is not calculated here. The treatment in [25] contains an
expression for it.
Proof. Let ω ∈ Ω and z ∈ Σ, and consider a sequence ξ generated by (11) and (12).
Clearly, a power law upper bound on ‖Tn(z;ω)‖ implies one for ‖ξ‖L. To
be precise (taking L to be an integer for notational simplicity), suppose that
‖Tn(z;ω)‖ ≤ C¯2(z)nγ(z) for n ≥ 1. Then,
‖ξ‖2L =
L∑
n=0
|ξn|2 ≤ 1 + C¯2(z)2
L∑
n=1
n2γ(z) ≤ C˜2(z)2L2γ(z)+1
for L ≥ 1. Thus, ‖ξ‖L ≤ C˜2(z)Lγ(z)+1/2; and hence our goal is to prove a power
law bound on ‖Tn(z;ω)‖.
The hypotheses of [25, Theorem 3] (which adapts [11] and [18] from OPRL to
OPUC) are satisfied by the transfer matrices at hand for ω = ω(u) (with ω(u) from
(9)), so it can be used to prove power law bounds on Tn(z;ω
(u)). The bounds
proved in Lemma 2.4 make it easy to verify the hypotheses of [25, Theorem 3], and
we may conclude:
Proposition 2.6. For all z ∈ Σ, there exist γ2(z) and C¯2(z) independent of n such
that ∥∥∥Tn(z;ω(u))∥∥∥ ≤ C¯2(z)nγ2(z)
for n ≥ 1. The exponent is given by γ2(z) = 4 log2K(z), where
K(z) = max
(
8max(1, sup
k
|xk(z)|), 4 ‖T (z)A(z)‖ ,
4 ‖T (z)B(z)T (z)A(z)‖ , 4 ‖T (z)A(z)T (z)B(z)T (z)A(z)‖
)
× (4 + 4max(1, sup
k
|xk(z)|)).
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Thus for ω = ω(u), we obtain ‖ξ‖L ≤ C˜2(z)Lγ2(z)+1/2. It remains to establish
the claimed estimate for other choices of ω ∈ Ω.
Lemma 5.2 of [13] does this for Schro¨dinger operators. Its proof is model-
independent and applies here. It works by splitting the word w over which M
runs into a prefix and a suffix of the zero-phase word, the latter of which is then
reduced by a suitable constant-length portion to yield the reversal of a prefix. The
above estimate is applied to the prefix. Then, the lemma below is used to ap-
ply the zero-phase estimate to the reduced suffix, obtaining the claimed exponent
2(γ2(z) + 1/2).
Lemma 2.7. Given a string w = α1 . . . αℓ of Verblunsky coefficients, we denote its
reversal αℓ . . . α1 by w
R. For all z ∈ ∂D, we have
∥∥T (z, wR)∥∥ = ‖T (z, w)‖.
Proof. Because |z| = 1, ‖T (z, w)‖ =
∥∥ 1
z|w|/2
T (z, w)
∥∥, and hence we may pass to
unimodular matrices. Using that SU(1, 1) is unitarily conjugate to SL(2,R) (see
[30, Section 10.4]) and the proof of the analogous lemma in [13] works for all SL(2,R)
matrices, the claim follows. 
This completes the proof of Proposition 2.5. 
Proposition 2.8. For z ∈ Σ and every sequence ξ generated by (11) and (12), we
have
‖ξ‖L ≥ C1(z)Lγ1(z)
for L ≥ 1, uniformly in ω. As before, the constant C1(z) is irrelevant to the
long-term spreading behavior, so it is not calculated here, and the treatment in [25]
contains an expression for it.
Proof. Due to Lemma 2.2 it suffices to prove lower bounds for (the ‖ · ‖L-norm
associated with) the vector-valued sequence(
ξn
ζn
)
= Tn(z;ω)
(
ξ0
ζ0
)
in (11). Such bounds can be obtained via an inductive scheme based on the Gordon
two-block method developed in [11]. The necessary two-block structures in elements
ω of Ω have been exhibited in [11, 12]. The overall setup of the proof is the same
in the case at hand, the model-dependence solely resides in the initial conditions.
Bearing Lemma 2.4 in mind, this approach yields the desired lower bound with
γ1(z) =
log
(
1 + 14C(z)2
)
16 logφ
.
We refer the reader to the discussion in [25] for further details; compare especially
Theorem 4 of that paper. 
2.6. Conclusion of the Proof of Theorem 2.1. Let V ⊂ Σ ⊂ T be the topo-
logical support of µU,ψ. The above power-law bounds show, by Proposition A.5,
that for z ∈ V , the local scaling exponent of µU,ψ at z is bounded from below by
β(z) =
2γ1(z)
γ1(z) + 2γ2(z) + 1
.
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Since V is compact and β(·) is continuous, µU,ψ has Hausdorff dimension at least
max{β(z) : z ∈ V }. By Proposition A.4, we obtain
β˜±ω,ψ(p) ≥ max
{
β(z) : z ∈ supp µUω ,ψ
}
and Theorem 2.1 follows. 
3. Applications to 1D Nearest Neighbor Ising Ferromagnets
In this section we establish a connection between a class of Ising models on the
one-dimensional lattice, immersed in a complex magnetic field, and CMV matrices.
Specifically, we consider nearest-neighbor ferromagnetic models. We then use this
connection and the results on CMV matrices with Fibonacci Verblunsky coefficients
that were developed in [16] to give a complete description of Lee-Yang zeros in the
thermodynamic limit, in the complex fugacity variable, when the nearest-neighbor
interaction is modulated by the Fibonacci substitution sequence.
3.1. Introduction. For a historical account of Ising models, see, for example, [5],
and for technical details, see [6]. Here we briefly describe the model and introduce
only the necessary notions.
Let ΛN := {±1}N , with N ∈ N. For a configuration σ = (σ0, . . . , σN ) ∈ ΛN , we
define the energy of σ, E(σ), by
E(σ) := − 1
kBτ
N∑
i=1
(Jiσiσi+1 +Hσi),(18)
with σN+1 = σ0, and {Ji} ⊂ R. Here τ ∈ (0,∞) is the temperature, and kB > 0
is the so-called Boltzmann constant (included here for historical reasons, but is
often factored into τ). The sequence {Ji} defines a nearest-neighbor interaction;
that is, each Ji gives the strength of interaction between neighboring spins σi and
σi+1. The constant H is the external magnetic field, which takes values in C. The
tuple (ΛN , {Ji} , τ,H,E) then defines a (one-dimensional) Ising model on the finite
lattice of length N , of temperature τ , immersed in the magnetic field of strength
H and with energy E (we are not giving here the most general definition of an
Ising model). As has already been mentioned, here we are concerned with the
ferromagnetic model (that is, each Ji > 0). Moreover, we will concentrate on
the case where the sequence {Ji} is modulated by a sequence from the one-sided
subshift generated by Fibonacci substitution. That is, let u denote as above the
sequence invariant under the Fibonacci substitution and let Ω be the associated
one-sided subshift consisting of those one-sided infinite sequences that locally look
like u.
Let p : {a, b} → R>0. Then for a given ω ∈ Ω, we take Ji = p(ωi). The case
where ω = u has been considered in a number of papers (see, for example, [3, 4]
and references therein), and the more general case (with variable ω) was recently
considered in [35].
Let us now describe the main object of interest - the so-called partition function.
We begin by noting that while there are infinitely many ways to define a probability
measure on ΛN , it turns out, from the statistical physics point of view, that the
most natural one is
PN (σ) =
e−E(σ)∑
σ∈ΛN e
−E(σ) .
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The measure PN is a so-called Gibbs state, which is a probability measure that
maximizes the entropy of the system given by
−
∑
σ∈ΛN
PN (σ) log PN (σ).
According to the Boltzmann hypothesis, if a thermodynamic system is in equilib-
rium, then it is in a Gibbs state (or, more precisely, fluctuates around a Gibbs
state). Obviously PN is completely determined by the partition function
Z(N) :=
∑
σ∈ΛN
e−E(σ)
(considered as a function of relevant parameters – say τ or H).
It turns out that Z(N) encodes all the thermodynamic information about the
system. Most notably, zeros of Z(N) (or of its derivatives)—equivalently, singular-
ities of PN—indicate critical behavior (or phase transitions), which is one of the
central research directions in modern statistical mechanics. It is the zeros of Z(N)
that we study here.
For an arbitrary choice of the sequence {Ji} ⊂ R>0, and τ ∈ (0,∞) fixed, let us
define the following variables
βi := exp
2Ji
kBτ
and h := exp
2H
kBτ
,
and consider the partition function Z(N) as a function of h (h is varied by varying
H). It turns out that zeros of Z(N)(h) (in the variable h) lie on the unit circle
(this is a consequence of the famous Lee-Yang theorem in statistical mechanics
[24]). Moreover, the distribution of these zeros (both topological and statistical) in
the limit N → ∞ (the so-called thermodynamic limit) provides information about
critical behavior of the model as the lattice size tends to infinity. What makes an
analysis of zeros in the thermodynamic limit possible (at least computationally) is
the applicability of the transfer matrix formalism:
Z(N)(h) = Tr
0∏
i=N
Mi(h), where Mi(h) = (βih)
−1/2
(
βih
√
h√
h βi
)
(19)
(see [6]); observe also that neither βi nor h is ever zero for any i. Notice that the
zeros of Z(N)(h) coincide with the zeros of
Z˜(N)(h) = Tr
0∏
i=N
M˜i(h), where M˜i(h) =
(
h
√
h
βi√
h
βi
1
)
.(20)
(after factoring out βi from the matrix in the definition ofMi(h), and dropping the
factor (βih)
−1/2βi since βi and h are nonzero). The complex conjugation of βi in
M˜i above may seem redundant (since βi is real), but in the next section we shall
extend Z˜(N) to complex-valued βi.
3.2. Relation to CMV Matrices. Denote the open unit disc in C by D, its
closure by D, and the complement of its closure by G. Denote by D◦ the unit disc
D with the origin removed. Denote by S∞ the infinite (countable) product of a set
S with itself.
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For a sequence u ∈ G∞, let Θu denote its inversion:
(Θu)n =
1
un
.
Obviously Θ : G∞ → D∞◦ is a bijection.
For a given sequence J = {Ji} real and positive, the partition function Z(N)(h)
was defined above, and is completely determined by the corresponding sequence
β = {βi} in (19), and the zeros of Z(N)(h) coincide with those of Z˜(N)(h) from
(20). By (20), Z˜(N)(h) can be easily extended to the case where the sequence {Ji}
is complex-valued. In case ℜ(Ji) > 0 for each i, the corresponding sequence β
lies in G∞ (the reader who is familiar with the Lee-Yang theorem will certainly
notice that this condition is in line with the assumptions on the models that were
originally considered in [24]; in fact, ℜ(Ji) > 0 insures that the Lee-Yang zeros
lie on the unit circle by the original Lee-Yang theory, and it also follows from
our computations below). Hence Θβ ∈ D∞◦ . Thinking of Θβ as a sequence of
Verblunsky coefficients, we may associate to each partition function (which, again,
is completely determined by β, or, equivalently, by the choice of the sequence {Ji})
a CMV matrix with Verblunsky coefficients Θβ in a bijective way.
On the other hand, to each CMV matrix there is associated a sequence of trans-
fer matrices given in (1). As above, for a given CMV operator with Verblunsky
coefficients {αi}, denote the n-step transfer matrix by Tn:
Tn(w) :=
0∏
j=n−1
(1− |αj |2)−1/2
(
z −αj
−αjw 1
)
.(21)
We have
Proposition 3.1. For a given β ∈ G∞, the zeros of Z˜(N)(h) coincide with those
of Tr(TN+1(h)) with Verblunsky coefficients Θβ.
In what follows, we shall use the notation ∆N+1(h) := Tr(TN+1(h)). The poly-
nomial ∆ is called the discriminant.
Remark 3.2. The discriminant above is defined in a way that is slightly different
from how it is defined in equation (11.1.2) in [30], where it is defined on D◦ as
z
N+1
2 TrTN+1(z) (N+1 is taken to be even for simplicity, but this is not necessary).
On the other hand, in what follows, we shall consider the zeros of ∆N+1, and as
Theorem 11.1.1 in [30] states, the zeros lie on ∂D (and are simple). For this reason
we can drop the factor z
N+1
2 .
Proof. Define a matrix D :=
(
−1 0
0 h−1/2
)
. For a given β ∈ G∞, let {αi} = Θβ.
Then we get, for each i = 0, 1, . . . ,
D−1M˜i(h)D =
(
h −αj
−αjh 1
)
.
The result follows after noting that in (21), (1−|αj |2)−1/2 > 0 for each i = 0, 1, . . .
(so contribution of zeros comes only from the matrices in (21)), and that D depends
only on h and not on α = Θβ. 
We can now exploit Proposition 3.1 to prove the main result of this section:
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Theorem 3.3. If p : {a, b} → G, then for any ω ∈ Ω, if β = {βi = p(ωi)} ⊂ G∞,
then the zeros of the corresponding Z˜(N) accumulate in the limit N → ∞ on the
essential spectrum of the CMV matrix with Verblunsky coefficients given by Θβ.
An immediate consequence is the following corollary (see [30, Section 12.8] where
it is proved that the essential spectrum of the CMV matrix corresponding to
Verblunsky coefficients that follow a sequence ω ∈ Ω is independent of ω).
Corollary 3.4. With the hypothesis of Theorem 3.3, the topological limit behavior
of the zeros of Z˜(N) is independent of ω ∈ Ω.
Remarks 3.5. Before we continue, a few remarks are in order:
(1) By accumulation in the limit N →∞, we mean that there exists a sequence
{Ni} ⊂ N, Ni ↑ ∞, such that the zeros of Z˜(Ni) converge in the Hausdorff
metric.
(2) In the case ω = u, the problem was studied numerically in [3], heuristically
in [4], and rigorously in [35]; however, the dependence (or lack thereof) on
ω remained a mystery.
(3) A connection between the Lee-Yang zeros and spectra of linear operators has
been postulated by a few authors. Here we (constructively) establish such a
connection for a specific class of models.
Proof of Theorem 3.3. Let ω = u, and let C be the CMV matrix with Verblunsky
coefficients given by Θβ, and CFk denotes the Fkth periodic approximation of C, as
described in [16, Section 3.2]. Then a combination of Proposition 3.3 and Theorem
2.18 from [16] gives:
σess(CFk)→ σess(C) in the Hausdorff metric as k→∞.
Moreover, Theorem 3.2 from [16] gives
σess(CFk) = ∆−1[−1, 1](22)
(with ∆ being the discriminant, as given in Definition 3.1 in [16]), which is composed
of Fk arcs on S
1 whose interiors are disjoint. On the other hand, the zeros of the
discriminant ∆, which are the zeros of Tr(TFk), the trace of the Fk-step transfer
matrix, lie inside of these arcs (one zero per arc). By Proposition 3.1, it follows
that when ω = u, the zeros of Z˜(N) accumulate on σess(C); more precisely, if distH
denotes the Hausdorff metric, then we have
lim
k→∞
distH(zeros(Z˜
(Fk)), σess(C)) = 0.
Now take an arbitrary ω ∈ Ω, and let Cω be the CMV matrix with Verblunsky
coefficients Θβ. Again, let Cω,Fk be the Fk-periodic approximation. The proof of
the following lemma will complete the proof of the theorem (namely, it demonstrates
independence of ω):
Lemma 3.6. There exists an increasing subsequence {Fki} ⊂ {Fk}, such that
σess(Cω,Fki ) = σess(CFki ) for all i = 1, 2, . . . .
Proof of Lemma 3.6. The matrix Cω,Fk is by definition one-sided, but it can be
extended to a bi-infinite matrix in a natural way (see [30, Chapter 11]); denote this
extension by Eω,Fk . Similarly, extend CFk , and denote the extension by EFk . We
have σ(Eω,Fk) = σess(Cω,Fk) and σ(EFk) = σess(CFk). We will show that for some
increasing subsequence {Fki} ⊂ {Fk}, Eω,Fki is unitarily equivalent to EFki .
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Definition 3.7. We say that a finite subword w of the Fibonacci sequence u is
repeatable if the bi-infinite periodic sequence with the unit cell w is a finite shift of
the bi-infinite periodic sequence with the unit cell u0u1 · · ·u|w|−1, where |w| denotes
the length of w. A finite subword is said to be nonrepeatable if it is not repeatable.
(Certainly not every subword of u is repeatable – take, for example, aa.)
Lemma 3.8. For any subword w of u with |w| = Fk, with Fk ≥ 2, we have the
following. Write w = w1w2, with |w1| = Fk−1. Then either w is repeatable, or w1
is repeatable.
Remark 3.9. We shall demonstrate below that for each Fk ≥ 1, there is a unique
word of length Fk that is not repeatable.
Proof of Lemma 3.8. Let us recall quickly how the sequence u is constructed. Let
S(a) = ab and S(b) = a, then iterate S starting with a:
S : a 7→ ab 7→ aba 7→ abaab 7→ apaababa 7→ abaababaabaab 7→ · · · .
Notice that at each step the word is a concatenation of the previous two words.
Let Wi be the word at level i; that is, Wi = S
i−1(a), with W1 = a. Then Wk =
Wk−1Wk−2, and |Wk| = Fk.
Claim 3.10. The following statements hold.
(1) For each k ≥ 2, the word WkWk contains exactly Fk distinct subwords of
length Fk, all of which are repeatable.
(2) For each k, there is precisely one subword of u of length Fk which is not
repeatable, which is characterized as follows. If Sk+1(a) = Wk+1Wk, then
the nonrepeatable subword of length Fk is the subword w of Wk+1Wk such
that Wk+1Wk = vwx with |x| = 1.
We should remark that the statement (1) of Claim 3.10 is known (and statement
(2) is a trivial consequence of (1)), and appears implicitly in a number of works
(see, for example, [14, 15]). The proof is quite straightforward by induction; for
details, see, for example, [27, Chapter 2] and [32, Chapter 3].
To complete the proof of the lemma, assume that w is a subword of u of length
Fk ≥ 2 which is not repeatable. Write w = w1w2, where |w1| = Fk−1. Then by char-
acterization of nonrepeatable words in Claim 3.10, w1 is a subword of Wk−1Wk−1,
which is repeatable. 
The following result is easily deduced from Lemma 3.8; one only needs to notice
that by definition, for any ω ∈ Ω, any finite subword of ω is a subword of u.
Lemma 3.11. For each ω ∈ Ω, there exists an increasing subsequence {Fki} ⊂
{Fk}, such that each subword ωFki := ω0ω1 · · ·ωFki of ω is a subword of u, and is
repeatable.
To finish the proof of Lemma 3.6, notice that by Lemma 3.11, for any ω ∈ Ω,
there exists an increasing sequence {Fki} ⊂ {Fk}, such that Cω,Fki is unitarily
equivalent to CFki via a left shift by the appropriate number of places. 
Application of Lemma 3.8 now completes the proof of Theorem 3.3. 
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3.3. The Density of Zeros Measure. We have so far discussed the topological
distribution of the Lee-Yang zeros in the thermodynamic limit. Another natural
question concerns the measure-theoretic distribution of the zeros. More precisely:
denote by Z(N) the set of zeros of Z(N) and by Z the zeros in the thermodynamic
limit, and let µn denote the counting probability measure on Z(N); does there
exist a measure µ on the unit circle, supported on Z, which is a (weak) limit of
the measures {µn} (or a subsequence thereof)? If so, how does µ relate to the
corresponding CMV matrix?
Now that we have established a connection between Ising models and CMV
matrices, the above questions have straightforward answers. Indeed, we have
Theorem 3.12. The measures µn converge weakly to the density of states measure
of the corresponding CMV matrix, supported on the essential spectrum thereof.
In fact, we shall prove a more general result for ergodic Ising models, of which
the Fibonacci quasi-periodic model above is a special case.
Indeed, suppose (Ω, g, µ, T ) is a stochastic system; that is, Ω is a topological space
with µ a positive Borel probability measure, g : Ω → C a bounded µ-measurable
function, and T : Ω→ Ω is ergodic with respect to µ (let us also assume that T is
invertible; for if not, there is an invertible system measure-theoretically conjugate
to (Ω, µ, T )).
Theorem 3.13. Let (Ω, g, µ, T ) be a stochastic system. Suppose further that g :
Ω→ G, and set βj(ω) = g(T j(ω)). Let dνn(ω) be the counting probability measure
on the zeros of Z(n). If E(log βj(ω)) <∞, then there exists a probability measure dν
(independent of ω) on ∂D such that for almost every ω ∈ Ω, dνn(ω)→ dν weakly.
Moreover, dν is precisely the density of states measure (as defined in Theorem
10.5.21 of [30]) for the CMV matrix with Verblunsky coefficients given by Θβj(ω).
Proof. In what follows, we consider ∆n restricted to ∂D. Set Bn = ∆
−1
n [−2, 2].
Theorem 11.1.1 from [30] guarantees that Bn consists of n + 1 compact arcs
with nonempty interior in ∂D, that we call σ
(n)
i , i = 1, . . . , n + 1, and the roots
z
(n)
1 , z
(n)
2 , . . . , z
(n)
n+1 of ∆n lie on ∂D with z
(n)
i in the interior of σ
(n)
i ; moreover, the
arcs σ
(n)
i , σ
(n)
j , i 6= j, may intersect only at the endpoints. Now let z(n),ri denote
the right end-point of σ
(n)
i . Define
γn := (−1)n+1
n+1∏
i=1
z
(n),r
i .
Define the so-called paraorthogonal polynomials as in Theorem 2.2.12 of [29] by
Ψn+1(z) := zΦn(z) + γnΦ
∗
n(z), with Φn being the orthogonal polynomials corre-
sponding to the CMV matrix with Verblunsky coefficients Θβj(ω). Then Theorem
2.2.13 of [29] guarantees that the zeros of Ψn are precisely
{
z
(n),r
i
}n+1
i=1
. On the
other hand, if we set dνγnn (ω) to denote the counting probability measure on the
zeros of Ψn, then Theorem 10.5.21 of [30] guarantees that the density of states mea-
sure dν exists and dνγnn (ω)→ dν weakly. On the other hand, since ∂D is compact,
and since the roots
{
z
(n)
i
}
and
{
z
(n),r
i
}
are all simple (and interlace in the sense
that between any two of the former there is one of the latter, and vice versa), it is
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easy to see that for any continuous function f on ∂D,
lim
n→∞
(∫
∂D
fdνγnn (ω)−
∫
∂D
fdνn(ω)
)
= 0.
Thus, since dνγnn (ω)→ dν weakly, we have dνn(ω)→ dν weakly. 
Theorem 3.13 can be improved when the essential support of the spectral measure
of the CMV matrix in question is not all of ∂D, and when the system (ω, µ, g, T )
is uniquely ergodic (which is, for example, precisely the case with the Fibonacci
substitution, where Ω is the hull, T is the left shift on the hull, and µ is the unique
ergodic measure):
Theorem 3.14. If (Ω, µ, g, T ) in Theorem 3.13 is uniquely ergodic, and if for each
ω ∈ Ω, the essential support of the spectral measures of the CMV matrix is not all
of ∂D, then the conclusion of Theorem 3.13 holds for all ω ∈ Ω.
Proof. If C(ω) denotes the CMV matrix with Verblunsky coefficients given by
{Θβj(ω)}j∈N, with ω ∈ Ω, let C(n)(ω) denote the so-called cutoff CMV matrix
given by the upper left n× n block of C(ω). Let dηn(ω) denote the counting prob-
ability measure on the eigenvalues of C(n)(ω). It is known that if the weak limit of
the measures dηn(ω) exists, and if the essential support of the spectral measures
of C(ω) is not all of ∂D, then dηγnn (ω) from Theorem 3.13 (for any choice of γn)
and dηn(ω) have the same weak limit, supported on the spectrum of C(ω) (for
this, see Theorem 8.2.7 in [30]; see also the discussion preceding the statement of
Theorem 3.4 in [31]). On the other hand, we know from Theorem 3.13 that the
weak limit of dνγnn (ω) exists for almost all ω and is independent of ω, and from
Theorem 10.5.21 from [30] we know that the limit of dηn(ω) also exists for almost
every ω ∈ Ω and is ω-independent, and coincides with the weak limit of dν(γn)n (ω).
Thus it remains to prove that in fact dηn(ω)→ dν weakly (with dν from Theorem
3.13) for all ω ∈ Ω. For this we employ the argument of Hof from the proof of
Proposition 7.2 in [22] verbatim, employing unique ergodicity. 
Appendix A. Unitary Dynamics and Subordinacy Theory
In this appendix we describe an adaptation of the Guarneri-Combes estimate,
and of an extension thereof due to Last, to the setting relevant to quantum walks,
namely discrete time dynamics generated by the iteration of a unitary operator
on H = ℓ2(Z) ⊗ C2 ∼= ℓ2(Z), which has been worked out in [10]. These estimates
derive a lower bound for the spreading rate of a quantum walk in terms of suit-
able regularity properties of the spectral measure of the initial state relative to the
unitary operator. We also describe an adaptation of the Damanik-Killip-Lenz the-
orem, which derives these regularity properties of spectral measures from suitable
transfer matrix estimates, and which has been worked out in [25].
Recall that we relabeled the basis elements and wrote them as {em}m∈Z. It is
the index of the latter basis elements that we refer to when we refer to position in
space. Of course, this is closely and explicitly related to the index of the elements
of the original basis.
We consider a non-zero finitely supported initial state ψ ∈ ℓ2(Z) and study the
spreading in space of Unψ as |n| → ∞. Since the unitary operators U we study are
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local in the sense that 〈em, Uek〉 = 0 if |m− k| > 2, it follows that for each n ∈ Z,
Uψ is finitely supported as well. In particular, we can consider moments
Mψ(n, p) =
∑
m∈Z
(1 + |m|p)|〈em, Unψ〉|2
for p > 0, which are finite for all n ∈ Z. For a general (not necessarily local) unitary
operator, we implicitly assume that the moments we consider are finite, so that the
questions we address are meaningful. For infinite moments, all the estimates given
below hold trivially.
Next we average in time and write
M˜ψ(N, p) =
1
N
N−1∑
n=0
M(n, p).
We ask at what power-law rate these quantities grow as N →∞ and hence set
β˜+ψ (p) = lim sup
N→∞
log M˜ψ(N, p)
p logN
, β˜−ψ (p) = lim infN→∞
log M˜ψ(N, p)
p logN
.
These quantities are called transport exponents. Our goal is to bound these trans-
port exponents from below in terms of suitable regularity properties of the spectral
measure associated with the initial state ψ (and the operator U). Below we state
a version of the Guarneri-Combes estimate, which is the simplest lower transport
bound of this kind. The required regularity is formulated in the following definition.
Definition A.1. Let α > 0. A finite measure ν on the unit circle ∂D is called
uniformly α-Ho¨lder continuous, denoted UαH, if there is a constant C < ∞ such
that for every arc I ⊆ ∂D, we have ν(I) ≤ C|I|α, where | · | denotes arc length.
We can now state the Guarneri-Combes estimate for the setting we consider.
It is an analog of the estimate Guarneri [17] and Combes [9] proved for the time-
averaged Schro¨dinger evolution and the proof of this proposition can be found in
[10].
Proposition A.2 (Guarneri-Combes Estimate). Suppose the spectral measure as-
sociated with U and ψ is UαH for some α > 0. Then, for every p > 0, there is a
constant Cp such that for every N ∈ Z+, we have
M˜ψ(N, p) ≥ CpNpα.
In particular, for every p > 0, we have
β˜±ψ (p) ≥ α.
It was observed by Last [26] in the Schro¨dinger evolution context that by ap-
proximation with uniformly α-Ho¨lder continuous measures, lower bounds of this
kind can be derived under a weaker assumption. The unitary analog of this result
was also derived in [10], and we state this result in Proposition A.4 below.
Definition A.3. Let ν be a finite measure on ∂D. For z ∈ ∂D, the lower scaling
exponent of ν at z is given by
s−ν (z) = lim inf
ε↓0
log ν(I(z, ε))
log ε
,
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where I(z, ε) is the arc of length ε > 0 centered at z. The Hausdorff dimension of
ν is given by
dimH(ν) = µ-ess-sup s
−
ν (z).
With this definition, the following was shown in [10].
Proposition A.4 (Guarneri-Combes-Last Estimate). Denote the spectral measure
associated with U and ψ by µU,ψ. Then, for every p > 0, we have
β˜±ψ (p) ≥ dimH(µU,ψ).
Let us now assume that the unitary operator is in fact an extended CMV matrix,
as was the case in the setting of Section 2, and to emphasize this, we re-denote the
unitary operator by E . In order to apply Proposition A.2 or Proposition A.4 (which
hold for general unitary operators), we need a sufficient condition for uniform α-
Ho¨lder continuity or a lower bound for the Hausdorff dimension of the spectral
measure that applies to extended CMV matrices, and which we are able to check
in our scenario.
As shown in [25], convenient sufficient conditions can be formulated in terms of
estimates for sequences vector-valued sequences obeying the recursion
(23)
(
ξn+1
ζn+1
)
= T (z, αn)
(
ξn
ζn
)
,
where
(24) |ξ0| = |ζ0| = 1.
The following result was shown in [25]. It is an adaptation of a result shown by
Damanik, Killip, and Lenz in the Schro¨dinger context [11].
Proposition A.5 (Damanik-Killip-Lenz Estimate). Suppose that for z ∈ ∂D, there
are constants γ1(z), γ2(z), C1(z), C2(z) > 0 so that
C1(z)L
γ1(z) ≤ ‖ξ‖L ≤ C2(z)Lγ2(z)
for every solution of (23) that is normalized in the sense of (24). Then, for ev-
ery spectral measure of E, the lower scaling exponent is bounded from below by
2γ1(z)
γ1(z)+γ2(z)
.
In particular, if S ⊂ ∂D is a Borel set such that there are constants γ1, γ2 and,
for each z ∈ S, there are constants C1(z), C2(z) so that
C1(z)L
γ1 ≤ ‖ξ‖L ≤ C2(z)Lγ2
for every z ∈ S and for every solution of (23) that is normalized in the sense of
(24). Then, the restriction of every spectral measure of E to S is purely 2γ1γ1+γ2 -
continuous, that is, it gives zero weight to sets of zero h
2γ1
γ1+γ2 measure.
References
[1] A. Ahlbrecht, C. Cedzich, R. Matjeschk, V. Scholz, A. Werner, R. Werner, Asymptotic
behavior of quantum walks with spatio-temporal coin fluctuations, Quantum Inf. Process.
11 (2012), 1219–1249.
[2] A. Ahlbrecht, H. Vogts, A. Werner, R. Werner, Asymptotic evolution of quantum walks with
random coin, J. Math. Phys. 52 (2011), 042201, 36 pp.
[3] M. Baake, U. Grimm, C. Pisani, Partition function zeros for aperiodic systems, J. Stat. Phys.
78 (1995), 285–297.
22 D. DAMANIK, P. MUNGER, AND W. N. YESSEN
[4] J. C. A. Barata, P. S. Goldbaum, On the distribution and gap structure of Lee-Yang zeros
for the Ising model: periodic and aperiodic couplings, J. Stat. Phys. 103 (2001), 857–891.
[5] S. G. Brush, History of the Lenz-Ising Model, Rev. Mod. Phys. 39 (1967), 883–895.
[6] R. J. Baxter, Exactly Solved Models in Statistical Mechanics, Academic Press, London (1982).
[7] M.-J. Cantero, A. Gru¨nbaum, L. Moral, L. Vela´zquez, Matrix-valued Szego˝ polynomials and
quantum random walks, Comm. Pure Appl. Math. 63 (2010), 464–507.
[8] M.-J. Cantero, A. Gru¨nbaum, L. Moral, L. Vela´zquez, The CGMV method for quantum
walks, Quantum Inf. Process. 11 (2012), 1149–1192.
[9] J. M. Combes, Connections between quantum dynamics and spectral properties of time-
evolution operators, in Differential Equations with Applications to Mathematical Physics,
Eds. W. F. Ames, E. M. Harrel II, and J. V. Herod, Academic Press, Boston (1993), 59–68.
[10] D. Damanik, J. Fillman, R. Vance, Dynamics of unitary operators, in preparation.
[11] D. Damanik, R. Killip, D. Lenz, Uniform spectral properties of one-dimensional quasicrystals.
III. α-continuity, Commun. Math. Phys. 212 (2000), 191–204.
[12] D. Damanik, D. Lenz, Uniform spectral properties of one-dimensional quasicrystals, I. Ab-
sence of eigenvalues, Commun. Math. Phys. 207 (1999), 687–696.
[13] D. Damanik, D. Lenz, Uniform spectral properties of one-dimensional quasicrystals, II. The
Lyapunov exponent, Lett. Math. Phys. 50 (1999), 245–257.
[14] D. Damanik, D. Lenz, The index of Sturmian sequences, European J. Combin. 23 (2002),
23–29.
[15] D. Damanik, D. Lenz, Powers in Sturmian sequences, European J. Combin. 24 (2003), 377–
390.
[16] D. Damanik, P. Munger, W. Yessen, Orthogonal polynomials on the unit circle with Fibonacci
Verblunsky coefficients, I. The essential support of the measure, to appear in J. Approx.
Theory (arXiv:1208.0652).
[17] I. Guarneri, Spectral properties of quantum diffusion on discrete lattices, Europhys. Lett. 10
(1989), 95–100.
[18] B. Iochum, L. Raymond, D. Testard, Resistance of one-dimensional quasicrystals, Physica A
187 (1992), 353–368.
[19] A. Joye, Random time-dependent quantum walks, Commun. Math. Phys. 307 (2011), 65–100.
[20] A. Joye, Dynamical localization for d-dimensional random quantum walks, Quantum Inf.
Process. 11 (2012), 1251–1269.
[21] A. Joye, M. Merkli, Dynamical localization of quantum walks in random environments, J.
Stat. Phys. 140 (2010), 1025–1053.
[22] A. Hof, Some remarks on discrete aperiodic Schro¨dinger operators, J. Stat. Phys. 72 (1993),
1353–1374.
[23] N. Konno, E. Segawa, Localization of discrete-time quantum walks on a half line via the
CGMV method, Quantum Inf. Comput. 11 (2011), 485–495.
[24] T. D. Lee, C. N. Yang, Statistical theory of equations of state and phase transitions. II. Lattice
gas and Ising model, Phys. Rev. 87 (1952), 410–419.
[25] P. Munger, D. Ong, The Ho¨lder continuity of spectral measures of an extended CMV matrix,
preprint (arXiv:1301.0501).
[26] Y. Last, Quantum dynamics and decompositions of singular continuous spectra, J. Funct.
Anal. 142 (1996), 406–445.
[27] M. Lothaire, Algebraic Combinatorics on Words, Cambridge University Press (2002).
[28] M. Queffe´lec, Substitution Dynamical Systems, Springer-Verlag, Berlin Heidelberg (2010).
[29] B. Simon, Orthogonal Polynomials on the Unit Circle. Part 1. Classical Theory., Colloquium
Publications, 54, American Mathematical Society, Providence (2005).
[30] B. Simon, Orthogonal Polynomials on the Unit Circle. Part 2. Spectral Theory, Colloquium
Publications, 54, American Mathematical Society, Providence (2005).
[31] B. Simon, Equilibrium measures and capacities in spectral theory, Inverse Problems and
Imaging 1 (2007), 713–772.
[32] W. F. Smyth, Computing Patterns in Strings, Addison Wesley (2003).
[33] S. Venegas-Andraca, Quantum walks: a comprehensive review, Quantum Inf. Process. 11
(2012), 1015-1106.
[34] W. N. Yessen, On the spectrum of 1D quantum Ising quasicrystal, to appear in Ann. H.
Poincare´ (arXiv:1110.6894).
OPUC WITH FIBONACCI VERBLUNSKY COEFFICIENTS 23
[35] W. N. Yessen, Properties of 1D classical and quantum Ising quasicrystals: rigorous results,
to appear in Ann. H. Poincare´ (arXiv:1203.2221v2).
Department of Mathematics, Rice University, Houston, TX 77005, USA
E-mail address: damanik@rice.edu
URL: www.ruf.rice.edu/∼dtd3
Department of Mathematics, Rice University, Houston, TX 77005, USA
E-mail address: pem1@rice.edu
URL: http://pem1.web.rice.edu/
Department of Mathematics, University of California, Irvine, CA 92697, USA
E-mail address: wyessen@math.uci.edu
URL: http://sites.google.com/site/wyessen/
