Abstract. A theoretical and computational framework is presented to obtain accurate controls for fast quantum state transitions that are needed in a host of applications such as nano electronic devices and quantum computing. This method is based on a reduced Hessian Krylov-Newton scheme applied to a norm-preserving discrete model of a dipole quantum control problem. The use of second-order numerical methods for solving the control problem is justified proving existence of optimal solutions and analyzing first-and second-order optimality conditions. Criteria for the discretization of the nonconvex optimization problem and for the formulation of the Hessian are given to ensure accurate gradients and a symmetric Hessian. Robustness of the Newton approach is obtained using a globalization strategy with a robust linesearch procedure. Results of numerical experiments demonstrate that the Newton approach presented in this paper is able to provide fast and accurate controls for high-energy state transitions.
1. Introduction. The control of quantum electronic states in physical systems has a host of applications such as quantum computers [5] , control of photochemical processes [37] , and semiconductor lasers [18, 31] . Quantum computers, in particular, have been the subject of much research interest since they hold the promise of performing complex calculations in polynomial time. In a quantum computer the classical logic states 0 and 1 are replaced by states of a quantum system. One such possibility is a two-level system where the occupancy of the ground state could be analogous to the logical 0 and the first excited state represents logic state 1.
In most of the envisioned applications, it is important to define fast control mechanisms that cannot be constructed based on perturbation theory strategies or on apriori parameterized control fields. This fact motivates the increasing interest in the optimal control theory framework [24] within which many recent successful results for quantum control problems [7, 8, 9, 23, 26, 27, 28, 34, 35] have been obtained. A pioneering work in this field was done by Peirce, Dahleh, and Rabitz [33] who investigated the optimal dipole control of a diatomic molecule represented by a Morse potential. The focus in this and in other early papers (see [11, 13] ) was to validate the ability of the optimal control framework to provide suitable quantum control mechanisms. However, computational difficulties due to the structure of the optimality system with bilinear control and the nonconvexity of the optimization problem led to research focused more on finite-dimensional Schrödinger equations; see, e.g., [7, 9, 28, 35] . In this case, the computational schemes of choice have been the monotonic iterative scheme [28, 35] and accelerated versions of the gradient scheme [7, 8] . These firstorder schemes perform well for finite-level quantum systems and provide acceptable results [27, 41] when applied to infinite-dimensional systems. However, they cannot provide second-order convergence typical of the Newton method and their convergence behavior may not be robust with respect to changes of values of discretization and optimization parameters.
It is the purpose of this work to develop an accurate, efficient, and robust Newton scheme for infinite-dimensional quantum systems in the most representative case of a dipole control structure. We remark that, although the application of the Newton scheme to solve constrained optimization problems is well known, its use for solving quantum control problems has been less successful. The reason for this fact is manifold and will be illustrated in this paper. In particular, we discuss the accurate construction of the gradient and the setting of the Hessian of the reduced optimization problem. The former requires: 1) an appropriate discretization scheme that is norm-preserving and second-order accurate also in the case of time-varying potential; 2) a discretizebefore-optimize approach to avoid any inconsistency between the optimality condition and its discrete approximation; 3) a gradient which is defined in the same functional space where the control function is sought. This last point is automatically fulfilled in a full Newton scheme. Point 2) results are necessary as in our experience bilinear control problems have very flat minima and therefore are prone to gradient inconsistency when using a optimize-before-discretize approach.
The other important aspect for a successful development of the Newton scheme for solving our problem is the construction (in the sense of application) of the Hessian. For this purpose, we notice that a formal derivation of this operator, which does not take into consideration the fact that quantum control problems are defined in complex Hilbert spaces, results in nonsymmetric Hessians and thus in nonconverging schemes; see a related discussion in [4] . For this purpose, we introduce a real-valued matrix representation of complex variables and obtain the Hessian within this formalism. Together with this fact, we provide a new theoretical analysis of first-and secondorder optimality conditions giving criteria such that the Hessian becomes positive definite in a neighborhood of the optimal solution. Because the theoretical analysis is quite involved, for ease of reading we present this analysis in the Appendix while we recall the main results where needed.
The Newton scheme which results taking into consideration all issues mentioned above still may lack of robustness because of nonconvexity of the optimization problem. This fact appears less clearly with large values of the regularization parameter and when considering large time intervals for the control. However, in application we need controls that are fast and accurate, i.e. with less regularization. For this purpose, we augment the Newton scheme with a robust linesearch algorithm which exploits a priori estimates and uses continuation techniques to solve our problem with small regularization. Results of numerical experiments demonstrate that the resulting globalized Newton scheme is able to compute fast controls for high-energy transitions with typical second-order convergence.
In the next section, we introduce a dipole quantum control problem and discuss modeling issues concerning the objective and the governing equation. We employ the optimal control framework by formulating a cost to minimize with the equality constraint that the particle dynamics satisfy the time-dependent Schrödinger equation (TDSE). The cost functional is designed in such a way to avoid specification of the phase of the target function. Further, we review some properties of the TDSE, define the optimality system to be solved, and show that the constrained optimization problem can not have a unique minimizer.
In Section 3, a second-order accurate discrete approximation to the Schrödinger equation with dipole control potential is introduced which shares the unitarity for the continuous TDSE. We use a real-valued matrix representation of complex variables for the discretization of the governing equation and of the objective. Hence we derive the discrete optimality system. From this we obtain the reduced objective and correspondingly define the gradient and the reduced Hessian. With this setting, in Section 4 we present all details of our Newton method that includes initialization and globalization issues. In particular, we discuss a robust linesearch where the unitarity of the TDSE is used to compute a maximum feasible steplength for the line search which also provides a useful criteria indicating when a unit steplength is feasible.
In Section 5, we investigate the ability of the optimal control framework to provide fast and accurate controls for high-energy state transitions and validate our Newton scheme. Results of numerical experiments show that with our approach we are able to obtain controls for very short time intervals and to steer high-energy transition while solving the optimality system to high accuracy, that is, to very small values of the norm of the reduced gradient. In addition, we present a comparison of the performance of the Newton scheme with that of a steepest descent algorithm and of a nonlinear conjugate gradient method, showing that our Newton approach outperforms gradient based schemes.
In the Appendix, we define our functional setting and discuss existence and uniqueness of solution to the TDSE problem. We use these results to define the reduced optimization problem and illustrate the optimality conditions. Then we prove existence of optimal solutions and provide criteria such that the second-order sufficient optimality condition holds.
A section of conclusion completes the exposition of our work.
2. Model problem and optimal control framework. We illustrate the model of a charged quantum particle subject to a stationary confining potential and a timedependent electric control field [3] . A dipole approximation of the electric field is considered and we formulate the control problem of steering transitions of the particle among stationary states. In this section, we focus on the physical properties of the model and on the formulation of the control problem, including the main theoretical statements on the optimality system, while in the Appendix we collect details of our functional analytic setting and present our proofs of the existence of an optimal control solution including necessary and sufficient optimality conditions.
The quantum state of a particle is described by a wavefunction ψ : Q → C that is governed by the time-dependent Schrödinger equation (TDSE) as follows
where Ω is the spatial domain and (0, T ) is the time interval, and we choose the scaling of the Planck constant = 1 and the mass m = 1/2. The potential V (x, t) consists of a stationary part V 0 (x) and a time varying control part. In the quantum mechanical framework, a dynamically stable system like an atom or a molecule exists in the presence of a stationary confining potential, that is, a potential with a 'well' envelope [14] . In this case one considers the following eigenproblem
whose eigenfunctions represent the stationary states and the eigenvalues λ j represent the energy of the corresponding states. The time-evolution of these states is given by ψ j (x, t) = φ j (x) exp(−iλ j t). A representative stationary potential with various applications in semiconductor nanostructures [20] , define on Ω = (0, ), is the infinite barrier well potential where V 0 (x) = 0 for x ∈ (0, ) and V 0 (0) = +∞ and V 0 ( ) = +∞. The infinite barrier condition is equivalent to homogeneous Dirichlet boundary conditions for the wavefunction and thus we have
and φ j (x) = sin(jπx/ ). Although the methodology in this work is not limited to the infinite quantum well potential, in application it is important to consider this case to determine a control function V (x, t) which allows transitions of a charged particle from one stationary state to another of a quantum well over a short time interval. A physically meaningful control mechanism is an electric control field modeling a laser pulse. Using the dipole approximation the total potential results in the form V (x, t) = V 0 (x) + u(t) x, where u : (0, T ) → R is the modulating control amplitude. Our approach generalizes to n dimensions considering a vector-valued control u(t) · x with x ∈ R n and u : (0, T ) → R n . Next, we discuss some important properties of the solution to the TDSE and report a few results from perturbation theory. We write e(z) and m(z) for the real and imaginary part of a complex z ∈ C. Moreover, z * stands for the complex conjugate of z and |z| C = √ z * z for its absolute value. For our discussion, we define H = L 2 (Ω; C), the Hilbert space endowed with the inner product
and the induced norm ϕ H for ϕ ∈ H. The Hilbert space V = H 1 0 (Ω; C) is given by
supplied with the inner product (ϕ, ψ) V = (ϕ , ψ ) H for ϕ, ψ ∈ V and the induced norm ϕ V . We also need the Hilbert space
For more details on the above Lebesgue and Sobolev spaces and more weaker spaces see the Appendix and, e.g., [1, 17] . Now, consider the TDSE with an initial state of the quantum system given by ψ 0 (x) ∈ V at t = 0. One recognizes that the Schrödinger evolution operator is timereversible (non-dissipative) and therefore ψ cannot have better regularity than ψ 0 [10] . We also see that with a time-varying potential there is no energy conservation. In fact we want to change the energy of the system. However, we have mass conservation as stated by the following
Proof. The time rate of change of the total probability is
Since x is a self-adjoint operator (in the sense that A : H → H defined by (Aψ)(x) = xψ(x) is a self-adjoint operator) with respect to the inner product, it means that we are taking the real part of a purely imaginary quantity in (2.3). It follows that ∂ t ψ Proof. Let P be the parity operator defined Pf ( m + x) = f ( m − x) and H 0 = −∂ 2 x + V 0 be the stationary Hamiltonian with H 0 φ j = λ j φ j . We have
Since the operators commute, φ j must be an eigenfunction of the parity operator Pφ j = µ j φ j . Given that P 2 φ j = φ j , the parity eigenvalue must be µ j = ±1. Therefore, all eigenfunctions must be either symmetric
An important result of perturbation theory is that in a long time horizon a timeharmonic control u(t) is able to induce transition between two eigenstates if its frequency equals the difference of energy of the two states [14] . Therefore, it is relatively easy to control state transitions for long time intervals as we show in the example below. However, the problem becomes very difficult if short time intervals are considered. Here short means that T ≈ 2π/ω and in this case the perturbation theory is inapplicable and the control u(t) deviates greatly from an harmonic function. In this case we use an optimal control approach.
To formulate the optimal control problem, we have to decide in which functional space the control is sought. From the previous discussion, it appears that the control space U = H 1 0 (0, T ; R) is the most appropriate for dipole controls as it means that the laser pulse cannot change instanteously and it accommodates sinusoidal functions for long time controls. In the optimal control framework, this choice means that the objective of the optimization has a regularization term of the form u 2 U , where this norm is induced by the following inner product
with 0 < α 1. Notice that with this norm the control is continuous since
Use of smaller values of α allows for controls with larger rates of change. We have that the control is zero at the beginning and at the end of the time interval which is the maximum time-window for the laser pulse.
Our control problem requires to finding a control u ∈ U such that a quantum system initially in the state ψ 0 evolves with (2.1) to a state ψ(·, T ) that is as close as possible to a desired target configurationψ. This aim is formulated by requiring to minimize the objective given by the following cost functional min ψ∈W, u∈U 5) under the constraint given by the TDSE, including the initial condition, denoted as follows
where H(u) = −∂ 2 x + V 0 (x) + u(t) x and we introduce the projector P ψ = (ψ, ψ) Hψ . The goal of the first term of the cost functional is to track the given terminal statẽ ψ up to a global phase e iϕ T which cannot be specified. In the Appendix, we prove existence of a unique solution to e(ψ, u) = 0 for a given u ∈ U and discuss the differentiability properties of the operator e and of the objective J(ψ, u) as required for the optimal control formulation.
Before we discuss the solution of this constrained optimization problem, we consider the case of a control of sinusoidal type designed to drive our quantum model from the first eigenstate φ 1 (x) = sin(πx/2) to the second one φ 2 (x) = sin(2πx/2) where we choose = 2. We take a control of the form
with λ 2 − λ 1 = 3π 2 /4 and the linear term is such that u(0) = 0 and u(T ) = 0. With this control in (2.6) and ψ 0 = φ 1 , we solve the forward problem and obtain ψ(·, T ) which is used in (2.5) together withψ = φ 2 to determine J(ψ, u). choosing ω = 3π 2 /4, smaller amplitudes are required in correspondence to larger time horizons in order to attain the minimum of the objective. However, with T = 1 we have ωT ≈ 2π and the objective does not change considerably as we increase the amplitude. On the other hand, in the right picture we see that, choosing T sufficiently large and a fixed amplitude, a clear minimum is obtained for ω = 3π 2 /4. We show that a control suitable for fast state transition can be obtained by in the optimal control formulation given by (2.5) and (2.6). To characterize the solution to this problem, we introduce the following Lagrangian
where p is the Lagrange multiplier. We prove in the Appendix that any minima of (2.5) and (2.6) corresponds to an extremal point of the Lagrangian; see also [24, 25] . Therefore, by taking the Frechét derivatives of L(ψ, u, p) with respect to the optimization variables gives the following first-order optimality system that characterizes the optimal solution, we have
This system consists of the state equation, the adjoint equation, and the optimality condition, respectively, with homogeneous Dirichlet boundary conditions, and initial and terminal conditions given by
In the Appendix, we prove that there exists at least one solution to (2.9)-(2.10). We also prove that if γ is sufficiently large and the projection P ψ(T ) 2 H is sufficiently small, then the second-order sufficient optimality condition holds and our optimization problem is locally strictly convex.
Notice that the control is a function of time only, and the state and adjoint variables can be seen as implicit functions of the control. Therefore the dimensionality of the optimization problem can be reduced significantly introducing a reduced cost functionalJ(u) = J(ψ(u), u). In the Appendix we show that the corresponding gradient is given by
Therefore we have that ∇J(u) ∈ H −1 (0, T ; R) which is problematic with a gradientbased approach because the gradient is not in the same space of the solution and thus neither it provides an update to the control along the descent direction. It has been shown [41] , that this problem can be solved by using the Riesz representation of the gradient in the H 1 0 (0, T ) space as a means of Sobolev smoothing. Although we will ultimately be working with a discrete optimality system, the idea of formulating the gradient in a weighted 2 space follows analogously. A main difficulty in the analysis and solution of our quantum control problem is that it may admit multiple solutions (as most bilinear control problems). We prove that this is the case in the following. Proposition 2.3. Let the initial and target states be eigenfunctions and the stationary potential be symmetric, then the reduced cost functional does not have a unique minimizer. In particular, if u * (t) is a minimizer, then so is −u * (t) and consequently ∇J(u) is nonconvex independently of regularization.
Proof. Let ψ(x, t) be a solution to the TDSE with symmetric stationary potential
This implies that if a control u(t) yields a solution ψ(x, t), then −u(t) yields a solution which is spatially reversed ψ(−x, t). The projection of the final state onto the target has the value (ψ(·), ψ(·, T )) H . Sinceψ(x) is an eigenfunction, it has either even or odd parity. The final value of the wavefunction ψ(x, T ) is given by the control u(t) and Pψ(x, T ) is given by −u(t). The parity operator is self-adjoint on L 2 (P = P * ), by virtue of commuting with the self-adjoint Hamiltonian. This gives the relationship
The cost functional depends only on the magnitude of this projection, thereforẽ J(u) =J(−u). The consequence of the above nonuniqueness property is that the cost functional cannot be globally convex, independently of how large the regularization parameter may be.
3. Formulation of the discrete optimal control problem. In a PDE-based optimization problem, there are two possible discretization procedures. One is the optimize-before-discretize approach in which we discretize the optimality system (2.9) choosing appropriate discretization schemes for the forward equation, for the adjoint equation, and for the optimality equation. The drawback with this approach is the possible inconsistency between the discretized objective and the reduced gradient given by the discrete optimality condition; see [12] . This means discrepancy between the directional derivative (∇J(u), φ) H and its approximationJ
, which, however, can be controlled at the cost of increasing accuracy of discretization by using finer meshes. The other drawback of the optimize-before-discretize approach is that the Hessian may not be symmetric.
In our experience, gradient inconsistency is usually not negligible in the case of hyperbolic-and Schrödinger-type equations with bilinear controls. For this reason, we pursue the approach of discretize-before-optimize where the consistency between the reduced objective and its gradient is guaranteed. The first step is to discretize the state equation and the Lagrangian and then take derivatives to obtain first-and secondorder optimality conditions. The difficulty of this approach is that the approximation scheme resulting for the adjoint equation may be numerically disadvantageous.
In any case, the discretization of the Schrödinger equation must be norm-preserving to ensure a discrete ∂ t ψ(·, t) 2 H = 0. This is essential, otherwise it happens that we may compute a control which attains a minimum of the functional by violating the underlying physical constraint. Moreover, we want a scheme that is second-order accurate also with time-varying potentials.
We know that the classical Crank-Nicolson scheme is norm-preserving and unconditionally stable when solving the Schrödinger equation with stationary potential [33] . However, in quantum control problems, the Hamiltonian between different time steps is different, H(t k ) = H(t k−1 ), and in this case the Crank-Nicolson scheme is not norm-preserving. For this reason, we define a modified Crank-Nicolson (MCN) method by first integrating numerically the semigroup operator and then using a Padé approximant.
Consider the semigroup operator ψ(δt) = exp (Θ(δt)) ψ(0), where Θ(t) is given by the Magnus expansion [22] . This is an infinite series representation for a timedependent Hamiltonian. In the case of a dipole control with H(t) = −∂ 2 x + V 0 (x) + u(t)x, the Magnus expansion terminates after three terms.
We choose to approximate Θ(t) by the first term in the expansion. The analysis of a similar second-order truncation with a midpoint rule is carried out by Hochbruck and Lubich in [21] ; see also [39] . In our approach, we approximate the integral in the first term of (3.1) with the trapezoidal rule. The choice of the trapezoidal rule over the midpoint rule results in control and state variables that are defined on the same time step. Since the Magnus formula and the integral are approximated to second order, the overall scheme is second-order accurate also in the case when the potential is time-dependent. In addition, we can prove that our scheme is unconditionally stable. Now, let N t be the number of time steps of size δt = T Nt and N x be the number of intervals of the Ω discretization. The TDSE discretized by our MCN scheme results in the following
Spatial discretization of the Hamiltonian H(t k ) is carried out using linear finite elements on a uniform grid which results in a matrix H k . We have that H k = H k , which is important for preserving unitarity of the time-stepping method. Let
. This gives the desirable property that A k = A k , which is consistent with the infinite-dimensional Hamiltonian operator being Hermitian. We notice an important fact: While we have no difficulty with the complex-valued variable representation in gradient-based optimization approaches [41] , the real-valued matrix representation of complex variables is necessary for constructing the Hessian; see [40] . Suppose z 1 , z 2 ∈ C with z = x + i y for = 1, 2. These can be represented as vectors in R 2 with Z = x , y . Notice that, considering Z 1 and Z 2 as vectors in R 2 , it is not possible to use vector multiplication between them which results equivalent to multiplication between the corresponding complex variables. For this purpose, a matrix representation of one of the two vectors is employed as follows.
In this representation, complex conjugacy is performed via the transpose operation. This representation is also valid for matrices and vectors and in such cases leads to block systems. The spatially-discrete form of Equation (3.2) contains a term −i A k , for which therefore a real-valued representation is needed. Including the left-hand side terms, we obtain a block matrix B k as follows
This gives the following representation of the equality constraint
where y is a compact notation for the set of state vectors at each time step y 1 , . . . , y Nt and similarly for u. Given a total number N x of grid points, the wavefunction at each time step will be a vector in C Nx−2 , therefore the state vector at each step will be in R 2Nx−4 . We introduce the matrix operator S which corresponds, in matrix representation form, to multiplication by i. We have that
In this representation, we can rewrite the original cost functional in the form
The matrix K is symmetric and positive definite and is a linear finite-element discretization of the Helmholtz operator I − α∂ 2
x . This means that the weighted inner product u Kv is a second-order approximation to (u, v) U .
We consider the Lagrangian
Differentiating this Lagrangian with respect to its arguments and setting the derivatives to zero gives the discrete first-order optimality system
The control vector u = (u 1 , . . . , u Nt−1 ) has N t − 1 elements as the control is set to zero at the initial and final times. The elements of the vector f = (f 1 , . . . , f Nt−1 ) are given as
where V is the discrete approximation of iδt 4 x and X = diag(x 1 , . . . , x Nx−1 ). The initial and terminal conditions are as follows
B Nt p Nt = ỹ −Sỹ ỹ y Nt y Sy Nt (3.14)
Notice that our modified Crank-Nicolson scheme results in a unitary time-stepping, while the resulting scheme for the adjoint equation is non-unitary. This situation is reversed in using the standard Crank-Nicolson scheme for the forward problem. We emphasize that because the cost functional depends on the state variable, it is essential to preserve the norm of the state variable. Now, consider the reduced cost functionalJ(u) = J(y(u), u). The gradient of this objective function is
Since the control itself has only N t − 1 degrees of freedom and the state variable has (N t − 1)(N x − 2) degrees of freedom, the matrix of the optimality system is very large with [ (2N x − 3)(N t − 1)] 2 elements, albeit sparse. In contrast, the reduced Hessian will be a full matrix with (N t − 1) 2 entries. Because of the structure of the optimal control problem, applying the Hessian to a vector is not significantly more expensive than computing the gradient, so the reduced Hessian approach is suitable for use with a Krylov solver. The application of the Hessian is presented in 2. The reduced Hessian is formulated following [6] .
The equality constraint can be written as a block bidiagonal system where e(y, u) is a matrix and y is a column-stacked vector. We have
Linearizing the system about a control u, the change in the state variable y due to a change δu is δy = −e y −1 e u δu. We have that
where δy = −e y −1 e u δu and δp = −e y − [L yy δy + L yu δu]. We can write the linearized equality constraint with the following
. . . . . .
. The application of e y −1 and e y − follows the two-term recursion form of the forward and adjoint equations given in (3.9) and (3.10). The matrix L uu is given by γK and L yu has the form
. . .
It is the L yy block that necessitates the real variable formulation, because the Lagrangian is not analytic in ψ. L yy is a block matrix of N t −1×N t −1 blocks, each of size N x − 2 × N x − 2. However, since the cost depends only on final-time observation, these blocks are all zero except for the lowest right-most block. This block contains the projection matrix of at least rank 2, i.e. P = ỹ −Sỹ ỹ −Sỹ . Writing this explicitly in real and imaginary parts, results in the matrix
There is no way to form this operator utilizing the dyadic product of a complex-valued vector with itself. Indeed, the fact that a rank-2 matrix is needed instead of a rank-1 matrix indicates the lack of an equivalent complex representation. We have completed the formulation of the discrete optimal control problem that has been tailored to guarantee a consistent gradient and an appropriate construction of the Hessian.
4.
A globalized Newton method. In this section, we discuss our globalized Newton approach focusing on two issues. First, we discuss the problem of starting the Newton procedure which arises due to the fact that, in a quantum control setting, the starting configuration and the target are usually orthogonal functions. In particular, it is meaningful to require to reach the target state exactly, which is possible if the weight of the regularization terms goes to zero. However, in this case it is difficult to argue positive definiteness of the Hessian. The second issue arises from the lack of convexity of our optimization problem and the need of a robust and efficient linesearch procedure.
Our numerical experience shows that the initialization of the minimizing iteration is a delicate step. Guessing an initial control to be nearly harmonic as in equation (2.7) can be a viable strategy when ωT 1. However, for short time intervals, a more robust initialization is required. Clearly, an initial guess of a zero control does not work. As the initial and target states are both eigenfunctions, they are orthogonal and the projection onto the target will be zero in the absence of a non-zero control function. Then the particle remains in the initial state and, P ψ = (ψ, ψ) Hψ = 0 which makes the adjoint variable and consequently the gradient identically zero. We have that the cost functional has a local maximum. If one were to modify the target state to be someψ ∈ span(ψ 0 ,ψ), then the projection onto the modified target will be non-zero, which in turn gives a non-zero gradient.
An additional difficulty arises from the parity of the eigenstates. In particular, if ψ 0 andψ are either both even or both odd, then the integral term in (2.11) will vanish due to an antisymmetric integrand. For this reason, we recommend modifying the target state toψ ∈ span(ψ 0 ,ψ, xψ). Once a control is computed for the transition ψ 0 →ψ, it may be used as a starting guess for the transition ψ 0 →ψ. This approach mimics an homotopy method. For very fast controls and large energy transitions, we use a sequence of intermediate targetsψ 1 ,ψ 2 , ... which approachψ in L 2 . The choice of regularization parameters plays an important role in the initialization as well. It is desirable to start having a large regularization, that gives faster convergence in computing the Newton direction with symmlq. At the same time, a large weight of the cost will compromise the goal of attaining the target as close as possible. Therefore we employ successive reductions of the regularization parameter. We have found that halving γ whenever ∇J(u) U reaches a given tolerance provides robust convergence to optimal controls corresponding to very small regularization.
We start the discussion of our globalized Newton scheme giving the workflow of the main Algorithm 1, followed by the illustration of the linesearch procedure given by Algorithm 3. To improve readability, we use the notation of the continuous formulation. Their discrete counterpart is discussed in the previous section.
Notice that in Algorithm 3 we anticipate the possible lack of positive definiteness, while still exploiting the symmetry of the Hessian, by using the Krylov-type symmetric LQ method [32] . In our experience, symmlq consistently computes search directions in less time than other Krylov methods, such as GMRES or BiCG. If the Hessian has negative eigenvalues, symmlq may compute an ascent direction. Whether the Data: Given ψ 0 ,ψ, γ, α, T , u = 0 Chooseψ; while ||∇J(u)|| > tol 
Algorithm 2: Applying the reduced Hessian to a test vector δu direction is an ascent or descent can be determined from the sign of its projection onto the gradient. In the cases where δu is an ascent direction, −δu is a descent direction and thus it is used instead. We have shown in Proposition 2.3 that the objective is nonconvex and therefore a linesearch is required to globalize the Newton method. Once a search direction d is computed by the Krylov-Newton solver, the aim is to compute a steplength a such that it satisfies the strong Wolfe conditions (SWC) given bỹ
When using a linesearch with a Newton-type method, it is often recommended that one begins with a = 1; see, e.g., [30] . This is an excellent choice when the functional is locally quadratic. However, in our optimization problem, the desired steplength can be orders of magnitude smaller which happens when the higher order derivatives of J(u + a d) with respect to a are large compared to the first and second-order derivatives. We use our knowledge of the model to define the initial steplength. In our case, the tracking part of the cost functional is bounded between 0 and 1 for all controls by virtue of the unitarity of the state equation; see Proposition 2.1. On the other hand, the cost functional is bounded from below by the regularization term. This amounts 
In addition, this upper bound provides a valuable metric in the sense that if a max 1 occurs, it means that a locally quadratic model is not valid. We have the following new result: In order to have a robust and efficient linesearch scheme we combine two methods. First, we apply the Algorithm 4 that, for a given a descent direction d, computes the maximum feasible steplength. If a = 1 satisfies the SWC condition, it is accepted. Otherwise, it is assumed that the functional is locally approximated by a cubic polynomial and for this purpose we construct a cubic Hermite interpolant on [0, 1]. The minimum a m of this polynomial function is tested for the SWC condition. If this condition is not satisfied, we apply a more robust scheme represented by the bisection method of Algorithm 5 given below. At the end a minimizer will be bracketed by [0, a amax ].
We have implemented a modified bisection method to compute a minimum of a C 2 function. For this purpose, we write a set of criteria which ensure that a twice continuously differentiable function f (x) must have at least one local minimizer x * ∈ (x l , x r ). We have the following Proposition 4.2. Suppose that f is continuously differentiable. If f (x l ) < 0 and f (x r ) > 0, then there must be at least one point inx ∈ (x l , x r ) such thatx is a local minimum.
, then there must be at least one point inx ∈ (x l , x r ) such thatx is a local minimum.
Data: Given a descent direction p and the function f (a) =J(u + a d) and These two propositions give the guideline for the formulation of the following minimization algorithm. If for any reason, Algorithm 5 returns a critical point a * which does not satisfy the SWC condition, then we can use the fact that for sufficiently small value of c 1 there exists a point that does satisfy the SWC and lies between 0 and any critical point which does not. We can then use a * as an upper bound and apply the bisection scheme on the interval (0, a * ).
Numerical Results.
In this section, we are concerned with the evaluation of the optimal control formulation for dipole control of a quantum system and with the investigation of the computational performance of the proposed Newton scheme. We consider the cost for state transitions for different choices of the regularization parameters and we compare the convergence behavior of the Krylov-Newton scheme with that of gradient-type schemes. We work in the discrete H 1 space; see [41] . We focus on fast state transitions and we compare results with T ranging from very small to moderate values. Unless otherwise stated, we take a spatial domain Ω = [0, 2] with N x = 100 grid points and consider the time interval (0, T ) subdivided in N t = 100 time steps.
In Figure 5 .1, we report the values of the objective at the optimum of state transition 1 → 2 for different values of the regularization parameters. We notice that Data: a l and a r which bracket a minimum point.
Compute the midpoint a m = 1 2 (a l + a r ) and evaluate f (a m ) and
Algorithm 5: Bisection minimizer for a given γ, the objective value increases while increasing the value of α, that is, penalizing highly varying controls. We see that our scheme can explore a large range of values of γ such that good tracking of the target function can be guaranteed. In Figure 5 .1, we also plot the optimal controls corresponding to a given α for a range of γ values. We notice that, as the weight of the cost reduces, the control acquires more structure and we obtain an improved tracking. The results shown in Figure 5 .1, suggest that the resulting optimal control are not simple harmonic functions. This fact appears more clearly in the plot of Figure  5 .2 where optimal controls for different state transitions are depicted.
In correspondence to the control of the transition 1 → 2, we provide in Figure  5 .3 a picture of the corresponding time evolution of |ψ(x, t)| 2 . We can clearly see the transition occurring for the state.
We remark that large differences are obtained between optimal controls corresponding to different time horizons. In Figure 5 .4, we see that as the terminal time T increases from the very small value T = 0.75 to the moderate value T = 4, the ampli- tude of the control decreases of two orders of magnitude and becomes less oscillating. This result points out the difficulty of solving for short terminal times.
Next, we investigate the computational performance of our optimal control solver. We start with Table 5 .1, where we compare the convergence behavior of the KrylovNewton (KN) scheme, of the steepest descent (SD) scheme, and of the nonlinear conjugate gradient (NCG) scheme. We use the NCG method proposed by Hager and Zhang [19] which in our case appears to be the most competitive among NCG schemes.
For these experiments, we choose the initial state ψ 0 (x) = sin(πx) and the target state isψ(
[sin(πx)+sin(2πx)]. We take T = 1. The regularization parameters are γ = 10 −1 and α = 10 −3 . Results with this setting are reported in Table 5 .1 that provides the convergence history of the iterative schemes along nine iterations. We can see that the Krylov-Newton scheme does not descend as rapidly in the first steps followed by accelerate convergence in the subsequent steps thus overperforming the SD scheme and the NCG scheme.
A useful metric of computational performance of the schemes discussed here is a comparison of CPU times to reduce the value of the norm ||∇J(u)||, representing the error in solving the optimality condition. We consider the initial state as φ 1 (x) and the target asψ = 1 √ 2 (φ 1 + φ 2 ), T = 1, and fixed regularization parameter α = 10 −2 .
We compare for two different values γ = 10 −1 and γ = 10 −4 to show the influence of regularization on the convergence of the control problem. In Figure 5 .5, we plot The dashed line is the optimal control, multiplied by factor of 5, for T = 1 so that it can be shown on the same scale. Right: The optimal controls for T = 2 and T = 4 with solid and dashed lines respectively. Table 5 .1 Convergence of the SD scheme, the NCG scheme, and the KN scheme to reach the optimal cost J * =J(u * ). the values of ||∇J(u k )|| for a sequence of iterations k = 1, 2, ..., as a function of CPU time to illustrate the relative performance of the KN method compared to the NCG scheme. In both cases, the Matlab Krylov solver, symmlq is used with a tolerance of 10 −5 and the L uu block is used as a preconditioner. The plots in Figure 5 .5 show that the NCG scheme provides comparable computational performance to the KN scheme when choosing larger values of γ. However, as γ is taken smaller, the KN method converges significantly faster to the optimal control solution.
6. Conclusion. We discussed an optimal control approach to the construction of an accurate dipole control mechanism which is able to induce transition between quantum states within a short time horizon where the classical perturbation approach is no longer valid. For this purpose we introduced appropriate discretization schemes and a globalized Newton method with a properly designed linesearch for computing the optimal dipole control. Results of numerical experiments were reported to show the ability of the resulting scheme to provide fast optimal controls that induce transition with high energy differences.
Appendix A. The dipole quantum control problem. We present all details of our functional analytic setting and present our results on the existence of an optimal control solution including necessary and sufficient optimality conditions. For ease of presentation, in this appendix we repeat a few definitions concerning functional spaces. To the best of our knowledge, this is the first systematic and complete analysis of first-and second-order necessary and sufficient optimality conditions for the dipole quantum control problem.
Let Ω = (0, ) be an open interval with > 0. Recall that for q ∈ [1, ∞) the Lebesgue space L q (Ω; C) is defined as
In particular, we set H = L 2 (Ω; C), which is a Hilbert space endowed with the inner product
* ψ(x) dx for ϕ, ψ ∈ H and the induced norm ϕ H for ϕ ∈ H. The Hilbert space V = H 1 0 (Ω; C) is given by
and the induced norm ϕ V = (ϕ, ϕ) V for ϕ ∈ V. For more details on Lebesgue and Sobolev spaces we refer to [1, 17] , for instance. 
where we write ϕ(t) for the function on Y only; see, e.g., [1, 17] . Analogously, the spaces H 
where V = H −1 (Ω; C) denotes the dual space of V = H 1 0 (Ω; C). The space W (0, T ) is endowed with the inner product
and the associated induced norm.
A.1. The state equation. Let u : (0, T ) → R be a given control input function. We suppose that our potential V has the form
where V 0 : Ω → R is fixed. Then, the wave function ψ : Q → C is governed by the time-dependent Schrödinger equation:
where i is the imaginary unit and ψ 0 : Ω → C is a given initial wave function distribution. We say that ψ is a weak solution to (A.2) if ψ ∈ W (0, T ) holds with ψ(0) = ψ 0 in H and
is satisfied, where (· , ·) V ,V denotes the dual pairing between V and V .
Proof. For the existence of a weak solution to (A.1) we refer the reader to [42] . From (A.3) we infer that
Recall that for ψ ∈ W (0, T ) we have
see, e.g., [17] . By assumption, V (x, t) ∈ R f.a.a. (x, t) ∈ Q. Thus,
The left-hand side of A.5 is purely real, whereas the right-hand side of A.5 is purely imaginary. Thus, (A.5) can only be satisfied both sides are zero. Consequently,
and (A.4) imply (A.2a).
Next we introduce the control space U = H 1 0 (0, T ) supplied with the inner product
with 0 < α 1 and the induced norm u U = (u, u) U for u ∈ U. Use of small values of α allows for controls with larger rate of changes. Since the aim of the optimal control problem will be to drive a particle from one eigenstate to another, it is required that the control is zero at the beginning and the end of the time interval.
Let us define the Hilbert spaces
endowed with their natural product topology. We identify the dual Y of Y with
To formulate the Schrödinger equation as an abstract operator equation we define the nonlinear operator e = (e 1 , e 2 ) :
Recall that the potential V given by (A.1) depends on the control u. For given u ∈ U the function ψ is a weak solution to (A.2) if and only if e(ψ, u) = 0 in Y .
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NEWTON SCHEME FOR DIPOLE QUANTUM CONTROL Lemma A.2. The operator e : Z → Y is twice Fréchet-differentiable and its Fréchet derivatives atz = (ψ,ū) ∈ Z are given by
for any directions z = (ψ, u),z = (ψ,ũ) ∈ Z and for ϕ = (p, p 0 ) ∈ Y. In particular, the second Fréchet derivative is Lipschitz-continuous on Z.
Proof. Letz = (ψ,ū) ∈ Z be arbitrary. Then, by the Sobolev embedding theorem [1, 17] we haveū ∈ C([0, T ]) so that the claim follows by using standard arguments.
To ensure existence of Lagrange multiplier we will make use of the next result.
Proposition A.3. The linear operator e ψ (z) : Z → Y is bijective for everȳ x ∈ Z, where e ψ denotes the partial Fréchet derivative of e with respect to ψ.
Proof. Letz = (ψ,ū) ∈ Z be chosen arbitrary. The operator e ψ (z) is bijective, if the equation e ψ (z)ψ = (F, φ 0 ) possesses a unique solution ψ ∈ Z for any F ∈ L 2 (0, T ; V ) and φ 0 ∈ H. Thus, ψ solves
where the time-dependent bilinear form a(t; · , ·) :
Sinceū ∈ H 1 (0, T ) holds and
so that the bilinear form a is bounded. Using Agmon's inequality [38] ϕ L ∞ (Ω;C) ≤ c 3 ϕ
and Young's inequality [2] ab
4/3 /4. Now the claim follows from a complex variant of classical results for linear evolution problems; see, e.g., [15] .
Remark A.4. It follows from Proposition A.3 that the operator e (z) is surjective for everyz = (ψ,ū) ∈ Z. This implies that every pointz is a regular point. ♦ Letz = (ψ,ū) ∈ be arbitrary. By ker e (z) ⊂ Z we denote the null space of the operator e (z). Suppose that z = (ψ, u) ∈ ker e (z) is given. Then, ψ satisfies
Multiplying (A.9a) by ψ(x, t) * and integrating over Ω imply that
The real part of (A.10) reads
where we have used that V 0 (x) as well as u(t) are real-valued. We infer from (A.9) and Young's inequality [2] that 1 2
H . Using Gronwall's inequality we find that
Combining (A.8), (A.9c), and (A.12) we obtain
with the constant c 2 = c 1 e T /2 ψ 2 L 2 (0,T ;H) /2. Now we consider the imaginary part of (A.10). Using (A.13) Hölder's and Young's inequality we find
(A.14)
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NEWTON SCHEME FOR DIPOLE QUANTUM CONTROL Estimate (A.14) implies
we conclude from (A.13) and (A.15) that
for a constant C ker > 0. Proof. We have already derived an estimate in the L ∞ (0, T ; H) and the
Now, the proof follows directly from (A.9a) and (A.16).
A.2. The minimization problem. Given an initial wave function ψ 0 , we wish to find a control u ∈ U such that ψ(T ) ∈ H is in some sense close to a given desired target wave functionψ ∈ H. This is to say that the aim of the optimal control problem is to minimize the cost functional J : Z → R given by
The set of admissible solutions of the optimal control problem that will be introduced now is given by
Then, the optimal control problems reads min J(z) subject to (s.t.) z ∈ F(P).
(P)
Theorem A.7. There exists at least one optimal solution z
. By (A.4) the sequence {ψ n } n∈N is bounded in W (0, T ). Thus, there exist a subsequence {z n k } k∈N , z n k = (ψ n k , u n k ), and an element z
Since U is compactly embedded into C([0, T ]) we conclude from (A.18b) that
Combining z n k ∈ F(P) for all k, (A.18a) and (A.19) we have Since the cost functional is weakly lower semicontinuous [36, p. 377 ] the claim follows directly.
A.3. The reduced problem. Let u ∈ U be given. Then, by Proposition A.1 there exists a unique weak solution to (A.1). Thus, the solution operator S : U → W (0, T ) is well-defined. Boundedness of S follows from (A.4). We introduce the so-called reduced cost functional J(u) = J(S(u), u) for u ∈ U and the reduced problem minJ(u) s.t. u ∈ U (P) which is, in contrast to (P), an unconstrained optimal control problem. If u • ∈ U is a solution to (P), then z • = (S(u • ), u • ) solves (P). From Lemmas A.2 and A.6 it follows thatJ is twice continuously Fréchet-differentiable. In particular, we have atū ∈ U and (J (ū), u) U = (J ψ (S(ū),ū), S (ū)u) W (0,T ) + (J u (S(ū),ū), u) U (A.20)
for a direction u ∈ U. We derive from e(S(ū),ū) = 0 that 0 = e ψ (S(ū),ū)S (ū)u + e u (S(ū),ū)u for a direction u ∈ U. By Proposition A.3 the operator e ψ (S(ū),ū) is invertible. Thus, settingz = (S(ū),ū) ∈ Z and ψ = S (ū)u ∈ W (0, T ) we derive ψ = −e ψ (z) see, e.g., [25, 29] . We derive from (A.23a) that p • is a weak solution to i p 
To investigate second-order sufficient optimality conditions we derive from Lemmas A.2 and A.6 that the second Fréchet derivative of the Lagrangian at an optimal solution z • = (ψ • , u • ) ∈ F(P) and at its associated dual variable λ 
