This note presents a new algorithm for computing the product of two elements in a finite field F by means of sums and products in a fixed subfield F and F (ex. F = GF(2 m ) and F = GF (2)). The algorithm is based on a normal basis representation of fields and assumes that the dimension m of F over F is a highly composite number. A very fast parallel implementation and a considerable reduction in the number of computations is allowed, in comparison with some methods discussed in the literature. 
I. INTRODUCTION
In recent years there has been a considerable interest in VLSI architectures and algorithms for computing multiplications in finite fields [17] , [20] , [21] . Finite field computations are widely used, e.g. in error correcting codes [11] , digital signal processing [10] , pseudo-random numbers generation [4] , [6] , [91 and cryptographic protocols [2] , [3] , [5] , [161.
The purpose of this note is to present a new algorithm for evaluating the product of two elements in a finite field F by means of sums and products in a subfield F of F.
Multiplications in F are represented in terms of bilinear forms in F, referring to a normal basis representation of fields. This technique, which underlays the remarkable algorithm proposed by Massey and Omura [9] , [17] , is naturally associated with a matrix theoretic treatment of all the matter.
The basic step of our algorithm exploits some properties of the bilinear forms representing the product with respect to a noraml basis representation. The computational savings introduced in the basic step are then exploited and magnified if the dimension m of the field F over the subfield F is a highly composite number.
The algorithm allows a very fast implementation with concurrent use of many processing elements.
In the remaining part of this introduction basic algebraic facts are recalled. An explicit bilinear representation of the multiplication problem is given in Section II and in Section III the new algorithm is presented.
Section IV and VI deal with some computational aspects of the algorithm and associated properties. In Section V two examples illustrate computational gainings and speed together with a detailed description of the method in a specific case.
In the sequal F is a finite field, F a subfield of F, "'m the dimension of F as a vector space over F, Bm = fvo,vl..., 
F > F (1)
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As a corollary of the previous theorem we have that if n = msmsl...ml, mi > 1, positive integers, then there exists a descending chain of fields
The same is true if m = msms+ 1 ... m! is the dimension of F over F. Then, for any P and y in F, we have
In the case when Bm = Nm, a is a normal basis the symmetrical matrices Note that S induces a single step cyclic right shift into the components of a row vector.
Equations (2) and (3) provide a compact representation of the MasseyOmura multiplier. The structure of the A matrix, defining the multiplication in F, must satisfy some restrictions. It can be shown [12] [18] that the sum of the elements in a row (column) of the symmetrical matrix A is zero, with the exception of the m-th row (column).
In complete generality we assume that this sum is one (normal bases generated by an element with unitary trace).
III. A NEW ALGORITHM
We are now in a position to introduce the basic step of the multiplication algorithm.
Let a k be the k+l-th row of A. Then
As a consequence of the rows structure of A, we have a k + a = (0,0,. ..,0,1) and
Therefore the m-i-1 component of the product can be expressed as
In order to compute akS'i' we resort again to the rows structure of A so
and, finally,
Note that the evaluation of dm_ 1 by means of formula (6) 
Since a normal basis of a finite field over any subfield always exists, it is possible to split the computation of By in F in two steps. In the first step, the basic algorithms between F and F 2 is applied, in the second step products in F 2 , previously obtained in step one, are computed applying the basic algorithm between F 2 and F.
This procedure is an alternative to the direct application of the basic algorithm between F and F. It is easily seen it has a recurrent character.
In fact the first descent along the chain (from F to F 2 ) splits a single multiplication problem in F, whose solution depends on m-th order bilinear forms over F, into several multiplication problems in F 2 , whose solution depends on ml-th order bilinear forms over F.
The procedure above extends in a natural way to any descending chain of fields between F and F and is called a "factorization of the algorithm (along the chain)".
If m is highly composite, the factorization of the algorithm allows a considerable saving in the number of products and sums in F needed for computing the product ry. This will be shown in the next section.
COMPUTATIONAL ASPECTS
1. Consider the factorization of the algorithm along the descending chain F > F2 > F.
m2 ml
The basic algorithm between F and F 2 , F > F 2 , requres P(m) products in F 2 . In turn, applying the basic algorithm between F 2 and F, F 2 > F, each product in F 2 requires P(m ) multiplications in F. Therefore, in order to compute the product Ay. If m=mlm 2 , ml,m 2 >1, and the algorithm is factorized along the chain F ml F 2 m 2 F, m 2 (ml(ml+1)/2-2) + m2(m2+1)/2-2 coefficients in F are sufficient, less than in the single step. The same conclusion holds in the general case.
V. EXAMPLES
Example 1: We compare two algorithms, referring to the maximum number of sums and products needed for computing m bilinear forms over F.
The reference algorithm, A 1 , is the factorized algorithm described in this note. The maximum number of sums and products for A 1 is given by (13) and ( Notice that the number of coefficients in F necessary to define the algorithm is m(m+1)/2 in A 2 and 1+2+...+2 s-1 = 2s-1 = m-l in A.
Example 2:
We give here a detailed description of the factorized algorithm presented in section III.
In addition some properties of the representation (2), (3) are pointed out.
generates a normal basis N3. = £{,a 2 ,a 4 ] for GF(2 3 ) over GF(2) and a root a of p(x) = x 2 +x+1 generates a normal basis N2, a = {a,a 2 ) for GF(2 2 ) over GF(2) and also for GF (2 6 ) over GF (2 3 ) (this is a particular case of a more general one, [12] , [13] ).
To apply the algorithm the matrix A of the bilinear representation (3) has to be found. Let A 3 (A 2 ) be that matrix when the product is between elements of GF (2 3 ) (of GF (2 6 )) represented over GF(2) (over GF( 2 3 )) on the normal basis N3,, (N2,a). The symmetric matrix A 3 is therefore the following:
Similarly it is found that A 2 = (6), (7) between GF(2 6 ) and GF( 2 3 ) gives
(* and @ denote multiplication and addition in GF (2 3 )).
If p' = r'f' applying steps (6), (7) between GF(2 3 ) and GF(2) the following is obtained , a a, a a, aa , a , a a  ( 16) which is still a normal basis N6,aa for GF (2 6 ) over GF (2) , after a permutation of the basis vectors. In the basis N6,oa the matrix A of the Massey-Omura multiplier has 15 non zero elements, so the Massey-Omura algorithm compute a product in GF (2 6 ) represented in N6ga with 90 multiplications and 84 additions in GF(2). According to section III the factorized algorithm computes (14) and (15) with 36 multiplications and 90
additions. Other simmetries of (14) and (15) VI. SOME REMARKS
1. An important part of the algorithmic principle presented in section II is the factorization along the chain of fields (10) . This principle can be applied to algorithms different from the one considered in Section III.
For example the algorithm presented in [20] is intrinsically sequential and factoring it along the chain (10) gives a much more parallel procedure.
2. Consider the basic algorithm between Fs-i+l and Fsi+ 2 in (12).
The coefficients ak, ((j+i)) in (7) are fixed element of Fsi+2 so they induce a linear transformation into Fsi+ 2 which can be computed in no more than (mil...ml)2 operations in F. With this modification in the case m=2 S (example 1) the factorized algorithm requires no more than m 2 (1+s/4) multiplications in F.
3. Algorithms based on the bilinear representation of section II allow a highly parallel implementation which computes a product in a finite field GF(2n) in time log 2 n. This is true also for the factorized algorithm of section III with the modification of remark 2.
It is worthwhile to notice that multiplication algorithms derived from efficient multiplication and division algorithms for polynomials (as the FFT and the Schonhage-Strassen algorithms [11, [10] , [14] , [15] ) do not allow a parallel implementation running in time linear in log 2 n.
4. The basis of F over F resulting from the algorithm factorization exhib its a 'nested structure" as in [16] . In fact, let Nm It is worthwhile to notice that, in general, it is not a normal basis for Fs-i+i over F [13] .
5.
The matrix A ( 5 ) of the bilinear representation (2) associated to the basis (16) in example 2 has the following block structure:
If the basis has the nested structure of remark 4 it can be seen that the matrices of the bilinear representation (2) present a block structure. In the above case A ( 5) can be described as the "tensor product" [7] of the matrices A 2 and A 3 of example 2 (this is a particularization of the more general case).
VII. CONCLUSIONS
A new algorithm for multiplication in finite field F has been presented. The algorithm is based on the hypothesis that the dimension of the field F over the subfield F is a highly composite number and exploits the existence of intermediate fields E between F and F. The algorithm allows highly parallel fast computations of products in a finite field with a substantially smaller number of computational elements than in some other methods.
The underlying algorithmic principle of exploiting intermediate fields can be extended to other algorithms in order to achieve better
