The possibility of using networks, such as the Internet, for data transmission between physically distributed sensors and actuators in a system gives rise to several new challenges in control design. In this paper, we discuss one approach for dealing with missing or delayed information due to packet drops or deteriorating network performance. More specifically, we use a stochastic setup to find appropriate and optimal conditions for a system to remain stable despite packet drops. We consider both discrete-time and continuous-time systems and, under reasonable assumptions on the behavior of the network and the noise model, we are able to characterize optimal control strategies in terms of the probability of a packet drop, the noise statistics, the instability of the open loop system and, in the case of continuous-time systems, the sampling frequency.
: General form of a network control system. This paper builds on a variety of recent advances in the field of NCS. Most closely related to our work is the work in [16, 17] where the power spectral density for an NCS under i.i.d. dropouts in the network link is characterized using jump-linear system methodologies. Although there are some technical similarities between our work and the above works (as well as the work in [18] ), our results and assumptions are quite different. In particular, our work allows two types of noise, quantization (or measurement) noise and driving noise, and studies the tradeoffs between the two and their relationship with the degree of system instability and the quality of the network when trying to stabilize the system. When our approach is applied to continuous-time systems, it also gives interesting insights regarding the optimal sampling period for the discrete-time controller and its interaction with other system parameters such as the degree of instability of the open loop system and the probability of a packet drop.
The work in this paper first appeared in preliminary form in [19] . The paper is organized as follows. Section 2 focuses on discrete-time LTI systems and, for the illustrative case of a simple one-dimensional system shows how to optimally chose the gain of a controller to ensure mean square stability. Section 3 applies these results to continuous-time systems and characterizes the effects of sampling time on system stability.
2 Stabilization of a Discrete-Time Dynamic System using a Gain Controller
Conditions for Stabilizability
The feedback control problem that we consider is captured in its general form by the system shown in Figure 1 . We are given an unstable system (plant) that is to be stabilized using feedback. The main obstacles arise due to the fact that the communication links (from the sensors to the controller and from the controller to the actuators) may introduce delays, packet drops, or other unreliabilities; in addition, one has to deal with inherent issues associated with sample-time control and quantization. In this paper, our focus is on the effect of the network link and, in particular, on our ability to stabilize the system despite network delays or packet drops. For this reason, we consider the following simplified problem:
1. The system to be stabilized is a discrete-time (DT) linear time-invariant (LTI) system.
2. The communication links are part of a packet dropping network. For simplicity, we ignore the communication link from the controller to the actuators and model the communication link from the sensors to the controller as a generalized erasure channel, i.e., we assume that transmissions between different data packets with measurements are independent and, with probability p, each packet arrives at the controller after a discrete-time step has elapsed or it is completely dropped by the network (see [20] for an information-theoretic analysis of the erasure channel). This means that with probability 1 − p the measurement is available to the controller before the next time step (so it can be used by the controller then 1 )
3. The network packets are large enough so that the effect of measurement quantization can be modeled by an additive white noise process. (Most commonly, the samples of this additive noise process are assumed to be independent and uniformly distributed in the interval [−b, b] for some appropriate parameter b; this has been shown to be a reasonable assumption in a variety of settings if quantization is not too coarse; see, for example [21] .)
As mentioned earlier, our goal is to analyze the effect that the quality of the network (as measured by the packet dropping probability p) has on our ability to stabilize the system. We choose to study the effects of the network performance on a simple state feedback scheme. We consider the case when the system to be stabilized is one-dimensional, i.e.
for some constant α that satisfies |α| > 1 and some nonzero constant β. More specifically, we analyze the case shown in Figure 2 : at each time step k, a data packet is sent through the network containing a quantized measurement
where m[k] models the quantization noise in an additive fashion; the controller tries to emulate a state feedback controller as follows:
• If the packet with the quantized measurement v[k] is available, then the controller outputs γv[k] for some gain γ to be determined; this happens with probability 1 − p (independently between different time steps).
• If the packet with the measurement is not available, then the controller outputs zero; this happens with probability p (independently between different time steps). Note that, in contrast with this assumption, another possibility is to use the last received packet for control (as done in [16, 17] ); however, since we are using state feedback but no state estimation, the use of the last received packet (which has already been applied toward our control decision when it was first received) is not necessarily optimal.
For simplicity, the driving noise n[k] is assumed to be a white noise process with zero mean and variance σ 2 N , and the quantization noise m[k] is assumed to be a white noise process with zero mean and variance σ 2 M . In the following discussion, our goal is to ensure that the state of the system q 
where σ 2 q 0 is the variance of
Packet dropped with prob. p Figure 2 : State feedback controller for a DT LTI system.
Proof:
The state evolution of the system in Figure 2 can be expressed as
with probability 1 − p, or
with probability p. The state q[K] of the system at time step K is given by
where Notice that A i , I i are independent for different i because each packet is assumed to get dropped independently from other packets (this is not true for different c(i, K)).
Clearly 
where the simplification arises due to the fact that m[k] and n[k] are uncorrelated, white and zero-mean random processes. Clearly, we can re-write this as
, then, by the independence of A i , we have
Similarly,
At this point we have an analytic expression for the variance of q[K]:
and the proof of the theorem is complete. 2 Clearly, γ can be chosen so that the variance remains finite as K goes to infinity if and only if it can be chosen in such a way that |d| < 1, i.e., if and only if
Since β = 0, we can choose γ to satisfy this if and only if α 2 p < 1. Therefore, we can state the following lemma:
Lemma 2.1 Under the feedback control scheme described above (and with q[0] being a zero-mean random variable with finite variance), the state variable q[K] is a zero-mean random variable. The gain γ can be chosen so that the variance σ 2 q[K] remains finite as K goes to infinity if and only if α 2 p < 1. Equivalently,
Note that the above condition for system stabilizability (in the mean square sense) is necessary and sufficient for this particular scheme. It is possible that a more sophisticated control scheme may be able to guarantee that the variance of q[K] remains finite as K goes to infinity even if α 2 p ≥ 1 (for example, one might consider the controllers discussed in [22] ). Also note that one can consider stabilizability in terms of higher order moments (see, for instance, the work in [8] ). Our goal here was to study the interaction between the system instability and the quality of the network link under a simple control scheme that emulates state feedback. As we will see, even with this simplified setup, the structure of the problem is rich enough to warrant its careful study.
Also, notice that, if α 2 p < 1, then γ has to lie in the interval
where
Optimal Choice of the Gain Constant
Intuitively, if the gain γ is chosen so that α + βγ is close to zero, the resulting controller would quickly eliminate the effects of the driving noise n[k]. On the other hand, such a γ may amplify the quantization noise m[k], so there is a tradeoff that depends on the relative strengths of the driving and quantization noise processes as well as the probability of a packet drop. In this section, we discuss how to choose γ so as to minimize the variance of q[K] as K goes to infinity.
Proof: Our goal is to choose γ so that d < 1. (i.e., so that (α + βγ) 2 < 1−α 2 p 1−p ) in a way that minimizes the quantity
Equivalently, we want to find γ min = arg min
is finite and, more importantly, it tends to +∞ as we reach the limits of S from within S (the reason being that the quantity σ 2 N + (1 − p)γ 2 σ 2 M is always positive and that 1 − d tends to 0 + ). Clearly, there is at least one minimum within S which we now set to find.
If we take the derivative of the expression in Eq. (3) with respect to γ and set it to zero, we get (after a bit of algebraic manipulation) the following expression:
Clearly, we have the two solutions
Note that the quantity
is strictly positive (we discuss the degenerate cases when σ 2 M = 0 and/or σ 2 N = 0 after this proof). Therefore, there are two distinct solutions, one corresponding to a point where the quadratic in Eq. (4) has a positive slope and one corresponding to a point where the quadratic has a negative slope. Therefore, one of the solutions corresponds to a minimum of σ 2 q[∞] and the other one corresponds to a maximum. Furthermore, the minimum has to be the minimum that exists in the interval S (as argued in the beginning of the proof).
To determine which of the two solutions corresponds to the minimum (i.e., corresponds to a point in the quadratic with positive slope), we need to look at the sign of the leading coefficient a. If αβ > 0, then a < 0, so that the solution that corresponds to a point in the quadratic with positive slope is the smallest one, i.e.
If αβ < 0, then a > 0, so that the solution that corresponds to a point in the quadratic with negative slope is the largest one, i.e.
At this point the proof of theorem is complete. 
Examples
All of our simulation results are based on 1000 independent trials, each running a simulation of the system for k = 10000 time steps. Figures 3 through 4 contain plots of a typical sample path of q[k] and the mean and variance at each time step (averaged over the 1000 trials). In all cases we assume that σ 2 N = 4 and σ 2 M = 1. Note that we are not plotting the empirical auto correlation of the data (which can be easily verified to be
), but rather the empirical variance at each time-step.
In Figures 3 and 4 we see two cases where α 2 p < 1. In the first case (Figure 3 ), γ is chosen in the optimal fashion described in Section 2.2 (γ min = −2.9753). In the second case (Figure 4 ), γ = −3 (i.e., γ is chosen so that α + βγ = 0) and the variance is slightly higher. Note that if we use the last received packet for control without state estimation [16] , and using a fixed γ for controller gain (regardless of the receiving time) the results would be worse. This is a result of empirical trial of various values for γ in the mentioned setup and the best result aceived by γ = −2.25, is illustrated in Figure 5 .
Stabilization of Continuous-Time Dynamic Systems
In Section 2 we obtained conditions for stability (in the mean square sense) for an underlying discretetime LTI system. These conditions were expressed in terms of the packet drop probability and other relevant plant parameters. In this this section, we aim to extend these ideas toward the control of a continuous-time system. We assume that we know the delay profile of the network and our aim is to find the "optimal" value for the sampling time T and the controller gain γ in order to minimize the output variance while stabilizing the system. Furthermore, we are interested in understanding how knowledge of this relationship influences the optimal choices for T and γ.
Consider the stabilization of a continuous-time dynamic system under the arrangement of Figure 6 . The plant is a continuous-time linear time-invariant (LTI) system, sampled at some uniform rate 1 T and the analog to digital converter (ADC) between the plant and the controller is modeled as a continuous to discrete (C/D) converter followed by a quantizer. We make the following assumptions that resemble the assumptions we made in Section 2 for a discrete-time system. 1. The plant is an one-dimensional LTI system of the forṁ q(t) = aq(t) + bx(t).
We assume that the system is unstable (a > 0) but controllable (b = 0) and that the controller is a simple gain γ (which is equivalent to state feedback in this case). 3. The input noise process (denoted by n(t)) is assumed to be a white Gaussian noise process with zero mean and power spectral density N 0 2 [23, 24] . Note that under this definition, the autocorrelation of process n(t) is given by
where δ(τ ) is the Dirac delta function. Furthermore, we assume that the effect of quantization can be modeled as an additive white noise discrete-time process m[k] with zero mean and variance σ 2 m . We assume that n(t) and m[k] are independent.
4. There are several ways to model the network delay. We assume that each time a packet is placed in the input of the link, that packet appears at the output of the link with some random delay. In [25] it was shown that in a general data network, the probability distribution function of packet reception versus delay can be captured by a Gamma distribution. 2 In the NCS arrangement of Figure 6 , the probability of a packet drop depends on the sampling period (the longer one waits for a packet, the higher the probability that one receives it). In our analysis here, we assume for simplicity that the packet delay has an exponential distribution, i.e., the probability that the 2 The probability distribution function of a Gamma-distributed random variable X is given by Pr(X ≤ x) = 1 −
where Γ(h, xλ) is a Gamma function [23] .
packet arrives within time T is given by Pr[packet is received before T] =
where λ is a known positive constant related to the performance of the network and T 0 is the minimum delay time. 
Plant

Optimal Sampling Considerations
In this section we analyze the discrete-time system that is obtained after sampling the output of the plant with sampling period T . We separate the input x(t) into x(t) = u(t) + n(t) where u(t) denotes the control input and n(t) denotes the input noise. Due to the discrete behavior of our controller and the measurement noise (which also captures quantization assuming the size of the packets is large enough -as is the case in the TCP/IP protocol), we assume that the control input u(t) remains constant between two successive sampling periods. Of course, this is not true for n(t); more specifically, for time instants t k = kT and t k+1 = (k + 1)T , Eq. (5) results in
(for simplicity, we used q 4a (e 2aT − 1). Therefore, the above equation can be simplified to
which also can be written as
with α(T ) = e aT and β(T ) = b a (e aT − 1). Note that apart from the system dynamics in Eq. (9), the sampling period T also affects the probability of a packet drop as described in Eq. 6.
If we use the controller in Section 2 (with everything parameterized by the sampling period T ), we obtain the following:
, with probability 1 − p.
With the above configuration, the variance of q[K] will be
4a (e 2aT − 1). The new condition for stability (in the sense of bounded variance) is |d(T )| < 1 and, following the same approach as in the discrete-time case, we see that the system is stabilizable using this scheme if and only if α 2 (T )p(T ) < 1. In such case, the stabilizing γ should fall in the interval of Eq. (2). If we substitute the parameters α, β, p in terms of a, b, λ and T , the stabilizability condition becomes
Since T 0 < T , a necessary condition is 2a < λ .
This shows that a must be less than half of the mean delay. Another observation about Eq. (12) is that all possible values for T need to satisfy T >
which can be much larger than T 0 . We also have
Assuming that d < 1, the variance in the long run is given by
where d(T ) is stated in Eq. (13) . In order to jointly choose γ and T to minimize σ 2 q[∞] , we need to solve
In principle, we can solve the above system of equations by solving the second equation (to find the minimizing γ in terms of T and other system parameters) and by substituting this minimizing value in the first equation to obtain the sampling period T that minimizes the output variance σ 2 q [∞] . With the substitution
the solutions to the second equation in Eq. (14) are given by
(as in Theorem 2.2). When we check which of the two answers make
positive, we see that
which is only satisfied by By applying this result to the first equation in Eq. (14) we obtain a complicated equation in terms of T . Although it is hard to find a closed-form solution for this equation, its numerical solution can be easily found for many practical problems. Note that the resulting T should satisfy Eq. (12) and the resulting γ min should satisfy Eq. (2). The following corollary describes one of the consequences of incrementing the sampling period T . In other words, Corollary 3.1 states that the length of the admissible range of γ gets arbitrary small as we increase the sampling period T . Proof: Once T is fixed, the continuous-time model reduces to discrete-time model with the appropriate parameters. Now, using the definition of m 1 (T ) and m 2 (T ) in Eq. (2), we can see that
Replacing α(T ), β(T ) and p(T ) with their respective functions we get
Given the requirement in Eq. (12), we see that |m 2 (T ) − m 1 (T )| −→ 0 as T −→ ∞.
2 Note that the length of the admissible range captures the freedom in choosing γ. Also, from the above corollary, one can deduce that as T −→ ∞ the limit of all variables m 1 , m 2 and γ opt would be equal to − a b .
Simulation Results
In this section, we present simulation results on the continuous-time case. The parameters of our benchmark are a = 4, b = 1, T 0 = 0.01, λ = 10; these are chosen to satisfy the assumption that the system is unstable but controllable, as well as the stabilizability condition of Eq. (12) for all T ≥ T 0 . Figure 7 illustrates σ 2 q [∞] versus the sampling period T and the controller gain γ in our setup. Note that the range of admissible controller gains varies with T and, as suggested by Corollary 3.1, by increasing the sampling period T above a certain point (in this example approximately T = 0.1) the admissible range of γ decreases. This is also illustrated in Figure 8 which depicts the maximum and minimum admissible controller gains versus T ; note that the controller gain that minimizes the variance which is also shown in Figure 8 , is not exactly the middle of the admissible range. Another interesting observation is that if we define f (γ, T ) = σ 2 q[∞] , it can be easily seen that the domain of the above function would be {(γ, T ) : T > (15) is used to obtain the optimal controller gain for each sampling period (i.e., the optimal choice for γ for each T ) can also be easily obtained, essentially by connecting the bottom points of the parabolas in Figure 7 . (15) is used to obtain the optimal controller gain for each sampling period (i.e., the optimal choice for γ for each T ). In other words, Figure 9 is obtained by connecting the bottom points of the parabolas in Figure 7 .
Time responses of the closed-loop system are depicted in Figure 10 . The format of the simulations is similar to the one in Section 2.3 except in this case we show time response of the closed loop system with different choices of sampling period T : as we expect from Figures 8 and 9 , the sampling period T = 0.13 leads to better results than T = 0.07 or T = 0.20. To see this clearly, Figure 11 illustrates the output variance for these three cases on the same scale and shows the performance of these three cases in time (not time-steps).
Conclusions and Future Research
In this paper we presented a stabilization scheme for a networked control system in which the feedback loop includes a packet dropping network link. We considered the case of a simple plant that can be modeled as a one-dimensional LTI dynamic system and analyzed a stabilization scheme in which the controller attempts to emulate state feedback control. In the case of a discrete-time system, our analysis captures the tradeoffs between the probability of a packet drop in the network and the magnitude of the unstable mode in the system, and allows us to discuss the effect of quantization noise (including how to optimally choose the gain of the controller in order to obtain a stable closed loop system whose deviation from the equilibrium point is minimal in the mean square sense). In the continuous-time LTI system, the choice of sampling period leads to a tradeoff between the probability of packet drop and system instability issues and also affects the admissible range of controller gains.
There are several extensions that pertain to this work: (i) How does this approach generalize to LTI systems of larger dimensions and what exactly are the parameters of interest and the tradeoffs involved in that case? How can the techniques in [18] be extended to handle this case? (ii) What would be the limiting conditions on bounded variance stabilization schemes that use more sophisticated feedback control schemes? Could one adopt the methods in [22] to handle this case? (iii) What would be the impact of a dynamic controller with (or without) estimation techniques? In particular, we are currently exploring whether it is possible to extend the methodology in [26] and obtain an estimator/controller pair, as well as a reasonable sampling period for continuoustime systems. We are also investigating how these ideas generalize to higher dimensional systems.
