In this paper, we prove the existence of multiple solutions for second order Sturm-Liouville boundary value problem
Introduction
In the real world the phenomena of sudden or discontinuous jumps occur in the dynamics of processes. These processes are often seen in chemotherapy, population dynamics, optimal control, ecology, engineering, etc. The mathematical model that describes the phenomena is impulsive differential equations. Due to their significance, it is important to study the solvability of impulsive differential equations. For relevant and recent references on impulsive differential equations, we refer the reader to [4, 15, [26] [27] [28] [29] [30] [41] [42] [43] . For the background and applications of the theory of impulsive differential equations to different areas, we refer the reader to the monographs and some recent contributions as [2, 10, 13, 16, 22, 23, 34, 45, 46, 48, 49] .
Recently, there are many papers studying the existence of solutions for impulsive boundary value problems. In papers [1, 17, 18, 44] , the fixed point theorems in cone were applied into impulsive boundary value problems. In papers [3, 6, 14, 19] , the method of lower and upper solutions with monotone iterative technique was applied into impulsive boundary value problems. In papers [24, 25, [31] [32] [33] 37, 39, 47] , variational methods were applied into impulsive boundary value problems. In paper [35] , variational methods and iterative methods were applied into impulsive boundary value problem. By using topological degree theory and variational methods, Sturm-Liouville boundary value problems have been studied in the last few years [5, 12, [36] [37] [38] [39] . In paper [5] , the authors proved a theorem on the existence of an unbounded (in W p, q ∈ L ∞ [0, 1] , λ > 0 is a parameter and f : R → R is almost everywhere continuous (i.e., the Lebesgue measure of its set of discontinuities is zero) and locally essentially bounded.
However, to the best of our knowledge, there are few papers concerned with the existence of solutions for impulsive Sturm-Liouville boundary value problems by using variational methods and lower and upper solutions method. Motivated by [9, 11, 20, 21] , in this paper we will fill the gap in this area.
We study the existence of multiple solutions for second order Sturm-Liouville boundary value problem
where
Our aim of this paper is to apply variational methods and lower and upper solutions method to problem (1.1) and prove the existence of at least four solutions. Besides, we give more accurate characterization of the specific scope of solutions. The results are different from those in the literature. With the impulse effects and the Sturm-Liouville boundary conditions taken into consideration, difficulties, such as how to construct suitable energy functional Φ and operator A such that the critical point of Φ is just the fixed point of operator A, and how to verify that Φ satisfies (PS) condition and Φ(h R (s)) → −∞ as R → +∞. Besides, this paper is a generalization of [12, [36] [37] [38] [39] .
Contrast with paper [36] , the impulse effect makes the difference of construction of Φ. So the proof of Lemma 3.2, Lemma 3.4 and Theorem 1.2 are very different.
The following lemmas will be needed in our argument, which can be found in [21] . 
with the norm
Clearly X is a Banach space and densely embedded in H .
Following we introduce linear eigenvalue problem
As is well known, (1.2) possesses a sequence of eigenvalues (λ i ) with 
(1.3) (H3) (1.1) has a lower solution φ ∈ X and an upper solution ψ ∈ X with φ ψ ;
Then problem (1.1) has at least four solutions, .1) is studied by using the topological degree theory, the restriction on nonlinearity is compared with the first eigenvalue [12] . However, the assumption (H1) in Theorem 1.2 is between kth to (k + 1)th eigenvalues (k 2).
The paper is organized as follows: In Sections 2 and 3 we first discuss the case α, γ > 0 in Sturm-Liouville boundary condition R 1 (u) = 0, R 2 (u) = 0 for the convenience of expressing the functional Φ(u). In Section 2, we give some basic knowledge and related lemmas. In Sections 3, we prove the existence of four solutions by applying descending flow and lower and upper solutions method. In Sections 4, we discuss the case α, γ 0 in Sturm-Liouville boundary condition 
The operator A(x) is said to be the Gâteaux derivative of f at x. It is usually denoted by f G (x). We say that f is Gâteaux differentiable, if it is Gâteaux differentiable at every x ∈ Y 1 .
Particularly, for the functional f : 
The operator A(x) is said to be the Fréchet derivative of f at x ∈ Y 1 and it is usually denoted by f (x). We say that f is Fréchet differentiable, if it is Fréchet differentiable at every x ∈ Y 1 .
We define new inner product of H as follows
The inner product induces the norm
, which is equivalent to the usual one. The norm u H is a part of the functional Φ (2.1), which makes it convenient to estimate Φ.
Lemma 2.1. (See [9] .) The Green's function G(x, s) defined by (1.3), possesses the following properties: 
, s ∈ (0, 1). 
Four
Proof. On one hand, by [39] , the function u ∈ H is a critical point of the functional Φ if and only if u is the solution of (1.1). On the other hand, by [12] u is the solution of (1.1) if and only if u ∈ H is a fixed point of the operator A. Following we shall show that the fixed point of the operator A is in X . By (x, u) → f (x, u) 
Lemma 3.3 (Maximal value principle). Suppose that g ∈
C [0, 1], I i ∈ R + , i = 1, 2, . . . ,l, A, B ∈ R. If ⎧ ⎨ ⎩ − p(x)u (x) +q(x)u(x) = g(x) 0, t ∈ [0, 1] \ {x 1 , x 2 , . . . , x l }, − p(x i )u (x i ) = I i > 0, i = 1, 2, . . . ,l, αu (0) − βu(0) = A 0, γ u (1) + σ u(1) = B 0, (3.1) then u(x) 0, x ∈ [0, 1].
Lemma 3.4. Under the conditions (H1), (H2) given to Theorem 1.2, Φ satisfies (PS)-condition.

Proof. First we shall show that
For u ∈ H , by appendix Theorem A.1,
We compute
By (H1),
And then
By (3.3), (3.5), (3.8) 
Moreover, let w = Aφ. Following we shall show that Aφ φ. In fact,
By Lemma 2.1
Aφ φ. 
Assume (H1) with k = 2, we define h R (s)
(3.12)
the above equality 1 13) where
(3.14)
It is clear that 
condition on H by Lemma 3.4. Applying Lemma 1.1, problem (1.1) has at least four solutions, ) problem (4.6) has at least four solutions.
Contrast to (1.1), α = 0, β = 1, γ = 1, σ = 0, f (u) = 10u + 16(1 + u   1.6 ) −1 − 16, I 1 (u) = 0 
