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Crawling in a fluid
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There is increasing evidence that mammalian cells not only crawl on substrates but can also swim
in fluids. To elucidate the mechanisms of the onset of motility of cells in suspension, a model which
couples actin and myosin kinetics to fluid flow is proposed and solved for a spherical shape. The
swimming speed is extracted in terms of key parameters. We analytically find super- and subcritical
bifurcations from a non-motile to a motile state and also spontaneous polarity oscillations that arise
from a Hopf bifurcation. Relaxing the spherical assumption, the obtained shapes show appealing
trends.
Introduction Cell motility plays an essential role dur-
ing embryogenesis, tissue renewal and repair, response
of the immune system to infection as well as patholog-
ical processes such as cancer cell migration. It is also
important from an engineering point of view to conceive
biomimetic robots.
A longstanding dogma in biology is that mammalian
cells need mechanical interaction with a solid substrate
in order to move forward. The commonly adopted idea
about the source of motion is that actin polymeriza-
tion and actin contraction assisted by molecular motors
(myosin) create a tangential flow of the cell cortex, the
retrograde flow. Thrust is then achieved by the trans-
mission of momentum to the outer environment by a
dynamic adhesive coupling through transmembrane pro-
teins such as integrins [1]. Several modes of such crawl-
ing motion are distinguished in the literature, most of
which involve ample shape changes [2–5] but crawling
in a shape-preserving manner is also possible, as notably
observed for fish keratocytes [6–9]. A major step forward
has been achieved by identifying that leukocytes can mi-
grate in an extracellular matrix without the assistance of
integrins [10], raising the important question about the
role of specific adhesion in crawling. Indeed, it is reported
that crawling can be mediated by friction only [11] when
the cell is confined by a 3D environment. Increasing at-
tention has been recently paid to the understanding of
such adhesion-independent crawling [12–14].
However, it is also reported that some cells can swim in
an unconfined fluid [15–17]. Swimming relies on periodic
distortions of the cell surface which generate a reaction
force from the ambient fluid [18]. Beside the special case
of ciliated squirmers [19], the mainstream notion of swim-
ming relies on ample shape changes, the ones of flagellas
[18] or of the cell body [16, 20–23].
In this letter, we show that swimming may be generi-
cally possible also for mammalian cells through the same
growth and contraction driven cortical flows operating
during crawling and in the absence shape changes. Me-
chanical interaction with a substrate or extracellular ma-
trix, and ample shape changes are therefore not neces-
sary for crawling. This actuation mechanism necessitates
spatial symmetry breaking in order to generate directed
motion, in the same way as in the case of crawling on a
solid substrate [24–26]. Recently, symmetry breaking in
cortex dynamics and the resulting cell shapes have been
analyzed for quasi-spherical cells [27] but the direct rela-
tion between the symmetry breaking and the swimming
motion has not been described. By coupling the acto-
myosin dynamics to the internal, external, and cortex
flow, we provide analytically the functional dependence
of the swimming speed on the relevant parameters.
A second finding is the identification of a rich panel
of instabilities leading to cell polarization. Depending
on three key parameters of the model (actin stiffness,
rate of actin turn-over, myosin contractility) we find ei-
ther a supercritical bifurcation, leading to a continuous
transition between static and motile configurations, or a
subcritical bifurcation implying a metastable coexistence
between the static and motile configurations for a finite
range of parameters. For a small enough actin turn-over
rate, the system exhibits a Hopf bifurcation resulting in
a permanent oscillation of the polarization. Such be-
haviour is reminiscent of recent experimental evidences
of actomyosin oscillations [28, 29]. Finally, we show the
shapes of polarized cells if the fixed shape assumption
is relaxed. The shapes are obtained in a quasi-spherical
limit and show reasonable trends.
Model We consider a neutrally buoyant cell in a fluid
environment. Swimming is achieved by transmission of
shear stress by the cortex flow to the surrounding fluid.
We leave the question of the exact nature of the trans-
mission mechanism and its efficiency outside the scope of
this study, and assume perfect no-slip conditions between
the cortex and the fluids inside and outside the cell.
We first focus on a fixed spherical shape and show
how spontaneous polarization of acto-myosin dynamics
and the resulting cortex flow can drive the deformation-
independent swimming of the cell. The cortex of the cell
is modeled as a compressible two-dimensional (2D) New-
tonian fluid along the surface of the sphere. The surface
density of actin meshwork is denoted ca. The distribu-
tion of myosin that crosslinks actin is characterized by
the concentration cµ. The velocity field (in the labora-
tory frame) of the cortex is denoted as uc. The surface
strain rate tensor reads ǫs =∇s⊗uc · Is+ Is · (∇s⊗uc)T
2where Is is the surface projection operator and∇s ≡ Is·∇
is the surface gradient. In the framework of the active
gel theory [30], we use the following constitutive equation
for the surface stress
σs = ηsǫ
s + ηbI
s(∇s · uc) + Is(χcµ − αca), (1)
where ηs and ηb are 2D shear and bulk viscosities, χ is
the myosin-induced contractility and α is the 2D bulk
modulus of the actin meshwork.
The surface forces are calculated as f =∇s ·σs−fnn,
where n is the outward normal and fn is a Lagrange
multiplier that enforces the fixed shape [31]. It satisfies
the zero total force condition
∮
fnndA = 0, where dA is
the area element on the boundary of the cell. The forces
f are balanced by viscous stresses of the cytoplasm (the
fluid occupying the cell interior) and the suspending fluid
at the cell boundary. Both are considered incompressible
Newtonian fluids of viscosities ηin and ηout, respectively.
With this assumption and at zero Reynolds number, 3D
fluid dynamics is governed by Stokes equations, which
can be combined into a boundary integral equation [32]
ηin + ηout
2
uci(x) =
∮
Gij(x,x
′)fj(x
′)dA(x′) (2)
+(ηout − ηin)
∮
Kijk(x,x
′)ucj(x
′)nk(x
′)dA(x′)
using the boundary conditions at infinity, as well as stress
balance and continuity of velocity at the cell surface.
Here x and x′ are points on the cell surface. The Green’s
kernels Gij and Kijk are listed in [33].
The swimming speed is defined as the volume-averaged
velocity of the cytoplasm, which can be converted ino a
surface integral vs = (
4
3πR
3)−1
∮
x(uc ·n)dA, where R is
the cell radius. The fixed shape assumption implies that
the cortex velocity must be tangential to the cell surface
in the comoving frame: (uc−vs) ·n = 0. This condition
fixes fn.
To close the description we express the conservation
equations on the actin and myosin fields ca and cµ:
c˙a +∇s · [ca(uc − vs)] = β(c
a
0 − c
a) (3)
c˙µ +∇s · [cµ(uc − vs)] = D
µ∆scµ, (4)
where dot denotes time derivative. The term β(ca0 − c
a)
represents actin turnover, with β being the turnover rate
and ca0 the equilibrium concentration in the cortex. The
term Dµ∆scµ represents the surface diffusion of myosin,
Dµ is the diffusion coefficient. The average myosin con-
centration cµ0 is conserved by eq. (4).
This model contains two different active drivings of cell
motility: molecular motors are pulling agents generating
positive stresses in (1) while actin turnover in (3) can be
associated with pushing agents generating negative stress
in (1). The interplay between these two types of agents
in cell crawling was analyzed in [34, 35].
Results System (1)-(4) constitutes a closed set of
equations for determining the cortex velocity field and
the actomyosin dynamics. The solution strategy is as
follows: It can be shown (see [33]) that for a spherical
cell the cortex flow is potential, uc = ∇sU + vs, where
U is the flow potential. The mechanical part of the prob-
lem (1)-(2) is then solved analytically by expansion in
scalar or vector spherical harmonics [33]. This allows us
to express U for a spherical shape as a linear combination
of the harmonic coefficients of ca and cµ and compute the
swimming velocity
vs =
2
3
R
αca1 − χc
µ
1
2(ηs + ηb) +R(3ηin + 2ηout)
, (5)
where ca1 and c
µ
1 are the first harmonics of the actin and
myosin concentration, defined precisely below.
Equations (3) and (4) are nonlinear but still can be
tackled analytically by perturbation expansion. We vali-
dated the analytical results by numerical solution of eqs.
(3) and (4). The details of the numerical method are
given in [33].
An important observation is that the dissipation mech-
anism highlighted in Eq. (26) arises from a combination
of cortex, internal and external fluid viscosities. They
act as dashpots in parallel, as shown by viscosity ad-
ditivity (up to numerical prefactors). Interestingly, the
speed is finite even if ηout = 0: while the suspending
fluid is essential for swimming, its viscosity is not deci-
sive for setting the value of the swimming speed. We
therefore consider the limit of ηin = ηout = 0 in the
rest of this study, motivated by the fact that in physi-
ological conditions most of the dissipation occurs in the
cortex. We also set ηb = 0 for simplicity. Along with
these assumptions, we use from now on as characteristic
scales R for space, R2/Dµ for time, Dµηs/R
2 for surface
stresses, ca0 and c
µ
a for actin and myosin concentrations
but keep the same symbols to avoid new notations. Three
non-dimensional parameters fully define the problem, the
motor contractility χ¯ ≡ χcµ0R
2/(Dµηs), the compressibil-
ity of actin α¯ ≡ αca0R
2/(Dµηs) and the turnover rate of
actin β¯ ≡ R2β/Dµ.
A homogeneous solution for actin and myosin (ca =
cµ = 1) always exits. This solution yields a zero cortical
flow field and the cell is at rest. This solution can become
unstable leading to a polarized cortex dynamics. Such
symmetry breaking results in a cortical flow and, in turn,
in spontaneous cell motion.
To quantify such process, we expand scalar fields in
axisymmetric spherical harmonics as
ca,µ(θ) = 1 +
∞∑
l=1
ca,µl Pl(cos θ),
where Pl are Legendre polynomials and θ is the polar an-
gle between the swimming direction and the vector po-
sition on the sphere counted from the center of mass.
3FIG. 1. (Color on-line) The actin and myosin distribution
(color fields) and cortex flow (arrows). Cell swims to the left.
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FIG. 2. (Color on-line) A and B: Swimming velocity as a func-
tion of contractility. Stable (unstable) branches are shown by
continuous (dashed) lines. A: Supercritical case α¯ = 10.0,
β¯ = 3.0. B: Subcritical case α¯ = 10.0, β¯ = 2.0. Inset C shows
a typical shape (retrograde flow is from left to right).
Linearizing eqs. (3) and (4) about the homogeneous so-
lution, yields
c˙al = J
aa
l c
a
l + J
aµ
l c
µ
l , c˙
µ
l = J
µa
l c
a
l + J
µµ
l c
µ
l , (6)
where Jaal = −l(l + 1)α¯/λl − β¯, J
aµ
l = l(l + 1)χ¯/λl,
Jµal = −l(l + 1)α¯/λl, J
µµ
l = l(l + 1)χ¯/λl − l(l + 1), and
λl = 2(l
2 + l − 1). The growth rate ω of a perturbation
in (6) therefore obeys a quadratic equation.
When the real part of ω vanishes (onset of instability),
the imaginary part can either be zero or non zero. The
first case defines a steady bifurcation, while the second
one defines a Hopf bifurcation. A simple analysis shows
that the minimum contractility at which the instability
occurs is controlled by the first harmonic l = 1. The
instability takes place if χ¯ > χ¯c = min(χ¯1, χ¯2), where
χ¯1 = 2 +
2α¯
β¯
, χ¯2 = 2 + α¯+ β¯. (7)
We get a steady bifurcation for χ¯1 < χ¯2 and a Hopf
one otherwise. Once the contractility exceeds the criti-
cal value given by (7) the perturbations grow exponen-
tially with time and nonlinear terms can no longer be
neglected. In general resorting to numerical resolution
is necessary. However, in the vicinity of the bifurcation
point a perturbation analysis is possible.
First, let us consider the case of a steady bifurcation. A
nonzero first harmonic (concentration polarity) induces
a spontaneous cell motion (See (26)). This propulsion
mode is driven by the appearance of a retrograde flow
of actin, directed from a front region to a rear region
and compensated by actin creation at the front (β¯(1 −
ca) > 0, polymerization) and degradation at the rear
(β¯(1 − ca) < 0, depolymerization). Figure 1 shows the
acto-myosin and the cortex flow patterns. The nature of
this instability is similar to the one presented in [25] in a
simplified picture.
The unstable eigenmode is given by C1 = 2(α¯+ β¯)c
µ
1 −
2α¯ca1 . To obtain the velocity close to the bifurcation
threshold, we must also consider the second harmonic.
We set c˙a2 = c˙
µ
2 = 0, because relaxation times for these
modes are much smaller than that of C1. This yields the
expressions of ca2 and c
µ
2 as a function of C1, which upon
substitution into the expression of C˙1 leads to
C˙1 =
β¯2
β¯2 + α¯β¯ − 2α¯
[
(χ¯− χ¯1)C1 + νC
3
1
]
,
ν = −
6α¯2β¯ − 12α¯2 + α¯β¯3 + 6α¯β¯2 − 24α¯β¯ + β¯4
β¯(α¯+ 2β¯)(β¯2 + α¯β¯ − 2α¯)2
.
(8)
The sign of ν dictates the nature of the steady bifurca-
tion with ν < 0 corresponding to a supercritical bifur-
cation (nonlinearity saturates linear growth) and ν > 0
corresponding to a subcritical one (nonlinearity amplifies
linear growth).
In the case of a supercritical bifurcation, (8) has a sta-
ble fixed point given by C1 =
√
(χ¯− χ¯1)/ν. The swim-
ming speed then reads
vs =
β¯
3(β¯2 + α¯β¯ − 2α¯)
√
χ¯− χ¯1
−ν
. (9)
The bifurcation diagram in Fig. 2A shows both the ana-
lytical results and the full numerical simulations.
When the steady bifurcation is subcritical (i.e. first
order transition), velocity abruptly switches to a finite
value. Due to the finite jump, the perturbative expan-
sion leading to eq.(8) is illegitimate. One has thus to
resort to a numerical solution. Figure 2B shows the re-
sults. There is a region of metastable coexistence be-
tween a non-polarized static state and a polarized motile
one between a turning point located at χ¯ = χ¯3 and the
linear stability threshold χ¯ = χ¯1. A finite perturbation
at a constant contractility can therefore be sufficient to
initiate or arrest motion in this range.
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FIG. 3. (Color on-line) Amplitude of the swimming veloc-
ity as a function of contractility, supercritical Hopf case.
α¯ = 10.0, β¯ = 1.5. Stable (unstable) branches are shown
by continuous (dashed) lines. Dotted line shows maximum
velocity for the limit cycle.
When the bifurcation is of Hopf type, it is always su-
percritical with periodic oscillations of velocity emerging
continuously from the static trivial solution at the crit-
ical value of contractility χ¯2. A second critical contrac-
tility χ¯4 exists at which the periodic oscillations disap-
pear and the system abruptly jumps to a stable motile
steady-state. The steady-state branch can be continued
for χ¯ ≥ χ¯3. An unstable branch bent backwards emerges
continuously from the uniform solution at critical con-
tractility χ¯1, and annihilates with the stable steady-state
branch. The full bifurcation diagram shown in Fig.3 is
reminiscent of a heteroclinic bifurcation. In the range
[χ¯3, χ¯2], we again observe the coexistence of static and
motile solutions while in the interval [χ¯3, χ¯4], oscillatory
and motile solutions are metastable potentially giving
rise to complex cell gaits in the presence of biological
noise.
We summarize these results on the bifurcation nature
in a phase diagram in Fig. 4 where the critical value of
χ¯c is shown in color code.
Relaxing the fixed shape assumption, we have deter-
mined the trend of the cell shape. For that purpose we
have assumed the shape of the cell to be preserved by sur-
face tension (see [33]). A typical shape is shown in Fig.2C
having a satisfactory tendency (mushroom-like flattened
shape) compared to some real cell shapes [36].
Discussion A rich panel of patterns and dynamics
due to a spontaneous symmetry breaking of the acto-
myosin kinetics is revealed. The cell thus swims thanks
to a retrograde flow of the cortex grasping on the external
fluid. Orders of magnitudes of the three key parameters
α¯, β¯ and χ¯ can be estimated from available experimental
data α¯ ∼ 10−1 − 103, β¯ ∼ 1 − 102 and χ¯ ∼ 10−2 − 103
(see [33]). The wide ranges are due to disparate val-
ues of ηs in the literature [37]. The rectangle in Fig. 4
shows the ranges of estimated parameters. It is inter-
esting to see that this corresponds to a rich region of
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FIG. 4. (Color on-line) Phase diagram of bifurcation types
as a function of α¯ and β¯. Color code shows (in log scale)
the critical contractility χ¯c, for which the uniform solution
loses stability. The bifurcation types are supercritical (PF2)
and subcritical (PF1) pitchfork and supercritical Hopf (H2).
Rectangle shows typical estimates of realistic parameters.
dynamics including the various bifurcations encountered
in this study. The swimming speed (9) yields (in the pa-
rameter range shown by rectangle in Fig. 4) in physical
units about vs ∼ 1 − 10D
µ/R ∼ 0.1 − 1 µm/min, which
is a reasonable value for many mammalian cells [38].
How the cortex flow is transmitted to the external fluid
is still unclear. Three pathways are possible (i) through
the membrane of the cell via recirculation of phospho-
lipids, (ii) through transmembrane proteins (iii) through
bumps that are advected backward by cortex in the form
of waves (or shape changes). For axisymmetric flow (as
considered here) the first scenario is impossible (it can
be shown that the membrane is at rest in the swimming
frame), except if endo/exocytosis is operating as reported
recently [39]. The second scenario has been recently suc-
cessfully applied to the T-lymphocyte swimming [17].
The third scenario would require a cooperative motion
of bumps along the membrane but numerical evaluation
seems to rule out this possibility [17].
Our results show that shape-invariant actomyosin-
based motility, a hallmark of crawling, can occur away
from any solid substrate, provided that the retrograde
flow of actin can transmit momentum to the surround-
ing fluid. This is consistent with recent experimental
observations [17] and a theoretical model of active ne-
matic droplets [40]. The rich bifurcation structure that
allows actomyosin to break symmetry is also reminiscent
of the one known for cells crawling on a solid substrate
[8, 25, 28] pointing to the interpretation that the interac-
tion of the actomyosin contractility with its own viscous
resistance to deformation and turn-over is sufficient to
propel the cell robustly on a solid and in a fluid.
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6SUPPLEMENTARY INFORMATION
The supplementary information contains the explicit expressions for the Green’s kernels of the Stokes equations,
the calculation of the cortex flow in terms of the concentration fields, the description of the numerical procedure, the
technique of shape reconstruction in the quasi-spherical limit and the physical values used to estimate non-dimensional
parameters.
GREEN’S KERNELS
The following kernels are to be used in eq. (2) of the main text:
Gij(x,x
′) =
1
8π
[
δij
|x− x′)|
+
(x− x′)i(x− x
′)j
|x− x′|3
]
,
Kijk(x,x
′) =
3
4π
(x− x′)i(x− x
′)j(x− x
′)k
|x− x′|5
. (10)
FULL SOLUTION
The results in this section are presented in the most general form, without any assumptions about the relative
values of ηin, ηout, ηs, and ηb.
Spherical Harmonics
All fields on the cell surface are expanded in spherical harmonics of the vector pointing from the center of the cell
to a given point of its surface. The spherical harmonics are defined as
Yl,m(x) =
√
2l+ 1
4π
(l −m)!
(l +m)!
Pml
(x3
x
)( x1 + ix2
|x1 + ix2|
)m
, (11)
where Pml are associated Legendre polynomials. The following expansions are used
ca(x) =
∞∑
l=0
cal (x)
cal (x) =
l∑
m=−l
cal,mYl,m(x)
(12)
cµ(x) =
∞∑
l=0
cµl (x)
cµl (x) =
l∑
m=−l
cµl,mYl,m(x)
(13)
fn(x) =
∞∑
l=2
fnl (x)
fnl (x) =
l∑
m=−l
fnl,mYl,m(x)
(14)
7U(x) =
∞∑
l=1
Ul(x)
Ul(x) =
l∑
m=−l
Ul,mYl,m(x)
(15)
Note that fn1 = 0 is zero, as required by the condition of the total force acting on the cell being equal to zero, f
n
0
is irrelevant because it just shifts the osmotic pressure drop across the membrane, and U0 is irrelevant because only
gradients of U enter equations.
We define the vector spherical harmonics as
Y 1,l,m(x) = [∇
s − (l + 1)x]Yl,m(x) (16)
Y 2,l,m(x) = [∇
s + lx]Yl,m(x) (17)
Y 3,l,m(x) = x×∇
sYl,m(x) (18)
The following expansions are used
uc =
3∑
j=1
∞∑
l=0
l∑
m=−l
ucj,l,mY j,l,m(x) (19)
f =
3∑
j=1
∞∑
l=0
l∑
m=−l
fj,l,mY j,l,m(x) (20)
Force calculation
The force f can be represented as a sum of two contributions fj,l,m = f
v
j,l,m + f
e
j,l,m, where
fv1,l,m = −
(l + 2)[2ηs(l
2 + l + 1) + ηb(l + 1)(l + 2)]
2l+ 1
uc1,l,m
R2
−
l(l− 1)(l + 2)(2ηs + ηb)
2l+ 1
uc2,l,m
R2
,
fv2,l,m = −
(l + 1)(l + 2)(l − 1)(2ηs + ηb)
2l + 1
uc1,l,m
R2
−
(l − 1)[2ηs(l
2 + l + 1) + ηb(l − 1)l]
2l + 1
uc2,l,m
R2
,
fv3,l,m = −ηs(l + 2)(l − 1)
uc3,l,m
R2
,
fe1,l,m =
l + 2
2l+ 1
[χcµ − αca]l,m
R
+
fnl,m
2l+ 1
,
fe2,l,m =
l − 1
2l+ 1
[χcµ − αca]l,m
R
−
fnl,m
2l+ 1
,
fe3,l,m = 0.
(21)
The amplitudes fvj,l,m contain the contribution of the surface viscosity terms in eq. (1) of the main text, while the
amplitudes fej,l,m contain contributions of myosin contractility, cortex compressibility, and Lagrange multiplier f
nn.
Fluid dynamics
The integrals in eq. (2) of the main text can be calculated analytically for a spherical cell. The results are
ηin + ηout
2
ucj,l,m = Rgj,lfj,l,m + (ηout − ηin)kj,lu
c
j,l,m, (22)
where the coefficients gj,l and kj,l are listed in table I.
8j 1 2 3
gj,l
l
(2l+1)(2l+3)
l+1
(2l−1)(2l+1)
1
2l+1
kj,l
3
2(2l+1)(2l+3)
−
3
2(2l−1)(2l+1)
−
3
2(2l+1)
TABLE I. Integrals of Green’s kernels for a spherical cell.
Explicit solution
We note that the Green’s kernels (10) are diagonal in the basis of vector spherical harmonics for spherical shape.
Furthermore, we see that the amplitudes of the surface viscosity force fv3,l,m depend only on u
c
3,l,m. This implies that
the vector spherical harmonics with first index 3 are completely decoupled from the two other types. Since fe3,l,m = 0
for all l and m, we conclude that uc3,l,m = 0 for all l and m as well. Adding the fixed shape condition (u
c−vs) ·n = 0
yields that uc − vs can be written as a surface gradient of some surface potential U , as used in the main text. Or, in
spherical harmonics,
uc1,l,m =
Ul,m
R
l
2l + 1
, uc2,l,m =
Ul,m
R
l + 1
2l + 1
, uc3,l,m = 0 for l > 1. (23)
Solving the equations (21), (22), and (23) for U and fn yields
Ul,m =
R(χcµ − αca)l,m
λl
. (24)
λl =
{
3ηinR+ 2ηoutR+ 2ηs + 2ηb, for l = 1,
(2l + 1)(ηin + ηout)R+ l(l + 1)ηb + 2(l
2 + l− 1)ηs, for l > 1.
(25)
vs = −
2
3
∇U1. (26)
fnl,m = − [(l + 2)ηoutR+ (l − 1)ηinR+ 2(l+ 2)(l − 1)ηs]
Ul,m
R2
for l > 1. (27)
Using the expressions (24) and (26), the retrograde flow and the swimming velocity can be expressed as a function of
the concentration fields. The time evolution equations of the concentration fields are obtained by substituting U into
eqs. (3) and (4) of the main text. The following equation can be used to reduce all calculations to scalar spherical
harmonics
∇
s
· [c(uc − vs)] =∇
s
· (c∇sU) =
∆s(cU) + c∆sU − U∆sc
2
. (28)
NUMERICAL PROCEDURE
The numerical procedure consists in representing ca, cµ and U by the amplitudes of the spherical harmonics for
all values of l < lmax and |m| ≤ l, where lmax is the cut-off value. We take lmax = 64 for such calculations. We
observed that regardless of the initial conditions, the dynamics relaxed to an axisymmetric solution. We therefore
also performed simulations with the shape assumed axisymmetric from the beginning, which is achieved by setting
all amplitudes for m 6= 0 to zero. With this assumption, lmax = 1024 was used, which proved to be necessary for
strongly polarized cells. The eqs. (3) and (4) of the main text were solved by an explicit Euler scheme by truncating
the harmonic expansion of the advection terms to l < lmax. The time step was chosen small enough to avoid the
instability due to the stiffness of the diffusion equation (typically 10−4 in non-dimensional units). In some cases, a
small diffusion of actin (diffusion coefficient 10−3 in non-dimensional units) was added to enhance the stability of the
actin advection equation. The steady-state branches in Figs. 2 and 3 of the main text were obtained by solving eqs.
(3) and (4) of the main text with c˙a = c˙µ = 0 using Newton’s method.
9MODEL FOR THE CELL SHAPE
The calculation of the shape follows the method used in Ref. [28] of the main text. Spherical shape of a cell
in suspension can be physically achieved by a combination of high osmotic pressure ∆P inside the cell and the
inextensibility of the membrane. Further in this section, we allow the shape of the cell to deviate from a sphere,
albeit weakly, taking the leading terms in the small-deformation expansion. We parametrize the cell shape by a shape
function ρ
|x| = R0 [1 + ρ(x)] , (29)
where |x| is the distance from the center of the cell to a given point on its boundary. ρ0 = 0 to the leading order in
deformation because of the conservation of the membrane area. ρ1 = 0 because this term corresponds to a translation
of the cell to the leading order. We show below that ρ scales as ∆P−1, which justifies an expansion in powers of ρ.
We consider the quasi-spherical limit, taking the leading terms in such expansions. The function ρ(x) is expanded in
spherical harmonics of x to be used below
ρ(x) =
∞∑
l=2
ρl(x)
ρl(x) =
l∑
m=−l
ρl,mYl,m(x).
(30)
Assuming the tension of the membrane ζ0 to be homogeneous (unaffected by the cortex flow) we can write for the
tension force fm
fm = −Hζ0n = −ζ0H0n− (H −H0)nζ0, (31)
where H is the mean curvature of the membrane (sum of the principal curvatures) and H0 = 2/R is the value of
H for a perfectly spherical cell. The term −ζ0H0n in eq. (31) corresponds to an isotropic compression of the fluid
inside the cell, which is balanced by the osmotic pressure. This relates the tension of the membrane ζ0 to the pressure
difference by the Laplace law:
ζ0 =
R∆P
2
. (32)
The term (H − H0)nζ0 in eq. (31) corresponds to a position-dependent normal force, which we identify with the
Lagrange multiplier fnn used to maintain the shape of the cell. This justifies thatH−H0 scales as ζ
−1
0 or, equivalently,
as ∆P−1 for fixed fn. Since fn is governed by the actomyosin dynamics, as follows from eq. (27), we obtain that
the shape of the cell can be indeed made as close to a sphere as necessary by choosing ∆P large enough. This shows
that all calculations made for perfectly spherical cells remain valid to the leading order in the limit of large ∆P even
if the spherical-shape condition is relaxed.
The mean curvature can be related to the shape function by
H(x) =
2
R
+
1
R
∞∑
l=2
(l − 1)(l + 2)ρl(x). (33)
This yields the final relation between the shape harmonics ρl,m and the Lagrange multiplier f
n:
ρl,m = −
2fnl,m
(l − 1)(l + 2)∆P
. (34)
PHYSICAL PARAMETERS
We list in table. II the physical data we have considered to obtain rough estimates of the three non-dimensional
parameters entering in the model.
10
name symbol typical value
cortical thickness h 10−7 m [41, 42]
cortical viscosity ηs h× (10
3
− 106) Pa m s [42, 43]
myosin contractility χcµ
0
h× (102 − 103) Pa m [42, 43]
F-actin compressibility αca
0
h× 103 Pa.m [44]
myosin diffusion coefficient Dµ 10−13 − 10−12 m2s−1 [44, 45]
cell size R 10−5 m
F-actin turnover β 10−2 − 10−1 s−1 [42, 44, 46]
characteristic length l0 = R 10
−5 m
characteristic time t0 = R
2/Dµ 102 − 103 s
characteristic surface stress σ0 = D
µηs/R
2 1− 104 Pa m
contractility parameter χ¯ = χcµ
0
/σ0 10
−2
− 103
compressibility parameter α¯ = αca
0
/σ0 10
−1
− 103
turnover parameter β¯ = βt0 1− 10
2
TABLE II. Estimates of material coefficients and non dimensional parameters definitions.
