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ABSTRACT 
There is a positive semidefinite biquadratic form that cannot be expressed as the 
sum of squares of bilinear forms. 
1. INTRODUCTION 
It is well known that every positive semidefinite real quadratic form 
admits an expression as the sum of squares of linear forms. In analogy to this 
classical result, the foIlowing problem is of importance in several aspects. 
Let F he a biquadratic fornr 
F(r; Y)= c ~j~‘jxk~~~~ (jGk,pGqq) 
with real indeterminates x=(x,, . . . ,x,,,), y = ( yl,. . . , y,,). If F is positive 
semidefinite (i.e., F (x; y) > 0 for all x, y), must there exist bilinear forms 
fi(x; y)=2: p.%.y Ip I p such that F=Z:fi2? 
When m=2 or n= 2, the affirmative answer has been given by Calderon 
[l, Theorem 11. (Calderbn’s result is also covered by the earlier work of 
JakuboviE [5, p. 1262, Theorem 41, Koga [6, p. 15, Lemma 41, Porov 18, p. 
376, Theorem 11, and Rosenblum and Rovnyak [lo, p. 312, Theorem 3.31 in 
more general settings, with deeper and harder proofs.) In this paper, we 
settle the problem by g iving a concrete counterexample for the case m = n 
=3. This counterexample certainly disproves a statement of Koga’s [6, p. 14, 
Lemma 31 which has been repeatedly mentioned in some recent research of 
circuit theory and control systems. 
The main significance of a biquadratic form lies in its kinship with a linear 
map on symmetric matrices. We denote by 5, the class of all n X n real 
symmetric matrices, and Pf S, , %,I the class of all positive linear maps from 
S, to S,. A linear map a,: S, -+S, is said to be pos~tiue iff Qi, sends 
positive semidefinite matrices into positive semidefinite matrices; Q, is said to 
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be a congruence map iff di, is of the form @(A) = VtAV for all A in s,,, , 
where V is an mX n matrix and Vt is the transpose of V. It has been a 
plausible conjecture that the extreme rays of P[ S, , S, ] are all congruence 
maps. However, as established in Sec. 3, our counterexample in biquadratic 
forms serves to disprove the conjecture, thus Ieading to deeper insight into 
some unexplored structure of P[ 21,~) S,]. 
Finally, in Sec. 4 we remark that our construction furnishes some con- 
crete examples for Hilbert’s classical result [4]: A positive semidefinite 
polynomial need not be the sum of squares of polynomials. 
2 
We denote by Q, (x; y) the class of all positive semidefinite biquadratic 
forms with real indeterminates x = (x,, . . . , x,), y = ( yl,. . . , y,). Then Q+ (x; y) 
is a* convex set under the usual addition. For any bilinear form f(x; y), it 
follbws from elementary theory in algebra that the set { U~“{CY are all 
non-negative reals} is an extreme ray of Q, (x; y). However, for the case of 
both m and n 3 3, not every extreme ray is of the above form. Alternatively, 
we show that 
F(x;y)= x;yp+x;y;+x;y; 
- 2(x,x2 Yl Y2 + x2x3 Y2 Y3 + ‘3% Y3 y1) + ‘bt Yz” + d Y3” ’ ‘3” Yf) 
serves as the simplest example we can manage for 
THEOREM 1. There is a positive semi&finite biquadratic form that is not 
the sum of squares of bilinear forms. 
Proof. Suppose F = 2 fia, where each f$ (x; y) is a bilinear form. Since the 
’ terms z: yt, x2 yr 2, and xl yz are absent in F, they are absent also in each fi”; 
hence the terms x1 ys, x2 yr, and ra y2 are absent in fi. Rewrite fi= gi + h,, 
where each g, is in terms of xr yr, x, y2, xa y3 only, and each h, in terms of 
Xl Y2, x2 Y& x3 yl only. Equating coefficients of F= Z( g, + hi)’ leads to 
X2ghi=0, ~h~=2(x~y~+x~y~+x~y~), and Gg??=x~y:!+x~y~+x~y~- 
2(x,x2 Yl y2+w3 Y2 Y3+x3*IY3 YJ* The last equality is absurd, as the right 
side is negative when all xP yP = 1. Therefore we have established that F 
cannot be expressed as the sum of squares of bilinear forms. 
It remains to show that F is positive semidefinite. Notice that. F (x; y) is 
unchanged under the cyclic permutation of the subscripts 1, 2, 3. As one of 
the cases Jxr) < Jxz(, )x2) < \~a\, and Ix,] f \xr\ must occur, it suffices to show 
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that F (r; y) > 0 whenever (x1/ < lxsl. This follows immediately from the 
expression 
the last bracket being non-negative whenever (x1/ < Ixel. II 
3 
We are going to establish the equivalence between positive linear maps 
on real symmetric matrices and positive semi-definite biquadratic forms. 
(This technique has been employed in 12, Theorem 73.) 
Let x, y be the free vectors of the underlying spaces of 5, and s,, 
respectively. Then for each positive linear map Q,: s, + 5, , there corres- 
ponds a positive semi-definite biquadratic form yt@(x*x’) y. If Q, is a 
congruence map (D(A) = V’AV, where V ii a fixed m X n matrix, then the 
associated biquadratic form 
yf@(x%‘)y= y’Vfx.xtVy= (x’vy)” 
is the square of a bilinear form. 
Conversely, let F(x; y) be a positive semidefinite biquadratic form with 
an m-dimensional real variable x and an n-dimensional real variable y. Each 
m-dimensional vector w determines a quadratic form F (w; y), which may be 
regarded as an element in s,, via a fixed basis. Hence we obtain a map 
w * w * ++ F (w; y), sending rank-l elements of x, into S, . Extended by 
linearity, a positive linear map from S, into S, is then uniquely defined. 
Furthermore, if F =I’, where f is a bilinear form f(x; y)=X+~~y~, it is 
straightforward to verify that the associated linear map is a congruence map 
A t-+ VtAV with V= (cY&)~~. 
Now we are ready to translate every statement in Sec. 2 into the language 
of linear maps. In particular, we establish that the map Cp: s,+s, defined 
bY 
a11 + %?2 0 0 
k$)jk t+2 [ 0 a22 + a33 0 1 - bjk)jk 
0 0 %3+ “11 
serves as an example for 
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THEOREM 2. There exists a positive linear map Q : S,+ S, that does not 
admit an expression as @(A) = 2 V/AVi with 3 x 3 matrices Vi. n 
The above result can be extended to show that in case m,n > 3, 
P[ S,, s,] properly contains the convex hull of all congruence maps. This 
reveals that there is still some entirely uncultivated land in P[ S,, S,]. It is 
believable that the structure of P[ S,, S, ] is highly combinatorial, yet its 
subtlety should surpass its complexity. The basic question is certainly the 
following: Besides the congruence maps, what are the extreme rays of 
P[S,, &I? 
In the recent research on abstract analysis, there is a tendency to adopt 
“completely positive linear maps,” instead of positive linear maps, as the 
natural morphisms. It is pertinent to notice the fact [2, Theorem l] that in 
the finite-dimensional complex-variable case, completely positive linear maps 
are just sums of congruence maps. 
4 
In 1888, Hilbert [4] raised the question whether all positive semidefinite 
homogeneous polynomials are sums of squares of homogeneous polynomials. 
He showed that the affirmative conclusion can only be drawn on quadratic 
forms, binary forms, and ternary quartics. Basically, counterexamples are 
required for quaternary quartics and ternary sextics. Hilbert did indicate the 
existence of counter-examples, but it would be tremendously complicated to 
express his idea in an explicit construction. The first known counterexample 
in print is a ternary sextic given by Motzkin [7, p. 2171 in 1967. The other 
known counterexamples are due to Robinson [9] by an astonishing simplifica- 
tion of Hilbert’s idea. Here we will construct some more counterexamples (as 
a byproduct of Sec. 2) of a very different nature. 
As every biquadratic form is also a quartic (the converse, of course, is not 
true), it is notable that the expression F(x; y) in Sec. 2 serves also as a 
6-variable quartic that is not the sum of squares of quadratic forms. Indeed 
we can reduce the number of variables as follows. 
Putting xi = yi = ri, x2= yZ= rZ, x3= si, ya= s2 in the expression for 
F (x; y), we get a positive semidefinite quaternary quartic 
+ s:s,” + 2( rfsf + r$j). 
It is easy to verify that F is not the sum of squares: Suppose F, = C f, where 
$ (ri, ra, si, ss) are quadratic forms. As in the proof of Theorem 1, fi = gi + hi, 
POSITIVE SEMIDEFINITE BIQUADRATIC FORMS 99 
where gi involves rf, ri, and srss only, and hi involves rlr,, rlsl and rzsz only. 
Equating coefficients will lead to Z: $ = (r;’ + r,“) - 2( r-f + rz)s1s2 + sfsg + (a 
term of rfrt with a non-positive coefficient), which is negative when r1 = r2 
= s1 = sg = 1; hence there is a contradiction. This proof applies as well to all 
quartics 
( r~+r~)-22(r~+r$s1s2+s~s~+a(+~+r!$~) 
with fixed real (Y’S, (To ensure the positive semidefiniteness, we may further 
require (Y > 1.) Apparently these quartics are simpler than any other known 
quart& that are not sums of squares. 
On the other hand, the substitution of yr = x1x2, yz = x2x3, ys = xsy3xr in the 
expression for F (x; y) yields a positive semidefinite ternary sextic 
Now suppose F = E fi”; then as in Theorem 1, A = gi + hi, where gi involves 
x$x2, x$s, x32x1 only, and hi involves xlxzxs only. We equate coefficients and 
get 2 g,? = F, - 6(x1xz:2xJ2, which is negative when x1 = x2 = x, = 1. Hence Fz 
is not the sum of squares of polynomials. 
The author would like to express his thanks to Dragomir Z. Djokovic and 
Tsit- Yuen Lam for providing helpful references. 
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