Abstract. This paper is devoted to the construction of order reduced method of fourth order problems. A framework is presented such that a problem on a high-regularity space can be deduced in a constructive way to an equivalent problem on three low-regularity spaces which are connected by a regular decomposition, which is corresponding to a decomposition of the figuration of the regularity of the high order space. The framework is fit for various fourth order problems, and the numerical schemes based on the deduced problems can be of lower complicacy. Two fourth order problems in three dimensional are discussed under the framework. They are each corresponding to a regular decomposition, and thus are discretised based on the discretised analogues of the regular decompositions constructed; optimal error estimates are given.
Introduction
Fourth order elliptic problems are frequently encountered in applied sciences. Various model problems fall into this category, including many ones arising from elasticity, electromagnetics, magnetohydrodynamics, acoustics and etc.. Their discretisations are of theoretical and practical importance.
The fourth order problems in primal formulations have been widely discussed. Many kinds of conforming and nonconforming finite element methods for second order Sobolev spaces are designed. We refer to, e.g., [10] and [35, 37, 28, 29, 31, 26, 23, 41] for a few instances. These elements are designed carefully, and work for certain problems. Particularly, the 2D Morley element for biharmonic equation is generalised by [30] to arbitrary dimensions and then by [32] to arbitrary (−∆) m problem in n dimension with n m. However, these elements are usually high-degree and designed case by case, especially in high dimensions. Also, the discretised problems often possess complicated structure and are not easy to implement or to solve.
An alternative way is to transform the fourth order problems to order reduced formulations. Generally, this is to construct a system on low-regularity spaces by introducing auxiliary variables, and then discretize the generated system with numerical schemes. In this paper, we present a framework of construction of order reduced formulations for fourth order problems. We start with a basic observation that a Sobolev space of second order usually consists of functions that are in some first-order Sobolev space and whose first-order derivatives are belong to some first-order space. A framework is established accordingly with constructive presentation and mathematical analysis. In the framework, an original problem is transformed to a system on three spaces which are connected by a stable decomposition, and the well-define-ness of the three spaces, the well-posedness of the generated system and the equivalence between the generated system and the primal problem are guaranteed. The discretisation of the system needs three finite element spaces of low degree which are connected by some stable decomposition. Once such a stable decomposition can be established, not only a discretisation is given, but also an optimal preconditioner for the generated system can be constructed under the framework of fast auxiliary space preconditioning(FASP)( [33, 19, 34, 40] ) at the computational cost of solving two problems defined on two of the discretised spaces, respectively.
Principally, the framework could be fit for various fourth order problems where a "configurated" condition is verified; two specific examples are given in this paper. The first example is the bi-Laplacian equation in three dimensional. The equation is one of fundamental model problems in applied mathematics arising in, e.g., the linear elasticity model in the formulation of Galerkin vector (c.f. [16] ) and in the transmission eigenvalue problem (c.f. [12, 21] ) in acoustics. The second example is a fourth order curl equation in three dimensional, which arises from MHD and Maxwell transmission eigenvalue problem(c.f. [9, 41] ). The two problems are each connected to a regular decomposition, and are each transformed to a system on three firstorder spaces. By constructing discretised analogues of the regular decompositions, we present discretizations for the generated systems, and prove the optimal convergence rate.
The framework presented does not try to survey existing order reduced elements. Actually, for various fourth order problems, different order reduced methods have been designed case by case. For example, many of the methods are for the biharmonic equation, including the u ∼ ∆u formulation often known as CiarletRaviart's scheme ( [11] ), the u ∼ ∇ 2 u formulation (related to Hellan-Hermann-Johnson scheme, [18, 20, 17] ), the u ∼ ∇u ∼ ∇ 2 u ∼ div∇ 2 u formulation (Behrens-Guzman's scheme, [1] ) and the two-dimensional stream Stokes formulation (c.f. Section 5.2 of [15] ). These methods are practically useful for discretising biharmonic equation. When taking two dimensional biharmonic equation into consideration, the formulation generated under our framework can be viewed different from but relevant to the stream Stokes formulation which is also used in [39] for multilevel scheme for biharmonic eigenvalue problem, and different from others.
There are also numerical schemes designed for fourth order problems which aim to reduce the degree of polynomials used, such as the discontinuous Galerkin(dG) method (c.f., e.g., [7, 8, 14] ) and the weak Galerkin(wG) method (c.f., e.g., [36, 22, 27] ) for biharmonic equations. These methods still consider the approximation of second order spaces element by element; they use kinds of stabilisations for some flexibility, and the bilinear forms are usually mesh-dependent. We do not discuss them much in the present paper.
Finally we remark that, as the order reduced formulations presented in this paper are equivalent to the primal formulations, it could be natural to expect equivalence between some discretised problem in order reduced formulation and some discretised problem in primal formulation. Also, their comparison and cooperation can be of interests and be discussed in future.
The remaining of the paper is organised as follows. Some notation is given in the remaining part of this section. In Section 2, an order reduction process is presented as a framework of the paper. In Section 3, two examples of discretized regular decompositions are given. In Sections 4 and 5, the framework is used for three dimensional bi-Laplacian equation and fourth order curl equation by the aid of the discretized regular decompositions. Finally, some concluding remarks are given in Section 6.
In this paper, we apply the following notations. Let Ω be a simply connected polyhedron domain, and Γ = ∂Ω be the boundary of Ω. We use H 2 0 (Ω), H 1 0 (Ω), H 0 (curl, Ω) and H 0 (div, Ω) for certain Sobolev spaces as usual, and specifically, denote
, and
We use "˜" for vector valued quantities in the present paper. We use (·, ·) for L 2 inner product and ·, · for the duality between a space and its dual. Without ambiguity, ·, · can occasionally be treated as L 2 inner product for certain functions. Finally, , , and = ∼ respectively denote , , and = up to a constant. The hidden constants depend on the domain, and, when triangulation is involved, they also depend on the shape-regularity of the triangulation, but they do not depend on h or any other mesh parameter.
Order reduced method for high order problem
Let V be a Hilbert function space, and a(·, ·) be equivalently an inner product on V . We consider the variational problem: given f ∈ V ′ , find u ∈ V , such that
In many applications, V can be some Sobolev space of second order, and (1) is a fourth order problem. In this section, we present an order reduction framework for fourth order problems.
2.1. Configurable triple. Lemma 1. Let R, S and H be three Hilbert spaces such that S ⊂ H continuously, and let B be a closed operator that maps R into H. Define W := {w ∈ R : Bw ∈ S}.
(1) W is a Hilbert space with respect to the norm
Proof. Obviously, w ∈ W if and only if w W < ∞. Now let {w j } ∞ 1 be a Cauchy sequence with respect to the norm · W , namely w i − w j R + Bw i − Bw j S → 0 as i, j → ∞, then w i − w j R → 0 and Bw i − Bw j S → 0 as i, j → ∞. By the completeness of R and S, there exists a w ∞ ∈ R and (Bw) ∞ ∈ S, such that
Let a R/S (·, ·) be the inner product defined on R/S. Then
is equivalently the inner product of W . Given f ∈ W ′ , there exists a w f ∈ W , such that f, w = a(w f , v) for any v ∈ W , and w f W C f W ′ . Obviously a R (w f , ·) defines and f 1 ∈ R ′ while f 1 R ′ w f R and a S (Bw f , ·) defines an f 2 ∈ S ′ while f 2 S ′ Bw f S . This completes the proof constructively.
Br H , which completes the proof.
Example 6. It can be easy to find second order Sobolev spaces that are configurated. For example:
2.2. Order reduction of high order problem. Below we present an order reduction process of (1). Let {R, S, B} be a configurable triple, and V be configurated by the triple {R, S, B}. Assume a(·, ·) can be represented as
where a R (·, ·) a S (·, ·) are two bounded symmetric semidefinite bilinear forms on R and S and b(·, ·) is a bounded bilinear form on R × S, and f (·) is represented as
This way, the problem (1) is then to find u ∈ V , such that
We assume a(·, ·) be coercive on V , but a R/S (·, ·) is not necessarily an inner product on R/S. Evidently, it is equivalent to find (u, φ) ∈ V × S, such that Bu = φ, and
The lemma below is evident.
Lemma 7. Given r ∈ R and s ∈ S, the four items below are equivalent:
(1) Br = s; (2) r ∈ V and l 2 , Br − s = 0 for any l 2 ∈ S ′ ; (3) s ∈ BR, and l 1 , Br − s = 0 for any
Remark 8. Lemma 7 connects (6) to several equivalent variants of the variational problem. The second item of Lemma 7 corresponds to the primal formulation of the variation problem, which relies on the configuration of the space V ; the third item presents that an equivalent problem can be constructed on BR ∩ S, while it relies on the figuration of BR ∩ S; the fourth item presents an intermediate mechanism between the former two ones: the regularity is lower than the second item, and the space figuration is looser than the third.
Then an equivalent formulation of (6) is to find (u, φ, g
Thus an equivalent formulation of (6) is to find (u, φ, ζ)
A main result of this paper is the theorem below.
Theorem 9. Let {R, S, B} be a configurable triple, and V be configurated by the triple {R, S, B}. Given f R ∈ R ′ and f S ∈ S ′ , the problem (8) admits a unique solution (u, φ, ζ) ∈ X, and
Moreover, u solves the primal problem (5).
Proof. We only have to verify Brezzi's conditions. The coercivity follows from the ellipticity of a(·, ·) on V. It remains to verify the inf-sup condition
for which it suffices to prove, given η ∈ Y , there exists r ∈ R and s ∈ S, such that Br + s = Y , and
Actually, as B is closed from R to H, its kernel space ker(B) := {w ∈ R : Bw = 0} is closed, and B is an isometric operator between (ker(B)) ⊥ , the orthogonal complete of ker(B) in R, and BR. Now, by definition of Y , given η ∈ Y , there exists a p ∈ BR and s ∈ S, such that p H + s S C η Y , and p + s = y. Further, there exists a unique r ∈ (ker(B)) ⊥ ⊂ R, such that Br = p. Then r R is equal to p H up to a constant and Br + s = y. The proof is completed.
2.3. Discretization of (8) . By Theorem 9, (8) presents an equivalent formulation of (5). To construct an order reduced formulation, people only have to seek a triple {R, S, B} and to figure out the space Y = BR+S. This helps construct low-order numerical schemes, and a discretised analogue of the stable decomposition Y = BR + S plays a key role.
We suppose subspaces R h ⊂ R, S h ⊂ S and Y h ⊂ Y are respectively closed. Moreover, we suppose there is an operator Π h to Y h , such that Y h = Π h (BR h + S h ). Then we consider the variational problem: find
Let {X h } h→0 be a family of discretised spaces. We propose the hypotheses below on the family: there is a constant C, such that
sup
Lemma 10. Provided the hypotheses above, the problem (10) admits a unique solution (u h , φ h , ζ h ) ∈ X h . Let (u, φ, ζ) be the solution of (8). Then
Proof. The hypotheses verify Brezzi's conditions, and the well-posedness of the discretised problem follows. (11) is a Strang-type estimate, and we refer to, e.g., Proposition 5.5.6 of [5] . The proof is completed.
Remark 11. Provided the hypotheses, roughly speaking, (10) induces a stable bilinear form on X h , thus an optimal preconditioner can be constructed for (10) by the aid of auxiliary problems constructed on R h , S h and Y h ( [25] ). Moreover, by the stable decomposition (the third of the hypotheses), a fast auxiliary space preconditioner can be constructed for (10) with auxiliary problems constructed on R h and S h ( [33, 19, 34, 40] ).
3. Continuous and discretized regular decompositions 3.1. Two stable regular decompositions. These two well-known regular decompositions can be derived from Lemmas 13 and 14, respectively.
Namely, given η ∈ H 0 (curl, Ω), there exists a w ∈ H 1 0 (Ω) and φ ∈ H 1 0 (Ω), such that η = ∇w + φ and
Lemma 16. A stable decomposition of H 0 (div, Ω) holds that
Namely given τ ∈ H 0 (div, Ω), there exists a ζ ∈ H 0 (curl, Ω) and φ ∈ H 1 0 (Ω), such that τ = curlζ + φ and 
• P e (K) := span{λ i λ j , 1 i = j 4};
• P f (K) := span{q i , 1 i 4};
Then define finite element functions/spaces as
• L e h := {w ∈ H 1 (Ω) :
• L e h := span{b e t e } e∈E h , and
Finally, use L 0 h for the space of piecewise constant, and L
Lemma 17. There exists a constant C, such that, for any w 1 ∈ L h0 and w 2 ∈ L e h0 (or w 2 ∈ L f h0 ),
Proof. Given K ∈ G h , direct calculation leads to that
for any p ∈ P 1 (K) and q ∈ P e (K) or q ∈ P f (K) with C K a constant depending on the regularity of K. Make a summation on all cells K, and we can obtain
The other direction holds by the triangle inequality and the inverse estimate. The proof is completed.
Let Π N h be the nodal interpolation to N h defined such that, for η that makes the operation doable,
η · t e , ∀ e ∈ E h , and let Π RT h be the nodal interpolation to RT h defined such that, for τ that makes the operation doable,
Lemma 19. For any integer s > 0, there is a C = C(s) > 0, such that
Proof. Let K be a tetrahedron of G h . By scaling argument (c.f. Page 257 of [6] ), given p > 2, there exists a constant
Therefore, by inverse inequality, given φ ∈ (P s (K)) 3 ,
The proof is completed.
3.3.
A discretised analogue of the decomposition (12). We are going to construct the result below.
Theorem 20. The decomposition below is stable:
Precisely, given η h ∈ N h0 , there exist a w h ∈ L h0 and a φ h ∈ L +e h0 , such that
Proof. Given η h ∈ N h0 , by Lemma 18, there existη h ∈ N h0 , ψ h ∈ L h0 and w h ∈ L h0 , such that
and This
, we have by Lemma 17 that
This completes the proof.
Note thatH 0 (div, Ω) = curlH 0 (curl, Ω) = curlH 1 0 (Ω), and the inf-sup condition holds below:
Denote byRT h0 := {τ ∈H 0 (div, Ω) : τ| K ∈ R 3 }; thenRT h0 = curlN h0 . A discretized analogue of (18) can be constructed.
Proposition 21.
) with some w h ∈ L h0 , and we have
3.4.
A discretised analogue of the decomposition (13) . Similarly to Theorem 20, we can construct the result below.
Theorem 22. The decomposition below is stable:
Precisely, given τ h ∈ RT h0 , there exists a ζ h ∈ N h0 and a φ h ∈ L +f h0 , such that
Moreover, the inf-sup condition is well known
Also, similar to Proposition 21, a discretised inf-sup condition can be proved below.
Proposition 23. (22) inf
Remark 24. In 
A mixed element method of the 3D bi-Laplacian equation
In this section, we study the finite element method for the three dimensional bi-Laplacian equation (23) (−∆) (−α(x)∆u) = f, with the homogeneous boundary data u = 0, ∇u = 0 and with 0 < α s < α(x) < α b .
4.1.
Order reduced formulation. The primal variational formulation is, given f ∈ H −2 (Ω), to find
rewrite the model problem as, given f 1 ∈ H −1 (Ω) and
Note that we add a mute term (curl∇u, curl∇v) here without any difference. By Theorem 9, a mixed formulation of (25) is then to find (u, φ, ζ)
Theorem 25. Given f 1 ∈ H −1 (Ω) and f 2 ∈ H −1 (Ω), the equation (26) admits a unique solution (u, φ, ζ) ∈ M , and
Moreover, u solves the primal problem (25).
Theorem 26.
Let Ω be convex and α be smooth. Then,
Proof. The first item follows from the regularity theory of fourth order elliptic equation and the equivalence between (26) and (25) . Now we turn to the second item. Decompose ζ = ∇w ζ + ζ 1 with w ζ ∈ H 1 0 (Ω) and ζ 1 ∈ N 0 (curl, Ω); the decomposition is unique. Then (∇w ζ , ∇v) = (f, v) for any v ∈ H 1 0 (Ω), thus
which leads to that curlcurlζ = ∇αdivφ − ζ ∈ L 2 (Ω) and curlζ ∈ H(curl, Ω). As curlζ ∈ H 0 (div, Ω), we obtain curlζ ∈ H 1 (Ω), and curlζ 1,Ω C f 0,Ω . This completes the proof.
The error estimate for the interpolation below is technically important.
M h , and
where
Proof. We only have to verify the hypotheses of Lemma 10. By Lemma 19 , Π N h ψ h 0,Ω C ψ h 0,Ω and thus
h0 . This verifies the boundedness of all the bilinear forms involved.
The inf-sup condition follows from Theorem 20. The proof is completed.
Lemma 28. Let (u, φ, ζ) and (u h , φ h , ζ h ) be the solutions of (26) and (27), respectively. Provided sufficient smoothness of (u, φ, ζ), it holds that
Proof. By Lemma 10,
The approximation error is controlled in a standard way. By Lemma 19,
By standard error estimate,
Summing all above completes the proof.
A mixed element method for fourth order curl problem
In this section, we study the fourth order curl equaltion:
where A(x) is a symmetric definite bounded matrix fields on Ω.
5.1. Order reduced formulation. Its variational problem is (c.f. [38] 
Note that H curlṽ ∈ H 1 0 (Ω)}. We rewrite the model problem as: given
Again, a mute term (div curlũ, div curlṽ) is added here.
By Theorem 9, a mixed formulation of (30) is to find (ũ, φ, σ)
Theorem 29. Given f 1 ∈ (H 0 (curl, Ω)) ′ and f 2 ∈ H −1 (Ω), the equation (31) admits a unique solution (ũ, φ, σ) ∈ N , and
Moreover, ũ solves the primal problem (30).
Theorem 30.
Let Ω be convex and A be smooth. Then
Lemma 31. Given f 1 ∈ (H 0 (curl, Ω)) ′ and f 2 ∈ H −1 (Ω), the problem (32) admits a unique solution
Proof. Again, we verify the hypotheses of Lemma 19. By the error estimate of Π RT h , (c.f., e.g., Propositions 2.5.1, 2.5.3 and 2.5.4 of [5] 
. The boundedness of the bilinear forms involved follows then. Besides, the coercivity of
Finally, the inf-sup condition needed holds by Theorem 22. The proof is completed.
Lemma 32. Let (ũ, φ, σ) and (ũ h , φ h , σ h ) be the solutions of (31) and (32), respectively. Provided sufficient smoothness of (ũ, φ, σ), it holds that
Proof. Again, by Lemma 10,
The estimation of the approximation error is immediate. By standard error estimate of Π
to the space of piecewise constants, then Summing all above completes the proof.
Concluding remarks
In this paper, we study the general methodology on the construction of order reduced schemes for fourth order problems. Under the framework presented in Section 2, a high-regularity problem can be transformed to an equivalent system on three low-regularity spaces. Once a "configurability" condition is verified for a certain fourth order problem, the existence of the three spaces is guaranteed, and its equivalent system is given constructively. As second-order Sobolev spaces can usually be treated to consist of functions in firstorder spaces whose derivatives are in first order spaces, we may expect a wide applicability of the framework for fourth order problems. This will be discussed further in future.
A stable decomposition Y = BR + S (c.f. Section 2) is a basic tool for the framework. Its discretised analogue is fundamental for construction of numerical schemes. The regularity of Y can usually be lower than S, and thus higher-degree polynomials are usually needed for discretising S than for discretising Y . This way, it might be not easy to keep discretised S contained in discretised Y ; this is a key difficulty for constructing discretised stable decompositions, especially ones with low-degree polynomials. In Section 3, we overcome this obstacle by the aid of interpolations and construct two discretised regular decompositions, which are probably among the ones of lowest degree. Order reduced numerical schemes are thus constructed for two fourth order problems. With respect to the framework of order reduction, different stable decompositions, continuous and discrete, will be motivated, constructed and applied for various fourth order problems.
As the order of the problem is reduced, flexibility can be expected for the numerical schemes. For example, finite elements of lower order will be more probable to be contained in finite element programming packages, and convenience can be brought in on implementations. Also, low order finite element spaces can be nested, thus nested discretisation schemes are admitted. This can be an advantage for designing multilevel methods. We refer to [39] for a preliminary example. Other utilisations will be discussed in future.
The framework for problems with more general formulations will be discussed in future, such as problems which are not necessarily self-adjoint or on Hilbert spaces, problems with parameters dependence, and etc.. A framework for problems of orders higher than four will also be discussed.
