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ABSTRACT
ROW GENERATION TECHNIQUES FOR
APPROXIMATE SOLUTION OF LINEAR
PROGRAMMING PROBLEMS
A. Burak Pac¸
M.S. in Industrial Engineering
Supervisor: Assoc. Prof. Emre Alper Yıldırım
September, 2010
In this study, row generation techniques are applied on general linear program-
ming problems with a very large number of constraints with respect to the prob-
lem dimension. A lower bound is obtained for the change in the objective value
caused by the generation of a specific row. To achieve row selection that results
in a large shift in the feasible region and the objective value at each row gen-
eration iteration, the lower bound is used in the comparison of row generation
candidates. For a warm-start to the solution procedure, an effective selection of
the subset of constraints that constitutes the initial LP is considered. Several
strategies are discussed to form such a small subset of constraints so as to obtain
an initial solution close to the feasible region of the original LP. Approximation
schemes are designed and compared to make possible the termination of row gen-
eration at a solution in the proximity of an optimal solution of the input LP.
The row generation algorithm presented in this study, which is enhanced with
a warm-start strategy and an approximation scheme is implemented and tested
for computation time and the number of rows generated. Two efficient primal
simplex method variants are used for benchmarking computation times, and the
row generation algorithm appears to perform better than at least one of them
especially when number of constraints is large.
Keywords: Row generation, simplex method, clustering.
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O¨ZET
DOG˘RUSAL PROGRAMLAMA PROBLEMLERI˙NI˙N
YAKLAS¸IK C¸O¨ZU¨MU¨ I˙C¸I˙N KISIT TU¨RETME
TEKNI˙KLERI˙
A. Burak Pac¸
Endu¨stri Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Emre Alper Yıldırım
Eylu¨l, 2010
Bu tez c¸alıs¸masında, kısıt sayısı problem boyutuna go¨re c¸ok fazla olan dog˘rusal
programlama problemleri u¨zerinde kısıt tu¨retme teknikleri uygulandı. Ekle-
nen bir kısıtın amac¸ fonksiyon deg˘erinde ortaya c¸ıkardıg˘ı deg˘is¸im ic¸in bir alt
sınır deg˘eri hesaplanabileceg˘i ortaya kondu. Her kısıt tu¨retme adımında, prob-
lemin olurlu bo¨lgesinde bu¨yu¨k bir daralma ve amac¸ fonksiyon deg˘erinde bu¨yu¨k
bir deg˘is¸im sag˘layabilmek ic¸in bu alt sınır hesabı kısıt tu¨retme adaylarının
kars¸ılas¸tırılması ic¸in kullanıldı. Problem c¸o¨zu¨mu¨ne hızlı bir bas¸langıc¸ yapa-
bilmek ic¸in, ilk dog˘rusal programlama alt probleminin kısıtlarının etkin bir
bic¸imde sec¸imini sag˘layacak yo¨ntemler aras¸tırıldı. I˙lk alt problem c¸o¨zu¨mu¨nu¨n asıl
dog˘rusal programlama probleminin olurlu bo¨lgesine yakın olmasını sag˘layacak,
mu¨mku¨n oldug˘unca ku¨c¸u¨k bir bas¸langıc¸ kısıt alt ku¨mesinin elde edilmesinde kul-
lanılabilecek yo¨ntemler deg˘erlendirildi. Asıl problemin en iyi c¸o¨zu¨mu¨ne yeter-
ince yakın bir c¸o¨zu¨m noktasında kısıt tu¨retimine son verebilmek ic¸in yaklas¸ım
tasarımları ele alındı ve kars¸ılas¸tırıldı. Bu c¸alıs¸mada sunulan kısıt tu¨retme algo-
ritması bir hızlı bas¸langıc¸ teknig˘i ve yaklas¸ım tasarısıyla gelis¸tirilerek bilgisayar
u¨zerinde uygulandı. Bu uygulama algoritmanın hesaplama su¨resinin ve tu¨rettig˘i
kısıt sayısının sınanmasında kullanıldı. Hesaplama zamanları iki verimli temel
simpleks yo¨ntemi ile kars¸ılas¸tırıldı. Kars¸ılas¸tırmalara go¨re, kısıt tu¨retme algorit-
masının bu iki yo¨ntemden en az birinden, o¨zellikle kısıt sayısı bu¨yu¨k oldug˘unda,
daha hızlı c¸alıs¸tıg˘ı ortaya c¸ıktı.
Anahtar so¨zcu¨kler : kısıt tu¨retme, simpleks yo¨ntemi, ku¨meleme .
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Chapter 1
Introduction
A linear program is the minimization or maximization of a linear objective func-
tion of a finite number of continuous variables over their domain which is con-
strained by finitely many linear equalities and inequalities. A linear programming
(LP) model is applicable, for instance, when profit maximization is aimed in a
production system with limited resources to be allocated to the production of
different types of products. In the model of such a system, the variables are the
production quantities of, thus the proportional allocation amounts of resources
to, each type of product. The objective function is the sum of contributions from
the production of each type to the profit. Resources used in the production sys-
tem can be utilized up to their certain specific level, which poses restrictions on
the allocations. These restrictions constitute the constraints, formulated as an
inequality: the sum of allocations of a resource type to each product type should
be less than or equal to the maximum available amount of that resource type.
Again, the linear programming model is applicable to a manufacturing environ-
ment in an attempt to minimize manufacturing costs, where the output of several
products is required in certain fixed levels. Different products demand different
manufacturing processes and activities that are completed by the manufacturing
machines and facilities capable of performing these tasks. The cost of processes
and activities on the manufacturing units sum up to form the objective function.
1
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The LP solution aims the most cost effective setting of variables, i.e., the alloca-
tion of production capabilities of manufacturing units; to meet the constraints:
the activity and process allocation for each product type should be sufficient to
meet the output requirement for that product.
During late 1940’s, linear programming was initially devised as a mathemat-
ical model motivated by the urge for planning of complex military training, lo-
gistics and operations programs. Soon after the development of mathematical
foundations and systematization of solution by the simplex method, LP became
a widely applied modeling technique beyond its use as a military planning tool.
During the same years LP emerged to become focus of academic interest, digi-
tal electronic computers were designed and made available for problem solving
[19]. With great impact on scientific decision making, LP was broadly utilized
for assisting decisions on commercial and industrial systems posing increasingly
more complex problems in the course of the period of economic and technolog-
ical progress after World War II. Since then, LP has been the most frequently
used, or seldom the second most frequently used, operations research tool. More-
over, LP surpassed most computer science and applied mathematics problems in
terms broadness of fields of real world practice. Economics, finance, government
planning, military operations, manufacturing, agriculture, transportation, medi-
cal imaging, statistics, engineering disciplines, physical and social sciences can be
named among many fields of application of LP.
Although nature is highly nonlinear, many modern systems have linear struc-
ture in design. If nonlinearity is encountered in a human designed system, it is
likely that there is a systematic way of linearizing it, namely representing the
nonlinearity in a linear form. Moreover, simplification is an important aspect
of successful mathematical modeling applications, and it is often justifiable to
simplify models to linear programs under reasonable assumptions on the system
modeled. Model clarity and readability, together with efficient solution methods,
further add to the preferability of LP modeling.
When simplex method appeared as the first systematic method for solving lin-
ear programs in 1947, it was acknowledged as a successful algorithm in terms of
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solution efficiency. Simplex remained as the main method of LP solver software
implementations until mid-1990’s. Serious attention and effort from academia
and researchers was concentrated on improving simplex algorithm and its imple-
mentations. One of the initial theoretical issues was degeneracy and stalling of the
solution process due to cycling. It was possible for the simplex method to repeat
a sequence of non-improving degenerate simplex pivots in an infinite loop, which
is known as cycling. Handling of degeneracy and development of anti-cycling
pivoting techniques for the simplex method was one of the most important topics
of early research [16], [48], [51], [64],[77], [18], [26]. An anti-cycling pivoting tech-
nique is also called a finite pivoting rule, emphasizing a key property of simplex
method: unless cycling occurs, the simplex method finds an optimal solution or
terminates by certification of infeasibility or unboundedness in a finite number
of iterations. This is of theoretical significance, since this property of simplex
method can be used for any problem that can be modeled as an LP problem, to
prove that it can be solved or discovered to be infeasible or unbounded in finitely
many steps. Numerical stability appeared as another important issue, related
to software implementations. Straightforward computer implementations of the-
oretically efficient algorithms do not always fulfill the performance expectations
arising from the theoretical results. Accumulation of round-off error through iter-
ations due to the limited numerical precision of digital electronic computers often
results in failure of straightforward simplex implementations to return reasonable
solutions. Due to the instability caused by the storage and updating of the inverse
of the basis in its original matrix form, alternative forms of storage and update
of the basis inverse were considered. Of various suggestions on triangular and
orthogonal factorizations of the basis matrix [22], [28], [29], [30], [36], [69], LU
factorization was the most preferable for its accuracy, stability and efficiency. LU
factorizations of the basis matrix in (Gauss-Jordan) product form of inverse (PFI)
and (Gaussian) elimination form of the inverse (EFI) were incorporated into the
simplex algorithm by studies of Forrest and Tomlin [23], and Bartels and Golub
[9], [8], [7], respectively. The two methods differed in the pivot selection criteria
and storage of the basis update matrices. Bartels-Golub factorization proved to
be more stable numerically, in addition to the superiority of EFI in maintaining
the sparsity of the basis factorization [17], [46]. Both of the factorizations were
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used successfully in implementations, and further advanced to take advantage of
sparse LP problems [75], [76], [70].
The pivot column choice of the early simplex method by George B. Dantzig
was that with the highest reduced cost among columns with positive reduced
costs, for a minimizing LP model. The reduced cost is the reduction caused
in the objective value by one unit of increase in the pivot column variable on
entering the basis. Yet the step size, that is, the increase in the pivot column
variable is a non-negative number determined by the ratio test; which can be
arbitrarily close to zero, equaling zero in the case of degeneracy. Therefore, the
highest reduced cost choice does not necessarily bring forth the greatest reduction
in the objective value, actually it bears no sign of greater improvement than any
of the other candidates. In late 1960’s, a pivot selection technique with signifi-
cant geometric interpretation was brought forward. The column selection of this
technique named as the steepest edge pivoting corresponds to the simplex itera-
tion traversing the edge having the most acute angle with the objective direction.
This assures the greatest improvement in objective per unit move in the solution
space. Although the step size is determined by the ratio test, and again it can be
arbitrarily small; the delusion by reduced cost due to the varying norms of edge
directions corresponding to non-basic columns, is eliminated in this method. This
method is shown to reduce the total number of simplex iterations for solution of
LP problems considerably, and rival the computation times of the devex code [31].
Devex is one of the most prominent commercial LP implementations still used,
and its computation principle is similar to the steepest edge simplex method [35].
Whereas the steepest edge computes and updates edge norms, devex estimates
them by representative data.
Despite the recognized efficiency of the simplex method, there were alternative
solution approaches in as early as 1940’s. Instead of traversing around the LP
feasible region on an edge path on the polyhedron boundary, the possibility of
convergence to an optimal solution through points in the interior of the feasible
region was investigated even in those years. Yet, serious consideration of the
interior point approach as a competitor of the simplex method had to wait for
several decades. In 1979, the ellipsoid method came forth as an interior algorithm.
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It was not an efficient algorithm for solving LP problems, but was important for
proving the classification of LP as a polynomially solvable problem [43]. The
discovery of this potential, while the worst-case exponential behavior of simplex
was known [32], was followed by the interior point method by Karmarkar, realizing
the potential [42]. The method was efficient and even superior to simplex on
large-scale problems. The focus of academic interest on interior point methods
continued through late 1980s and 1990s, until the competition between simplex
and interior points culminated in the development of the infeasible primal-dual
interior point method that efficiently solved large-scale LP problems[2], [3], [24],
[44], [57], [85], [87], [45].
The simplex method continued to be an important research topic even after
the victory of interior point methods and solvability of very large-scale LP prob-
lems. The larger steps during initial iterations of interior point methods change
into a slow convergence as optimality is approached. Shifting to a simplex method
with rather solid iterations when convergence slows down is considered as a fruit-
ful option [15]. Furthermore, in spite of the overall dominance of interior point
methods, problem specific structure may often dictate the simplex method to be
the key algorithm for solving that type of problem. Recognition and handling
of problem specific structure embedded in the LP model is crucial for LP soft-
ware competitivity, therefore a good implementation of interior point and simplex
methods needs be incorporated into LP codes. Solvability of large-scale LPs in
reasonable time is not the ultimate target for solution efficiency. LP solvers form
a basis for many integer, mixed integer and other solvers. The solution of an
integer programming problem might demand thousands of LP solutions, where
utilizing the simplex method to inherit and use the basis from iteration to itera-
tion is crucially advantageous.
Dual simplex brought a new view point to the simplex method, with a more
simple geometry: feasible region determined by constraint half spaces and basic
solutions uniquely defined by a system of independent linear equations formed
by the normal vectors of basic constraints. It is simpler than the primal simplex
geometry in standard form: the affine space due to an underdetermined linear
system constrained by the non-negative orthant. Intersections with hyperplanes
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of the non-negativity constraints define basic feasible solutions and shift to a
neighbor in the equation system is by replacing one non-negativity hyperplane
by another. Shift to a neighboring solution in dual simplex by replacing one ba-
sic constraint by a non-basic constraint. Dual simplex is a field developing with
rather late efforts. The application of the steepest edge pivoting rules to dual
simplex resulted in implementations that were the initial versions of the dual
simplex method, which were considered efficient. Techniques improving primal
simplex to its current state were also applicable to dual simplex, generally in
simpler form parallel to the dual geometry. In the recent years, the dual simplex
method has been implemented in several commercially competitive general LP
solver softwares. Today’s efficient LP solver softwares are state-of-the-art imple-
mentations of the primal simplex, dual simplex and interior point methods, or a
combination of these.
Exterior point simplex algorithms (EPSA) emerged as simplex variants with
the idea of traversing basic solutions instead of basic feasible solutions. Whereas
the primal simplex algorithm iterates over primal feasible solutions, and dual
simplex over dual feasible solutions, EPSA does not require feasibility on a ba-
sis change. While the shortest feasible edge-path connecting two basic feasible
solutions on a polyhedron may contain arbitrarily high number of edges for any
fixed dimension greater than one, the number is linearly bounded in row and
column number when connecting two basic solutions by a path passing through
basic solutions[66]. Allowing infeasible bases brings the challenge of designing a
penalty function for infeasibility, similar to those used in phase one simplex algo-
rithms. This penalty function combined into the objective function is critical in
determining the performance of EPSA, and some efficient implementations exist
[66], [67], [65].
Column and row generation algorithms have a potential for better handling of
large-scale LPs [39]. The term ”‘generation”’ conveys the meaning that rows and
columns are incorporated into the LP as needed. Column generation starts with
a minimal feasible system, if it exists, admitting an initial subset of variables that
are promising candidates for the optimal basis. After the initial system is solved
to optimality, most promising of the variables are set aside, and among those
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one which indicates an improving direction is incorporated into the system. The
solution process ends by optimality if there is no such variable, or continues with
the solution of the revised LP. Row generation algorithms start with a subset of
constraints forming a bounded LP, if possible. One of the excluded constraints is
incorporated into the optimized system until feasibility is attained. At this point
optimality for the relaxed system indicates optimality for the original system.
Row generation aims constructing the part of the polyhedral boundary on which
an optimal vertex lies. To achieve this, of the violated constraints, the one more
likely to bind an optimal vertex is selected. Both column and row generation
procedures are finite, since generation is bounded by problem dimensions and each
step of generation is finite due to finiteness of LP solution. Starting and finishing
with as few number of columns or rows as possible is crucial for faster LP solutions,
thus the efficiency of both algorithms. This sets forth the main challenge for these
algorithms: detecting and generating columns or rows constructing an optimal
basis in fewest generation steps. Column and row generation algorithms favor
simplex as the LP solver, due to the small expected number of changes on the
basis inherited from the previous generation step.
Chapter 2
Problem Definition
After the introduction of the thesis subject together with a brief review of the
related literature, this chapter is devoted to the formal definition of the dual row
generation problem.
We consider general linear programming problems, combining the row gen-
eration method with warm-start initial constraint set selection techniques. The
solution procedure starts with the selection of an initial subset of the LP con-
straints that constitutes a polyhedron containing at least one basic feasible solu-
tion. After the selection of the initial constraints, our algorithm proceeds with
the one-by-one inclusion of the remaining constraints in the LP, until either LP
infeasibility is encountered or a feasible solution with the desired approximation
level to optimal value is computed. In the worst case, the procedure could end up
with the inclusion of all constraints, in the case of unboundedness, for instance.
Several strategies are suggested and compared for both warm-start and con-
straint selection at each step of row generation, with the aim of faster convergence
to the optimal value by generation of a minimal number of constraints in total.
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A general LP can be formulated as:
(P )
maximize cTx
subject to Ax = b
x ≥ 0
where A ∈ Rm×n is the constraint coefficient matrix, x ∈ Rn×1 is the column
vector of n variables and b ∈ Rm×1+ is the right-hand-side coefficient vector, and
c ∈ Rn×1 is the objective function coefficient vector. Non-negativity of b can be
assured for a general LP, since A may have both negative and positive entries,
and a row of A can be negated together with the corresponding entry of b if this
entry is negative. In addition, we assume that m < n as the rows of A are linearly
independent and the equation system is underdetermined.
The dual LP of (P ) is as follows:
(D)
minimize bTw
subject to ATw ≥ c
In this model, w ∈ Rm×1 is the column vector of m variables. The existence
of a basic solution of (D) is implied by the fact that AT has full column rank.
Again, (D) is a general LP form. Any LP problem can be formulated in
this form, since equality constraints can be replaced by two inequality constraints
and any less than or equal type inequality constraint, including non-positivity
constraints, can be multiplied by −1 and written as a greater than or equal type
constraint. Let the original formulation of an LP problem be given by:
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minimize
n∑
j=1
cjxj
subject to
n∑
j=1
aijxj ≥ bi i ∈ I1 (2.1)
n∑
j=1
aijxj ≤ bi i ∈ I2 (2.2)
n∑
i=1
aijxj = bi i ∈ I3 (2.3)
xj ≥ 0 j ∈ J1 (2.4)
xj ≤ 0 j ∈ J2 (2.5)
xj free j ∈ J3 (2.6)
In this formulation, I1, I2 and I3 are disjoint sets whose union {1, . . . ,m},
similarly J1, J2 and J3 are a partition of {1, . . . , n}. Introducing a new variable
x′j such that x
′
j = −xj for j ∈ J2, and regarding non-negativity constraints as
regular LP constraints, an equivalent formulation in the form of (D) for the
problem is obtained as follows:
minimize
∑
j∈J1∪J3
cjxj +
∑
j∈J2
(−cj)x′j
subject to
∑
j∈J1∪J3
aijxj +
∑
j∈J2
(−aij)x′j ≥ bi i ∈ I1 ∪ I3 (2.7)∑
j∈J1∪J3
(−aij)xj +
∑
j∈J2
aijx
′
j ≥ −bi i ∈ I2 ∪ I3 (2.8)
xj ≥ 0 j ∈ J1 (2.9)
x′j ≥ 0 j ∈ J2 (2.10)
Therefore, the LP originally in the former generic format can be modified
into the format we will be using to represent general linear programs. With the
CHAPTER 2. PROBLEM DEFINITION 11
relabeling of coefficients and variables, the above LP can be written as:
minimize
n∑
j=1
cˆjxj
subject to
n∑
j=1
aˆijxj ≥ bˆi i ∈ {1, ..,m}
or in matrix form:
minimize cˆTx
subject to Aˆx ≥ bˆ
which is exactly the format of (D). Therefore, regardless of its original format,
every LP problem instance can be formulated in the format of (D), which is the
format used for modeling, analysis and solution of LPs in this study.
From this point on (D) is stated as follows:
(D)
minimize cTx
subject to Ax ≥ b
In this formulation there is a change of notation. A ∈ Rm×n is a full column
rank matrix with m > n, b ∈ Rm×1, and c ∈ Rn×1+ . It can be assured that c
is non-negative for a general LP, since A may have both negative and positive
entries, and a column of A can be negated together with the corresponding entry
of c if this entry is negative. Therefore, any LP can be represented by this format.
Before defining the problem in detail, the notation used in the study can be
briefly summarized as follows:
• The index sets {1, . . . ,m} and {1, . . . , n} are named as I and J , respectively.
• If S represents a permuted set, S (i) is the element of S whose order is i in
S in the permuted form, i ∈ {1, . . . , |S|}.
• For a permuted index set S ⊂ I, AS• is an |S| × n matrix whose row i is
the row S (i) of A. bS is a vector of |S| elements with ith element equal to
bS(i), the S (i)
th entry of b ∈ Rm (independent of whether b is a column or
row vector), for i ∈ {1, . . . , |S|}.
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• For a permuted index set S ⊂ J , A•S is an m× |S| matrix whose column j
is the column S (j) of A, j ∈ {1, . . . , |S|}.
• For i ∈ I, Ai• = A{i}• and bi = b{i}.
• For j ∈ J , A•j = A•{j}.
• ~1 is a column vector with all entries equal to 1, ei is a column vector with
entries equal to 0 except entry i, which is equal to 1. Both of these represent
vectors with various sizes appropriate to the context they are used in.
• In the context of matrix operations, I represents the identity matrix of
appropriate size.
• ‖x‖ denotes the Euclidean norm of vector x defined on the space of x.
For the discussion in this section, (D) is assumed to be a feasible and bounded
problem. Furthermore, the existence of an initial partition of I into three sets B,
N , and V is assumed. This partition is such that |B| = n, rank (AB•) = n, and
(D0)
minimize cTx
subject to AB• x ≥ bB
AN• x ≥ bN
is a bounded LP with an optimal solution xˆ0 = (AB•)
−1 bB. The initial construc-
tion of such a partition is discussed in Section 4.7. In this section, this initial
partition is assumed to be known.
If xˆ0 is feasible to (D), i.e.,
xˆ0 ∈ F = {x ∈ Rn : Ax ≥ b} , (2.11)
it is optimal to (D). This follows from the fact that (D0) is a relaxation of (D):
F ⊂ F0 = {x ∈ Rn : AB• x ≥ bB, AN• x ≥ bN} (2.12)
and
cT xˆ0 = inf
x∈F0
cTx ≤ inf
x∈F
cTx. (2.13)
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In this case, an optimal solution of (D) is found by the solution of an LP with
|B|+ |N | rows.
If xˆ is not feasible to (D), then for nonempty V¯ ⊂ V , we have AV¯ • xˆ < bV¯ .
In this case, a selection of an index i1 ∈ V¯ is made for incorporation of a new
constraint into (D0). The appending of a violated constraint into LP is called
row generation. Then, the LP after the addition of row i1 is given by:
(D1)
minimize cTx
subject to AB• x ≥ bB
AN• x ≥ bN
Ai1• x ≥ bi1
The property desired in the selection of the row to be added is to shift the
LP optimal towards a feasible solution of (D), with a minimum number of row
generations in total to reach feasibility. Reaching this point with a small number
of row generations means finding an optimal solution to (D) by solving a sequence
of smaller sized LP problems.
Ideally, a row generation technique has the aim of selecting rows which appear
in an optimal basis. However, finding such constraints that form the boundary
of the polyhedron where an optimal vertex lies is not a trivial task. Thus, for
quick convergence to feasibility by a small number of row generations, a rather
myopic goal for row generation is established. Generally, a relaxation of (D) has
a better, that is to say smaller, optimal objective value than (D). At each row
generation step, the greatest reduction in this gap between the optimal value
of the relaxed problem and the optimal value of (D) is aimed. Another such
goal for row generation is to select a constraint such that the polyhedron in the
following step is as distant as possible to the optimal solution of the LP before
row generation. Namely, cutting out a region as large as possible is aimed. These
two goals are interrelated, in that a strategy performing well in terms of one of
the goals generally performs well for the other.
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2.1 Constructing a Lower Bound for Objective
Value Change
Row generation has a computational advantage over feasible simplex methods.
When feasible simplex methods pick an edge to move from one basic feasible
solution to another, satisfaction of all nonbasic constraints is required. Especially
when the number of constraints is large, computing the step size of the move
on the edge selected assures feasibility. This computation, called the ratio test,
demands significant computational effort when the number of constraints is large.
The costly effort required to consider all nonbasic constraints is prohibitive for
the comparison of multiple edge directions in terms of their true effect on the
objective value. Although an edge direction with more potential for objective
value improvement can be selected, the true change in objective is determined by
the ratio test, and might turn out to be very small.
On the other hand, row generation candidates are compared to each other
in terms of their relation with the basic constraints. Since the number of basic
constraints is limited by the problem dimension, a criterion for comparison that
has less computational cost can be designed. Therefore, consideration of multiple
candidates for row generation is possible. Moreover, the (absolute) change in
objective value brought in by a row generation has a certain lower bound. Let
(Dk) be the LP problem obtained after k row generations, with ik as the last row
generated:
(Dk)
minimize cTx
subject to ABk−1• x ≥ bBk−1
ANk−1• x ≥ bNk−1
Aik• x ≥ bik
Here, Bk−1 represents the optimal basic indices of (Dk−1). In dual simplex,
the basis consists of n linearly independent rows, i.e., n constraints with linearly
independent normal vectors. The basis defines n edges each emanating from
one of the basic constraint hyperplanes, while lying in the intersection of the
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remaining constraint hyperplanes. For j ∈ J , the edge emanating from the
hyperplane of constraint Bk−1 (j), denoted by ρj is uniquely defined by the linear
equation system:
ρj = A
−1
Bk−1•ej, j ∈ J (2.14)
These edges emanating from xˆk−1 = A−1Bk−1• bBk−1 intersect the hyperplane of a
violated constraint if their inner product with the normal vector of this hyperplane
is positive. Therefore, the set J+ = {j ∈ J : Aik• ρj > 0} corresponds to the
edges that intersect the hyperplane {x ∈ Rn : Aik•x = bik}. J+ is nonempty under
the assumption that (D) is feasible. The new constraint intersects the half line
{x ∈ Rn : x = xˆk−1 + µρj, µ ≥ 0}, j ∈ J+, at point pj = xˆk−1 + µjρj. The step
size is
µj =
bik − Aik• xˆk−1
Aik• ρj
, (2.15)
where the numerator is also positive, since row ik is generated only if it is violated
by xˆk−1.
It should be noted that µj is not the step size determined by the dual ratio
test for edge ρj, and pj is generally not the point that the solution would move
to when a feasible dual simplex method is used. Any non-basic constraints that
edge j intersects before hitting {x ∈ Rn : Aik•x = bik} are ignored in this analysis.
Still, the points pj, j ∈ J+ give a lower bound for ∆k, the change in the objective
value by generation of row ik, i.e. the difference between the objective values of
optimal solutions of problems (Dk−1) and (Dk):
∆k = zk − zk−1 = cT xˆk − cT xˆk−1 (2.16)
∆k ≥ min
j∈J+
cTpj − cT xˆk−1 = min
j∈J+
µjc
Tρj (2.17)
This lower bound follows from the fact that an optimal solution of (Dk), xˆk,
is the sum of a convex combination of pj, j ∈ J+ and a feasible direction of the
polyhedron
Hk =
{
x ∈ Rn : ABk−1• x ≥ bBk−1 , Aik• x = bik
}
. (2.18)
This result and its proof is presented in the following lemma.
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Lemma 1 Let xˆk−1 be an optimal solution of (Dk−1) with corresponding basis
Bk−1. Let J+ be the set of indices corresponding to the edges of basis Bk−1 that
intersect the hyperplane {x ∈ Rn : Aik•x = bik}. Let pj, j ∈ J+ be the points that
the edges of basis Bk−1 intersect {x ∈ Rn : Aik•x = bik}.
Given that (Dk) is a feasible and bounded problem, there exists an optimal
solution xˆk of (Dk) that can be represented by:
xˆk =
∑
j∈J+
λjpj + dxˆk , (2.19)
where λj ≥ 0, j ∈ J+,
∑
j∈J+ λj = 1, and dxˆk is a direction of:
Hk =
{
x ∈ Rn : ABk−1• x ≥ bBk−1 , Aik• x = bik
}
. (2.20)
Proof. The feasible regions of (Dk−1) and (Dk) are given by:
Fk−1 =
{
x ∈ Rn : ABk−1• x ≥ bBk−1 , ANk−1• x ≥ bNk−1
}
(2.21)
and
Fk =
{
x ∈ Rn : ABk−1• x ≥ bBk−1 , ANk−1• x ≥ bNk−1 , Aik• x ≥ bik
}
, (2.22)
respectively.
The hyperplane {x ∈ Rn : Aik•x = bik} separates {xˆk−1} and Fk, as
Aik•xˆk−1 < bik and Aik•y ≥ bik for all y ∈ Fk.
Since Fk−1 and Fk are convex sets, and Fk ⊂ Fk−1, for any y ∈ Fk, the
line segment connecting y and xˆk−1 is inside Fk−1 and leaves the set Fk at point
yˆ ∈ Fk such that:
yˆ ∈ F¯k =
{
x ∈ Rn : ABk−1• x ≥ bBk−1 , ANk−1• x ≥ bNk−1 , Aik• x = bik
}
. (2.23)
As the linear objective function cTx is also convex, yˆ has an objective value as
good as that of y. Therefore, an optimal solution of (Dk) exists in F¯k.
Note that, the only extreme points of the polyhedron Hk are pj, j ∈ J+, since
constraints in Bk−1 only constitute n edges, and Aik• x = bik , a single hyperplane,
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intersects only those edges with indices in J+. Then, by polyhedral representation
theorem, for an optimal solution
xˆk ∈ F¯k ⊂ Hk (2.24)
of (Dk), a representation exists as
xˆk =
∑
j∈J+
λjpj + dxˆk , (2.25)
where λj ≥ 0,
∑
j∈J+ λj = 1 and dxˆk is a feasible direction of Hk.
Let us assume that the bound given for ∆k is not valid, and:
cT xˆk − cT xˆk−1 < min
j∈J+
(
cTpj − cT xˆk−1
)
. (2.26)
This can be stated more simply as:
cT xˆk < min
j∈J+
cTpj. (2.27)
By Lemma 1, there exists a representation xˆk =
∑
j∈J+ λjpj + dxˆk , with λj and
dxˆk as defined in the lemma. Then:
cT xˆk < min
j∈J+
cTpj∑
j∈J+
λjc
Tpj + c
Tdxˆk <
∑
j∈J+
λj min
j¯∈J+
cTpj¯∑
j∈J+
λjc
Tpj + c
Tdxˆk <
∑
j∈J+
λjc
Tpj
cTdxˆk < 0. (2.28)
Since dxˆk 6= 0 is a direction of Hk, it is also a direction of
FBk−1 =
{
x ∈ Rn : ABk−1• x ≥ bBk−1
}
, (2.29)
as FBk−1 ⊃ Hk. There is a contradiction at this point: an optimal basis Bk−1
satisfies cT
(
ABk−1•
)−1 ≥ 0 component wise, i.e. cTρj ≥ 0, j ∈ J , so that for any
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direction d of FBk−1 , cTd ≥ 0, since d is a convex combination of ρj, j ∈ J . Thus
the lower bound on ∆k is proved:
∆k ≥ min
j∈J+
cTpj − cT xˆk−1
= min
j∈J+
µjc
Tρj
= min
j∈J+
bik − Aik• xˆk−1
Aik• ρj
cTρj
= min
j∈J+
cTρj
Aik• ρj
(bik − Aik• xˆk−1) . (2.30)
2.2 Bound on Objective Change from the Pri-
mal Perspective
As mentioned above, the step sizes µj in these calculations do not correspond
to step sizes given by the dual ratio test of a feasible dual simplex algorithm.
Yet, there is an analogy between the step sizes µj and the primal ratio test.
When the row generation problem is approached from the primal perspective, a
row generation corresponds to a column generation. Consider LP formulations of
(Pk−1) and (Pk), the LP problems before and after the kth column generation.
(Pk−1)
maximize bTw
subject to ATBk−1•wBk−1 + A
T
Nk−1•wNk−1 = c
w ≥ 0
(Pk)
maximize bTw
subject to ATBk−1•wBk−1 + A
T
Nk−1•wNk−1 + A
T
ik•wik = c
w ≥ 0
wik ≥ 0
Since its dual (Dk−1) is a feasible and optimal LP with optimal basis Bk−1,
the same basis set determines the optimal basic columns of (Pk−1). The objective
change due to the first simplex pivot after the generation of column ik is equal
to the lower bound calculated above. Since other simplex pivots might follow
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to maximize the objective value, the objective change caused by generation of
column ik is greater than or equal to the change by this first simplex pivot. This
analogy between the primal and dual perspectives follows with the next lemma.
Primal non-degeneracy is assumed in the analyses based on the primal per-
spective, including the following lemma. (P ), thus (Pk−1) and (Pk) are assumed
to be non-degenerate LP problems.
Lemma 2 Let (Pk−1) and (Pk) be the LP problems before and after the kth
column generation, and let Bk−1 be an optimal basis of (Pk−1).
The change caused in the objective value by the first simplex pivot after the
generation of column ik is equal to
min
j∈J+
µjc
Tρj, (2.31)
which is the lower bound for the change in objective value due to the kth row
generation, where
µj =
bik − Aik• xˆk−1
Aik• ρj
. (2.32)
Proof. Let w∗Bk−1 be the basic part of the optimal solution of (Pk−1) correspond-
ing to the optimal basis Bk−1.
ATBk−1•w
∗
Bk−1 = c
w∗Bk−1 = A
−T
Bk−1•c (2.33)
The non-basic part of the solution w∗ is equal to zero, and remains zero after
the row generation when column ik enters the basis for the first time. Column
ik is known to be the entering variable since all other columns have non-negative
reduced cost due to optimality of Bk−1 for (Pk−1). The reduced cost of column
ik is negative:
bTBk−1A
−T
Bk−1•A
T
ik• − bik = Aik•A−1Bk−1•bBk−1 − bik
= Aik•xˆk−1 − bik
< 0, (2.34)
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since row ik corresponds to column ik in the dual, and it is generated only if it
violates the optimal solution of (Dk−1). When ik enters the basis, the shift d on
w∗Bk−1 is as follows:
ATBk−1•
(
w∗Bk−1 + d
)
+ ATik•wik = c
ATBk−1•d+ A
T
ik•wik = 0
d = −A−TBk−1•ATik•wik . (2.35)
d is the direction of change for the part of the solution corresponding to indices
Bk−1. The direction −A−TBk−1•ATik•, along with one unit increase in wik , where
remaining variables are fixed at zero, give the edge direction of the first primal
simplex iteration after the column generation. The corresponding ratio test gives
the step size µik , the change in wik due to this simplex iteration. Note that this
step size is positive due to the assumption of non-degeneracy.
µik = min(
j:eTj A
−T
Bk−1•A
T
ik•>0
) e
T
j w
∗
Bk−1
eTj A
−T
Bk−1•A
T
ik•
= min(
j:ρTj A
T
ik•>0
) e
T
j A
−T
Bk−1•c
eTj A
−T
Bk−1•A
T
ik•
= min
j∈J+
cTA−1Bk−1•ej
Aik•A
−1
Bk−1•ej
= min
j∈J+
cTρj
Aik•ρj
. (2.36)
After the step size µik is determined by the ratio test, the change d in the former
basic variables can be written as:
d = −A−TBk−1•ATik•µik
= −A−TBk−1•ATik• minj∈J+
cTρj
Aik•ρj
. (2.37)
Then, the change in the objective value due to the kth row generation, ∆k, is
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greater than or equal to the objective change by this primal simplex iteration:
∆k ≥ bTBk−1d+ bikwik
= −bTBk−1A−TBk−1•ATik•µik + bikµik
= −bTBk−1A−TBk−1•ATik• minj∈J+
cTρj
Aik•ρj
+ bik min
j∈J+
cTρj
Aik•ρj
= min
j∈J+
cTρj
Aik•ρj
(
bik − bTBk−1A−TBk−1•ATik•
)
= min
j∈J+
cTρj
Aik•ρj
(
bik − Aik•A−1Bk−1•bBk−1
)
= min
j∈J+
cTρj
Aik•ρj
(bik − Aik•xˆk−1) . (2.38)
Note that the lower bound on the objective change obtained by the primal per-
spective, given by the inequality in (2.38) is identical to what is obtained by the
dual perspective presented in (2.30).
In the above analyses, (D), thus (P ) is assumed to be feasible and optimal.
Therefore the set J+ is always non-empty. Note that, in the absence of this
assumption, J+ = ∅ is possible. From the dual perspective, this proves that
Fk = ∅, i.e. (D) is infeasible, since this implies that the edges of FBk−1 do
not intersect {x ∈ Rn : Aik•x = bik}. From the primal perspective, this implies
unboundedness, since the value of wik can take arbitrary positive value without
causing negativity of any variables in Bk−1.
Although calculations using the whole edge set provide a lower bound for
objective change, the computational cost for these calculations cannot be incurred
for all of the row generation candidates. Since this study is particularly motivated
by LP problems with very large number of constraints compared to the problem
dimension, calculations for lower bound have to be limited to a small subset of
row generation candidates.
A point to note is that, the lower bound is merely an estimate of the change
in the objective function. When constraint ik is added to (Dk−1), constraints
in Nk−1 have to be accounted for along with those in Bk−1. Thus, the result of
row generation is generally several simplex iterations for transition to the optimal
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of (Dk), and a greater change in objective value than what is indicated by the
lower bound ∆k. Therefore, the calculations presented in this chapter have to be
combined with a strategy for forming a small subset of strong candidates among
the constraints that are not considered in (Dk−1). The problem focused on in
this thesis study is the design of such a strategy for selection of a small subset
of row generation candidates before lower bounds for change are computed and
candidates are compared, along with the selection of an initial set of constraints
to constitute (D0).
Stating more formally, the purpose of this study is the design of selection
methods for the initial constraint sets B, N and the permuted row generation set
R = {i1, . . . , ir} such that |B|+ |N |+ |R| is minimal and the optimal solution of
the LP:
(Dr)
minimize cTx
subject to AB• x ≥ bB
AN• x ≥ bN
AR• x ≥ bR
is feasible to (D).
The strategies for the construction of the sets B and N of the constraints
of the initial LP are discussed in Section 4.7. The selection method for row
generation, namely one-by-one determination of elements of R is discussed in the
next chapter.
Chapter 3
The Method
In this chapter, the methods used for the selection from among row generation
candidates are discussed. For the analyses of this chapter, A is assumed to be an
m× n matrix with normalized rows, and c is assumed to be a unit vector.
For a thorough comprehension of the polyhedral structure of an LP problem,
the relationships of constraints with each other due to their orientation and po-
sitioning in the space need to be analyzed. The former is determined by the
constraint hyperplane normal vector, i.e. Ai•, i ∈ I, and the latter is determined
by the constraint right-hand side bi. After such an analysis, the boundary where
an optimal solution lies, and the constraints forming this boundary, which are
determined by the orientation of the objective gradient with respect to the poly-
hedron, can be obtained by observing the relationship of the objective vector c
with the constraints. Unfortunately, this kind of an analysis would be very costly
even for small LP problems.
If there existed a clustering of all of the constraints according to their normal
vectors, so that each cluster consisted of constraints with similar normal vector
directions, this would be valuable information. For two constraints Ai• x ≥ bi
and Aj• x ≥ bj whose normal vectors are normalized and equal, the one with
smaller right hand side is redundant, namely, the other constraint is sufficient
for the definition of the LP feasible region and this one can be omitted from the
23
CHAPTER 3. THE METHOD 24
inequality system. For constraints with normal vectors that are normalized and
similar, while the ones with smaller right-hand-sides are not necessarily redun-
dant, the constraint with largest right-hand side is the most important for the
definition of the LP feasible region. Therefore, if constraints are clustered accord-
ing to their normal vectors as mentioned above, picking the constraint with the
largest right-hand-side from each cluster provides a small subset of constraints
that give an approximate definition of the LP feasible region. Starting with this
initial definition of the LP feasible region, it is reasonable to expect that few row
generations would be needed until a feasible optimal solution of the original LP
is found. However, this approach would require clustering a very large number of
vectors, since this study especially focuses on LP problems with large number of
constraints. Clustering such a large number of vectors would be a difficult prob-
lem in itself, and would require great computational effort; therefore alternative
approaches are considered.
A rather simple analysis is possible instead of clustering all constraint normal
vectors. The relationship of a constraint normal vector Ai• with the objective
vector c provides information about whether the constraint is likely to be in an
optimal basis, even if this is partial information. After analyzing and classifying
the constraints by their relationship with c, constraint right-hand sides serve as
a significant indicator of which constraints are more important in defining the
polyhedron boundary among constraints of similar orientation in the space.
Constraints with normal vectors in highly acute and highly obtuse angles with
c can be considered as two groups of similar orientation in space. Since two unit
normal vectors that have highly acute angle with c, namely small distance with c,
would have a very small angle between each other, their constraint hyperplanes
would be similarly oriented, faces pointing at similar directions. Same is true for
two constraints with normal vectors at highly obtuse angle with −c. It can thus
be said that the constraints with larger right-hand-sides in either of these two
groups are more important in defining the LP feasible region than the remaining
ones.
Another constraint group of interest is composed of constraints whose normal
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vectors are at approximately right angle with c. For the constraints in both of the
former two groups, it can be said that their normal vectors are clustered around
one ray emanating from the origin. Noting that all constraint normal vectors
and the objective vector are normalized, this means that these normal vectors
are clustered around vectors c, and −c. However, we cannot say that constraints
whose normal vectors are approximately orthogonal to c can be clustered around
a single vector.
It can be said that normal vectors of constraints that are approximately or-
thogonal to c lie close to the hyperplane
{
x ∈ Rn : cTx = 0}. This follows, since
the cosine of right angle is zero, and the inner product of two normalized vectors
give the cosine of the angle between them, therefore Ai•c ≈ 0. From another
point of view, the distance of Ai• to
{
x ∈ Rn : cTx = 0} is equal to∥∥c cTATi•∥∥ = ‖c‖ ∣∣cTATi•∣∣ = ∣∣cTATi•∣∣ ,
which is the norm of a vector obtained by the multiplication of the unit vector c
by a very small number, the inner product cTATi•. To sum up, unit normal vectors
of constraints that are located on or near
{
x ∈ Rn : cTx = 0} form the group of
constraints that are approximately orthogonal to c. Since
{
x ∈ Rn : cTx = 0}
is an n − 1 dimensional linear space, the analysis of constraints in this group
requires further classification of normal vectors into clusters. Clustering this
smaller subset of I = {1, . . . ,m} has a significantly lower cost than clustering all
constraints, and incurring this cost is reasonable since this group is essential for
the solution procedure.
The greater portion of constraints are not in the three groups mentioned. It
is difficult to analyze and compare these prior to the solution process unless clus-
tering is applied on all of the problem constraints. Application of clustering on
all constraints would bring in increased computational cost with problem size.
Since this study focuses on LP problems with a very large number of constraints,
the option of clustering all constraints is not reasonable due to complexity of
the k-center clustering problem. The methods used in this study for the design
of initial constraint selection strategies and row generation selection criteria are
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therefore based on three classes of constraints mentioned above: those approxi-
mately parallel to objective vector c, approximately parallel to objective gradient
−c and approximately orthogonal to c.
Let αi,c denote the angle between the normal vector of constraint i and objec-
tive vector c, and αi,l denote the angle between the normal vectors of constraints
i and l, i, l ∈ I. Let αΠ and αΩ denote the largest angles that should be between
a normal vector and c, for that vector to be a member of approximately paral-
lel and orthogonal groups, respectively. Then the parallel group Π is formed as
follows:
Π = {i ∈ I : αi,c ≤ αΠ} (3.1)
and the orthogonal group Ω is formed as follows:
Ω =
{
i ∈ I : pi
2
− αΩ ≤ αi,c ≤ pi
2
+ αΩ
}
(3.2)
where αi,c ∈ [0, pi], i ∈ I.
From the geometric perspective, assuring precise approximation of parallelity
and orthogonality is important, but it is also important to adjust the level of
αΠ and αΩ, so that the sets Π and Ω are non-empty, but do not have too many
elements either. This is required to assure efficiency in analysis of the polyhe-
dron structure and row generation iterations. Otherwise, not only similarity in
orientation of constraints inside groups would be reduced, but also the excessive
number of orthogonal group constraints would result in an exhaustive clustering
process.
The process of forming parallel and orthogonal groups, and orthogonal clusters
is given in Algorithm 1. Note that there are three parameters αΠ, αΩ and κ,
in addition to LP parameters A, b and c. First two discussed above, αΠ and
αΩ, are the angles that determine proximity of parallelity and orthogonality,
respectively. The parameter κ takes values in the interval (0, 1] to determine
how many clusters the approximately orthogonal vectors are grouped into. The
vectors approximately orthogonal to c are grouped into ω = dκ |Ω|e clusters.
Thus, κ is the parameter that determines the clustering problem to be a ω-center
clustering problem. In this study, selection of constraints exploiting constraint
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groups and clusters, together with other information, is the main focus. αΠ, αΩ
and κ are determined by comparing different settings of these parameters during
computational testing. Further analyses on the ideal settings of these parameters
for efficiency remain for future research.
Algorithm 1 Forming Sets Π, Ω, and Clustering Ω
Input: A ∈ Rm×n, b ∈ Rm, c ∈ Rn, αΠ ∈ [0, pi], αΩ ∈ [0, pi], κ ∈ [0, 1]
Normalize c and rows of A
c← c‖c‖
for i := 1 to m do
Ai• ← Ai•‖Ai•‖
bi ← bi‖Ai•‖
Calculate cosines of angles between constraint normal vectors and c
for i ∈ Ω do
cosαi,c = Ai•c
Calculate cosines of the angles between constraint normal vectors
for i ∈ Ω do
cosαi,i = 1
for l ∈ Ω, l > i do
cosαi,l = Ai•A
T
l•
for l ∈ Ω, l < i do
cosαi,l = cosαl,i
Form sets Π and Ω
Π = {i ∈ I : cosαi,c ≥ cosαΠ}
Ω =
{
i ∈ I : cos
(pi
2
− αΩ
)
≥ cosαi,c ≥ cos
(pi
2
+ αΩ
)}
ω-center clustering of Ω
ω = dκ |Ω|e
o1 = arg mino∈Ω {cosαo,c}
Ω1 = {o1}
for i := 2 to ω do
oi = arg mino∈Ω
{
maxl∈{1,...,i−1} {cosαo,l}
}
Ωi = {oi}
for o ∈ Ω \ {o1, . . . , oω} do
i← arg maxl∈{1,...,ω} {cosαo,l}
Ωi ← Ωi ∪ {o}
For two vectors c and d in Rn, cTd = ‖c‖ ‖d‖ cosαc,d, where αc,d is the angle
between c and d. When c and d are unit vectors, cTd = cosαc,d. After the
normalization of c and the constraint normal vectors, this identity is used for
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the calculation of cosine values. Note that cosine values replace angles for the
comparisons in the definition of sets Π and Ω in Algorithm 1. This works, since
the cosine function has monotonic behavior in the interval [0, pi].
The monotonic property of the cosine function in [0, pi] is exploited in the
clustering of Ω. The distance between two vectors Ai• and Al• is 2 sin
αi,l
2
‖Ai•‖,
given ‖Ai•‖ = ‖Al•‖. Then, ‖Ai• − Al•‖ = 2 sin αi,l
2
. This holds since the vectors
are normalized to have unit norms. A larger cosine implies smaller distance due
to the following trigonometric identity:
sin
α
2
=
√
1− cosα
2
α ∈ [0, pi] , (3.3)
it can therefore be said that the ω-center clustering is done based on Euclidean
distance. The algorithm used is the furthest neighbor approximation algorithm
for k-center clustering problem, and it has an approximation factor of 2 [33].
While a factor of 2 might seem large, it is not an indication of inefficiency of the
algorithm; and it is proved that 2 is a tight bound for approximation of k-center
clustering problem: an approximation algorithm for k-center clustering problem
with a factor 2− ,  > 0 implies P = NP [37].
Once sets Π, Ω and Ωi, i ∈ {1, . . . , ω} are formed using Algorithm 1, this
information can be used to order constraints so that the constraints that are more
likely to define the boundary that an optimal solution lies, and the constraints
that are more important for the definition of the LP feasible region come prior to
others. The set Π comes foremost in this ordering, since for a constraint normal
vector c˜ ≈ c, the constraint c˜Tx ≥ bc˜ approximates a bound on the objective
function: cTx ≥ bc˜. One such constraint might not assure that the objective is
bounded, since c˜ is not exactly equal to c, but it is expected that a few members
of Π whose normal vectors slightly differ from c together form a bound on the
objective value cTx. Therefore, the constraints with indices in Π, especially those
with larger right-hand-side values, are expected to be in the optimal basis, whose
constraints form the boundary that the optimal solution is on.
Since members of Π are oriented similarly in space, when considered separately
from the remaining constraints, these constraints generally form a broad region
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that the feasible and optimal solution of (D) might exist on. The critical role
of the set Ω and clusters Ωi, i ∈ {1, . . . , ω} is narrowing down this region. Due
to their orientation, the constraints in Ω are not expected to form boundaries
that impose upper or lower bounds to the objective function cTx, as for each
l ∈ Ω, Al•c ≈ 0, on each constraint hyperplane Al•x = 0 there are directions
that objective increases and reduces at a high rate. Therefore, when considered
separately from other constraints, the members of Ω are expected to form a
region in Rn where the objective value can increase and reduce freely. This region
can be imagined as a narrow tunnel, since directions with dominant components
orthogonal to c are obstructed by the constraints in Ω. Similar to the case for Π,
the constraints with larger right-hand-side values in each cluster Ωi are prior to
other constraints in the same cluster Ωi, i ∈ {1, . . . , ω}.
The constraints with normal vectors approximately parallel to −c come after
the members of Π and Ω. Opposite to the members of Π, a constraint c˜x ≥ bc˜
with normal vector c˜ ≈ −c approximates an upper bound of objective value:
cTx ≤ −bc˜. Again, constraints with normal vectors approximately parallel to
−c are expected to constitute a boundary that imposes an upper bound to the
objective value cTx. These constraints might be useful in narrowing down the
range for the objective value that the LP solutions attain, when joined with
members of Π. Yet, they have lower priority than members of Π and Ω, since
as opposed to the members of Π, it is expected that they to not appear in an
optimal basis and on the boundary where the optimal solution lies.
A constraint whose normal vector is approximately parallel to −c and whose
right-hand side is large follows members of /P i and /Omega in the order. This
is achieved by separating constraints into two sets:
S+ = {o ∈ S : cosαo,c ≥ 0} ,
and
S− = {o ∈ S : cosα0,c < 0} ,
where V is composed only of members of Π and Ω, at this point.
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Selection from S+ and S− is made alternatingly to order the remaining con-
straints. The element v selected from S+ has the largest cosαv,cbv. This measure
aims to combine the properties of being at an acute angle with c and having a
larger right-hand side. Similarly, selection of an element v ∈ S− is due to a more
acute angle with −c and a large right-hand side. This time, the element with
smallest cosαv,cbv is selected, since cosαv,c is negative.
Algorithm 2 starts the ordering by alternating members of Π and Ω. The
element of Π with the largest right-hand-side is picked, until Π is exhausted,
followed by the element of Ωi with the largest right-hand-side. One element of
Ω follows one element of Π continuing this way; selection from Ω is done by
alternating clusters Ωi, i ∈ {1, . . . , ω} at each selection. One element from Π is
selected after a selection from any cluster Ωi ⊂ Ω, and this is preferred to picking
one element from Π after picking elements from each of Ωi, i ∈ {1, . . . , ω}. The
reason behind this is that the elements of Π are generally more important for
constructing a bounded LP and defining the border where an optimal solution
lies, as discussed above.
After the first part of V consisting of elements of Π and Ω is formed, the
remaining constraints in I \ V are separated into two sets according to whether
the angle of their normal vector with c is acute or obtuse. Then, members of
the sets are appended to V alternatingly. If for l ∈ I \ V , cosαl,c ≥ 0, a larger
value of cosαl,cbl means higher priority. Thus, constraints whose normal vectors
have more acute angles with c and whose right-hand-sides are larger have greater
priority. For l ∈ I \V with cosαl,c < 0, a smaller value of cosαl,cbl implies higher
priority. This function is preferred for assigning higher priorities to approximate
parallels of −c, so that those with larger right-hand-sides come before others in
priority. This way, constraints are ordered in V such that members of Π and Ω
come foremost, then the group of approximate parallels of −c follows along with
the remaining constraints in I.
In this chapter, efforts until this point were for ordering constraints in order
to assure that whenever a small subset of I is considered for constraint selection,
this small subset covers most significant constraints for an optimal basis and for
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Algorithm 2 Forming Permutation of I that Represents Row Selection Priorities
Input: A ∈ Rm×n, b ∈ Rm, c ∈ Rn, Π, Ω, Ωi i ∈ {1, . . . , ω}
Output: V , a permutation of I ordered according to row selection priorities
SΠ ← Π, SΩ ← Ω, SΩi ← Ωi i ∈ {1, . . . , ω}
Sort SΠ and SΩi, i ∈ {1, . . . , ω} according to constraint right-hand-sides
bSΠ(o) ≥ bSΠ(p) if o < p
bSΩi (o) ≥ bSΩi (p) if o < p, ∀i ∈ {1, . . . , ω}
Form V starting with members of Π and Ω
odd = true, l = 1, i = 1
while SΩ 6= ∅ do
if odd then
if SΠ 6= ∅ then
V (l) = SΠ (1)
SΠ ← SΠ \ {SΠ (1)}
l← l + 1
odd = false
if odd = false then
if SΩi 6= ∅ then
V (l) = SΩi (1)
SΩi ← SΩi \ {SΩi (1)}
SΩ ← SΩ \ {SΩi (1)}
l← l + 1
odd = true
i← i− b i
ω
cω + 1
Sort I \ V according to priorities and append it to V
S = I \ V
S+ = {o ∈ S : cosαo,c ≥ 0}
S− = {o ∈ S : cosα0,c < 0}
cosαS+(o),c bS+(o) = AS+(o)•c bS+(o) ≥ cosαS+(p),c bS+(p) if o < p
cosαS−(o),c bS−(o) = AS−(o)•c bS−(o) ≤ cosαS−(p),c bS−(p) if o < p
while S+ ∪ S− 6= ∅ do
if S− 6= ∅ then
V (l) = S− (1)
S− ← S− \ {S− (1)}
l← l + 1
if S+ 6= ∅ then
V (l) = S+ (1)
S+ ← S+ \ {S+ (1)}
l← l + 1
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the definition of the LP feasible region. Comparing promising candidates for
constraint selection is important, yet another factor for quick convergence of a
row generation algorithm is to shift the objective value as much as possible by
each row generation. In the remaining part of this chapter, results of the lower
bound analysis in Chapter 2 is used to estimate the change caused in the objective
value by a row generation.
For the estimation of the effect of generation of row ik, consider again the LP
problems (Dk−1) and (Dk), which are the formulations before and after the kth
row generation:
(Dk−1)
minimize cTx
subject to ABk−1• x ≥ bBk−1
ANk−1• x ≥ bNk−1
After the kth row generation, the LP becomes:
(Dk)
minimize cTx
subject to ABk−1• x ≥ bBk−1
ANk−1• x ≥ bNk−1
Aik• x ≥ bik .
Constraint ik is considered as a row generation candidate in the discussions
in this chapter. A constraint is a row generation candidate only if it is violated
by the optimal solution xˆk−1 of (Dk−1). The set of row generation candidates for
the kth row generation, V¯k−1 is defined as follows:
V¯k−1 = {v ∈ Vk−1 : Av•xˆk−1 < bv} . (3.4)
The lower bound for the change in the objective value due to a row generation
∆k, given in (2.30) is used to compare row generation candidates. The letter β
and a superscript is used to denote the lower bound for objective value change
for a specific row generation candidate v ∈ V¯k−1:
∆vk ≥ βvk = min
j∈Jv+
cTρj
Av• ρj
(bv − Av• xˆk−1) . (3.5)
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Here, Jv+ is the set of indices for the edges of FBk−1 that intersect the hyperplane
of constraint v.
Jv+ = {j ∈ J : Av• ρj > 0} (3.6)
Looking at the lower bound βvk , it is possible to verify that several strategies
adopted in the ordering of V are actually useful for highlighting more promising
row generation candidates. The ideal case of Av• = c guarantees an objective
change of (bv − Av• xˆk−1), given Jv+ 6= ∅. 1 is not the highest value possible for
minj∈Jv+
cTρj
Av• ρj
, yet the assurance of an increase in the objective value at the
level of violation (bv − Av• xˆk−1) confirms the strategy of assigning high priority
to constraints with normal vector approximately parallel to c.
The advantage of assigning higher priorities to constraints with larger right-
hand-sides is obvious in (3.5) by bv, a larger right-hand-side bv directly implies a
larger lower bound βvk .
In a problem with a very large number of constraints, V¯k−1 might be a too
large set to compare the members of. Conducting computations necessary for the
calculation of βvk for each member v ∈ V¯k−1 requires an effort that necessitates
considering only a small subset of V¯k−1. Jv+ is not necessarily a small subset of
J , therefore, the heavy part of the effort for the calculation of βvk consists of
computation of inner-products Av• ρj, j ∈ Jv+.
Since xˆk−1 is at hand by the solution of (Dk−1), (bv − Av• xˆk−1) can be obtained
efficiently for each, v ∈ V¯k−1 by one inner product and one arithmetic operation.
Thus, (bv − Av• xˆk−1) is the value that is used in combination with the order of
V to obtain a small subset Vˆk−1 of V¯k−1 that consists of strong row generation
candidates.
The priority order V is exploited by considering only a portion V¯k−1 ⊂ V¯k−1
of highest priority elements of V¯k−1 as row generation candidates. The measure
(bv − Av• xˆk−1) comes into play for comparison among elements of V¯k−1. The few
elements of V¯k−1 with largest (bv − Av• xˆk−1) values remain to the set Vˆk−1 to
be compared by measures βvk , v ∈ Vˆk−1. This strategy requires definition of two
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more intrinsic parameters φ and γ of the algorithm, in addition to αΠ, αΩ and κ.
φ ∈ (0, 1] defines V¯k−1 as the first dφ
∣∣V¯k−1∣∣e elements of V¯k−1. min{γ, ∣∣∣V¯k−1∣∣∣}
elements of V¯k−1 that have largest (bv − Av• xˆk−1) values constitute Vˆk−1. This
row selection procedure is given in Algorithm 3.
Both of the parameters φ and γ should be large enough to allow strong row
generation candidates to remain for final comparison, but larger values beyond
what achieves this would result in inefficiency due to increase in computational
requirements without improving row selection. This study does not cover a dis-
cussion of what would be the optimal values of φ and γ for highest algorithm
efficiency, the values for the intrinsic parameters adopted in computational tests
are determined by trial and comparison of several settings for intrinsic parameters
αΠ, αΩ, κ, φ and γ.
Algorithm 3 Selection of vˆ, the Row to be Generated, from the Set Vk−1
Input: Bk−1, Nk−1, Vk−1, φ, γ
Output: vˆ ∈ Vk−1, the row to be generated
xˆk−1 = A−1Bk−1•bBk−1
V¯k−1 = {v ∈ Vk−1 : Av•xˆk−1 < bv}
V¯k−1 =
{
V¯k−1 (1) , . . . , V¯k−1
(dφ ∣∣V¯k−1∣∣e)}
Sort V¯k−1 according to descending (bv − Av• xˆk−1), v ∈ V¯k−1
Vˆk−1 =
{
V¯k−1 (1) , . . . , V¯k−1
(
min
{
γ,
∣∣∣V¯k−1∣∣∣})}
vˆ = arg maxv∈Vˆk−1 β
v
k
The next chapter continues with the discussion about conditions for termi-
nation of the algorithm at approximate optimality and warm-start strategies.
The presentation of the row generation algorithm as a pseudo-code based on the
methods considered in this chapter follows the discussions on approximations and
warm-start strategies.
Chapter 4
Approximations, Warmstart and
the Algorithm
This chapter begins with the discussion of conditions for terminating the row
generation algorithm at approximate optimality, by accepting the optimal solu-
tion of the LP (Dk) in the proximity of an optimal solution of (D). Section 4.7
follows with the discussion of warm-start strategies, considering the selection of
constraints constructing the initial LP (D0).
In this chapter the objective vector c and rows Ai•, i ∈ I are assumed to be
normalized, and the right-hand-side vector b is assumed to be modified accord-
ingly.
4.1 Approximation with Multiplicative Error
In most of the LP problems, especially those arising from real world applications,
a solution with a small deviation from optimality is acceptable. Accepting a
certain level of error in solution is necessary for another reason: due to the
limited precision of computers, error accumulates in the solution vector during
the solution process. A multiplicative LP relaxation approach is possible for error
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tolerance as follows:
(
D+
) minimize cTx
subject to Ax ≥ (1− )b
Here, b ≥ 0 is assumed, and a relative deviance of  ∈ (0, 1) from the solution
space is accepted. If xˆ is an optimal solution of
(
D+
)
, we can write:
(1− ) z∗ ≤ cT xˆ ≤ z∗ (4.1)
where z∗ is the optimal value of the original LP (D), which is assumed to be
feasible and bounded (z∗ ≥ 0 when the problem is bounded, since by b ≥ 0, µx,
µ ≥ 1 is a feasible solution if x is a feasible solution of (D)). The inequality
on the left follows from the fact that
xˆ
1−  is a feasible solution of (D), with
objective value
cT xˆ
1−  ≥ z
∗. The inequality on the right follows from the fact that
the optimal value of a relaxation is at least as good as that of the original LP.
A tolerance of  relative error in objective value is assured by the  multi-
plicative relaxation as long as the assumption b ≥ 0 is satisfied. Although a large
class of LP problems satisfies this assumption, a general LP in the format used
in our analysis may have constraints with positive and negative right-hand-sides
together. Therefore, in general, the right-hand-side vector b can be rearranged
and separated into two vectors b1 ≥ 0 and b2 < 0, resulting in the following LP
formulation:
minimize cTx
subject to A1x ≥ b1
A2x ≥ b2
After multiplicative relaxation is applied, we have:
(D)
minimize cTx
subject to A1x ≥ (1− ) b1
A2x ≥ (1 + ) b2
When the assumption b ≥ 0 is not satisfied, an  approximation to the solution
space does not guarantee  relative error to the optimal value.
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Example 1 : Relative error is not bounded for -relaxation
To show that there exists no bounds for absolute error when -relaxation
is used, let us consider the following LP with right-hand-sides determined by
constants b and η such that 0 < η < b.
minimize x0 − x1
subject to x0 ≥ (b+ η)
−x1 ≥ (−b+ η)
The constraints are relaxed by a factor  to form the LP:
minimize x0 − x1
subject to x0 ≥ (1− ) (b+ η)
−x1 ≥ (1 + ) (−b+ η)
z∗ = 2η denotes the optimal value of the original LP, and z∗∗ = 2η − 2b the
optimal value of the second LP. Defining relative error as ¯, the relative error can
be arbitrarily high depending on the values of b and η.
¯ =
|z∗ − z∗∗|
|z∗| =
2b
2η
=
b
η
The error ¯ therefore can take the value of arbitrary positive multiple of 
depending on the ratio b/η.
4.1.1 Absolute error in optimal value with multiplicative
relaxation
Although a bound on the relative error in the case of multiplicative error for a
general LP can not be established, and relative error may not exist when optimal
value is 0, a bound on the absolute error exists for an LP with an optimal solution.
The LP problem and its dual are given by:
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(D)
minimize cTx
subject to A1x ≥ b1
A2x ≥ b2
(P )
maximize bT1w1 + b
T
2w2
subject to AT1w1 + A
T
2w2 = c
w1, w2 ≥ 0
The relaxed LP and its dual are given by:
(D)
minimize cTx
subject to A1x ≥ (1− ) b1
A2x ≥ (1 + ) b2
(P )
maximize bT1w1 + b
T
2w2 −  bT1w1 +  bT2w2
subject to AT1w1 + A
T
2w2 = c
w1, w2 ≥ 0
Let z∗ be the optimal value of (D), and z∗∗ be the optimal value of (D),
which we know to exist since the feasible regions of (P ) and (P ) are the same
and the feasible region of (D) covers that of (D). Therefore both primal and
dual feasible regions for the relaxed problem are non-empty. There is an optimal
extreme point w∗ of (P ), also feasible to (P ). Then:
z∗ ≥ z∗∗
≥ bT1w∗1 + bT2w∗2 −  bT1w∗1 +  bT2w∗2
= z∗ −  bT1w∗1 +  bT2w∗2 (4.2)
Then the absolute error is bounded above:
|z∗ − z∗∗| ≤ 
[
b1
−b2
]T [
w∗1
w∗2
]
= 
[
b1,B
−b2,B
]T [
w∗1,B
w∗2,B
]
(4.3)
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where
[
w∗1,B
w∗2,B
]
are the dual basic variables, and
[
b1,B
b2,B
]
are the corresponding
dual objective function coefficients.[
w∗1,B
w∗2,B
]
= (AB∗•)
−1c (4.4)
where B∗ is the optimal basis of (P ).
|z∗ − z∗∗| ≤ 
[
b1,B
b2,B
]T
(AB∗•)
−1c
= 
∣∣∣∣∣∣
[
b1,B
b2,B
]T
(AB∗•)
−1c
∣∣∣∣∣∣
≤ 
∥∥∥∥∥
[
b1,B
b2,B
]∥∥∥∥∥
2
∥∥(AB∗•)−1c∥∥2
≤ 
∥∥∥∥∥
[
b1,B
b2,B
]∥∥∥∥∥
2
sup
u∈Rn:‖u‖2=1
{∥∥(AB∗•)−1u∥∥2}
= 
∥∥∥∥∥
[
b1,B
b2,B
]∥∥∥∥∥
2
∥∥(AB∗•)−1∥∥2
≤ 
∥∥∥∥∥
[
b1,B
b2,B
]∥∥∥∥∥
2
max
B∈B([AT1 AT2 ])
{∥∥(AB•)−1∥∥2}
≤  β χ ([AT1AT2 ]) (4.5)
Here, β is the largest norm that
[
b1,B
b2,B
]
can attain, i.e., the norm of the
vector composed of n elements of b that are larger in absolute value than the
remaining entries of b.
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β =
(
n∑
j=1
bij
2
)1/2
, {i1, . . . , in} ⊆ {1, . . . ,m} (4.6)
|bi| ≥ |bi′ | if i ∈ {i1, . . . , in} , i′ ∈ {1, . . . ,m} \ {i1, . . . , in} (4.7)
The measure χ (A) of a matrix A is the maximal determinant of inverted bases
of A [83].
4.2 Approximation with Additive Error
Due to the difficulty encountered in multiplicative relaxation when both positive
and negative right-hand-side coefficients exist, additive relaxation is considered,
resulting in the following LP:
(
Dδ
) minimize cTx
subject to aTi x ≥ b− δ‖ai‖ i ∈ {1..m}
or, in matrix form:
(
Dδ
) minimize cTx
subject to Ax ≥ b− δaˆ
where aˆ =

‖a1‖
.
.
.
‖am‖

, the vector composed of constraint normal vector norms,
and δ is a positive real number.
For simplicity, the objective function and the constraint rows of the LP can
be normalized. Since the magnitude of the optimal value, but not the optimal
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solution, changes by multiplying the objective function coefficient vector by a
positive scalar, normalizing this vector does not affect the LP solution. Again,
by dividing each row including the right-hand-side by the norm of the constraint
vector, the solutions space remains the same, and the LP takes the following
form:
(
Dδ
) minimize c
T
‖c‖x
subject to
aTi
‖ai‖x ≥
b
‖ai‖ − δ i ∈ {1..m}
From this point on, rows of the matrix A, and the vector c are assumed be
normalized, and b is assumed to be modified accordingly. After the additive
relaxation of constraints, the LP becomes:
(
Dδ
) minimize cTx
subject to Ax ≥ b− δ ×~1
where
A =

—–
aT1
‖a1‖ —–
.
.
.
—– a
T
m
‖am‖ —–

, b =

b1
‖a1‖
.
.
.
bm
‖am‖

,
~δ = δ ×~1m×1 and ‖c‖ = 1
4.2.1 Error in optimal value with additive relaxation
The LP problem and its dual are given by:
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(D)
minimize cTx
subject to Ax ≥ b (P )
maximize bTw
subject to ATw = c
w ≥ 0
The relaxed LP and its dual:
(
Dδ
) minimize cTx
subject to Ax ≥ b− δ~1
(
P δ
) maximize bTw − δ~1Tw
subject to ATw = c
w ≥ 0
In the case where both (D) and (P ) are feasible and bounded, let z(D) denote
the optimal value of the original problem and z(D
δ) denote the optimal value of
the relaxed problem. Since the feasible region of (P ) and
(
P δ
)
are the same,(
P δ
)
is feasible; and again,
(
Dδ
)
is feasible since its feasible region covers that
of (D). Let w(P ) be an optimal extreme point of (P ), hence an extreme point of(
P δ
)
that is not necessarily optimal for
(
P δ
)
. Then:
z(D) ≥ z(Dδ) ≥ bTw(P ) − δ~1Tw(P ) = z(D) − δ~1Tw(P ). (4.8)
In the absence of information about extreme points before attempting the
solution of the LP, an upper bound on the additive error δ¯ =
∣∣∣z(D) − z(Dδ)∣∣∣ can
be given as follows:
δ¯ ≤ max
w∈V (P )
{
δ~1Tw
}
≤ max
B∈B(AT ):A−TB• c≥0
{
δ~1TA−1B•c
}
= δ max
B∈B(AT ):A−TB• c≥0
{〈
~1, A−TB• c
〉}
(4.9)
where V (P ) is the set of vertices of the feasible region
{
w : ATw = c, w ≥ 0} of
(P ), and B (AT ) is the set of all bases of AT . This holds since every vertex w0
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of
{
w : ATw = c, w ≥ 0} can be represented by a basis B0 of AT as w0 = A−TB0•c,
and any basis B ∈ B (AT ) satisfying A−TB• c ≥ 0 represents an extreme point of{
w|ATw = c}. As ‖c‖ = 1, we can write:
max
B∈B(AT ):A−TB• c≥0
{〈
~1, A−TB• c
〉}
≤ √n max
B∈B(AT ):A−TB• c≥0
{∥∥A−TB• c∥∥}
≤ √n max
B∈B(AT ):A−TB• c≥0
{
sup
u∈Rn:‖u‖=1
{∥∥A−TB• u∥∥2}
}
=
√
n max
B∈B(AT ):A−TB• c≥0
{∥∥A−TB• ∥∥2}
≤ √n max
B∈B(AT )
{∥∥A−TB• ∥∥2}
=
√
nχ
(
AT
)
(4.10)
Thus
δ¯ =
∣∣∣z(D) − z(Dδ)∣∣∣ ≤ δ χ (AT )√n. (4.11)
4.3 A New Approach to Multiplicative Relax-
ation
We can consider another relaxation for the LP:
The LP problem and its dual given by:
(D)
minimize cTx
subject to Ax ≥ b (P )
maximize bTw
subject to ATw = c
w ≥ 0
The relaxed LP and its dual given by:
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(
Dλ
) minimize c
Tx
subject to Ax− bλ ≥ 0
−λ ≥ −1− 
λ ≥ 1− 
(
P λ
) maximize w2 − w1 −  (w1 + w2)subject to ATw = c
−bTw − w1 + w2 = 0
w ≥ 0; w1, w2 ≥ 0
In this relaxation scheme,  is assumed to lie in the interval [0, 1). We can
show that relative error is bounded by  in this approximation approach.
If (D) is a feasible and bounded LP problem,
(
Dλ
)
also has a feasible solution
with λ = 0. For a feasible solution w0 of (P ), a modified solution to
(
P λ
)
is
(w,w1, w2) = (w0,max(−bTw0, 0),max(bTw0, 0)). Since both
(
Dλ
)
and
(
P λ
)
are
feasible, the relaxed problem has an optimal solution.
4.3.1 Error in optimal value with λ relaxation
Let z(D) be the optimal value of (D) and z(D
λ) be the optimal value of
(
Dλ
)
. We
will show that
z(D) −  ∣∣z(D)∣∣ ≤ z(Dλ) ≤ z(D). (4.12)
Let x(D) be an optimal solution of (D). Then,
(
x(D), 1
)
is a feasible solution of(
Dλ
)
, with objective value cTx(D) = z(D) implying:
z(D
λ) ≤ z(D). (4.13)
Now let
(
xD
λ
, λ∗
)
be an optimal solution of
(
Dλ
)
. Note that λ∗ > 0, since the
solution is a feasible solution of
(
Dλ
)
. Then
AxD
λ − bλ∗ ≥ 0, (4.14)
that is,
AxD
λ
λ∗
≥ b, (4.15)
therefore
xD
λ
λ∗
is a feasible solution of (D) with objective value
cTxD
λ
λ∗
=
z(D
λ)
λ∗
. (4.16)
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Then,
z(D) ≤ z
(Dλ)
λ∗
(4.17)
λ∗z(D) ≤ z(Dλ) (4.18)
λ∗z(D) ≤ z(Dλ) ≤ z(D) (4.19)
By inequality (4.19), it can be inferred that λ∗ ≤ 1 if z(D) > 0 and λ∗ ≥ 1 if
z(D) < 0, so that:
z(D) − |1− λ∗| ∣∣z(D)∣∣ ≤ z(Dλ) ≤ z(D) (4.20)
Noting that λ∗ ∈ [1 − , 1 + ], we have (1− λ∗) ∈ [−, ], which completes the
proof:
z(D) −  ∣∣z(D)∣∣ ≤ z(Dλ) ≤ z(D). (4.21)
In the case z(D) = 0, this holds with an equality; z(D) = z(D
λ). Then, we can
write ∣∣∣z(D) − z(Dλ)∣∣∣ ≤  ∣∣z(D)∣∣ . (4.22)
4.3.2 Absolute error in λ relaxation
The absolute error in the λ relaxation scheme, i.e.,
∣∣∣z(D) − z(Dλ)∣∣∣ is bounded
above by 
∣∣z(D)∣∣. In the absence of information about the optimal value and the
optimal basis, we can construct a looser bound:

∣∣z(D)∣∣ =  ∣∣bTw∗∣∣ ≤  max
B∈B(AT ):A−TB• c≥0
{∣∣bTBA−TB• c∣∣}
≤  ‖bB‖2 max
B∈B(AT )
{∥∥A−TB• ∥∥2} ‖c‖ (4.23)
w∗ is an optimal basic feasible solution of (P ), thus having a corresponding
basis in B (AT ), the set of bases of AT , as defined before. When we replace
χ
(
AT
)
with its definition in the expression, and since c is a unit vector, the
bound becomes:∣∣∣z(D) − z(Dλ)∣∣∣ ≤  ∣∣z(D)∣∣ ≤  ‖bB‖2 χ (AT ) ≤ βχ (AT ) , (4.24)
where β was previously defined.
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4.4 LP Format Does not Affect The Relaxed
Optimal Value
In this section we show that, the relaxation of a generic LP has the same optimal
value with the relaxed problem obtained after the generic LP is converted to the
format that is used in this study. A generic LP can be received from the user
with all types of constraints and variable domains as follows:
(Pgen)
minimize cT1 x1 + c
T
2 x2 + c
T
3 x3
subject to A11x1 + A12x2 + A13x3 ≥ b1 (4.25)
A21x1 + A22x2 + A23x3 ≤ b2 (4.26)
A31x1 + A32x2 + A33x3 = b3 (4.27)
x1 ≥ 0, x2 ≤ 0, x3 free , (4.28)
where Aij, i, j ∈ {1, 2, 3} are matrices and bi, i ∈ {1, 2, 3} are vectors of appro-
priate sizes. In such a generic LP format, where all three constraint types are
allowed, we can without loss of generality assume that all right-hand side vec-
tors are non-negative. Then this LP can be multiplicatively relaxed by a factor
. Equality constraints are relaxed through both sides of the hyperplane, rep-
resented by two constraints, one being less and the other greater-than-or-equal
type constraints.(
P gen
)
minimize cT1 x1 + c
T
2 x2 + c
T
3 x3
subject to A11x1 + A12x2 + A13x3 ≥ (1− ) b1 (4.29)
A21x1 + A22x2 + A23x3 ≤ (1 + ) b2 (4.30)
A31x1 + A32x2 + A33x3 ≥ (1− ) b3 (4.31)
A31x1 + A32x2 + A33x3 ≤ (1 + ) b3 (4.32)
x1 ≥ 0, x2 ≤ 0, x3 free (4.33)
The following LP is the conversion of (Pgen) to the format we use:
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(D)
minimize cT1 x1 + c
T
2 x2 + c
T
3 x3
subject to A11x1 + A12x2 + A13x3 ≥ b1 (4.34)
−A21x1 − A22x2 − A23x3 ≥ −b2 (4.35)
A31x1 + A32x2 + A33x3 ≥ b3 (4.36)
−A31x1 − A32x2 − A33x3 ≥ −b3 (4.37)
x1 ≥ 0 (4.38)
−x2 ≥ 0 (4.39)
The multiplicative relaxation to this problem is:
(D)
minimize cT1 x1 + c
T
2 x2 + c
T
3 x3 (4.40)
subject to A11x1 + A12x2 + A13x3 ≥ (1− ) b1 (4.41)
−A21x1 − A22x2 − A23x3 ≥ (1 + ) (−b2) (4.42)
A31x1 + A32x2 + A33x3 ≥ (1− ) b3 (4.43)
−A31x1 − A32x2 − A33x3 ≥ (1 + ) (−b3) (4.44)
x1 ≥ 0 (4.45)
−x2 ≥ 0 (4.46)
With constraints (4.42) and (4.44) negated,
(
P gen
)
and (D) are the same LP
problems. Therefore fixing the format of LP input as min
{
cTx : Ax ≥ b} does
not affect the LP relaxation and its optimal value.
Again, the additive relaxation of the LP in generic format and its comparison
with its additive relaxation after conversion to the format we use only differ in
the multiplication of constraints by −1:
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(
P δgen
)
minimize cT1 x1 + c
T
2 x2 + c
T
3 x3
subject to A11x1 + A12x2 + A13x3 ≥ b1 − δaˆ1 (4.47)
A21x1 + A22x2 + A23x3 ≤ b2 + δaˆ2 (4.48)
A31x1 + A32x2 + A33x3 ≥ b3 − δaˆ3 (4.49)
A31x1 + A32x2 + A33x3 ≤ b3 + δaˆ3 (4.50)
x1 ≥ −δ~1, x2 ≤ δ~1, x3 free (4.51)
(
Dδ
)
minimize cT1 x1 + c
T
2 x2 + c
T
3 x3
subject to A11x1 + A12x2 + A13x3 ≥ b1 − δaˆ1 (4.52)
−A21x1 − A22x2 − A23x3 ≥ −b2 − δaˆ2 (4.53)
A31x1 + A32x2 + A33x3 ≥ b3 − δaˆ3 (4.54)
−A31x1 − A32x2 − A33x3 ≥ −b3 − δaˆ3 (4.55)
x1 ≥ −δ~1 (4.56)
−x2 ≥ δ~1 (4.57)
The parameter aˆ is defined by:
aˆ i =

‖aTi1‖
.
.
.
‖aTimi‖

, i ∈ {1, 2, 3} , (4.58)
where
[Ai1Ai2Ai3] =

—– aTi1 —–
.
.
.
—– aTimi —–

, i ∈ {1, 2, 3} , (4.59)
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and mi is the number of rows of Ai1, i ∈ {1, 2, 3}.
For λ relaxation case, generic format LP and the LP in format adopted in
this study are obviously the same except that the rows (4.68), (4.70), (4.72) and
(4.74) of
(
Dλ
)
are in negated form. They are as follows:(
P λgen
)
minimize cT1 x1 + c
T
2 x2 + c
T
3 x3
subject to A11x1 + A12x2 + A13x3 − b1λ ≥ 0 (4.60)
A21x1 + A22x2 + A23x3 − b2λ ≤ 0 (4.61)
A31x1 + A32x2 + A33x3 − b3λ ≥ 0 (4.62)
A31x1 + A32x2 + A33x3 − b3λ ≤ 0 (4.63)
λ ≥ 1−  (4.64)
λ ≤ 1 +  (4.65)
x1 ≥ 0, x2 ≤ 0, x3 free (4.66)
(
Dλ
)
minimize cT1 x1 + c
T
2 x2 + c
T
3 x3
subject to A11x1 + A12x2 + A13x3 − b1λ ≥ 0 (4.67)
−A21x1 − A22x2 − A23x3 + b2λ ≥ 0 (4.68)
A31x1 + A32x2 + A33x3 − b3λ ≥ 0 (4.69)
−A31x1 − A32x2 − A33x3 + b3λ ≥ 0 (4.70)
x1 ≥ 0 (4.71)
−x2 ≥ 0 (4.72)
λ ≥ 1−  (4.73)
−λ ≥ −1−  (4.74)
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4.5 Termination at (Approximate) Optimality
for δ and  Relaxation Schemes
Algorithm 5 states that at least one row from Ax ≥ b is generated at each step
until termination. An LP has a finite number of constraints, therefore the algo-
rithm terminates at an (approximate) optimal solution, given that it is feasible
and bounded. Then, for some k (0 ≤ k ≤ m), k is the number of constraints of
the LP at termination step, and there is an optimal solution xˆk to the LP:
(Dk)
minimize cTx
subject to ABk•x ≥ bBk
ANk•x ≥ bNk
(Dk) is the termination step if and only if xˆk satisfies AVk•xˆk ≥ bVk − ~δ, in δ
relaxation case, for example. After the solution of (Dk), the remaining constraints
are checked for whether they are satisfied under the relevant relaxation scheme, δ
(additive) or  (multiplicative). If all the remaining constraints are satisfied under
relaxation, then xˆk is a solution that attains the user-defined precision level to
the optimal solution of (D). This holds for δ and  relaxation schemes, since
z(D) ≥ z(Dδk) = cT xˆk ≥ z(Dδ).
z(D) ≥ z(Dδk) follows from the fact that (Dδk) (or (Dk)) is a relaxation of (D):
(
Dδk
) minimize c
Tx
subject to ABk•x ≥ bBk
ANk•x ≥ bNk
AVk•x ≥ bVk − ~δ
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Similarly, for  relaxation z(D) ≥ z(Dk):
(Dk)
minimize cTx
subject to ABk•x ≥ bBk
ANk•x ≥ bNk
AV 1k •x ≥ bV 1k − bV 1k
AV 2k •x ≥ bV 2k + bV 2k
Vk is separated into two sets V
1
k and V
2
k , indices of non-negative right-hand
sides being in V 1k and indices of negative right-hand sides being in V
2
k .
We have z(D
δ
k) = cT xˆk as xˆk is assured to be feasible to
(
Dδk
)
by checking
the constraints left out of (Dk). Since all of its constraints are relaxed,
(
Dδ
)
is
a relaxation of
(
Dδk
)
, therefore the optimal value of
(
Dδ
)
is smaller than that
of
(
Dδk
)
. We write z(D
δ
k) = cT xˆk ≥ z(Dδ). By a similar argument, (D) is a
relaxation of (Dk) and z
(Dk) = cT xˆk ≥ z(D).
4.6 Termination at (approximate) optimality
for λ relaxation scheme
After the LP (Dk) is solved and an optimal solution xˆk is found, it is not sufficient
to check the constraints that are left out to find out whether xˆk is an approximate
solution according to the λ relaxation scheme. λ relaxation does not necessarily
loosen every constraint; when the option to relax a constraint is chosen, this might
result in tightening of another constraint under λ relaxation. If a value greater
than 1 is chosen for λ, this relaxes the constraints with negative right-hand-
sides and tightens the constraints with positive right-hand-sides. The opposite
happens when a value less than 1 is chosen for λ. If xˆk satisfies one of the
constraints that are left out by slightly relaxing this constraint, this relaxation
might be accompanied by the tightening of one of the constraints in (Dk) to a
point that it is no longer satisfied. Therefore, after solving (Dk), we have to check
every constraint of (D) to see if xˆk is feasible to a λ relaxation of (D).
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On trying to see if xˆk is feasible to a λ relaxation of (P ), we check each
constraint of (D) for whether the constraint is satisfied by xˆk, in which case the
maximum amount this constraint allows for tightening is investigated. If the
constraint is not satisfied, then we find out how much the constraint has to be
relaxed in order for xˆk to satisfy it. Each constraint with a positive right-hand side
value determines an upper-bound value for λ, indicating allowance for tightening
if this upper-bound value is greater than one, and a need for relaxation if it is less
than one. Similarly, investigation of each constraint with a negative right-hand
side value determines a lower-bound value for λ, indicating an allowance if it is
below one and a need for relaxation if it is above 1. Since constraints with zero
right-hand sides are not affected by the λ relaxation, if these are not satisfied by
xˆk, then xˆk is not an approximate solution of (D) under the λ relaxation scheme.
Noting these, a procedure to check if xˆk is feasible for λ relaxation of (D) is given
in Algorithm 4.
Algorithm 4 Checking approximate feasibility of xˆk under λ relaxation
I0 = {i ∈ I : bi = 0}, I+ = {i ∈ I : bi > 0}, I− = {i ∈ I : bi < 0}
if AI0•xˆk ≥ bI0 then
λmin = maxi∈I−
Ai•xˆk
bi
λmax = mini∈I+
Ai•xˆk
bi
if 1−  ≤ λmin ≤ λmax ≤ 1 +  then
xˆk is approximately feasible to (D) under λ relaxation
else
xˆk is not approximately feasible to (D) under λ relaxation
else
xˆk is not approximately feasible to (D) under λ relaxation
4.7 Warm start Strategies: Construction of ini-
tial set of constraints
A Big-M type start is applicable for the dual row generation algorithm. The
starting basis could be constructed by additional constraints: Ix ≥ −M . A finite
value for M can be found for each problem so that an optimal solution xˆ of (D)
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satisfies Ixˆ ≥ −M , given that (D) is a feasible and bounded LP problem. Once
this initial LP is constructed, the algorithm continues by row generation, if this is
necessary due to violation of constraints. The row generation procedure returns
an (approximate) optimal solution of (D), since at least one optimal solution
exists in the intersection of the feasible region of (D) and {x ∈ Rn : Ix ≥ −M}.
Despite the applicability of a Big-M type start, the fact that feasibility is not a
requirement for the initial basis, or any basis until the final solution, promotes the
opportunity for warm-start strategies. Since feasibility is not a requirement, any
linearly independent group of n dual rows is eligible for an initial basis. A smart
selection of this group of n linearly independent dual rows provides a warm-start
strategy.
In the selection of the initial basis, dual rows with the most acute angle with
the objective vector c can be given high priority. The constraints corresponding
to these rows might form a lower bound for the objective function, since they
designate halfspaces in closely opposite direction to the objective gradient −c.
With this warm-start strategy, minimizing the gap between the initial objective
value and the optimal objective value is attempted. If a quick convergence to the
optimal value of (D) is aimed, this strategy can be useful due to shortening the
path for convergence. Oppositely, the rows an with acute angle with the objective
gradient −c can be preferred. This strategy is likely to lead to an unbounded
initial system, which is not critical at initialization, yet might provide an upper-
bound for the unknown optimal objective value. This strategy can be used to
test efficiency of the algorithm when encountering unboundedness of subproblems
(Dk).
If the computational cost is considered bearable, another warm-start strategy
can be the clustering of all constraint normal vectors, then picking one constraint
from each cluster with largest right-hand side value in order to form an initial
basis. This selection can be considered a geometric approximation for the LP
polyhedron. For each direction representing a constraint hyperplane, a tight con-
straint with approximate direction is selected for the initial LP. However, instead
of incurring the cost of clustering all of the constraint vectors, the strategy can be
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applied through the orthogonal group constraints, which are already clustered. In
this case, the initial basis may not provide an overall representation of the poly-
hedron of the original LP. It might not constitute a bounded LP either. Still, this
strategy forms an initial geometry as narrow as possible, so that more accurate
estimates of the objective changes are made.
Combining warm-start strategies is possible, and the number of constraints of
the initial LP is not limited to a set that is sufficient to form a basis. Therefore, a
selection involving several constraints from the parallel group, anti parallel group
and each cluster is possible. To sum up, making a constraint selection for warm-
start is based on principles similar to those underlying sorting constraint indices
in V prior to the solution process so that strong row generation candidates come
before others. The warm-start strategy implemented in this study is based on
the permuted set V , whose construction is discussed in Chapter 3.
A parameter of the warm-start strategy along with V is s, the number of rows
that should be appended to the constraint matrix during the construction of the
initial LP (D0). (D0) is constructed by selecting a basis from V followed by s
row generations according to the priorities.
The formation of an initial basis is by the detection of first n indices from
V that correspond to n linearly independent rows. Gaussian elimination with
complete pivoting is used to achieve this. The elimination procedure proceeds
by selecting as a pivot the row and column pair that contains the element with
largest absolute value. The name complete pivoting is due to scanning both
rows and columns for the pivot element. Initially, the rows AV (1)•, . . . , AV (n)• go
through the elimination process, but if these are not linearly independent, the
elimination continues through the remaining indices of V until nth pivot, i.e., n
linearly independent rows, are found. Since V is a large set, it is reasonable to
assume that n linearly independent rows can be found among rows corresponding
to the indices in V .
Warm-start procedure after the construction of an initial basis follows with
the selection of s constraints to be appended to the LP. This part is similar to
the row generation procedure. Calculations for the comparison of constraints is
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similar to the row generation selection calculations. The difference between this
part of the warm-start phase and the row generation phase is that there is no
optimization in warm-start phase. Each row generation is followed by search for a
feasible solution of the new LP after the row generation. Once a feasible solution
is found, an optimal feasible solution of the new LP is searched for. The next
row to be generated is selected using the optimal solution xˆ of the new LP. In the
warm-start phase, a feasible solution of the new LP is sufficient to proceed with
the selection of the next constraint. Unlike the row generation phase, a search for
an optimal solution of the new LP is not conducted. Thus, x¯, a feasible solution
of the new LP, is used in the calculations for constraint selection, instead of xˆ,
an optimal solution.
Following the discussion of approximation techniques and warm-start strate-
gies in the previous sections, this chapter ends with the presentation of the row
generation algorithm devised in this study.
4.8 The Algorithm
After formation of an initial LP
(D0)
minimize cTx
subject to AB0• x ≥ bB0
AN0• x ≥ bN0
and solving (D0) for an initial optimal basic feasible solution, at each step k of
row generation, the matrix [
ABk•
ANk•
]
contains rows of A corresponding to constraints included in the LP solution. V
is the set of indices for the remaining rows of A that are not yet considered in
the LP solution. The row generation step k+ 1 consists of picking and removing
a row index ik+1 from V to be added to Bk ∪ Nk. After the LP is updated ac-
cordingly, the optimal solution of the new system with ik+1 in the basis, is found
by simplex iterations. This continues until one of the conditions for termination
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is encountered: optimal solution of (Dk+1) is feasible to (D) under the approxi-
mation scheme, a direction of unboundedness of (D) is encountered or (Dk+1) is
infeasible. This procedure is defined in Algorithm 5.
Steps for the formation of the initial LP (D0) are covered under the warm-
start part of Algorithm 5. As mentioned in Section 4.7, these steps are based
on the input V and s, the former a permutation of I representing row selection
priorities, and the latter is the number of constraints to be added to the LP after
the construction of an initial basis. The LP problems formed and solved in these
steps have super-scripts:
(
Dk0
) minimize cTx
subject to AB•x ≥ bB
Ail•x ≥ bil l ∈ {1, . . . , k}
where B is the initial basis, and il, l ∈ {1, . . . , k} are the constraints appended
to the LP according to the warm-start strategy until the initial LP (D0) is con-
structed.
Due to the existence of an initial basis, a feasible solution of (D00) is known
initially. At each initialization step where a new constraint is added to the LP, a
feasible basis of the new system is obtained via simplex iterations, if one exists.
Otherwise, it is inferred that (D) is an infeasible problem. Warm-start ends if s
constraints are added to the LP after the basis formation, or the feasible basis
of
(
Dk0
)
, 0 ≤ k < s violates no constraints in V . The final LP (Ds0) or
(
Dk0
)
,
becomes the initial LP (D0) for row generation.
In contrast to warm-start, in the row generation part, a basis that is both
feasible and optimal to the new LP is required after appending a violated con-
straint. After the kth row generation, first a feasible basis of (Dk) is sought, and
is found, unless the row generation leads to the discovery that (D) is infeasible.
Then, an optimal solution of (Dk) is searched by dual simplex iterations. It is
possible that an improving direction of (Dk) is encountered during this process.
In this case, the solution process continues by the generation of row j¯ ∈ V if
constraint j¯ bounds the improving direction of (Dk). If no such constraint exists
in V , then the algorithm terminates reporting that (D) is unbounded. Unless an
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improving direction is encountered, the optimal basis of (Dk) is found. If this
basis is approximately feasible to (D) under the preferred approximation scheme,
the basis is reported as the optimal basis of (D). Otherwise, the solution pro-
cedure continues with the following row generation step by the selection of the
violated constraint with highest score, as discussed in Chapter 3. This solution
procedure is presented as a pseudo-code in Algorithm 5.
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Algorithm 5 The Row Generation Algorithm
Input: A, b, c, V , s
Initialization: Warm-start
B ← first n linearly independent constraints from V
V ← V \B, N ← ∅, k ← 0
while k < s do
if A−1B•bB approximately feasible to (D) [Algorithm4] then
Go to (!)
else
j¯ ← vˆ [Algorithm 3 (input: B,N ,V ,φ,γ)]
k ← k + 1, N ← N ∪ {j¯}, V ← V \ {j¯}
if
(
Dk0
)
remains feasible after addition of constraint j¯ then
Find B¯ a feasible basis of
(
Dk0
)
N ← N ∪ (B \ B¯), B ← B¯
else
Report (D) to be an infeasible problem.
(!)(D0)←
(
Dk0
)
, k ← 0
Row Generation
while true do
if (Dk) is a bounded problem then
Find B¯ an optimal basis of (Dk)
N ← N ∪ (B \ B¯), B ← B¯
else
∃du, a direction of (Dk) improving objective
if ∃j¯ ∈ V s.t. Aj¯•du < 0 then
Go to (!!!)
else
Report (D) to be an unbounded problem.
if A−1B•bB approximately feasible to (D) [Algorithm 4] then
Report B as the optimal basis and A−1B•bB as the optimal solution for (D).
else
j¯ ← vˆ [Algorithm 3 (input: B,N ,V ,φ,γ)]
(!!!)V = V \ {j¯}, N = N ∪ {j¯}, k = k + 1
if (Dk) remains feasible after addition of constraint j¯ then
Find B¯ a feasible basis of (Dk)
N ← N ∪ (B \ B¯), B ← B¯
else
Report (D) to be an infeasible problem.
Chapter 5
Computational Results
In this chapter, computational test results of the implementation of Algorithm 5
are presented. Details are discussed about the attributes of the algorithm that
are tested, and how the tests are conducted.
An implementation of the row generation algorithm enhanced with a warm-
start strategy as discussed in Section 4.7, and the λ relaxation scheme is used
in the computational tests. The row generation algorithm follows the largest
reduced cost pivoting rule during the simplex iterations. The same rule is used
in iterations that are made to find a feasible solution, yet the objective gradient
for these iterations is not −c, but Aj¯•, the normal vector of the last constraint
that is appended to the LP.
For comparing computation times, two well known variants of the primal
simplex method are chosen: primal simplex with Dantzig type pivot selection
and primal simplex with steepest edge pivot selection. Again, the difference is
due to pivot selection, one being based on largest reduced cost pivoting [86] and
the other being the steepest edge pivoting technique presented in [31].
All of the implementations keep and iterate the basis inverse in the elimination
form of inverse (EFI). An LU factorization based implementation of storage and
update of the basis is used in all algorithms. This basis storage and update
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technique due to Bartels and Golub is preferred for its stability and efficiency [7],
[8], [9], [70].
Clustering is done by the furthest neighbor approximation algorithm for k-
center clustering. This is a 2-approximation algorithm for k-center clustering,
namely, it guarantees a solution with maximum cluster radius at most twice that
of the optimal k-center clustering. It is an intuitive approach to the k-center
clustering problem, achieving efficiency and solution quality in the same time.
The approximation coefficient 2 might be misleading at this point, it is thus
worth noting that k-center clustering problem is shown to be inapproximable
below a factor of 2 [33], [37].
Warm-start of dual row generation algorithms is done by assigning high pri-
orities to the constraints in the parallel group and orthogonal group. Each group
and cluster is ordered in itself according to descending right-hand-sides, and in
priority one orthogonal group constraint follows one parallel group constraint.
The remaining constraints have lower priorities, assigned according to the an-
gles of their normal vectors with c and their right hand side values, as stated in
Section 4.7.
For all algorithms, the distinction between a non-zero and zero is limited
from below by 10−9 for assuring stability of division operations. For the dual row
generation variants, the λ approximation scheme is used as discussed in Section
4.3, and the tolerance level  for approximate feasibility is set to 0.05.
Coding is done on GNU Octave 3.2, an open source MATLAB clone. Compu-
tational tests are carried out using a PC with Intel Core 2 Duo 2.53 GHz P8700
CPU and 4 GB DDR2 800MHz RAM on a Linux Ubuntu 10.04 operating system.
The average run time and iteration count results are obtained by running each
algorithm on 30 instances of any given problem size.
For the primal simplex variants, iteration counts are given separately for phase
one and phase two, and computation times are given both separately and as a
total for phase one and phase two.
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For the row generation algorithms, computation time is presented under three
titles: preparation, warm-start and row generation. The preparation part, which
does not appear in Algorithm 5, covers normalization of vectors, forming of or-
thogonal group clusters and the parallel group vectors. The computation time for
this part is considered separately especially for keeping an account of clustering
times. Warm-start and row generation times correspond to the parts with the
same name under Algorithm 5.
Iteration counts are given separately for warm-start and row generation
phases. There are four subtitles for iteration counts of the row generation phase:
number of rows generated, number of simplex iterations to find a feasible solution
after a row generation, the number of simplex iterations for improving the objec-
tive value, and the number of simplex iterations following the row generation after
a direction of unboundedness is encountered. Iteration counts are presented in a
similar format for the warm-start phase, but since optimization is not attempted
in this phase, there are no simplex iterations improving the objective value, and
unboundedness is not encountered.
In parallel to the motivation for the row generation algorithm, data with
number of constraints, m, significantly larger than the dimension, n, is generated
(from the primal perspective, we say that number of columns significantly larger
than number of rows). Data is generated randomly, by uniform distribution
applied on an appropriate range for each of b and c. Data generation is based on
uniform distribution for A, an adjustment on top of random generation is needed
to obtain LP problem instances that are both feasible and bounded. Details
about random data generation are discussed in the following section.
5.1 Generation of random data
LP problem instances that satisfy both dual and primal feasibility are generated
with random data. When both dual and primal problems are feasible, they are
both bounded at the same time, and therefore have optimal solutions. Noting that
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number of dual rows is significantly larger than the number of dual columns (m
n), to achieve primal and dual feasibility together, data is generated according
to the following rules:
• Entries of the m × n coefficient matrix A are generated independently ac-
cording to uniform distribution in the interval [−1, 1].
• A primal basic feasible solution wˆ is constructed by forming a vector of
length m whose entries are independent, identically and uniformly dis-
tributed in the interval (0, 1], initially. Then, randomly selected m − n
entries of this vector are set to 0.
• The vector c takes the value AT wˆ, so that the primal problem is feasible:
wˆ ∈ {w ∈ Rm : ATw = c}.
• Two vectors, s1 and s2 in Rm, whose entries are independent, identically and
uniformly distributed in the interval (0, 1] are generated. Another vector
u ∈ Rm is generated with all entries equal to 1 except n randomly selected
entries that are set to 0. Finally, a vector s ∈ Rm is formed, whose entries
are equal to the product of the three entries corresponding in s1, s2, u.
• Using s a feasible dual basis is obtained by setting b = Axˆ− s. Elements of
xˆ are generated uniformly in [−1, 1]. xˆ satisfies n of the inequalities of the
system Ax ≥ b by equality, and the others are satisfied with excess.
By these rules a primal and dual feasible LP problem instance is generated.
The results of computational tests with the data generated according to these
rules are presented in Tables 5.5-5.4. The next section follows with the discussion
on test results.
5.2 Interpreting the results
The first thing obvious from the test results is that it is very difficult to match
primal steepest edge simplex method in efficiency. This is true for both dual
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row generation algorithms and the primal simplex method. Primal steepest edge
method had significantly lower computation times than all other algorithms. Par-
tially, there are implementation based reasons behind this, since the relatively old
primal and primal steepest edge simplex algorithms had significant improvements
through time. Especially, efficient update techniques for the edge norm squares
and reduced cost vector are developed for the primal steepest edge simplex algo-
rithm [31], which are important for the implementation to attain its potential for
high efficiency.
From the preparation times given in Table 5.5, it can be concluded that clus-
tering takes significant time for small data, since it constitutes the vast part of
the preparation. Preparation times are larger than warm-start times for all data
sizes, and both row generation variants. However, the interesting property about
preparation times is that there is a very slow growth. Appropriate selection of αpi
and αω makes possible keeping the sizes of sets Π and Ω constant while problem
size increases. This assures that there is a very small growth in preparation times
as the problem size becomes larger. An interpretation of this is that the compu-
tational cost incurred for clustering pays off better as the number of constraints
increases.
From the number of row generations given in Table 5.5 for the row generation
algorithm, it is inferred that the growth in this number is slow relative to the
increase in the number of constraints for a fixed dimension. That the number of
row generations is not too sensitive to the increase in number of total rows is a
favorable property of the row generation algorithm, since it is desired that an LP
with a high number of rows relative to columns is solved with the generation of
minimum number of rows.
Looking at Tables 5.2 and 5.3 for results on primal simplex variants, it is seen
that phase two demands twice to three times iterations and computational time,
compared to that demanded by phase one. Number of iterations is reduced by
steepest edge pivoting, as expected. Interestingly, primal steepest edge simplex
method achieves about 10 times faster performance than primal simplex method
by a nearly 30% reduction in number of iterations.
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Table 5.2: Primal Results
Data Size # of Iterations Time Total
(n x m) Phase 1 Phase 2 Phase 1 Phase 2 Time
30 x 700 42.3 111.4 0.0695 0.174 0.244
30 x 7000 40.6 167.5 0.631 2.38 3.01
30 x 30000 44.6 203.8 3.49 16.12 19.6
30 x 100000 39 215.8 10.65 50.04 60.69
50 x 1000 80.6 222.5 0.385 1.025 1.41
50 x 15000 77.8 371.6 6.62 31.77 38.39
50 x 100000 72.8 440.8 42.9 263.2 306.2
50 x 250000 72.5 521 106.8 776.6 883.4
Table 5.3: Primal Steepest Results
Data Size # of Iterations Time Total
(n x m) Phase 1 Phase 2 Phase 1 Phase 2 Time
30 x 700 35.4 78.6 0.0362 0.0798 0.116
30 x 7000 34.4 117 0.167 0.553 0.720
30 x 30000 35.27 133 0.73 2.594 3.324
30 x 100000 35.8 134.2 2.48 8.63 11.11
50 x 1000 65.13 149.53 0.108 0.245 0.353
50 x 15000 62.8 237.2 0.944 3.396 4.34
50 x 100000 60 281 7.44 33.7 41.1
50 x 250000 58.8 288.8 18 86.9 104.9
Table 5.4: Total Time Comparisons
Data Size Total Time
(n x m) Primal Primal Steepest Row Generation
30 x 700 0.244 0.116 0.289
30 x 7000 3.01 0.720 1.608
30 x 30000 19.6 3.324 8.099
30 x 100000 60.69 11.11 46.21
50 x 1000 1.41 0.353 0.781
50 x 15000 38.39 4.34 4.826
50 x 100000 306.2 41.1 57.98
50 x 250000 883.4 104.9 338.3
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Table 5.5: Ratio of Rows Generated to Total # of Constraints (%)
n
m 700 7000 30000 100000
30 17.8 3.4 1.1 0.4
n
m 1000 15000 100000 250000
50 17.1 1.9 0.38 0.32
Chapter 6
Conclusion and Future Research
The focus point of this study was incorporating the minimum number of con-
straints in the solution of LP problems that have a large number of constraints
relative to the problem dimension. The computational test results indicate that
the algorithm developed achieves this aim, since less than 18 percent of con-
straints were sufficient to obtain an optimal solution of the input LP. This per-
centage reduces for problems with larger number of constraints, and attains a
value as small as 0.3 percent. A more favorable result is that, actually a very
small growth occurs in the number of row generations as the row number of data
increases.
The optimal solution is reached by working on LP problems with a small
percentage of rows. Still, there are concerns about the efficiency of the dual
row generation algorithm. Although tests indicate slower growth in computation
times than the primal steepest edge simplex method, the superior performance
of primal steepest edge indicates that the row generation algorithm has several
points to be improved.
For an efficient implementation of an LP algorithm based on traversing ba-
sic solutions, efficient vector and matrix update is very important. Storage and
update of the basis inverse, which is common to all such algorithms, received
67
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significant academical effort until efficient and stable implementations were de-
veloped. Similarly, efficient update of the edge norm squares has great impor-
tance for the steepest edge simplex algorithms. Where applicable, such efficient
implementations are incorporated into the implementation of the row generation
algorithm. Yet, many computation and update operations of the row generation
algorithm require more efficient implementations. This remains as an issue for
further research.
Another reason for slower performance of the current implementation is the
difficulty of determining ideal settings for the intrinsic parameters of the dual
row generation algorithm. What is the maximum angle that a constraint normal
vector should be at with the objective vector, so that it is regarded as being
almost parallel to the objective vector? What is the range of angles for including
a constraint in the orthogonal group? In how many clusters should the orthogonal
group constraints be arranged? Again, seeking the answers to these questions to
achieve greater performance remains to future research.
It is not possible to say that one algorithm is a faster general LP solver than
another algorithm. For instance, interior point methods are considered to be
the most efficient large-scale LP solvers. Yet, there are problem types that the
primal simplex method performs significantly better than interior point methods
and dual simplex method. Also, there are problem types that the dual simplex
method performs significantly better than other LP solution techniques. If the
weak points mostly related to implementation can be improved, the growths
in the computation times reveal that the dual row generation algorithm is a
good approach for the solution of LP problems with a very large number of rows
compared to the number of columns.
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