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The aim of object detection is to recognize objects in a visual scene. Performing reliable object 
detection is becoming increasingly important in the fields of computer vision and robotics. 
Various applications of object detection include video surveillance, traffic monitoring, digital 
libraries, navigation, human computer interaction, etc. The challenges involved with detecting 
real world objects include the multitude of colors, textures, sizes, and cluttered or complex 
backgrounds making objects difficult to detect.  
This thesis contributes to the exploration of various dimensionality reduction techniques on 
descriptors for establishing an object detection system that achieves the best trade-offs between 
performance and speed. Histogram of Oriented Gradients (HOG) and other histogram-based 
descriptors were used as an input to a Support Vector Machine (SVM) classifier to achieve good 
classification performance. Binary descriptors were considered as a computationally efficient 
alternative to HOG. It was determined that single local binary descriptors in combination with 
Support Vector Machine (SVM) classifier don’t work as well as histograms of features for object 
detection. Thus, histogram of binary descriptors features were explored as a viable alternative 
and the results were found to be comparable to those of the popular Histogram of Oriented 
Gradients descriptor.  
Histogram-based descriptors can be high dimensional and working with large amounts of data 
can be computationally expensive and slow. Thus, various dimensionality reduction techniques 
were considered, such as principal component analysis (PCA), which is the most widely used 
technique, random projections, which is data independent and fast to compute, unsupervised 
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locality preserving projections (LPP), and supervised locality preserving projections (SLPP), 
which incorporate non-linear reduction techniques.  
The classification system was tested on eye detection as well as different object classes. The eye 
database was created using BioID and FERET databases. Additionally, the CalTech-101 data set, 
which has 101 object categories, was used to evaluate the system. The results showed that the 
reduced-dimensionality descriptors based on SLPP gave improved classification performance 
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Vision is one of the most important senses used by humans.  The human brain can recognize 
many objects effortlessly, even though the objects may appear differently depending upon the 
viewpoint, illumination, etc. Objects can even be detected if there are occlusions caused by other 
objects. We can group instances of objects, such as fruits, pedestrians, cars, etc. into a single 
object class and can still differentiate between specific objects like “my own car” and “some 
other car”. This is far from straight forward for a computer. There are so many efforts being 
made to build machines that can see as humans do, yet we cannot escape that such capability is 
still far ahead of us.  
 
 




Object detection can be divided into two categories. The first category involves detecting an 
object class, for example detecting bananas from a fruit basket, and the second is detecting or 
recognizing a specific object, for example detecting a specific book from a book shelf.  
1.1 Why is Object Detection Important? 
Object detection is of great importance in the field of computer vision and robotics. It helps 
robots understand and interpret the world around them. Various applications include video 
surveillance, biometrics, traffic monitoring, digital libraries, navigation, interacting with human-
computer interaction, etc.  
We encounter applications using object detection in our daily lives, for example automatic 
driving and driver assistance systems in high end cars, human-robot interaction, immersive 
interactive entertainments, smart homes, assistance for senior citizens that live alone, and people 
finding for surveillance, security and military applications.  
There are various challenges involved regarding detection of real world objects such as vehicles, 
animals, birds, people, etc. Real world objects have a lot of variation in terms of color, texture, 
shape and other properties. Also, objects can even have a wide variability in their appearance 
characteristics, due to lighting, size, pose, etc. The backgrounds against which the objects lie are 
often complex and cluttered as shown in Figure 1.5. For example, it might be easier for a robot to 
find or detect a book with nothing else present on a table, and quite difficult to detect the same 
book on a table that is cluttered by other objects. Images from Caltech-101 [53] database of 
objects at different distances and different viewpoints are shown in Figure 1.2 and 1.3 



















Figure 1.5: Image from CalTech-101 showing Object with Cluttered Background. 
 
 
Figure 1.6: Sliding Window Example. 
1.2 Methodology 
In this thesis, sliding window based detectors are used. The entire image is scanned to extract 
patches, and these patches are classified into object or non-object category. The sliding window 
detection approach is shown in Figure 1.6. 
This process can be broadly separated into the three stages of feature extraction, dimensionality 




In the feature extraction stage, the window of a fixed size is moved over an image, and for each 
location a feature descriptor is extracted. In this thesis, a histogram of binary descriptors is 
considered for object detection - in particular, the histogram of LBP and histogram of FREAK, 
are compared with the Histogram of Oriented Gradient descriptor. 
 
Figure 1.7: Sliding Window Detection Process. 
 
The objective of dimensionality reduction is to project the data on a lower dimensional space 
while retaining the important properties of the data for the problem under consideration.  















the feature space is extremely large, the effect known as the Curse of Dimensionality may result 
in lower performance compared to that of a lower dimensional feature space. 
Dimensionality reduction offers computational benefits obtained by processing a smaller amount 
of data.  A secondary benefit of dimensionality reduction is that some noise and redundancies in 
the features are eliminated after reducing the feature space. As a result, the data can be 
represented in a more compact and effective way, which can improve classifier performance.  
Techniques such as Principal Component Analysis (PCA), Linear Discriminant Analysis, and 
Manifold Learning have been used for subspace learning and dimensionality reduction [11, 12].   
1.3 Thesis Contributions 
This work proposes a holistic approach towards detecting object from images. The approach 
integrates different image feature descriptors with various dimensionality reduction techniques. 
The following summarize the contributions made in this thesis. 
 Eye Detection 
o Efficient approach to detecting eyes using dimensionality-reduced Histogram of 
Oriented Gradients as feature descriptor 
o Evaluation of Principal Component Analysis, Random Projections, Locality 
Preserving Projections (LPP), and Supervised Locality Preserving Projections 
(SLPP) on image descriptors for eye detection. 
o The HOG-PCA descriptor, published by A. Savakis, R. Sharma, and M. Kumar, 
“Efficient Eye Detection using HOG-PCA Descriptor.” IS&T/SPIE Electronic 
Imaging Conference, Imaging and Multimedia Analytics in a Web and Mobile 
World, 2014 [44]. 
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 Image descriptors 
o Proposed histogram-based FREAK descriptor as a feature descriptor for 
successful object detection. 
o Analysis of HOG, LBP, Histogram of LBP (H-LBP), FREAK, and Histogram of 
FREAK (H-FREAK) for the purpose of detecting objects. 
 Dimensionality Reduction 
o Evaluation and analysis of various dimensionality reduction techniques, 
specifically PCA, Random Projections, LPP and SLPP for object detection. 
1.4 Thesis Outline 
Following the introduction, Chapter 2 gives a background about different approaches to object 
detection and discusses various methodologies. 
Chapter 3 gives an overview of the different feature descriptors used in this thesis. It begins with 
the basic descriptor on a raw image and then migrates to the more sophisticated descriptors, such 
as Histogram of Oriented Gradients (HOG), Local Binary Patterns (LBP), and Fast Retina 
Keypoint (FREAK) descriptors. 
Chapter 4 covers fundamental concepts of dimensionality reduction. It begins with the need and 
advantages of dimensionality reduction and gives an overview of the different dimensionality 
reduction techniques used in the thesis such as PCA, Random Projections, and Manifold 
Learning using LPP. 
Chapter 5 discusses the support vector machine classifier. It begins with the basic idea behind the 
SVM classifier. It discusses the statistical learning theory behind the support vector machines 
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and goes over the mathematics involved.  It also discusses the bootstrap technique and various 
classification approaches. 
Chapter 6 presents the eye detection system developed in this work. It begins with the motivation 
and related work for eye detection. It then presents the detailed approach for eye detection.  
Chapter 7 discusses the different datasets used in this work for evaluation of the system and the 
results of using different descriptors for object detection. It also discusses the effects of using 
different dimensionality reduction techniques with these descriptors.  
The Conclusion chapter summarizes the work of this thesis, discusses the key findings and offers 
















Object detection has received a lot of attention in the field of computer vision. Learning 
algorithms used for object detection vary from simple k-nearest neighbor [3] to random forests 
[7, 8] and neural networks [19, 54]. The most popular among these classification methods is 
Support Vector Machines (SVM) [34, 35, 46, 47] which was introduced in [43] by Boser, Guyon 
and Vapnik. 
In parts-based object detection, the object is treated as collection of different parts. Different 
parts are extracted from the object and detection is done using appearance and geometric 
information between parts. A popular and successful approach is the deformable parts model 
(DPM) [49]. The DPM breaks up the appearance of an object class into sub-classes which 
correspond to a different structure or pose. A part-based approach for human detection was used 
in [49], where a person was divided into components such as arms, legs, head, etc., and then 
support vector machine classifier was used in human detection. A sparse parts-based object 
detection was used in [45] to detect cars. 
Bags-of-words descriptor with SVM classification is another popular approach for object 
recognition and is taken from text analysis. It converts the image into bag-of-words using three 
basic steps: feature detection which detects distinctive and repeatable image features from the 
image, feature description which extracts a feature descriptor from an image patch, and feature 
quantization which is used to quantize the descriptor into a word defined in a given codebook. 
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[68] use bag-of-word model with SIFT features and SVM for object detection. Also, bag-of-
words descriptor is used in [67] for action recognition. 
The approaches using parts-based model and bag-of-words model are efficient but more complex 
and computationally expensive. Furthermore, it is hard for these models to cope with a limited 
set of training data, whereas object detection based on treating objects as a single unit is simple 
and involves fewer computations.  
Feature descriptors are used in many real world applications such as object detection, object 
tracking, etc. The emphasis is to learn features that are invariant to scale, viewpoint, 
illumination, etc., and thus are efficient. One popular feature is Scale Invariant Feature 
Transform, SIFT. In [36], an object recognition system was developed based on SIFT 
descriptors. Many variants to SIFT descriptor have also been proposed, such as Speeded Up 
Robust Features (SURT) [37] which was developed as a computationally efficient alternative. 
Dimensionality reduction in the form of Principal Component Analysis (PCA) was utilized to 
obtain PCA-SIFT [37], a descriptor with fewer components that offers good performance. 
Another popular feature descriptor is the Histogram of Oriented Gradients (HOG). It was 
initially proposed for pedestrian detection by Dalal and Triggs [5].  Since then it has been 
adopted in the context of various classification problems [40, 41]. Dalal & Triggs [5] used 
histogram of oriented gradients with support vector machines classifier in a sliding window 
framework for pedestrian detection. A multi-scale part based object detection system using 
Latent SVM and HOG was built in [49] and is considered the state-of-the-art in object detection. 
Recently there is work done with structured learning to improve detection performance. In [16] 
Uricar and Franc proposed the use of structured SVMs for facial landmark detection and [9] 
11 
 
employs structured learning for 2D pose estimation to improve pedestrian detection technique. 
The authors in [1] propose an approach in which separate SVM classifiers are trained for each 
object instance, and each of these classifiers consists of a single positive example and many 
negative examples.  
In contrast to SIFT, HOG is a dense descriptor and this encouraged the use of dense binary 
descriptors for object detection. Local Binary Pattern has been popular in many classification 
problems, such as texture classification [32], face recognition [31], etc. Recently, HOG-LBP 
based descriptor was also used for object localization [30, 29]. 
Other binary descriptors include BRIEF [28] which uses binary tests between pixels in a patch to 
build a descriptor that is robust to lighting, blur and perspective distortion; BRISK [10] produces 
keypoints that are scale invariant. Recently FREAK [39] was introduced as a robust binary 
descriptor and it is invariant to viewpoints, illumination or rotation variations. 
However, there is a lack of approaches that consider binary descriptors for object detection. Most 
importantly, which binary features are stable and flexible for object detection or recognition still 
remains an unanswered question. Since binary descriptors are computationally efficient, this 
thesis considers histogram of binary descriptors as an alternative to HOG for object detection in 










To be able to successfully detect an object or classify objects into different categories, we must 
be able to describe the properties of an object in a unique manner. In order to accomplish this, 
the descriptors must have certain properties that make them unique, reproducible, invariant and 
efficient. Firstly, similar objects should have similar descriptors. Thus, objects should be 
classified to a particular category only if they have similar descriptors. Secondly, the descriptors 
should be invariant to scale, rotation, and illumination. In addition, they should be invariant to 
perspective changes as the object could be observed from a different viewpoint. The descriptors 
should be compact and should only contain the information that makes the object unique. Figure 





(a) (b) (c) (d) 
 
Figure 3.1: Images from CalTech-101, (a) Original Image, its variations due to (b) Rotation, (c) 
Illumination, and (d) Scale. 
3.1 Low Level Image Descriptors 
The low level image descriptors are computed directly from the image pixels. For example a 
color histogram is a low level feature extraction method. Low level image descriptors are defined 
to capture a certain visual property of an image either globally for the entire image or locally for 
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a group of pixels in a particular region. These local features are based on color, texture, shape, 
motion etc. [5]. These descriptors have been used extensively for image retrieval. For example 
[59] uses color, texture and shape features combined for content based image retrieval. [25] uses 
texture based features to classify maritime pine forests images.  These descriptors are not well 
suited for object detection and thus there is a need for better image descriptors. 
3.2 Histogram of Oriented Gradients 
The success and broad application of the SIFT keypoint descriptors [36] has motivated the 
development of various local descriptors based on edge orientations. The Scale Invariant Feature 
Descriptor was introduced by David Lowe and is designed to be invariant to translation, scaling, 
rotation and to some extent, illumination. Keypoint detection is the first stage of SIFT feature 
extraction which identifies key locations as maxima and minima of the result of difference of 
Gaussians (DOG) function, applied in scale space to a series of smoothed and resampled images. 
Low contrast candidate points and edge response points along an edge are discarded. Dominant 
orientations are assigned to localized keypoints and a feature vector is formed by specifying the 
orientation relative to the keypoint, essentially making the vector rotation invariant. The major 
drawback of SIFT feature descriptor is that it is computationally expensive.  SIFT was originally 
developed for image stitching and used for panorama construction [55], while object detection 
was considered as a secondary application. SIFT is designed to be a sparse descriptor that 
identifies keypoints of interest, which is a different approach than that of dense descriptors such 
as HOG, which was developed with object detection in mind.  
The Histogram of Oriented Gradients is a popular descriptor that was initially proposed for 
pedestrian detection by Dalal and Triggs [5]. Since then it has been adopted for various 
classification problems. In [26] HOG features were used for detection of human cells, and in [27] 
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for vehicle detection. In [2] HOG features were proposed for face recognition. The process of 
generating HOG Descriptor for an image is shown in Figure 3.2. 
   
Figure 3.2: Process of formation of Histogram of Oriented Gradients feature descriptor. 
To obtain the HOG features, the gradient of the image is computed by applying an edge mask. A 
simple 1-D mask of the form [-1, 0, 1] works well. More complex masks, such as Sobel operator 
and others were tested in [5], but the simple, centered, 1-D derivative mask works the best. The 
resulting gradient image is divided into smaller non overlapping spatial regions called cells. 
These cells can be rectangular, which results in the R-HOG descriptor, or circular, which results 
in the C-HOG descriptor, as shown in Figure 3.3. Each pixel in the cell casts a vote that is 
weighted by its gradient magnitude, and contributes to an orientation aligned with the closest bin 
in the range 0-180 (unsigned) or 0-360 (signed). The orientations of the bins are evenly spaced 
and generate an orientation histogram.  This step is known as Orientation Binning. After 
Orientation Binning, the cell histograms are normalized, for better invariance to illumination and 








normalized individually. The overlapping of blocks ensures that there is no loss of local 





Figure 3.3: Rectangular and Circular Cells, used in Histogram of Oriented Gradients. 
 
Figure 3.4: Sample Images and their HOG Descriptor. 
Figure 3.4 shows examples of images and their HOG descriptor.  The HOG descriptor has 
proven effective for classification purposes and has been applied on a variety of problems. Its 
main disadvantage is the associated computational load. When considering invariance, HOG 






3.3 Binary Descriptors 
In Histogram of Oriented Gradients, the gradient of each pixel in a patch needs to be computed. 
This makes it computationally expensive and thus, is not fast enough for some of the 
applications. Local binary descriptors, where most of the information can be encoded into a 
binary string using comparison operations, are more computationally efficient. In addition, 
matching between binary descriptions can be done by the Hamming distance, i.e. just counting 
the number of bits by which they differ. This is the same as using the sum of the XOR operation 
between two binary strings.  
Binary descriptors are composed of three parts: sampling pattern, the pattern by which points 
need to be sampled in a given region; sampling pairs, these are the pairs which are compared in 
order to build the descriptor; and orientation compensation, the method used to make the 
descriptor rotation invariant or algorithm to find the orientation of a given keypoint. In order to 
construct a binary string, we compare the intensity values at the two given points. If the intensity 
value of the first point is greater than the second, we add a 1 to the binary string; else we add a 0 
to the binary string. Examples of binary descriptors include LBP, BRISK, FREAK, etc. 
3.4 Local Binary Patterns 
The Local Binary Pattern (LBP) descriptor is the simplest binary descriptor and is a popular 
feature to describe the texture of an image. It converts each pixel into a binary number by 
thresholding the neighborhood of each pixel. In this descriptor the given image is divided into 
integer blocks. For each of these blocks, the center pixel is considered as the threshold value and 
its other neighboring pixels are assigned 0 or 1 depending upon the intensity value of the center 
pixel. This results in a p-bit binary number, where p is the number of neighboring pixels. Figure 
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3.5 shows an example to generate LBP descriptor. It is invariant to any monotonic gray level 
change and is simple to compute. 
8 0 9  1 0 1  1 2 4  1 0 4 
5 6 6 
         
→        0  1 * 8  16 = 0  16 
1 2 3  1 0 0  32 64 128  32 0 0 
               
                    
Figure 3.5: Example to find LBP Descriptor for a given Image. 
The derivation of Local Binary Pattern descriptor as described in [42] is as follows: 
Let  (   ) be an image and let    be the gray level of an arbitrary pixel (   ). Let    be the 
gray value of a sampling point in an evenly spaced circular neighborhood of   sampling points 
and radius  around the point (   ). 
     (     )               (3.1) 
          (     ) (3.2) 
          (     ) (3.3) 
Assuming that the local texture of the image  (   ) is characterized by the joint distribution of 
gray values of     (   ) pixels: 
    (               ) (3.4) 
Without loss of information, the center pixel value can be subtracted from the neighborhood: 
    (                           ) (3.5) 
Now, the joint distribution is approximated by assuming the center pixel to be statistically 
independent of the differences, which allows for factorization of the distribution 
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    (  )    (                        ) (3.6) 
The first term  (  ) is the intensity distribution over  (   ) and contains no useful information. 
Thus,  (                        ) or the second term can be used to model the local 
texture. This can also be written as: 




Figure 3.6: Sample Image and its LBP Descriptor. 
Where, s(z) is the thresholding (step) function 
  ( )   {
     
     
 (3.8) 
Thus,  
      (     )   ∑  (      ) 
 
   
   
 (3.9) 
 Hence, the signs of the differences in a neighborhood are interpreted as a P-bit binary number, 
resulting in 2
p
 distinct values for the LBP code. 




A variation based on the local binary pattern descriptor is the Histogram of LBP. In order to 
compute this histogram, the LBP descriptor of the given image is found and then it is divided 
into non-overlapping         blocks of same size, where,          represent the number of 
rows and columns of blocks respectively. For each block, the histogram of local binary pattern is 
computed. These histograms are then normalized and concatenated into one large feature 
descriptor as shown in Figure 3.7. 
The histograms provide three different levels of locality description of the image- pixel level 
information represented by histogram labels, regional level information represented by labels 
summed over a region, and global description which is built by concatenating the regional 
histograms. Thus, histogram of LBP provides information regarding the local micro patterns, 
such as edges, spots, etc. over the entire image.  In [6] histogram of LBP is used for face 
authentication.  
 
Figure 3.7: Process to create Histogram of LBP Descriptor. 
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3.5 BRISK & BRIEF Descriptors 
BRIEF stands for Binary Robust Independent Elementary Features and was introduced in [28] by 
Calonder, Lepetit, Strecha and Fua. It is a simple binary descriptor which does not have any 
sampling pattern or an orientation compensation mechanism. Sampling pairs are chosen at any 
point in a patch and the descriptor is an n-dimensional bit string as shown in [28]. 
   ( )   ∑  
     (       )
     
 (3.11) 
  (     )  {
        ( )   ( )
                      
 (3.12) 
BRISK [10] is another binary descriptor which stands for Binary Robust Invariant Scalable 
Keypoints. It uses concentric rings as sampling pattern and uses this sampling pattern to find 
long and short pairs. It uses long pairs to determine the orientation and short pairs for intensity 
comparisons which builds the descriptor. 
3.6 FREAK Descriptor 
FREAK is a more sophisticated descriptor and outperforms other binary descriptors when there 
are viewpoint, rotation or illumination variations. It is more robust and it uses lower memory 
load [39]. 
The FREAK descriptor was introduced by Alahi, Ortiz and Vandergheynst [39]. This descriptor 
is inspired by the retina of human eye. It learns the sampling pairs by considering the pairs which 
are uncorrelated such that the resulting pairs match the model of the human retina. A circular 
retinal sampling grid is used which has high density of points near the center. Gaussian kernel is 
used in order to smooth each sampling point. Our eye tries to locate the object of interest first by 
using the peri-foveal receptive fields and then it performs the validation in the fovea using denser 
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receptive fields. Similarly, FREAK first compares the sampling points in the outer region and 
then in the inner region. In order to make FREAK rotation invariant, the orientation of keypoint 
is measured and then the sampling pairs are rotated by that angle. 
The belief that details from an image are extracted by human retina by using difference of 
Gaussians (DOG) of different sizes motivated the design of FREAK descriptor. In order to 
construct the descriptor, a circular retinal sampling grid is used with higher density of points near 
the center. Sampling points are smoothed in order to make it less sensitive to noise and every 
sampling point has a different kernel size to match it to retina model. Also, it uses overlapping 
receptive fields to increase performance. 
The FREAK binary descriptor is constructed by using difference of Gaussians (DoG) with   size 
and    as the pair of receptive fields, as shown in equation below [39] 
    ∑  
   (  )
     
 (3.13) 
  (  )   {
         ( (  
  )   (  
  ))   
                                           
 (3.14) 
 
Where  (  
  )is the smoothed intensity of the first receptive field of the pair   . 
In this thesis, the FREAK descriptor was varied to form Histogram of FREAK descriptor. In 
order to compute Histogram of FREAK descriptor, the given image was divided into overlapping 
cells, such that these cells overlap by a fixed number of pixels. The FREAK descriptor is then 
found for all these cells with center of the cell as the keypoint. After that, for each of these 
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keypoints, the histogram of their respective FREAK descriptor is computed. These histograms 
are then normalized and concatenated into one large feature descriptor as shown in Figure 3.8. 
            











         
            
 
 
Figure 3.8: Process to create Histogram of FREAK Descriptor. 
















Data in the real world generally can be very high dimensional. Working with high dimensional 
data can be computationally intensive and slow. In order to handle large amounts of such data, 
e.g. descriptors of digital images and video sequences, their dimensions need to be reduced.  In 
cases where the feature space is extremely large, the effect known as the curse of dimensionality 
may result in lower performance compared to that of a lower dimensional feature space. The 
term “Curse of Dimensionality” was first introduced by Richard Bellman in 1961 [38] to refer to 
the problems caused by rapid increase in the data dimensions. A solution to this problem is to 
reduce the data by eliminating the dimensions that seem irrelevant. Thus, the aim of 
dimensionality reduction is to transform the high dimensional data to a lower dimensional space 
while retaining the important properties of the data for the problem under consideration. 
Dimensionality reduction offers computational benefits obtained by processing a smaller amount 
of data. A secondary benefit of dimensionality reduction is that some noise and redundancies in 
the features are eliminated after reducing the feature space. As a result, the data can be 
represented in a more compact and effective way, which can improve classifier performance. 
Techniques such as Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), 
and Manifold Learning have been used for subspace learning and dimensionality reduction [12]. 
More formally, we let the input feature space contain n samples           , each of D 
dimensions. These n samples need to be projected onto a lower dimensional space Y which has 
dimensions    . Thus, the samples are transformed to           , each of dimension  . In 
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matrix notation, the input feature space X, is described by     , where the     row represents 
input sample    and  
   column represents the     feature. Hence, the lower dimensional feature 
matrix is given as,      , with dimensions       and A is the transformation matrix. 
4.1 Principal Component Analysis 
Principal Component Analysis was first introduced by Pearson in 1901 and is the most often 
used dimensionality reduction method. Principal component analysis (PCA) transforms the data 
dimensions by retaining the first few principal components, which account for most of the 
variation in the original data. PCA is a well-established and effective technique, but it has the 
limitation of requiring knowledge of the data statistics.  
 
Figure 4.1: Principal Components of an Example Data. 
Let            be the original set of data in D dimensional space and let            be the  
representation of this data into some subspace   which has dimension     such that the 
reconstruction error given in Equation (4.1) is minimum, where   is the mean and    is a     
matrix with   orthonormal vectors. 
    
         
∑‖        ‖
 








PCA finds a linear projection of high dimensional data into a lower dimensional subspace such 
that the variance retained is maximized and the least square reconstruction error is minimized, 
i.e. 
                 (   ) 
              
      
(4.2) 
 
Rewriting in terms of covariance matrix, we get 
    (   )      (  )     
         (4.3) 
Where,   is the covariance matrix of   and    is the largest eigenvalue. In general  
    (   )      (  )     
         (4.4) 
Where    is the  
   largest eigenvalue of  . 
 In matrix notation, 
      (    ) (4.5) 
Where,   [   |  |    is the matrix whose columns are the eigenvectors of  , the covariance of 
the original data, and   is the mean of the original data. 
When the mean and covariance of the testing samples do not accurately match these of the 
training data, this approach could lead to errors.  
4.2 Random Projections 
Random Projection is another linear dimensionality reduction technique. It is based on the 
Johnson-Lindenstrauss (JL) lemma [14] which states that for a set of points of size n in D-
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dimensional Euclidean space there exists a linear transformation      of the data into a d-
dimensional space, d ≥ O(log(n)/ε
2




(   )√  ⁄  
‖     ‖ 
‖   ‖ 
 (   )√  ⁄  (4.6) 
The random matrix        has elements that are drawn as independent, identically distributed 
(i.i.d) samples from a zero mean distribution with bounded variance. Random Projection 
transformation preserves distances, within some bounds, in the reduced dimensional space.  
From the implementation perspective, there exists a computationally efficient method for 
computing the projection matrices of the RP transformation.  In [38] it was shown that the 
elements     of   can be drawn i.i.d from either of the following distributions: 
 
    {
                      





    √  {
                      
                     
                      
 
(4.8) 
The transformation based on an RP matrix with coefficients following Equation (4.8) is 
particularly efficient, since it discards 2/3 of the data that correspond to multiplication by zero. 
Furthermore, if the scaling coefficient is factored out, the transformation can be implemented 
using fixed point arithmetic operations consisting of only additions and subtractions. 
There are some notable advantages to using RP transformations for dimensionality reduction.  
Both PCA and RPs involve linear transformations and thus offer fast application through matrix 
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multiplications.  The nature of the RP projection matrix is such that the computations are more 
efficient as the RP matrix consists of zeroes and ones. Furthermore, unlike PCA, RPs is data-
independent, i.e. it is does not require training on a particular dataset and thus allows better 
generalization.  
4.3 Manifold Learning 
There may be cases when linear dimensionality reduction techniques such as PCA, RP, etc, 
might not be adequate for capturing the data structure into lower dimensional space. For 
example, the lower dimensional data space may not reside on a Euclidean data space but instead 
may be on a non-linear manifold. A manifold is a topological space in which each point has a 
neighborhood that is homeomorphic to a Euclidean space.  Homeomorphism between two 
geometrical objects or topological spaces is a continuous stretching or bending of one object or 
space into other space or object. There are various algorithms for manifold learning such as 
Isomap [60], Locally Linear Embedding, and Laplacian Eigenmaps [61]. These algorithms 
model the given data by a weighted adjacency graph with input samples as vertices and the edges 
represent the proximity between vertices.  
                             




4.4 Locality Preserving Projections (LPP) 
The linear dimensionality reduction methods such as PCA, RP, etc. are adequate when the given 
data is linear whereas non-linear dimensionality reduction methods such as Isomaps, LLE, etc. 
perform better when dealing with non-linear data. Linear methods have their limitations as most 
of the real world datasets are highly non-linear, whereas non-linear dimensionality reduction 
techniques are computationally complex as compared to the linear dimensionality reduction 
techniques. Locality Preserving Projection is a linear method of dimensionality reduction and it 
aims at preserving the local manifold structure of the given data while transforming them into a 
new space and was introduced by He and Niypgi in [15]. It builds a graph incorporating the 
neighborhood information of the data and then finds a linear transformation matrix which is used 
to transform the high dimensional data to a lower dimensional space. 
The algorithm described in [15] is as follows. Given a set               
 , we need to find a 
transformation matrix A which maps these m points to a set of points               
  (  
 ) such that 
     
    (4.9) 
1. Construct an Adjacency graph: Let G be a graph with m nodes and there is an edge 
between nodes i and j if    and    are close to each other. There are two variations: 
a. Є-neighborhoods (parameter     ): Nodes i and j  are connected by an edge if 
‖     ‖
 
   , where the norm is Euclidean norm in   . 
b. k-nearest neighbors (parameter    ): Nodes i and j  are connected by an edge if i 
is among k nearest neighbors of j or vice versa. 
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2. Choosing the weights: W is a sparse symmetric      matrix with     having the 
weight of the edge joining vertices i and j , and 0 is there is no such edge. 
a. Heat Kernel (parameter     ): If nodes i and j  are connected, then 
       ( ‖     ‖
 
  ) 
b. Simple-minded (no parameter):       if and only if vertices i and j are 
connected by an edge. 
3. Eigenmaps: Eigenvectors and eigenvalues are then computed. 
               (4.10) 
 
Where D is a diagonal matrix whose entries are column (or row, since W is symmetric) 
sums of W,          . L=D-W is the Laplacian matrix. The  
   column of matrix X is 
  . 
 
Thus,   [   |  |   , where column vectors          are the solutions of Equation (4.10). 
LPP preserves the local structure of the data whereas PCA preserves the global structure. Since, 
locality preserving projection is linear approximation of non-linear dimensionality reduction 
methods; it can preserve the intrinsic non-linear manifold structure of the datasets and can be 
used as an alternative to PCA. 








In the world today there exists a large variety of data and this data is collected and recorded on 
every aspect of human endeavor. Banking, communication, the internet, visual information, etc., 
are various examples of such aspects.  Thus, to be able to make sense of any of these domains, 
the ability to process and interpret a large amount of data is required. Classification is the 
problem of automatically assigning an object to one of several (often pre-defined) categories 
based on the attributes of the object.  
 
Figure 5.1: Classification Example. 
In the classification problem we are generally given a training set of objects and their attributes 
are called features. Along with this we are given the categories or class labels of each object. A 













is known as supervised classification. There are several methods of classification, example 
support vector machines, nearest neighbors, decision trees, neural networks, etc. 
Classification is a two-step process as shown in Figure 5.1. First step is model construction. 
Model construction describes a set of predetermined classes. Each sample in this is assumed to 
belong to a predefined class, as determined by the class label attribute. The model is represented 
as classification rules, etc. The second step is model usage. This step is used for classifying 
future or unknown objects.  
5.1 Support Vector Machines 
The Support Vector Machine (SVM) was first introduced by Boser, Guyon and Vapnik in [43] 
and since then, it is very popular due to its simplicity and excellent performance. SVM was 
developed from Statistical Learning Theory. It is a supervised learning algorithm which is used 
for classification and regression and belongs to the family of generalized linear classifiers.  
5.1.1 Statistical Learning Theory 
Statistical learning theory models data as a function estimation problem and is described as a 
system that receives some data as input and outputs a function that can be used to predict some 
features of future data. Thus, a set of training patterns or the training data 
{(     ) (     )   (     )} is given, where    is the  
   training sample and    is the class 
label associated with     training sample. Thus, SVM finds an optimal separating hyperplane or 




Figure 5.2: Two Class Classification Example using Support Vector Machine. 
 
As seen from Figure 5.2 there could be many hyperplanes which can classify a given set of data. 
However, there is only one of these that achieve the maximum separation. SVM finds an optimal 
separating hyperplane that maximizes the margin, where margin is the distance between support 
vectors and the support vectors are the examples closest to the hyperplane. 
 















5.1.2 SVM Mathematical Representation 
Let there be a set of training patterns {               } assigned to one of the two classes    
and   , with labels        are given, such that 
                
        (5.1) 
                
        (5.2) 
Where, w is the parameter vector and b is the offset vector. Thus for all training samples, 
   ( 
     )     (5.3) 
To classify the given dataset, we need to find a linear discriminant function, or decision 
boundary such that 
  ( )          (5.4) 
This desired hyperplane which maximizes the margin also bisects the lines between closest 
points on convex hull of the two datasets.  The distance of a closest point on a hyperplane to the 
origin can be found by maximizing x, as x is on the hyperplane. Similarly for points on the other 
side, we have a similar scenario. Thus, solving and subtracting the two distances we get the 
summed distance from the separating hyperplane to nearest points. Maximum Margin = M = 2 / 
||w|| 




   ( 
     )                 (5.5) 
This leads to a quadratic optimization problem with linear constraints. The solution involves 
determining the saddle point of function using Lagrange multipliers 
     
 
 
     ∑  (  ( 
     )   )
 
   
 (5.6) 
Where      
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 (5.7) 
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   (5.8) 
Since, only the support vectors have      
The solution has the form 
    ∑      
 
   
  ∑       
    
 (5.9) 
And b can be found using   ( 
     )      where    is the support vector. 
Thus, the decision rule is given as 
  (  )   
       {
   
   
      {
          




5.1.3 Non Linear SVM 
For linear data, a separating hyperplane may be used to classify the data. However, often the data 
is non-linear. To classify a non-linear dataset, the input data is mapped to another high 
dimensional feature space where the data is linearly separable. 
 
Figure 5.4: Non-Linear Classification using SVM. 
 
If the feature space is chosen suitably, classification can be easy. This is also known as the 
Kernel trick and the mapping is defined by the kernel 
  (   )   ( )  ( ) (5.11) 
Thus, the data is mapped or transformed to a higher dimensional feature space and then the 
hyperplane is constructed in that feature space such that all other above equations are the same. 
Thus, the decision rule is given as 
  ( (  ))   
  (   )     {
   
   
      {
          
         
 (5.12) 
This is known as the Kernel Trick. Some of the kernel functions are: 
: x  (x) 
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 Polynomial –  (   )   (〈   〉   )  where c, d are constants 
 Gaussian Radial Basis Function –  (   )     ( 
‖   ‖ 
   
) 
 Exponential Radial Basis Function –  (   )     ( 
‖   ‖
   
) 
 Multi-Layer Perceptron –  (   )      ( 〈   〉   ) 
5.1.4 Multiclass SVM 
SVM is a binary classifier in which there can be only two classes. However, in most of the real 
world problems like handwritten digit classification, optical character recognition, etc. there are 
more than two classes. Thus, in multiclass SVM, each training point belongs to one of   different 
classes and the goal is to construct a function which, given a new data point, will correctly 
predict the class to which the new point belongs. 
 
Figure 5.5: Multi-class Classification using SVM. 
In order to solve a multiclass classification problem,   different binary classifiers are built and 




Boundary between  
Class 1 and others 
Boundary between  
Class 2 and others 
Boundary between  
Class 3 and others 
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combined to get a multi-class classifier. Thus, for the i
th
 classifier, the positive examples are all 
the samples in class i, and the negative examples are all the samples which are not in class i.  
5.2 Bootstrapping 
The term bootstrapping came from “pulling oneself up by the strap of the boot” in early 19
th
 
century. It is a method to incrementally train a classifier from a large set of training set of 
samples. In order to train a classifier it is good to have as many training samples as possible, but 
there are many limitations to having a large set of training data, such as storage or computation 
resources.  
 
Figure 5.6: Flowchart for Bootstrapping Algorithm. 
Collecting object or positive class samples is easier as there could be a limited number of 
samples for objects. But, collecting non object or negative class samples could be trickier as 
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every image patch that does not contain the object can be added to the negative class sample. 
This may result in an exhaustively large set of samples. Thus, in order to restrict the amount of 
data samples in the negative class category, we use the “bootstrapping” algorithm which selects 
only the required non object patterns from a given training set.  
It is an iterative algorithm in which the classifier is given an initial set of random samples from 
the large training set. In order to improve the performance, the misclassified samples are added 
to the initial training set and the classifier is retrained. The algorithm is as shown in Figure 5.6. 
5.3 SVM Usage 
In this thesis, we use the LIBSVM [58] library for support vector machine classification. Support 
vector machines were preferred over other methods as they aim to maximize the distance 
between the positive class and negative training samples. Support vector machines also give the 
option of various different kinds of kernels which can be used to improve the classification 
performance. 
In training, initial positive and negative training data are extracted by using the location of the 
object of interest, as provided by the training dataset. The negative training examples are 
extracted by using random windows that do not contain the object. There can be many such 
windows and it is not always possible to store all the negative training examples and thus the 
bootstrapping technique was used to collect only the samples which are relevant and hence help 









With the proliferation of webcams and mobile devices, eye detection is becoming increasingly 
important for human computer interaction and augmented reality applications. Human eyes play 
an important role in face detection/recognition, face tracking, facial expression recognition. In 
the context of mobile interfaces, eye detection provides cues on whether or not the user is 
looking at the screen [20]. Furthermore, eye detection is the starting point for gaze estimation 
and eye tracking. Following face detection, eye locations can be used for face alignment, 
normalization, pose estimation, or initial placement of Active Shape/Active Appearance Models 
for efficient convergence.  Several eye detection systems are relying on infrared light emitting 
diodes, but in general it cannot be assumed that such devices are available.  
Eyes are the most prominent facial feature and their localization has received considerable 
attention in the computer vision literature.  Eye detection methods include active approaches that 
require infrared illumination [21], model-based approaches, such as active shape models [22], 
methods based on geometrical features, such as eye corners or iris detection [23], and methods 
based on feature classification [24], for example using Support Vector Machine (SVM) 
classifiers. Methods relying on corners or circles are susceptible to noise, low resolution or poor 
illumination.  Active Shape models require good initialization and may be computationally 




In this work, a robust and efficient eye detector operating on images or video was developed 
based on feature classification using Support Vector Machines. The overall eye detection system 
is shown in Figure 6.1. The left path in the diagram outlines the training process, while the right 
path outlines the testing process. 





Figure 6.1:  Eye Detection System. 
 
In order to train the SVM classifier, different eye and non-eye patches were collected from the 
BioID and FERET [50] databases as shown in Figure 6.2. A feature descriptor was computed for 


















classification performance, dimensionality reduction techniques were used to reduce the number 





Figure 6.2:  Example (a) Eye and (b) Non-Eye Training Samples. 
 
During the final stage of testing, the bootstrap technique [56] was used to reduce the number of 
false positives. The bootstrapping method was performed as follows: 
a) A subset of samples was taken from the original training set and the classifier was trained 
on this subset. 
b) This classifier was tested on a random subset of samples. 




d) Otherwise, the false positives were added to the training set, a new classifier was trained 
and step b) was repeated. 
To test the eye detector on a face image, a sliding window of varying size is used for extracting 
image patches for feature extraction and classification.  This process can be computationally 
intensive and thus is combined with face detection to reduce the search area for faster processing.  
A face detector based on the Viola-Jones detector [57] is used to identify the face region.  After 
face detection, the face region is normalized to a standard size and the local windows for eye 
detection are extracted from the upper portion of the face region.  The feature descriptor is 
computed for each local window and a linear SVM classifier is used to classify the patches into 
eyes or non-eyes. After identifying the top 5 patches that are classified as eyes based on the 
probability estimates, i.e. probability that the testing instance is in a class, (returned by the 

















The results were evaluated using the BioID Face Database and the FERET Database.  The BioID 
database consists of 1521 frontal images of 23 different persons.  The images are grayscale and 
have size 384x286 pixels.  The database includes annotations of 20 locations of facial feature 
points for each image.  
 




The FERET database contains both frontal as well as posed faces. The database contains 1564 
sets of images with 365 duplicate sets. The duplicate sets contain images of a person already in 
the database, but taken on a different day. For some individuals, the time elapsed between their 
first and last sitting was over a year in order to accommodate the changes in appearance over 
time.  
 
Figure 7.2:  Example Images from FERET. 
 
7.1.3 CalTech-101 
The CalTech-101 dataset consists of 102 object categories and each category consists of 31 to 
800 images per category. These are colored images with size around 300 x 200 pixels. 





Figure 7.3:  Example Images from CalTech-101. 
 
7.2 Eye Detection 
The training set consisted of 8,258 eye samples and 9,836 non-eye samples extracted from the 
BioID and FERET databases. The extracted eye and non-eye patches were normalized to 
compensate for variations in illumination. The classification performance was tested using 10-
fold cross validation technique. Figure 7.4 shows accuracy results and Figure 7.5 shows 
false positives of eye detection with various image descriptors and dimensionality reduction 
techniques. Table 7.1 shows accuracy results with different SVM kernels. 
Table 7.1: Accuracy Results with HOG and different SVM Kernels. 
Kernels Linear Radial Basis Sigmoid 





Figure 7.4:  Eye Detection Accuracy Results with different Descriptors and Dimensionality 
Reduction methodologies. 
 













HoG FREAK H-FREAK LBP H-LBP
Orignal 98.91 86.59 98.3 87.18 98.74
PCA 98.16 83.42 97.77 63.29 98.19
RP 98.11 83.22 97.24 53.92 97.92
LPP 98.71 83.22 95.22 60.26 98.47


















HoG FREAK H-FREAK LBP H-LBP
Orignal 1.52 16.17 2.51 13.12 1.82
PCA 1.91 18.26 1.87 29.09 2.45
RP 1.03 21.19 2.3 35.29 2.69
LPP 1.53 18.67 3.87 29.79 2.03




The HOG descriptor was found using the cell size as 8, block size as 2 and bin size as 9. Thus, 
the descriptor length was found to be 648 for patch size of 25 x 50 and this was reduced to 130 
(20%) using different dimensionality reduction techniques. Tables 7.2-7.6 show the confusion 
matrices with Histogram of Oriented descriptor. 
 
Figure 7.6:  Detection Accuracy as Cell Size and Block Size were varied. 
 
 
















































Figure 7.8: Accuracy and False Positives with Histogram of Oriented Gradients. 
 
Table 7.2: Confusion Matrix for Eye Detection using HOG Descriptor. 
 Eyes Non Eyes 
Eyes 98.91 1.09 
Non Eyes 1.52 98.48 
 
Table 7.3: Confusion Matrix for Eye Detection using HOG –PCA Descriptor. 
 Eyes Non Eyes 
Eyes 98.16 1.84 
Non Eyes 1.91 98.09 
 
Table 7.4: Confusion Matrix for Eye Detection using HOG-RP Descriptor. 
 Eyes Non Eyes 
Eyes 98.11 1.89 
Non Eyes 1.03 98.97 
 
Table 7.5: Confusion Matrix for Eye Detection using HOG – LPP Descriptor. 
 Eyes Non Eyes 
Eyes 98.71 1.29 




98.91 98.7 98.71 98.16 98.11 





Table 7.6: Confusion Matrix for Eye Detection using HOG – SLPP Descriptor. 
 Eyes Non Eyes 
Eyes 98.7 1.3 





The FREAK descriptor was computed in Matlab using the inbuilt function with radius 21. Since, 
the radius of the descriptor was fixed; the patch size was made as 50 x 50 in order to match the 
radius. The descriptor length was found to be 512 and was reduced to 102 using different 
dimensionality reduction techniques. Tables 7.7-7.11 show the confusion matrices with FREAK 
descriptor. 
 
Figure 7.9: Accuracy and False Positives with FREAK. 
 
Table 7.7: Confusion Matrix for Eye Detection using FREAK Descriptor. 
 Eyes Non Eyes 
Eyes 86.59 13.41 
Non Eyes 16.17 83.83 
 
 
86.59 93.84 83.22 83.42 83.22 
16.17 






Table 7.8: Confusion Matrix for Eye Detection using FREAK –PCA Descriptor. 
 Eyes Non Eyes 
Eyes 83.42 16.58 
Non Eyes 18.26 81.74 
 
Table 7.9: Confusion Matrix for Eye Detection using FREAK -RP Descriptor. 
 Eyes Non Eyes 
Eyes 83.22 16.78 
Non Eyes 21.19 78.81 
 
Table 7.10: Confusion Matrix for Eye Detection using FREAK – LPP Descriptor. 
 Eyes Non Eyes 
Eyes 83.22 16.78 
Non Eyes 18.67 81.33 
 
Table 7.11: Confusion Matrix for Eye Detection using FREAK – SLPP Descriptor. 
 Eyes Non Eyes 
Eyes 93.84 6.16 
Non Eyes 12.67 87.33 
 
 
Histogram of FREAK Descriptor 
The Histogram of FREAK descriptor was found using the cell size as 4, block size as 2 and bin 
size as 20. Thus, the descriptor length was found to be 728 and this was reduced to 145 using 
different dimensionality reduction techniques. Tables 7.12-7.16 show the confusion matrices 




Figure 7.10: Accuracy and False Positives with Histogram of FREAK. 
 
Table 7.12: Confusion Matrix for Eye Detection using Histogram of FREAK Descriptor. 
 Eyes Non Eyes 
Eyes 98.30 1.7 
Non Eyes 2.51 97.49 
 
Table 7.13: Confusion Matrix for Eye Detection using Histogram of FREAK –PCA Descriptor. 
 Eyes Non Eyes 
Eyes 97.77 2.23 
Non Eyes 1.87 98.13 
 
Table 7.14: Confusion Matrix for Eye Detection using Histogram of FREAK -RP Descriptor. 
 Eyes Non Eyes 
Eyes 97.24 2.76 
Non Eyes 2.3 97.70 
 
Table 7.15: Confusion Matrix for Eye Detection using Histogram of FREAK – LPP Descriptor. 
 Eyes Non Eyes 
Eyes 95.22 4.78 
Non Eyes 3.87 96.13 
 
98.3 99.62 95.22 97.77 97.24 





Table 7.16: Confusion Matrix for Eye Detection using Histogram of FREAK – SLPP Descriptor. 
 Eyes Non Eyes 
Eyes 99.62 0.38 
Non Eyes 0.03 99.97 
 
LBP Descriptor 
The LBP descriptor was found using the 3x3 block with patch size 25x50. The descriptor length 
was found to be 1250 and was reduced to 625 using different dimensionality reduction 
techniques. Tables 7.17-7.21 show the confusion matrices with LBP descriptor. 
 
Figure 7.11: Accuracy and False Positives with LBP. 
 
Table 7.17: Confusion Matrix for Eye Detection using LBP Descriptor. 
 Eyes Non Eyes 
Eyes 87.18 12.82 
Non Eyes 13.12 86.88 
 
Table 7.18: Confusion Matrix for Eye Detection using LBP –PCA Descriptor. 
 Eyes Non Eyes 
Eyes 63.29 36.71 
Non Eyes 29.09 70.91 
 
LBP LBP-SLPP LBP-LPP LBP-PCA LBP-RP
87.18 
77.42 
60.26 63.29 53.92 
13.12 21.73 





Table 7.19: Confusion Matrix for Eye Detection using LBP -RP Descriptor. 
 Eyes Non Eyes 
Eyes 53.92 46.08 
Non Eyes 35.29 64.71 
 
Table 7.20: Confusion Matrix for Eye Detection using LBP – LPP Descriptor. 
 Eyes Non Eyes 
Eyes 60.26 39.74 
Non Eyes 29.79 70.21 
 
Table 7.21: Confusion Matrix for Eye Detection using LBP – SLPP Descriptor. 
 Eyes Non Eyes 
Eyes 77.42 22.18 
Non Eyes 21.73 78.27 
 
Histogram of LBP Descriptor 
The Histogram of LBP descriptor was found using the cell size as 8, block size as 2 and bin size 
as 9. Thus, the descriptor length was found to be 648 and this was reduced to 130 using different 
dimensionality reduction techniques. Tables 7.22-7.26 show the confusion matrices with this 
descriptor. 
 
Figure 7.12: Accuracy and False Positives with Histogram of LBP. 
98.74 99.28 98.47 98.19 97.92 





Table 7.22: Confusion Matrix for Eye Detection using Histogram of LBP Descriptor. 
 Eyes Non Eyes 
Eyes 98.74 1.26 
Non Eyes 1.82 98.18 
 
Table 7.23: Confusion Matrix for Eye Detection using Histogram of LBP –PCA Descriptor. 
 Eyes Non Eyes 
Eyes 98.19 1.81 
Non Eyes 2.45 97.55 
 
Table 7.24: Confusion Matrix for Eye Detection using Histogram of LBP -RP Descriptor. 
 Eyes Non Eyes 
Eyes 97.92 2.08 
Non Eyes 2.69 97.31 
 
Table 7.25: Confusion Matrix for Eye Detection using Histogram of LBP – LPP Descriptor. 
 Eyes Non Eyes 
Eyes 98.47 1.53 
Non Eyes 2.03 97.97 
 
Table 7.26: Confusion Matrix for Eye Detection using Histogram of LBP – SLPP Descriptor. 
 Eyes Non Eyes 
Eyes 99.28 0.72 
Non Eyes 1.73 98.27 
 
Our results demonstrate that eye detection using dimensionality reduction gave results which are 
comparable to that of the feature descriptor alone while the feature dimensionality is 
significantly reduced. The histogram based features are discriminative and efficient, which 
makes them good candidates for real time eye detection. 
It was observed that with the use of supervised locality preserving projections (SLPP), false 
positives were reduced.  With SLPP, the number of false positives were 0.91% for HOG, 0.03% 
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for histogram of FREAK, and 1.73% for histogram of LBP. Without using SLPP, the number of 
false positives were 1.52% for HOG, 2.51% for histogram of FREAK, and 1.82% for histogram 
of LBP. 
To demonstrate the effectiveness of the eye detector on full images, we used a sliding window 
approach along with the SVM classification.  The eye detection results for representative images 
from the BioID database and the FERET database, are shown in Figures 7.13 and 7.14 
respectively. The results for BioID and FERET datasets are shown in Table 7.27 and 7.29 
respectively. 
 




Left Eye Right Eye Both Eyes 
HOG 97.14 96.32 96.25 
HOG-SLPP 96.65 96.38 96.18 
HOG-LPP 95.63 92.28 91.54 
HOG-PCA 96.79 96.25 96.04 







(a) HOG descriptor results 
 
(b) HOG-SLPP descriptor results 
 
(c) HOG-LPP descriptor results 
 
(d) HOG-PCA descriptor results 
 
(e) HOG-RP descriptor results 
 
(f) Examples of false positives 
 
Figure 7.13: Eye Detector examples in BioID database (a) HOG Descriptor,  
(b) HOG-SLPP Descriptor, (c) HOG-LPP Descriptor, (d) HOG-PCA Descriptor, (e) HOG-RP 
Descriptor, and (f) Examples of False Positives. 
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Table 7.28 shows a comparison of eye detection results on the BioID dataset using our approach 
and other state-of-the-art approaches.  The method in [24] used Haar wavelet coefficients with 
SVM classifier and  achieved an accuracy of 96.1% on the BioID dataset, while the method of 
[64] achieved an accuracy of 91.78% in locating eyes using SVM classifier.  The approach in 
[23] uses isocentric patterns to locate the eye center and achieved an accuracy of 91.67%.  
Table 7.28 Comparison of BioID Results using Different Approaches. 
Authors Method Accuracy 
Wang, Yang [64] Clustering and binary template matching  91.78% 
Campadelli, Lanzarotti, 
Lipori [24] 
Support Vector Machine  
with Haar Wavelet coefficient 
96.1% 
Valenti, Gevers [23] Isocentric Patterns 91.67% 
Our Approach [44] Support Vector Machine with HOG 96.25% 
 




Left Eye Right Eye Both Eyes 
HOG 98.95 98.33 98.06 
HOG-SLPP 99.11 98.99 98.59 
HOG-LPP 98.76 97.7 97.62 
HOG-PCA 98.68 97.89 97.45 




(a) HOG descriptor results 
 
(b) HOG-SLPP descriptor results 
 
(c) HOG-LPP descriptor results 
 
(d) HOG-PCA descriptor results 
 
(e) HOG-RP descriptor results 
 
(f) Examples of false positives 
 
Figure 7.14: Eye Detector examples in FERET database (a) HOG Descriptor,  
(b) HOG-SLPP Descriptor, (c) HOG-LPP Descriptor, (d) HOG-PCA Descriptor, (e) HOG-RP 
Descriptor, and (f) Examples of False Positives. 
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Table 7.30 shows a comparison of eye detection results on the FERET dataset using our 
approach and other state-of-art approaches. The method in [24] used Haar wavelet coefficients 
with SVM classifier and achieved an accuracy of 96.4% on the FERET dataset, while the method 
of [65] achieved an accuracy of 98.3% in locating eyes using SVM classifier. The approach in 
[23] uses isocentric patterns to locate the eye center and achieved an accuracy of 96.27%. 
Table 7.30: Comparison of FERET Results using Different Approaches. 
Authors Method Accuracy 
Monzo, Albiol, Sastre [65] Adaboost + Haar, SVM + HOG 98.3% 
Campadelli, Lanzarotti, 
Lipori [24] 
Support Vector Machine with Haar Wavelet 
coefficient 96.4% 
Valenti, Gevers [23] Isocentric Patterns 96.27% 
Our Approach [44] Support Vector Machine with HOG+SLPP 98.59% 
 
The eye detection results in the BioID and FERET database demonstrate that the HOG, HOG-
SLPP, HOG-PCA and HOG-RP descriptors perform well and their accuracy results are 
comparable within one percent.  The overall performance of detector is a bit lower than the 
detector performance using 10-fold cross validation for patch classification due to wider 
variability in the appearance of patches in full images.   
7.3 CalTech-101 Testing 
The CalTech-101 dataset consists of 102 object categories and each category consists of 31 to 
800 images per category. These are colored images with size around 200 x 300 pixels and were 
converted to gray scale and normalized to size 50 x 75. Table 7.31 shows accuracy results with 
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10-fold cross validation with 30 samples per category with HOG descriptor. Table 7.32 shows 
accuracy with 30 samples for training and 50 for testing with HOG-SLPP descriptor. 
Table 7.31: Results with CalTech-101, 10-Fold Cross Validation, 30 Samples per Category. 
SLPP LPP PCA RP 
78.3 % 63.4 % 67 % 58 % 
 
Table 7.32: Results with CalTech-101, 30 Training Samples and 50 Testing Samples. 
Method SLPP 
Overlap 91 % 
No-overlap 64 % 
 
Table 7.33: Comparison of Classification Results of CalTech-101 with Different Approaches. 




Train – 30 
Test – 50 
86.5% 
Yang, Li, Tian, 
Duan, Gao [62] 
Multiple Kernel Learning with 
SIFT and PHOG 
Train – 30 




Random forests and ferns with 
PHOG for image classification 
Train – 30 
Test - 50 
81.3% 
Our Approach 
Support Vector Machine with 
HOG+SLPP 
Train – 30 




All Data 96% 
30 samples 78.3% 
 
Table 7.33 shows a comparison of classification results on Caltech-101 dataset using our 
approach and other state-of-art approaches. The method in [63] uses convolutional networks for 
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classification and achieved an accuracy of 86.5% on the Caltech-101, while the method of [62] 
achieved an accuracy of 84.3% using group sensitive multiple kernel learning approach which 
accommodates intra-class diversity and inter-class correlation for object recognition. The 
approach in [66] uses random forest and ferns with PHOG for image classification and achieved 
an accuracy of 81.3%. 
7.4 Image Descriptors 
In this section, the performance of different image feature descriptors is evaluated and compared. 
The evaluation was done using 10-fold cross validation technique on the eye database created 
from BioID and FERET database and Caltech-101. 
 
 






























































































Figure 7.18: Accuracy for CalTech-101 with different Descriptors. 
 
Figure 7.19: Eye Detection Results. 
 
It was found from the experiments that Histogram of Oriented Gradients feature descriptor 
outperforms the binary feature descriptors. An accuracy of 98.91% was achieved with the eye 
database and accuracy of 75.08% was achieved with CalTech-101 dataset.  In addition, it was 
observed that histogram of binary descriptors outperformed binary descriptors for object 
detection. Accuracy of 87.18% and 86.59% was achieved with Local Binary pattern and FREAK 
















and Histogram of FREAK was used as a feature descriptor respectively. This was because 
support vector machines use Euclidean distance as the distance measure. 
7.5 Dimensionality Reduction 
In this section, performance of different dimensionality reduction methodologies is evaluated and 
compared. The evaluation was done using 10-fold cross validation technique on Caltech-101. 
The object images were cropped using the given annotations and were resized to 50 x 75. The 
classification performance was tested using 10-fold cross validation technique. Histogram of 
descriptors was found using cell size 6, block size 2 and bin size 14. The results with different 
descriptors are as shown in Table 7.34.  
 
Figure 7.20: Graph showing Accuracy as we increase the Number of Components CalTech-101. 
It was found by experiments that the dimensions of the data can be reduced to 5% using different 
dimensionality reduction techniques. 
Table 7.34: Results with CalTech-101. 
Descriptor Original S-LPP LPP PCA RP 
HOG 75.08 96 75.93 78.12 78.15 
H-LBP 60.2 94.52 43.59 62.38 47.76 




















Figure 7.21: Results with different Descriptors and Dimensionality Reduction techniques for 
CalTech-101. 
Experimental results showed that using dimensionality reduction increases the performance of 
classification. It was observed that dimensionality reduction with histogram of oriented gradients 
gave better accuracy as compared to histogram of oriented gradients alone. Increase of 20.9%, 
0.85%, 0.04%, and 0.07% was observed with supervised Locality preserving projection, 
unsupervised locality preserving projections, principal component analysis and random 
projections respectively.  
It was found that supervised locality preserving projections worked best as compared to other 
dimensionality reduction techniques. With SLPP the classification accuracy was increased by 
20.9%, 34.32% and 43.16% with histogram of oriented gradients, histogram of LBP and 
histogram of FREAK feature descriptor respectively for Caltech-101. Additionally, it was 
observed that Random Projections was fast to compute and gave comparable results as principal 



























This thesis explores object detection using different dimensionality reduction techniques on 
HOG or binary image descriptors. The major contributions of this thesis include an efficient eye 
detection approach using dimensionality reduction on histogram of oriented gradients as a 
feature descriptor. Also, histogram based FREAK descriptor was proposed as a feature descriptor 
for successful object detection. Furthermore, different feature descriptors and different 
dimensionality reduction techniques were analyzed and evaluated for object detection. 
Histogram based feature descriptors such as Histogram of Oriented Gradients (HOG), histogram 
of FREAK (H-FREAK) and histogram of Local Binary Pattern (H-LBP) were explored as good 
features for object detection. It was found that Histogram of Oriented gradients worked best both 
in accuracy and speed as compared to binary descriptors. Accuracy of 75% was obtained by 
using Histogram of Oriented Gradients as a feature descriptor for CalTech-101 dataset whereas 
Histogram of FREAK and Histogram of LBP descriptor gave an accuracy of 48.26 % and 60.2% 
respectively. In case of eye detection, accuracy of 98.91% was achieved with HOG and accuracy 
of 98.3% and 98.7% was achieved with H-FREAK and H-LBP feature descriptor respectively.   
Also, since histogram based descriptors can be of large dimensions, different dimensionality 
reduction techniques were explored in order to reduce the dimensions of the image descriptors. 
Experimental results showed that supervised locality preserving projections worked best as 
compared to other dimensionality reduction techniques. With SLPP the classification accuracy 
was increased by 43.16% with H-FREAK feature descriptor for Caltech-101. Furthermore, it was 
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observed that Random Projections was fast to compute and gave comparable results as principal 
component analysis.  
The future challenges to this work involve using binary descriptors with Hamming distance as 
the distance measure in support vector machines and compare these results for object detection 
with Euclidean distance as the distance measure in support vector machines. Another challenge 
in the improvement of the object detection system would be to use deformable parts model with 
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