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training--numerical optimization--and report on the results of some preliminary tests in 
training rule bases. They also show that truth maintenance can be used to make the 
training more efficient and ask some epistemological questions raised by training rule 
weights. 
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Evidential reasoning is cast as the problem of simplifying the evidence-hypothesis 
relation and constructing combination formulas that possess certain testable properties. 
Important classes of evidence as identifiers, annihilators, and idempotents and their roles 
in determining binary operations on intervals of reals are discussed. The appropriate way 
of constructing formulas for combining evidence and their limitations--for instance, in 
robustness--are presented. 
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This paper examines the use of stochastic simulation of Bayesian belief networks as a 
method for computing the probabilities of values of variables. Specifically, it examines 
the use of a scheme described by Henrion, called logic sampling, and an extension to that 
scheme described by Pearl. The scheme devised by Pearl allows us to "clamp" any 
number of variables to given values and to conduct stochastic simulation on the resulting 
network. This algorithm, in certain networks, leads to much slower than expected 
convergence to the true posterior probability. This behavior is a result of the tendency for 
local areas in the graph to become fixed through many stochastic terations. The length of 
this nonconvergence an be made arbitrarily long by strengthening the dependency 
between two nodes. This paper describes the use of graph modification. By modifying a
belief network through the use of pruning, arc reversal, and node reduction, it may be 
possible to convert he network to a form that is computationaUy more efficient for 
stochastic simulation. 
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