Cumulants are useful in studying nonlinear phenomena and in developing (approximate) statistical properties of quantities computed from random process data. Wavelet analysis is a powerful tool for the approximation and estimation of curves and surfaces. This work considers wavelets and cumulants, developing some sampling properties of wavelet fits to a signal in the presence of additive stationary noise via the calculus of cumulants. Of some concern is the construction of approximate confidence bounds around a fit. Both linear and shrunken wavelet estimates are considered. Extensions to spatial processes, irregularly observed processes and long memory processes are discussed. The usefulness of the cumulants lies in their employment to develop some of the statistical properties of the estimates.
INTRODUCTION
Wavelets are a contemporary tool for function approximation and mean level estimation. They are competitors/collaborators with traditional Fourier analysis, with other orthogonal function expansions, with linear and nonlinear regression estimates and with kernel estimates. In particular they are useful for handling localized behavior, discontinuities, and scale and shift transformations. In the time series case they have the ability to pick up transient behavior. In particular Donoho (1993c) records, Mallat's Heuristic: "Bases of smooth wavelets are the best bases for representing objects composed of singularities, when there may be an arbitrary number of singularities, which may be located in all possible spatial positions."
For example the case with piecewise continuous mean level of a time series falls into this domain. This present work was motivated in part by examples in Brillinger (1993 Brillinger ( , 1994 concerning the possible existence of jump discontinuities in a mean level function.
Wavelet estimates may be linear in the data available, however a breakthrough occurred when the concept of shrinkage was introduced to wavelet analysis. In this procedure the estimated coefficients of the expansion are moved closer to 0. Section 4 of the paper is concerned with shrunken estimates.
The focus of this paper is the case where the additive error is stationary and mixing. The work begins with some mention of existing procedures for estimating mean level functions of time series. Then wavelet estimates are discussed and the large sample distribution indicated for both the linear and shrunken cases. The linear case is studied quite generally. The shrunken case is investigated for a model of the wavelet expansion containing a finite, but unknown, number of terms and with hardlimiters employed in the shrinking. The final estimate studied requires an assumption of normality in the derivation of its asymptotic distribution. The large sample distribution allows the construction of approximate confidence intervals for example. There are sections of the paper describing extensions to spatial processes, irregularly observed processes and to long memory processes.
The seminal statistical work on wavelets is that of Donoho and Johnstone. Various of their papers are listed in the References section.
Estimating mean level functions
Consider the model Y(t) = S(t) + E(t)
(1.1) t = 0, with S (.) a deterministic signal and E(.) a zero mean stationary noise, that is E (Y(t)} = S (t) is the mean level of the series Y(.) at time t . Quite a variety of different procedures have been proposed for estimating 5(t) given data Y(t), t = 0, ..., T--1. These methods can be linear or nonlinear and parametric or nonparametric. One might have a finite parameter linear model, such
with J known and the g ..., gj (.) given functions. In a nonlinear regression formulation one would write S (t) = S(t I 0) with 0 a finite dimensional parameter to be estimated. In the case that the mean function S (t) is smooth, writing S (t) = h (t IT), one can consider the estimation of h (x) by a kernel smoother such as
where the kernel, Wb (.), has binwidth b . Brillinger (1994b) lists a variety of references concerned with the above and related procedures and models. As will be seen shortly, wavelets provide another technique for the estimation of mean level functions such as h (.) of S (t) = h (t IT).
CUMULANTS
The multilinear and dependence description properties of cumulants allow analytic derivation of various characteristics of empirical wavelets, particularly sample distributions.
Given an r vector-valued random variable (Y1 ..., Y the multilinear property is described by cum{a1Y1, . ,arYr)=ai'arcwn{Yi,,Yr} In considering these results it is to be remembered that some of the variates may be identical, eg. which tends to 0 for k > 2 as n tends to infinity. The normal is determined by its moments, in consequence S has a limiting normal distribution. There are improved approximations, Edgeworth expansions, based on higher-order cumulants, see Barndorff-Nielsen and Cox (1989) .
Error bounds may be given for the degree of approximation of the distribution of a random vanable by a normal, through bounds on the cumulants. Statulevicius (1977) provides the large deviation result that if
Such results are useful in deriving the type of results presented in this paper. A particular thing to note is that the results are expressed via conditions on cumulants.
WAVELETS

Introduction
Wavelet analyses correspond to particular types of (orthonormal) series expansions. In the case of x c R there is a scaling function (.) and a mother wavelet i.r(.) given by 14r(x) = (_1)kc_k+14(2x_k) (3.1) k for some coefficients Ck. These functions generate families
Vjk (x ) = 2J'r(21x-k ) (3.3) such that, for given integer 1 (which may be -co), t4)lk(X) and VJk(X), j=l+1,
provide an orthonormal basis for L2(R ). A square-integrable function h (x ) can be written as
The pair (3.5), (3.6) are called a wavelet transform of h (. In the case of x c R one has functions N1(x), i = 1, ..., I such that
for j e Z, k e Z" i = 1, , I provide an orthonormal basis for L2(RP). The existence of such functions is discussed in eg. Meyer (1992), Daubechies (1992) , Benedetto and Frazier (1994) . Square integrable h (x) can be written 100
ook with the tensor product method. For example when p = 2, I = 3 and one sets
with 4(.) and t(.) one dimensional scaling and wavelet functions. For example, the two dimensional Haar system involves functions constant on squares.
In practice finite expansions will be employed, and one may be concerned with convergences other than that of L2. In what follows concern will be with the almost everywhere x case.
The statistical setup
Consider the model I3jk VJk(')}'(t) (3.11) t=O
The wavelet transforms of both the signal S (tIT) and the noise E(r) are involved here. Paralleling In what follows 4) has compact support and so the number of k for which 4)Jk(X) 0 is bounded, uniformly in j, by 2 I support 4)1. Similarly for Vfk(x) so only a finite number of terms are involved in (3.12).
For Haar wavelets the function (3.12) will be piecewise constant. In this case the statistics a, simplify. There is a single a in (3.12), say &, and it is the mean of the available Y 's. The rfk
where ' is over 0 2 t IT -k < 1/2 and " is over 1/2 2 t IT -k <1. Computing such local means, in either a smoothing or a search for change-points, seems intuitively reasonable. The estimate Here (3.13) is Assumption 2.6.1 in Brilhinger (1975) . It is a form of mixing condition and leads to the consistency and asymptotic nonnality of the estimates to be studied. THEOREM I. Suppose the model (3.9) holds with S(t) = h(t/T), then under Assumptions 1, 2, 3 i) E(2"(ãlk alk)) = O(T1) (3.14) E(2"2(Jk Ijk)} = O(T1) (3.15) where the errors terms are uniform in j, k, 1 . Also ii)
var {2'1k } = 2icf2(0)2'T' + 0 (T2) var (2"2Jk I = 2icf2(0)2T1 + 0 (T2) (3.16) coy (2Jk 2J' ) = 0 (T2) (3.17) for (j ,k) (j'k' ) with similar results for the remaining coy (a, ), coy ff3, f'3). The errors terms are uniform in j , j' , k, k' , 1.
iii)
Icum 
(T)1 -0 as T -oo
In the Haar case one sees from (3.20) that var {10(x) ) 22tf2(0)ff . The condition iv) is immediate and the asyipptotic normality is not surprising, since the estimate is the mean of 2.TT1 contiguous values and 2 TT_l oo To construct a confidence interval for h(x) one will need an estimate of f2(°)• Noting (3.15), (3.16), an estimate could be based on the ffk for which it is felt that the corresponding fJk =0. One estimate has the form f20 = --: M+1,k " K (3.21) where K is the number of k 's summed over. In Brillinger (1994b) the estimate is shown to be consistent when KT -00 appropriately with T. The size of Kr will be order of magnitude 211 for the present case.
SHRINKAGE ESTIMATES
By shrinkage is here meant the replacement of coefficients of a statistic by related "smaller" values in an attempt to obtain greater stability at the expense of some increased bias. Shrinkage is basic in statistical work with wavelets, Donoho and Johnstone (1990), Kerkyacharian and Picard To begin it will be assumed that a = var { } is known and nonzero. The multipliers at level j will be the indicator variables 'jk =I(IBJkI afkf) (4.2) meant to provide information on whether J3jk = 0 or not. The 8 will be specified in the theorem.
They will slowly increase to co as T increases. The class of mean level functions to be considered is delineated by the following assumption. The proof of the theorem is given in Brillinger (1994b) . In the proof one needs large deviation bounds of thç type indicated in Section 2. It is notable that the variance here is of order T1 rather than the 0 (2"TT') of Theorem II.
A One wants both T and 8 large, but not too large: .17' large to exceed J0, but not so large that a, f. become biased. An example of a sequence & satisfying (4.4) and 23 =o (T1') is given by j = "/2 log( 2 T) where 2JT(3()2T_1/(1+E) -4 0 for some e > 0.
Unknown variance
In the previous section, the var {jk ) were assumed known. This is unrealistic for practice. In the case they are unknown one needs an estimate of 2icf 2(0)/T . Let & denote such an estimate, eg. (4.6) with the ö to be specified. In the theorem an assumption of normality is employed. Perhaps it can be replaced by the type of assumption employed in Section 7.7 of Brillinger (1975) to obtain almost sure bounds for spectrum estimates.
IRREGULARLY OBSERVED PROCESSES
Suppose Y(t) = S(t) + E(t) SP1E Vol. 2296 / 13 for t C R , but the data are observed at time points ; of a stochastic point process. Define N(t)=#(; IO<t, t) and let the rate of the process N(.) be given by E {dW(t)) = pNdt.
For some 1 consider the wavelet expansion,
Suppose that the data Y(; ), 0 ; < T are available. As estimates of the coefficients consider
Consider the process X (.) defined by dK(t) = E(t)dW(t) Suppose that it has stationary increments and cumulant measures defined for m = 2, 3, .. by CUm I dX (t +U j),..., dX(t+Um_i), dK(t)} = dCm'(Ui,...,Um_.i)dt with Cm'(U i,...,Um_i) of bounded variation in finite intervals, in the manner of Brillinger (1972) . The power spectrum at frequency ? is defined as
In the case that E(.) and N (.) are stationary and independent the spectrum is given by
where f EE() is the power spectrum of E(.) and FNN(.) is the spectral measure of N(.).
Paralleling Assumption 3, it will be required that ASSUMPTION 3'. The process X (.) has stationary increments, zero mean and One defines the linear estimate !0(x) by (3.12) and the shrunken estimate /(x) by (4.1) as before. The results, including employing (3.21) as the spectrum estimate, hold as before. All the results of Section 3 are paralleled.
The 't, could be assumed fixed as in Brillinger (1973) and alternate results developed.
SPATIAL PROCESSES
Consider t e R , so a change has been made to a spatial and continuous domain. One might be studying an image. Consider the model Y(t) = S(t) + E(t) for t e R and suppose one wishes to estimate h (x) where S (t) =h (UT) and E(.) stationary spatial noise. Suppose that h (.) has the homogeneous wavelet expansion (3.8) .
The analogs of Assumptions 1 to 3 above are immediate. Consider the statistic = T1'f i4Q(tJT)Y(t)dt (6.1) It is linear in the data so one can evaluate cumulants. As an estimate is clearly unbiased. Arguing as in Brillinger (1970) 
If the multiplier jk = I(1kI ) is employed then the shrunken estimate will be consistent and asymptotically normal for S such that 2J92ö = o (TP') and Jr :: 2Jexp(6/(1+e)2) =o (1) j=-ir for some c >0.
As a variance estimate for I(x) one can consider p -, f20 ::
1=1 J=-Jr k and use this to set approximate confidence intervals.
Once again these properties are derived by arguments involving cumulants.
LONG MEMORY PROCESSES
The processes considered up to now have been mixing, for example it has been assumed that ::
In the cases of a long memory process this sum is often oo Consider for example a case where the moments of the process E(.) exist, but its power spectrum has the form I 2() = I 1 -et I 24
where I () is strictly positive, continuous and has bounded variation, 0 < d < 1/2. Then c2(u) = lu I2l_l2f*(0)r(1_2d)sin(1rd)
as lu I -oo, see Künsch (1991) and so (7.1) does not hold.
Yajima (1989) considers the large sample distribution of statistics like (3.10,11) under some regularity conditions including (7.2). He finds they are asymptoically normal, but for example 11
His argument also gives
so the asymptoic independence of Theorem I that was basic to some of the results of Section 3 no longer holds.
Rosenblatt (1976) also develops such large sample distributions. Robinson (1991) reviews the kernel estimation of mean level functions in the presence of long memory noise.
DISCUSSION
The question of appropriate multipliers to employ in practice is far from settled. That of Tukey (1979) does not tend to 0 or 1 as T -+oo, whereas the hardlimiter of Donoho and Johnstone does. Donoho and Johnstone also consider another class of multipliers, "soft-thresholders". In the case of independent observations these authors also suggest a procedure to estimate a threshold level.
The usefulness of the cumulants was that they provided an algebraic-analytic calculus allowing routine derivation of probability bounds and approximate distributions.
Some other work has been done on cumulants and wavelets. Gianakis (1989) employs slices through cumulant functions in a wavelet study.
ACKNOWLEDGEMENTS
This research was partially supported by the ONR Grant N00014-94-1-0042. 
