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“A principal vantagem de raciocínio probabilístico sobre raciocínio lógico é o fato de 
que agentes podem tomar decisões racionais mesmo quando não existe informação 
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        Este trabalho investiga a propagação de incertezas em Redes Bayesianas, para o 
Sistema de Remoção de Calor da Contenção (CHRS), com a utilização de uma 
modelagem híbrida, contendo o Método de Monte Carlo e a lógica fuzzy, para a 
propagação dos eventos utilizando a lógica booleana e o erro de ação humana, 
respectivamente. O CHRS possui a função de resfriar o reservatório de água que está 
sendo recirculado através do Sistema de Recirculação do Spray da Contenção (CSRS). O 
CSRS é iniciado automaticamente após um acidente de perda de refrigerante (LOCA) e 
junto com o CHRS encontra maneiras de remover o calor do reservatório. Os resultados 
obtidos através da modelagem foram satisfatórios, evidenciando a possibilidade de 
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PROPAGATION OF UNCERTAINTIES IN BAYESIAN NETWORKS THROUGH 
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          This work investigates the propagation of uncertainties in Bayesian Networks, for 
the Containment Heat Removal System (CHRS), using a hybrid modeling, containing the 
Monte Carlo Method and fuzzy logic, for the propagation of events using Boolean logic 
and the human error of action, respectively. CHRS has the function of cooling the water 
tank being recirculated through the Containment Spray Recirculation System (CSRS). 
CSRS starts automatically after a refrigerant loss accident (LOCA) and along with CHRS 
finds ways to remove heat from the reservoir. The results obtained through the modeling 
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1.1 MOTIVAÇÃO, ORIGINALIDADE E RELEVÂNCIA 
A comunidade científica está cada vez mais contribuindo para o desenvolvimento 
de técnicas que auxiliem no cálculo da indisponibilidade de sistemas de segurança de 
centrais nucleares. Com isto, este trabalho tem por motivação avaliar os métodos que 
possam contribuir para a propagação de incertezas, e indicar, dentre os métodos, qual a 
melhor opção.  
Antigamente os computadores tinham limitações, que dificultavam a utilização do 
método de Monte Carlo. Os poucos recursos computacionais disponíveis, não permitiam 
que o analista obtivesse uma precisão em seus resultados. Com o avanço tecnológico, 
estas limitações estão deixando de ser um problema. 
Messetti e Queiroz (2002) garantem que o método de Monte Carlo é eficiente, de 
fácil aplicação e deve ser utilizado, uma vez que se observe que não haja a possibilidade 
de se obter resultados analiticamente. Para as autoras, o método de Monte Carlo: “é um 
método numérico auxiliar, para resolver problemas matemáticos mediante simulação de 
variáveis aleatórias, em que não é possível obter solução de forma analítica, ou mesmo 
usar solução numérica se torna inviável”.  
O sistema a ser utilizado, é o Sistema de Remoção de Calor da Contenção (CHRS), 
cujo objetivo é resfriar a água do poço da contenção, recirculando através do Containment 
Spray Recirculation System (CSRS).  Este último é iniciado automaticamente após um 
acidente de perda de refrigerante (LOCA) e em conjunto com o CHRS disponibiliza 
meios para remover o calor da água do poço da contenção.  
Os métodos de simulação possuem vantagens, tais como: permitem simular 
períodos longos em pouco tempo (dependendo do sistema), pode-se entender melhor a 
interação das variáveis do sistema e a possibilidade de tratar eventos que não poderiam 
ser tratados analiticamente, como já foi dito.  
As principais desvantagens na utilização destes métodos encontram-se na 
dificuldade em modelar o problema proposto. O tempo computacional já foi algo de muita 
preocupação para os analistas. Isto está deixando, aos poucos de ser um problema, devido 
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à evolução computacional e o desenvolvimento de algoritmos que têm a função de reduzir 
o tempo de execução.  
O tema é considerado original pois, mediante a toda pesquisa realizada no decorrer 
do doutorado, foi percebido uma lacuna na literatura. Esta lacuna propiciou a 
originalidade do trabalho em questão.  
A relevância deste estudo tem como base o fato de que, em uma usina nuclear, a 
análise probabilística de segurança é de suma importância, assim, será estudado como as 
técnicas de propagação de incertezas podem trabalhar em conjunto com as redes 
bayesianas a fim de obter as indisponibilidades possíveis de sistema de interesse.  
 
1.2 JUSTIFICATIVA  
Após um extenso levantamento de artigos científicos, pôde-se observar uma 
lacuna na literatura, e esta deu origem ao trabalho de tese. Assim, este estudo se justifica 
pela necessidade de se compreender o processo de propagar as incertezas, quando não se 
conhece a probabilidade de falha dos nós raízes das Redes Bayesianas (RB) com precisão. 
Esta propagação pode ser feita através da opinião de especialistas e pode ser tratada a 
ação humana com o uso da lógica fuzzy. As redes bayesianas são ferramentas muito úteis, 
principalmente quando se trata da possibilidade de modelar eventos dependentes de forma 
organizada e objetiva.  
 
1.3 OBJETIVO 
O objetivo desta tese é estudar a propagação de incertezas em redes bayesianas 
desenvolvidas no âmbito de análises probabilísticas de segurança de centrais nucleares 
(para o cálculo de indisponibilidades de sistemas de segurança da central). Esta 
propagação conta com uma modelagem híbrida (monte carlo – lógica fuzzy), que propicia  







Para o cálculo da rede bayesiana do sistema de remoção de calor da contenção foi 
utilizada uma modelagem híbrida, contendo o método de Monte Carlo e lógica fuzzy. Essa 
modelagem híbrida permite que se propaguem incertezas, mesmo com escassez de dados. 
Uma linguagem de programação foi construída, a fim de se obter inúmeros valores 
possíveis. Através destes valores, construiu-se um histograma, obtendo-se a média dos 
resultados. Sendo assim, a propagação de incertezas foi realizada.   
 
1.5 ORGANIZAÇÃO DO TRABALHO  
 
O Capítulo 2 se refere à pesquisa bibliográfica que abrange os assuntos de 
interesse deste trabalho. O Capítulo 3 será reservado aos fundamentos teóricos, onde 
serão abordados os conceitos básicos necessários para um bom entendimento do trabalho 
e serão discutidos os métodos de propagação de incertezas existentes na literatura. Será 
feita uma comparação destes métodos e destacar-se-á o de melhor aplicabilidade para o 
problema proposto. O Capítulo 4 ilustra qual sistema será utilizado no trabalho e o motivo 
desta escolha.  O Capítulo 5 apresenta os resultados provenientes da modelagem híbrida 
utilizada e, por fim, o Capítulo 6 é destinado à conclusão do trabalho de tese. Ao final, 
seguem as referências bibliográficas: todas as referências consultadas e mencionadas no 
decorrer deste trabalho estão listadas neste tópico. Também compõe o corpo deste 
trabalho um anexo, do qual constam informações para uma melhor compreensão acerca 








2 REVISÃO BIBLIOGRÁFICA 
 
Guimarães e Ebecken (1999) descrevem uma nova aproximação e um novo 
sistema computacional, FuzzyFTA, para analisar a confiabilidade, fazendo uso da árvore 
de falhas e da lógica fuzzy. As confiabilidades de falhas dos componentes são 
consideradas como conjuntos fuzzy triangular. Utilizaram o método α-cut, para avaliar a 
probabilidade de falha do evento topo na árvore de falha. Os autores introduziram duas 
importantes medidas de importância: medida de importância fuzzy (FIM) e medida de 
importância de incerteza fuzzy (FUIM).    
Guimarães e Lapa (2004) propõem um conceito de um sistema de lógica fuzzy 
puro, onde a base de regras fuzzy consiste em uma coleção de regras fuzzy IF-THEN. A 
utilização da regra fuzzy IF-THEN se explica devido ao mapeamento do conjunto fuzzy 
no universo de entrada do discurso, para o conjunto fuzzy no universo de saída do 
discurso, baseado nos princípios lógicos fuzzy. Observou-se que os resultados 
demonstram o potencial da inferência fuzzy para gerar uma base de conhecimento que 
correlaciona operações de ocorrências e desempenho da planta.  
Langseth e Portinale (2005) discutem as vantagens das redes bayesianas em 
comparação com as técnicas já conhecidas, como por exemplo, árvores de falhas.  Os 
autores mostram como construir uma rede bayesiana através da opinião de especialista. 
Afirmam que, para a construção de uma RB, é necessário que se tenha valores de entradas 
de domínio dos especialistas e dados estatísticos. Para construção de um modelo de RB, 
tornam-se necessários alguns passos. Passo 0: decidir o que modelar. Selecionar o limite 
a ser incluído neste modelo. Passo1: definir as variáveis. Selecionar as variáveis 
importantes neste modelo. Passo 2: parte qualitativa. Será definida a estrutura gráfica que 
conecta as variáveis. Passo 3: parte quantitativa. Para definir a parte quantitativa, devem-
se selecionar famílias de distribuição para todas as variáveis e fixar parâmetros para 
especificar as distribuições.    
Simões Filho (2006) desenvolve uma análise de incertezas no evento topo de 
árvores de falhas, advindas das incertezas da indisponibilidade dos 
subsistemas/equipamentos/ componentes (eventos básicos). O autor propõe uma 
metodologia alternativa, mais rápida, mais eficiente e mais fácil de aplicar. Ele garante 
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que sua nova metodologia pode ser programada como um pós-processador, 
independentes dos softwares de árvores de falhas existentes. A grande vantagem do uso 
desta metodologia é a versatilidade que ela oferece. 
Modarres (2006) afirma que em Avaliação Probabilística de Risco (APR), as 
incertezas são primariamente mostradas na forma de distribuições de probabilidade. O 
autor expõe cinco passos existentes na análise de incertezas: 1) Identificar modelos e 
parâmetros que são incertos e o método de estimação de incerteza a ser utilizado para 
cada; 2) Descreve o escopo da APR e os elementos de contribuição e significância que 
não são modelados ou considerados; 3) Estimar e atribuir distribuições de probabilidades 
que descrevem modelo e parâmetros de incerteza na APR; 4) Propagar incertezas 
associadas com os parâmetros e modelos das barreiras de perigo, para encontrar a 
incerteza associada com o valor de risco; 5) Apresentar a incerteza associada com riscos 
e contribuições para o risco numa maneira visualmente fácil de entender. 
Vieira (2006) utiliza a amostragem por importância na probabilidade do número 
de acertos em alvos, com Monte Carlo. O autor utiliza este método de simulação para 
demonstrar o quão eficiente é a amostragem por importância, e que com ela é possível 
utilizar métodos de simulação, gastando menos tempo computacional. Porém, a 
implantação deste tipo de técnica não é simples. É necessário que o analista tenha domínio 
da técnica, pois ela pode conduzir, se não utilizada adequadamente, a resultados errôneos. 
Zonouz e Miremadi (2006) relacionam a simulação de Monte Carlo tradicional 
com a Simulação de Monte Carlo Fuzzy. Garantem que a simulação de Monte Carlo Fuzzy 
pode estimar o tempo para falhar do sistema que contém componentes que falham 
gradualmente, como por exemplo, degradação. Fazendo a comparação entre estas duas 
técnicas, percebe-se que a ordem do tempo da abordagem da simulação de Monte Carlo 
Fuzzy é igual à multiplicação da ordem temporal da simulação de Monte Carlo tradicional 
por um número fuzzy que representa o comprimento da matriz. Os autores utilizam a 
simulação de Monte Carlo Fuzzy para calcular o tempo até falhar de um sistema.  
Segundo Jones et al. (2010), a RB é uma fórmula matemática simples capaz de 
calcular probabilidades de eventos aleatórios. Neste artigo foi destacada a capacidade da 
RB de lidar com probabilidades subjetivas através da opinião de especialistas. Dentre as 
aplicações da RB, os autores realçam a manutenção preventiva, que é uma atividade com 
o propósito de reduzir a ocorrência de falhas no sistema. Existe também a manutenção 
corretiva, que é realizada após ocorrer falha de algum ponto do sistema.  
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Barrio et al. (2011) propõem ideias sobre o Método de Séries de Taylor Estendido,  
para propagar as incertezas em condições iniciais. É fornecido um estimador de erro de 
qualidade das aproximações de multivariável, permitindo selecionar o tamanho da caixa 
de valor inicial de incerteza. Os cálculos foram realizados utilizando o software livre 
TIDES, desenvolvido pelos autores. 
Guimarães et al. (2011) utilizaram lógica fuzzy para modelar incertezas no reator 
nuclear avançado da Westinghouse (AP1000), logo após um incidente ter sido detectado. 
A aproximação fuzzy foi empregada após um acidente de perda de refrigerante (LOCA). 
Rochman et al. (2013) expõem um método de Monte Carlo para propagação de 
incertezas chamado de o rápido método de Monte Carlo Total (MCT). Os autores 
comparam este método rápido ao original, destacando sua eficiência pelo menor tempo 
computacional. Ao final, os autores introduzem outro método para fazer parte das 
comparações: método GRS rápido. Gráficos são utilizados para exemplificar cada método 
citado. Foi concluído que os métodos rápidos são, de fato, mais eficientes. 
Jahani et. al. (2014), modelaram os conhecimentos incompletos sobre os 
parâmetros de distribuição, utilizando números fuzzy. As variáveis básicas de entrada são 
consideradas as variáveis aleatórias fuzzy e a avaliação de confiabilidade é expressa em 
termos de números fuzzy. 
Papaioannou et al. (2015) utilizaram o método de Monte Carlo e método de 
confiabilidade de primeira e segunda ordem (FORM/SORM), para superar a ineficiência 
do método de Monte Carlo em estimar pequenas probabilidades de falhas, os autores 
utilizam Simulação de Subconjunto. Este artigo fornece resultados teóricos como médias 
assintóticas e variâncias assim como a normalidade assintótica da estimativa de 
probabilidade. Os autores garantem que a eficiência e precisão da Simulação de 
Subconjunto dependem da capacidade de aplicação do algoritmo MCMC para estimar 
precisamente a probabilidade condicional com números mínimos de amostras.  
Ribeiro et. al. (2016) apresentam um modelo de análise de confiabilidade humana 
(HRA) que permite a incorporação de recursos relacionados para facilitar as condições a 
fim de determinar a probabilidade de erro humano (HEP), usado em análise probabilística 




3 FUNDAMENTOS TEÓRICOS 
3.1 ANÁLISE DE INCERTEZAS 
Segundo Modarres (2006), as incertezas surgem da falta de, ou insuficiente, 
conhecimento acerca dos eventos. O autor introduz a definição de conhecimento como 
sendo “...uma mistura de experiência, valores, informação contextual e uma percepção 
que fornece um quadro para avaliar e incorporar novas experiências e informações e a 
tomada de decisões racionais.” 
 Amendola (1986) destaca os efeitos que mais contribuem para as incertezas nos 
resultados. Seguem: aspectos gerais (processo de tomada de decisão mal definido e 
procedimentos implicitamente assumidos), áreas com falta de consenso (falhas de causa 
comum e fatores humanos), dados (uso de dados, limites dos componentes, grau de 
acoplamento nas taxas de falhas e fontes de dados) e modelagem (interpretação de 
documentação, suposições quando documentações não estão completas, definição e 
interpretação do evento topo, definição e interpretação dos limites dos sistemas, análise 
incompleta e tempo de intervenção do operador). 
 As incertezas são classificadas em dois tipos: aleatória e epistemológica. A 
primeira foi definida como aquela incerteza que resulta quando um experimento ou 
observação é repetido sob condições idênticas, mas com diferentes resultados. A segunda 
caracteriza o estado de conhecimento sobre a construção de um modelo, Modarres (2006). 
 Nas estimativas dos parâmetros dos modelos surgem incertezas devido à grande 
variedade de fontes. As incertezas surgem de erros de medição, que podem ser erros 
aleatórios e sistemáticos. É necessário fazer a distinção entre o erro e a incerteza. O erro 
é definido como a diferença entre o resultado de uma medição e o valor verdadeiro do 
mensurando (grandeza específica submetida à medição). Já a incerteza é uma estimativa 
que quantifica a confiabilidade do resultado de uma medição. A incerteza é calculada 
mesmo quando não se tem idéia dos valores em questão.  
 A confiabilidade é definida como a capacidade do componente, produto ou 
sistema apresentar a sua função requerida sob condições de estado na presença de 
incertezas, Jahani et al. (2014). 
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 Conforme informado anteriormente, o erro se divide em aleatório, quando se 
repete a medição por diversas vezes e a cada vez se obtém um erro diferente. Esse tipo de 
erro está ligado às flutuações que se encontram em qualquer tipo de experimento. E o erro 
sistemático está presente na medição, porém se repetimos a medição inúmeras vezes, esse 
erro não será anulado, ele sempre irá se repetir da mesma maneira.  
A maneira mais simples para representar a probabilidade como uma medida da 
incerteza é usar a média ?̅? e variância s2 de uma propriedade associada a um evento, 
processo ou fenômeno de interesse e qualquer incerteza epistemológica associada a estas 
estimativas. Em uma abordagem de estimativa clássica, somente os intervalos de 
confiança de ?̅? e s2 podem ser estimados, Modarres (2006). 
Em geral, o problema de encontrar a distribuição de uma função de variáveis 
aleatórias é difícil, razão pela qual para na maioria das aplicações de confiabilidade e de 
avaliação do risco o problema é reduzido ao cálculo da média e da variância (ou desvio 
padrão) da função de muitas variáveis aleatórias, Modarres (2006). 
 
   3.1.1 INCERTEZAS DO MODELO 
A incerteza no modelo ocorre devido à falta de perfeição dos modelos. Em 
modelos APR, como por exemplo, árvores de eventos e árvores de falhas, possuem 
maneiras alternativas para a construção de seu método.   
Segundo Sastry (1999), as diferentes fontes de incertezas do modelo são divididas 
em: 1) Estrutura do modelo: a incerteza surge quando existem conjuntos alternativos para 
o desenvolvimento do modelo. Assim, quando ao final do desenvolvimento os modelos 
alternativos chegarem a conclusões similares, então se pode ter certeza de que a decisão 
é sólida diante das incertezas. Porém, se houver conclusões distintas, deverá ser feita uma 
avaliação mais detalhada do problema. 2) Detalhes do modelo: muitas vezes os modelos 
são simplificados para fins de rastreabilidade. Um exemplo disto é converter um modelo 
não linear complexo em um modelo linear simples para realizar os cálculos. 3) 
Extrapolação: Modelos que são validados por parte da entrada podem ser completamente 
inadequados para fazer previsões em outras regiões do espaço de interesse. Por exemplo, 
um modelo de dose de resposta com base em altas doses, os testes de curta duração em 
animais, podem envolver erros significativos quando aplicados a estudos em baixas doses 
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ou de longa duração de exposição humana. 4) Resolução do modelo: na aplicação de 
modelos lógicos e matemáticos, a seleção da grade temporal ou espacial ou tamanho da 
estrutura, frequentemente envolve incertezas. Por um lado, há uma troca entre o tempo 
de computação (quanto maior, mais custo) e precisão da previsão. Por outro lado, existe 
uma troca entre a resolução e a validade das equações que regem o modelo de tais escalas. 
4) Limites do modelo: qualquer modelo pode ter fronteiras limitadas em termos de tempo 
e espaço. A seleção de um modelo limite pode ser um tipo de simplificação. Dentro do 
limite, o modelo pode ser uma representação precisa, mas outro fenômeno esquecido, não 
incluído no modelo, pode desempenhar um papel chave no cenário a ser modelado. 
 
3.2 TEOREMA DE BAYES 
O Teorema de Bayes relaciona as probabilidades de A e B com suas 
probabilidades condicionais, e é definido como: 
                             𝑃(𝐴 𝐵⁄ ) =  
𝑃(𝐵 𝐴⁄ )𝑃(𝐴)
𝑃(𝐵)
                                               (3.1) 
Onde,  
P(A) é a probabilidade a priori de A, ou seja, antes de considerar o evento condicional 
B; 
P(B) é a probabilidade de B, e atua como uma constante de normalização; 
P(A|B) é a probabilidade condicional de A, dada a ocorrência de B. É chamada de 
probabilidade posterior, pois a ocorrência de A depende da ocorrência de B;  
P(B|A) é a probabilidade condicional de B, dada a ocorrência de A.  
    Se P(B) = 0 então P(A/B) não estará definido, pois não faz sentido condicionar 





3.3 TEORIA DOS GRAFOS 
Segundo Barber (2010), um grafo G consiste de vértices (nós) e linhas entre os 
vértices. Os grafos podem ser direcionados e não direcionados, dependendo da existência 
ou não de direção das linhas. As Figuras 3.1 e 3.2 são exemplos. 
 
                                      





Figura 3.2–Grafo não direcionado 
 
Um caminho de A para B é uma sequência de nós que conectam A e B. Um ciclo 
é um caminho que começa e termina no mesmo nó. Vale ressaltar que o ciclo deve 
necessariamente conter mais de dois nós e, caso o grafo não possua ciclo, é chamado 
acíclico. 
Um grafo acíclico direcionado não possui ciclo e suas arestas são direcionadas. O 
sentido da aresta indica a relação de dependência entre os nós, ou seja, se uma aresta parte 
de um nó A para um nó B, então A é dito pai de B, assim como B é filho de A. Se um 
determinado nó não possui pai, ele é chamado de nó raiz. As dependências entre os nós 
são quantificadas pelas probabilidades condicionais, Gomes (2011). 
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Para exemplificar, a Figura 3.3 ilustra as relações de dependências entre as 
variáveis. Note-se que os pais de 𝐴5 são 𝐴1, 𝐴2 e 𝐴3. O pai de 𝐴7 e de 𝐴8 é o 𝐴5. Em 
contrapartida, 𝐴5 é filho de 𝐴1, 𝐴2 e 𝐴3. As variáveis 𝐴1, 𝐴2 e 𝐴3 são chamadas de raiz, 




Figura 3.3–Grafo acíclico direcionado 
 
3.4 REDES BAYESIANAS 
As redes bayesianas (RB) são grafos acíclicos direcionados (GAD) onde os nós 
representam as variáveis (discretas ou contínuas), e entre elas existem linhas que as 
conectam, gerando relações entre as variáveis, Khakzad et al. (2011). As redes bayesianas 
consistem de um conjunto de variáveis e um conjunto de linhas direcionadas entre as 
variáveis, Jensen (2001). 
Segundo Jones et al. (2010), uma RB é uma ferramenta de inteligência artificial, 
com a finalidade de modelar incertezas. Tais incertezas podem ser provenientes do 
entendimento inadequado do sistema, seu conhecimento incompleto e de seu 
comportamento aleatório.   
As redes bayesianas são adequadas para situações de dados escassos, para isto 
utilizam a opinião de especialistas. Elas são capazes de reduzir incertezas através da 
atualização das probabilidades, assim como visualizar as dependências entre as variáveis. 
Outra vantagem das RB é a possibilidade de se adicionar novos objetos, pois seu modelo 
é flexível, permitindo a modificação dos nós. 
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Para o cálculo de uma rede bayesiana pode-se utilizar o software Netica. Este  
software é de fácil manuseio. O nó raiz recebe as probabilidades, que devem ser utilizadas 
em porcentagem. A cada nó filho deve-se distinguir o portão. O valor do nó falho é 
encontrado clicando no botão compilar. Através do CTRL + B é possível visualizar uma 
tabela de probabilidades de todos os nós, Estevão (2013).  
O campo de aplicação de uma RB é amplo. Seu modelo é capaz de lidar com 
sistemas de alta complexidade. A Figura 3.4 exemplifica uma rede bayesiana modelada 
no software Netica. 
 
 
Figura 3.4 – Rede Bayesiana elaborada no Netica 
 
A RB consiste de parte qualitativa e quantitativa. Segundo Bobbio et al. (2001), a 
parte qualitativa é representada pelo grafo acíclico direcionado e a quantitativa, pela 
probabilidade condicional. A Figura 3.5 mostra a parte qualitativa de uma RB, onde 𝐴1 e 
𝐴2 são nós raízes e pais de B. As probabilidades de 𝐴1 e 𝐴2devem ser dadas, pois elas 
são incondicionais.  
 





3.5 VARIÁVEIS ALEATÓRIAS 
A variável aleatória se divide em discreta e contínua. Uma variável aleatória X é 
considerada discreta se assumem valores que podem ser enumerados. Em contrapartida, 
uma variável aleatória X é dita contínua se existe uma função 𝑓(𝑋)  ≥ 0 tal que  
 
                           𝐹𝑋(𝑋) =  ∫ 𝑓𝑋(𝑡)𝑑𝑡, ∀ 𝑋 ∈ 𝑅
𝑥
− ∞
                                               (3.2) 
 
Assim, X pode assumir uma quantidade não enumerável de valores e a função 𝑓𝑋 é 
chamada de função densidade probabilidade de X. Neste trabalho, nos ateremos a tratar 
das variáveis aleatórias contínuas, visto que as mesmas serão necessárias para a resolução 
dos problemas propostos. Segundo Montgomery e Runger (1999), para uma variável 
aleatória contínua X, uma função densidade de probabilidade é uma função tal que  
 
(1) 𝑓(𝑥) ≥ 0 
 
(2) ∫ 𝑓(𝑥)𝑑𝑥 = 1
+∞
−∞
                                                                                                    (3.3) 
 





3.5.1 DISTRIBUIÇÕES DE PROBABILIDADES DE UMA VARIÁVEL 
ALEATÓRIA CONTÍNUA 
Serão observados abaixo conceitos sobre distribuições de probabilidades. Tais 
conceitos servem para auxiliar na escolha da distribuição mais adequada ao problema que 
será proposto adiante. Dependendo do problema, diferentes distribuições de 
probabilidades podem ser utilizadas para as variáveis independentes, tais como, 
Uniforme, Weibull, Exponencial, Normal e Lognormal. Estas distribuições citadas, serão 





3.5.1.1 DISTRIBUIÇÃO UNIFORME 
A variável aleatória X tem distribuição uniforme de probabilidades no intervalo 
[a,b] se a função densidade f(x) for  
 
            𝑓(𝑥) = {
1
𝑏−𝑎
,       𝑠𝑒  𝑎 ≤ 𝑥 ≤ 𝑏
0,      𝑝𝑎𝑟𝑎 𝑜𝑢𝑡𝑟𝑜𝑠 𝑣𝑎𝑙𝑜𝑟𝑒𝑠 𝑑𝑒 𝑥
                                         (3.4) 
 
 A Figura 3.6 representa o gráfico da função densidade de probabilidade de uma 
variável aleatória com distribuição uniforme no intervalo [a,b]. 
 
Figura 3.6: Função densidade de probabilidade contínua uniforme, Montgomery e 
Runger (1999) 
 
3.5.1.2 DISTRIBUIÇÃO DE WEIBULL 
Criada por Ernest Hjalmar Wallodi Weibull (1887-1979), esta distribuição foi 
estudada a partir do artigo A Statistical Distribution Function of Wide Applicability, 
publicada no Journal of Applied Mechanics, em 1951, baseando-se nos estudos sobre 
resistência de aços.  
A distribuição de Weibull possui as seguintes utilidades, segundo Benck et. al 
(2008): 1) representa falhas típicas de partida (mortalidade infantil), falhas aleatórias e 
falhas devido aos desgastes; 2) obtém parâmetros significativos da configuração das 
falhas; 3) representação gráfica simples.  
A distribuição de Weibull é utilizada para modelar o tempo até uma falha de 
muitos sistemas físicos diferentes e define-se, segundo Montgomery e Ranger (1999),  














 𝑝𝑎𝑟𝑎 𝑥 >0                                                             (3.5) 
 
tem uma distribuição de Weibull com parâmetros de escala 𝛿 > 0 e parâmetro de forma 
𝛽 > 0.  Quando 𝛽 = 1 a distribuição de Weibull é idêntica à distribuição exponencial. 
Para calcular as probabilidades, frequentemente utiliza-se a função de distribuição 
cumulativa que será definida abaixo: 
       Se X tiver uma distribuição de Weibull, com parâmetros 𝛿  e 𝛽 , então a função 
distribuição cumulativa de X será 





                                                                   (3.6) 
 
A Figura 3.7 mostra a flexibilidade da distribuição de Weibull representada pelos 
gráficos das funções densidade de probabilidade.  
 
 
Figura 3.7: Funções densidade de probabilidade de Weibull para valores 
selecionados de 𝛿 e 𝛽, Montgomery e Runger (1999) 
 
  3.5.1.3 DISTRIBUIÇÃO EXPONENCIAL 
A variável aleatória X tem distribuição exponencial com parâmetro 𝜃 > 0, onde a 
função densidade de probabilidade exponencial apresenta-se da seguinte forma  




A função de distribuição de probabilidade é do tipo: 
 
                𝐹(𝑋) =  ∫ 𝜆 𝑒− 𝜆𝑋
∞
0
= 1 − 𝑒− 𝜆𝑋                                                   (3.8) 
 
A distribuição de probabilidade exponencial possui as seguintes características: não 
é simétrica, a variável aleatória assume somente números positivos e é definida por 
apenas um único parâmetro, 𝜆 . A Figura 3.8 mostra a representação gráfica da 
distribuição exponencial.   
 
Figura 3.8: Função densidade de probabilidade de uma variável aleatória 
exponencial para valores selecionados de 𝜆, Montgomery e Runger (1999). 
 
 3.5.1.4 DISTRIBUIÇÃO NORMAL 
A distribuição normal também conhecida como distribuição gaussiana ou curva 
em forma de sino, é a mais importante das distribuições de probabilidades. Gauss deduziu 
matematicamente a distribuição normal como distribuição de probabilidade dos erros de 
observação, denominando-a como lei normal dos erros, [Correa, 2003]. Uma variável 
aleatória X, com função densidade de probabilidade  
 





2𝜎2  𝑝𝑎𝑟𝑎 − ∞ < 𝑥 <  ∞                                  (3.9) 
 
Tem uma distribuição normal, com parâmetros 𝜇, em que   −∞ < 𝜇 < ∞ e 𝜎 >
0. Também  
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                                           𝐸 (𝑋) =  𝜇  𝑒  𝑉(𝑋) =  𝜎2                                              (3.10) 
 
A notação 𝑁(𝜇, 𝜎2) quer dizer uma distribuição normal com média 𝜇 e variância 
𝜎2, [Montgomery e Runger, 1999]. Uma variável aleatória normal com 𝜇 = 0 e 𝜎2 = 1 
é chamada de variável aleatória normal padrão e denotada por Z.  
A Figura 3.9 refere-se a uma curva normal típica com seus parâmetros descritos 
graficamente. A curva normal tem forma de sino, como já foi dito, é unimodal e simétrica, 
e o seu valor de máxima frequência, a moda coincide com o valor da média e da mediana.   
 
Figura 3.9: Curva normal típica, [Correa, 2003] 
 
 3.5.1.5 DISTRIBUIÇÃO LOGNORMAL 
A distribuição lognormal é muito utilizada quando se trata de tempo de vida de 
produtos e de indivíduos. A função densidade de uma variável aleatória Q com 
distribuição lognormal é dada por,  
 






} : 𝑄 > 0                                      (3.11) 
 





Figura 3.10: Função densidade lognormal, Martins (2013) 
 
Segundo Henley e Kumamoto (1981), quando a variação nos dados é 
caracterizada por fatores ou porcentagens, então a lognormal é uma distribuição 
apropriada para descrever os dados adequadamente. Como por exemplo, se Q é uma 
variável aleatória, que tem um intervalo entre 𝑄𝐿 = 𝑄0 𝐾⁄  e 𝑄𝑈 = 𝑄0 𝐾 onde 𝑄0  é a 
mediana e 𝐾 é uma constante de fator de erro maior que 1, então a lognormal é uma 
distribuição natural. 
Segundo Wash 1400, se X representa a variável aleatória que pode variar por 
fatores no seu erro, por exemplo, tendo um intervalo possível entre 𝑋0/𝑓 e 𝑋0 . 𝑓, onde 
𝑋0 é algum valor de referência do ponto médio e 𝑓 algum fator, então uma lognormal é 
uma candidata natural a ser utilizada.  
A distribuição lognormal é comumente usada para descrever dados que podem 
variar por fatores, assim como a distribuição normal é comumente utilizada para tratar de 
dados que podem variar pela adição ou subtração de incrementos.  
 
 3.5.2 MÉDIA E VARIÂNCIA DE UMA VARIÁVEL ALEATÓRIA 
CONTÍNUA 
A média, valor esperado ou esperança matemática da variável aleatória contínua 
X, representada por 𝜇 ou E(X), é calculada por: 
 
                       𝜇 = 𝐸(𝑋) =  ∫ 𝑋 𝑓(𝑋)𝑑𝑋
+∞
− ∞




Seja X uma variável aleatória contínua com média 𝜇 = 𝐸(𝑋). Então a variância 
de X, anotada por 𝜎2  ou V(X) é definida por: 
 
𝜎2 = 𝑉(𝑋) =  ∫ (𝑋 −  𝜇)2 .  𝑓(𝑋)𝑑𝑥 =  ∫ 𝑥2 
+ ∞
− ∞
. 𝑓(𝑋)𝑑𝑋 − 𝜇2
+ ∞
− ∞
           (3.13) 
 
O desvio padrão da variável aleatória contínua X, denotado por 𝜎, é a raiz 
quadrada da variância.  
Trataremos agora dos métodos de propagação de incertezas disponíveis na 
literatura. Tais métodos auxiliam na tomada de decisões, em análise probabilística de 
segurança, visando realizar os cálculos para a indisponibilidade de sistemas de segurança 
de centrais nucleares.  
 Algumas características dos modelos em que incertezas devam ser consideradas 
influenciam na escolha do método de propagação, tal como, se pelo menos uma, das 
variáveis de entrada do modelo, for discreta, os métodos de integração numérica, 
aproximação por séries de Taylor, não devem ser usados, Rocquigny (2008). 
 
3.6 MÉTODO DOS MOMENTOS 
O método dos momentos é bastante simples e intuitivo. Introduzido por Karl 
Pearson em 1902, consiste em igualar os momentos amostrais aos populacionais. Ao final 
desta operação obtemos os parâmetros da distribuição de probabilidade dada.   
 Os momentos são integrais ponderadas de função densidade que descrevem 
várias propriedades geométricas da função densidade, Shooman (1990). 
 O valor esperado é dado pelo cálculo dos vários momentos da distribuição de 
probabilidade e é definido por 
 
                                              𝐸(𝑥) =  ∫ 𝑥 𝑓(𝑥)𝑑𝑥
𝑏
𝑎
                                                    (3.14) 
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 sendo 𝑎 < 𝑥 ≤ 𝑏 e 𝑓 (𝑥) a função densidade.  
 Para uma variável aleatória discreta x onde 𝑥 =  𝑥1, 𝑥2… , 𝑥𝑛 o valor esperado é 
dado por 
                                             𝐸 (𝑥) =  ∑ 𝑥𝑖  𝑓(𝑥𝑖)
𝑛
𝑖=1                                                      (3.15) 
 
Sendo necessário um certo nível de precisão para estimar a variância, métodos 
determinísticos baseados em integração numérica, ou aproximação por Taylor não são 
eficazes, Rocquigny et. al (2008). Os métodos de simulação, principalmente SRS (Simple 
Random Sampling) e o LHS (Latin Hypercube Sampling), são os mais apropriados.   
 A função geratriz de momentos de uma função densidade de probabilidades para 
o caso continuo é dada por: 




                                                   (3.16) 
 
em que 𝑓(𝑥) é a função densidade de probabilidade. 
 A interpretação para o caso discreto é dado por: 
 
                                         𝑀𝑥 (𝑡) =  ∑ 𝑒
𝑡𝑥𝑖𝑓(𝑥𝑖)
𝑛
𝑖=1                                                     (3.17) 
 
em que 𝑓(𝑥) é a função densidade de probabilidade, Shooman (1990). 
 
3.7 MÉTODO DE MONTE CARLO 
O Método de Monte Carlo (MMC) é uma ferramenta matemática que usa números 
aleatórios para simular problemas que podem ser representados por processos 
estocásticos. É muito útil para simular problemas que dependam de fatores aleatórios. 
Este método é muito utilizado em diversas áreas de conhecimento, como por exemplo, 
em engenharia, física, administração, Yoriyaz (2009). 
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Oficialmente, este método surgiu em 1949, escrito por Metropolis e Ulam através 
do artigo “The Monte Carlo Method”, Metropolis e Ulam (1949), para solução de 
problemas nos quais o tratamento analítico torna-se inviável. O nome dado foi em 
homenagem ao famoso cassino Monte Carlo, fundado em 1862, situado na cidade de 
Mônaco, conhecida mundialmente como a capital dos jogos de azar, devido a uma roleta, 
um gerador de números aleatórios, Yoriyaz (2009).  
 O método de Monte Carlo fornece uma solução para qualquer tipo de problema, 
independentemente de sua complexidade, dimensão, ou não linearidade, Jahani et al. 
(2014). Segundo Papaioannou et al. (2015) o método de Monte Carlo é robusto e simples, 
sendo capaz de manipular qualquer modelo, independentemente de sua complexidade. 
Para efetuar a simulação de Monte Carlo, segundo Werner et. al (2011), é 
necessário realizar os seguintes passos: 1) Determinar as variáveis que serão utilizadas na 
simulação; 2) Determinar as distribuições de probabilidade das variáveis que serão 
simuladas; 3) Estabelecer as relações entre variáveis; 4) Calcular o número de simulações 
(rodadas) a serem obtidas, considerando o erro aceitável e a confiabilidade; 5) Rodar a 
simulação. Cada rodada é um cenário possível e consistente baseado nos supostos 
estabelecidos do modelo. O resultado de cada rodada deve ser guardado;        6) Analisar 
estatisticamente os resultados. Por exemplo, medidas estatísticas, probabilidade de que 
os resultados assumam certos valores, histograma ou gráfico de probabilidades, lucro 
esperado, entre outros.  
A Figura 3.11 mostra um fluxograma que representa os passos a serem dados para 
se realizar uma simulação por Monte Carlo. 
 




Segundo Yoriyaz (2009), para a utilização de Monte Carlo são necessários alguns 
componentes primários: 
 Função Densidade de Probabilidade (FDP); 
 Gerador de Números Aleatórios (GNA); 
 Técnicas de Amostragem (TA).  
 
As variáveis modeladas devem ser descritas por uma FDP. As FDP são funções 
não negativas que representam a distribuição de probabilidade, quando tratamos de 
variável aleatória contínua. A amostragem obtida deve ser aleatória. Assim, utiliza-se 
computacionalmente o segundo tópico mencionado acima, o GNA.  
 Em MMC, após a escolha da FDP, é necessária a utilização dos GNA para os 
parâmetros de entrada. Os números aleatórios são elementos básicos necessários na 
simulação de quase todos os sistemas discretos. Sua geração em computadores torna-se 
inapropriada, visto que a característica de qualquer sequência de números aleatórios está 
no fato dela não ser reproduzida. Já os procedimentos computacionais fornecem 
sequências que podem ser reproduzidas. Assim, as sequências de números aleatórios 
tratadas neste trabalho serão denominados pseudoaleatórias. 
 Os números pseudoaleatórios constituem uma sequência de números que devem 
ser computacionalmente eficientes, uma vez que as simulações podem necessitar de 
milhões de números aleatórios a cada execução e seus valores devem ser independentes 
e uniformemente distribuídos.  
 A técnica mais comum empregada na geração de números aleatórios se inicia 
com um valor x0, chamado de semente, e então se faz uso de uma relação recursiva para 
a determinação do valor final xn, n ≥ 1, com 
 
                           𝑥𝑛 = 𝑎𝑥𝑛−1 𝑚𝑜𝑑𝑢𝑙𝑜 𝑚                                                   (3.18) 
 
onde 𝑎  e 𝑚  são inteiros positivos dados e 𝑎𝑥𝑛−1  é dividido por 𝑚 . Assim cada 𝑥𝑛  é 
também 0,1, 2, … ,𝑚 − 1 e 
𝑥𝑛
𝑚⁄   é chamado de número pseudoaleatório, Ross (2006). 
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Embora esta sequência seja considerada aleatória, são de fato números 
pseudoaleatórios. As sequências de números pseudoaleatórios possuem uma grande 
vantagem sobre as que são realmente aleatórias, pois elas podem ser utilizadas inúmeras 
vezes, com a finalidade de produzir os mesmos números. 
Para a criação de uma nova sequência, basta fazer a modificação do elemento 
semente. Logo, os geradores de números aleatórios permitem um controle adicional sobre 
a possibilidade de se reproduzir os resultados. 
Uma das grandes vantagens do Método de Monte Carlo sobre outras técnicas 
numéricas é a possibilidade de se avaliar o erro das estimativas. Outra vantagem se dá 
por não ser necessário o conhecimento prévio das expressões analíticas que modelam o 
problema proposto.  
A simulação por Monte Carlo permite analisar sistemas por redes bayesianas que 
não poderiam ser analisados analiticamente. A técnica de experimentação numérica de 
Monte Carlo consiste na introdução de N amostras da variável aleatória na entrada de um 
dado sistema para gerar N amostras aleatórias da variável de saída, Macedo (2010). As 
variáveis de entradas são modeladas por uma função de distribuição de probabilidade pré-
determinada.    
Uma desvantagem para o uso do método de Monte Carlo é a demanda 
computacional ser muito alta, mesmo quando se trata de probabilidades de falhas 
pequenas. A eficiência deste método pode ser melhorada com a aplicação do método de 
redução de variância, como por exemplo, amostragem por importância, Papaioannou et 
al. (2015).   
Encontram-se na literatura três tipos de técnicas de propagação de incertezas em 
Monte Carlo: simulação Monte Carlo clássica, método de Monte Carlo Bayes e método 
de inicialização (bootstrap). Estes métodos serão descritos nas seções posteriores.  
 
3.7.1 SIMULAÇÃO DE MONTE CARLO CLÁSSICA  
Sejam (𝑥1, 𝑥2, … , 𝑥𝑛) variáveis aleatórias, tem-se o caso geral da estimação do 
modelo como sendo, 
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                                  𝑌 = 𝑓(𝑥1, 𝑥2, … , 𝑥𝑛)                                     (3.19) 
 
O método de Monte Carlo clássico se baseia sobre os modelos probabilísticos 
clássicos, para caracterizar incertezas xi elementos que são construídos baseados apenas 
em dados, Modarres (2006). Para cada elemento xi, é associada uma distribuição, 
baseadas nos dados de falha real. Porém, se não há dados, devemos tratar Y como variável 
aleatória.  
Seguem quatro passos, sugeridos por Modarres (2006), para construir o limite de 
confiança para Y: 1) Para cada xi elementos de Y, selecione um ponto de dados 
observados ou uma estimativa de pontos (exemplo: uma estimativa de probabilidade 
máxima); 2) Calcular a correspondente estimativa clássica de Y em (4.6); 3) Repetir os 
passos anteriores um número de vezes suficientemente grande, n, para obtermos um 
grande número de amostras de Y; 4) Usando as amostras obtidas no terceiro passo, e 
escolhendo o nível de confiança (1 - α), deve-se construir o limite de confiança para Y. 
 
3.7.2 SIMULAÇÃO DE MONTE CARLO BAYES 
A fim de reduzir o custo computacional com o uso de Monte Carlo e de ter mais 
controle no processo de amostragem, criaram-se técnicas cuja finalidade é reduzir a 
variância. Porém, o controle continua não sendo total, pois se continua trabalhando com 
valores aleatórios. Técnicas de redução de variância serão descritas adiante. 
 
 3.7.2.1 AMOSTRAGEM POR HIPERCUBO LATINO 
A amostragem por hipercubo latino foi proposta por McKay et.al. (1979) e 
funciona como uma técnica de redução de variância.  Ela é utilizada da seguinte forma: o 
domínio de cada variável aleatória 𝑥𝑘 com  𝑘 = 1, … ,𝑚 , é dividido em n intervalos de 
igual probabilidade  
1 
𝑛
  .  
O número n de intervalos deve ser igual ao tamanho da amostra de interesse, ou 
seja, igual ao número de simulações. 
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Em suma, esta amostragem se baseia na estratificação da distribuição amostral, 
com igual probabilidade de ocorrência e sorteiam-se aleatoriamente valores para cada um 
destes estratos. A amostra hipercúbica é constituída por esses valores sorteados 
aleatoriamente.   
A eficácia do hipercubo latino se dá, pelo fato de ele possuir uma estratificação 
densa ao longo das variáveis incertas, com um tamanho de amostra relativamente 
pequeno, [Sallaberry, 2007].  
Foi desenvolvida, por [Saliby, 1980], uma técnica alternativa para a redução da 
variância, chamada amostragem descritiva. Segundo Maletta (2005), na abordagem 
descritiva, rompe-se completamente a seleção aleatória da amostra, utilizando como base 
a escolha determinística dos valores. Estes são escolhidos como pontos centrais dos 
mesmos estratos utilizados no hipercubo latino.   
McKay et. al (1979) chegaram à conclusão que a amostragem por hipercubo latino 
possui mais vantagens em comparação a outros métodos, pois pode-se reduzir seu número 
de simulações consideravelmente,  para atingir o mesmo nível de precisão que outros 
métodos por eles analisados. 
A desvantagem deste método é a falta de possibilidade de se aumentar o tamanho 
da amostra, utilizando a amostra já disponível mantendo as propriedades de estratificação 
que tornam a amostragem por hipercubo latino tão eficaz, Sallaberry (2007). Com isto, 
pode-se recair num problema. Amostras pequenas podem fornecer resultados estatísticos 
incompletos (não aceitáveis), enquanto que amostras grandes demais podem levar a um 
esforço computacional custoso.    
 3.7.2.2 AMOSTRAGEM POR IMPORTÂNCIA 
Existem inúmeras maneiras de se reduzir a variância de estimadores de Monte 
Carlo. Isto auxilia na redução do tempo para simular um determinado modelo. A 
amostragem por importância tem sido muito utilizada para desempenhar esta função. 
Antes de esta técnica ser elaborada, a geração da amostra era totalmente aleatória e era 
denominada amostragem aleatória simples. 
Segundo Vieira (2006), a amostragem por importância consiste em forçar a 
seleção de um maior número de amostras nas partes mais importantes do problema. Isto 
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é feito, inserindo uma nova função distribuição. O objetivo desta técnica é deslocar a 
distribuição para as áreas de maior interesse, aumentando assim a convergência do 
método. Para que não haja alteração nos resultados esperados, torna-se necessário corrigir 
os valores por um fator peso. 
  A fim de ilustrar o princípio de amostragem por importância, considere a integral, 
segundo [Vieira, 2006] : 
                       𝜙 =  ∫ 𝑓(𝑥) 𝑖(𝑥)𝑑𝑥
∞
− ∞
                                                  (3.20) 
 
Deve-se introduzir uma função importância i(x) da seguinte forma: 
 
                 𝑓(𝑥) =  
𝑓(𝑥)
𝑖(𝑥)










                                    (3.21) 
 
A distribuição modificada é dada por: 
 





                                                  (3.22) 
 
ou,  
                           𝑓(𝑥) =  
𝑓(𝑥)
𝑔(𝑥)
 𝑔(𝑥)                                                   (3.23) 
 
onde   
𝑓(𝑥)
𝑔(𝑥)
    é o peso da correção. Para a nova função distribuição, deve ser 
calculado o fator de normalização, que para este caso será chamado de J.  
 
                          𝐽 =  ∫ 𝑓(𝑥)𝑖(𝑥)𝑑𝑥
∞
− ∞
                                               (3.24) 
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Substituindo J na equação (4.6) 
 
                      𝑔(𝑥) =  
𝑓(𝑥)𝑖(𝑥)
𝐽
                                                             (3.25) 
 
 3.7.3 MÉTODO DE SIMULAÇÃO BOOTSTRAP 
O método bootstrap foi introduzido por Efron (1979), sendo muito utilizada em 
diferentes situações estatísticas. O objetivo deste método é obter, através da 
reamostragem do conjunto de dados originais, um novo conjunto de dados.  
A reamostragem consiste em formar uma nova amostra, realizando sorteio, com 
reposição, de dados pertencentes a uma amostra retirada anteriormente. Com a 
reamostragem é possível obter diferentes alternativas para encontrar o desvio padrão e o 
intervalo de confiança através da análise de dados.  
O método bootstrap pode ser usado para estimar o erro padrão 𝜎?̂?, onde 𝜃 é uma 
estimativa do parâmetro 𝜃, assim como pode ser usado para encontrar o intervalo de 
confiança sobre o parâmetro 𝜃, Montgomery e Runger (1999). 
 Segundo Bastos (2013), este método é aplicável em situações em que os métodos 
tradicionais não podem ser empregados, por inúmeras razões, como por exemplo, 
distribuição inadequada, heterogeneidade de variâncias, distribuição de amostragem da 
quantidade amostral de interesse não conhecida, dentre outras razões.  
Não é necessário utilizar o método de bootstrap sozinho, ele pode ser empregado 
como um complemento a conclusões de outros métodos. Para que seus resultados sejam 
satisfatórios, é importante analisar os valores de entrada para amostra. Uma amostra de 
tamanho n possui uma probabilidade de ser sorteada igual a 
1
𝑛
 .  
As vantagens em utilizar o método bootstrap são: 
 Possibilidade de se obter respostas mais precisas; 
 Generalidade do método, pois necessita de menos suposições; 
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 Possibilidade de se utilizar problemas onde a distribuição de probabilidade 
é desconhecida, pois é um modelo que não exige a análise de uma fórmula 
para cada problema.  
 
Segundo Bastos (2013), este método se divide em não paramétrico e paramétrico. 
No método de bootstrap não paramétrico a amostragem é feita repondo a amostra original. 
Considera que a função de distribuição da variável aleatória é desconhecida. O objetivo 
é encontrar pseudoamostras de mesmo tamanho da amostra original. Este processo é 
repetido inúmeras vezes até que se obtenha o mesmo número de estimativas. Estas 
estimativas representam uma amostra da distribuição do estimador, permitindo realizar 
inferências sobre o parâmetro de interesse.  
 A fórmula não paramétrica é a mais usada. A Figura 3.12 ilustra o método não 
paramétrico sob a visão de Bastos (2013). 
 
Figura 3.12 Ilustração do método de bootstrap não paramétrico, Bastos (2013). 
O método de bootstrap paramétrico é similar ao método de Monte Carlo. Ele se 
aplica quando a distribuição da variável aleatória é conhecida. Assim, ele se baseia em 
gerar reamostras da distribuição de probabilidade usando como parâmetros as estimativas 
dos mesmos encontrados através da amostra original.  
O bootstrap paramétrico é mais restrito, pois se baseia em uma distribuição para 
os dados amostrais. A Figura 3.11 ilustra o resumo do método de bootstrap paramétrico, 





Figura 3.11 Ilustração do método de bootstrap paramétrico, Bastos (2013). 
 
3.8 MÉTODO DE SUPERFÍCIE DE RESPOSTA 
O método de superfície de resposta é um conjunto de técnicas matemáticas e 
estatísticas que são muito usadas ao analisar e modelar eventos cuja resposta de interesse 
é influenciada por várias variáveis e o objetivo é otimizar esta resposta, [Montgomery e 
Runger, 1999]. 
 
 Este método é aplicado quando o problema a ser estudado é muito complexo e 
trabalhar com simulação de Monte Carlo torna-se inviável. Assim, será definida a 
superfície de resposta como a representação geométrica obtida quando se trata, o gráfico 
de uma variável resposta, como uma função de dois ou mais fatores quantitativos, Cecon 
e Silva (2011). Esta função pode ser definida como: 
 
                                       𝑌 = 𝑓 (𝑥1, 𝑥2… 𝑥𝑘) +  ε                                         (3.26) 
 
onde ε é o erro aleatório observado na resposta Y.  O valor esperado da resposta Y é 
representado por 𝐸(𝑌) e é dado por: 
 
                                     E(Y) =  f (𝑥1, 𝑥2… 𝑥𝑘) =  η                                     (3.27) 
logo, a superfície dada por  
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                                             η = f (𝑥1, 𝑥2… 𝑥𝑘)                                           (3.28) 
 
 chamada de superfície de resposta.  
 Segundo Cecon e Silva (2011), ao usar uma superfície de resposta deve-se levar 
em conta alguns pressupostos, que são: 1) Os fatores que são críticos para o processo 
são conhecidos; 2) A região em que os fatores influem o processo é conhecida; 3) Os 
fatores variam continuamente ao longo da faixa experimental escolhida; 4) Existe uma 
função matemática que relaciona os fatores à resposta medida. 
Cecon e Silva (2011) listaram também algumas das limitações que este método 
possui: 1) Grandes variações dos fatores podem resultar em conclusões falsas; 2) A região 
de ótimo pode não ser determinada devido ao uso de uma faixa muito estreita ou ampla; 
3) Como em qualquer experimento, resultados distorcidos podem ser obtidos se os 
princípios clássicos da experimentação não forem seguidos (casualização, repetição e 
controle local); 4) Superestimar a computação: o pesquisador deve ter cuidado ao chegar 
às conclusões dos resultados. Deve utilizar seu conhecimento prévio para tomar decisões 
adequadas. 
 
3.9 LÓGICA FUZZY 
A lógica fuzzy, também chamada de lógica difusa ou nebulosa foi introduzida em 
1930 por Jan Lukasiewicz, filósofo e lógico polonês. Já em 1965, Lotfi Zadeh 
(Universidade da Califórnia, Berkeley) publicou o artigo Fuzzy Sets, que ficou conhecido 
como o que originou a lógica fuzzy. 
 A lógica fuzzy possui como foco principal a representação da lógica e da 
racionalidade humana ao resolver problemas de alta complexidade. Os algoritmos 
baseados na lógica fuzzy são diferentes dos métodos determinísticos e probabilísticos. A 
lógica fuzzy trabalha com novos conceitos, como por exemplo, variáveis linguísticas e a 
distribuição de possibilidade, o que melhora a acurácia dos cálculos efetuados. 
 Segundo Lima (1999), para estudar lógica fuzzy, é necessário o entendimento de 
cinco diferentes símbolos conceituais, que são conjunto de elementos, variável 
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linguística, termo linguístico, intervalo numérico mensurável e atribuição numérica 
subjetiva.  
 Na teoria clássica, desenvolvida por Aristóteles, os conjuntos são denominados 
“crisp” e um dado elemento do universo pertence ou não pertence ao referido conjunto. 
Já na teoria de conjuntos fuzzy existe um grau de pertinência de cada elemento a um 
determinado conjunto. A variável linguística é um rótulo para um atributo dos elementos, 
como por exemplo, idade, nível de estoque.  
 
O termo linguístico de uma variável linguística, corresponde a um adjetivo ou a 
um advérbio, em um conjunto de termos linguísticos, como “jovem”, ou “velho”, 
associado com a idade. Intervalo numérico mensurável, conhecido como conjunto 
referencial para a medição de um atributo particular, de um conjunto de elementos, como 
por exemplo, “[0,50] anos” quando se refere à idade. E, por fim, atribuição numérica 
subjetiva ou valor de pertinência, que é o grau com que um elemento pertence ao conjunto 
de elementos, rotulados por uma variável linguística e identificados pelo termo 
linguístico, Lima (1999).  
 Segundo Barbalho (2001), as variáveis linguísticas cumprem na lógica difusa o 
mesmo papel que as variáveis numéricas nos modelos matemáticos convencionais, com 
a diferença de que os valores que podem assumir são conceitos expressos em linguagem 
natural, como por exemplo, “alto”, “baixo”, “quente”, entre outros. A Figura 3.12 ilustra 





Figura 3.12 – Estrutura do sistema da lógica fuzzy, Jané (2004) 
  
 Uma proposição lógica possui, tradicionalmente, dois extremos: completamente 
verdadeiro ou completamente falso. Ao contrário da lógica convencional, a lógica fuzzy 
utiliza a ideia de que todas as coisas admitem graus de pertinência. Porém, na lógica fuzzy 
o grau de verdade varia de 0 a 1, o que leva a premissa a ser parcialmente verdadeira ou 
parcialmente falsa.  
O objetivo deste método é gerar uma saída lógica a partir de um conjunto de 
entradas não precisas. O grau de pertinência 0 indica que o valor não pertence ao conjunto. 
O grau 1 indica uma representação completa deste conjunto.  
 Seja um conjunto fuzzy A, de um universo E, cujos elementos são denotados por 
xi. A função de pertinência associada a este conjunto é definida por:  
 
                        ∀ 𝑥 ∈ 𝐴 ∶  µ𝐴 (𝑥)  ∈ [0,1]                                                                      (3.29) 
 
onde  µ𝐴  é a função de pertinência. 
 Considere um conjunto A e um elemento x com relação a esse conjunto. As 
expressões abaixo demonstram como é a tomada de decisão para uma teoria clássica e a 




                       𝑓(𝑥) = {
1,             𝑠𝑒, 𝑒 𝑠𝑜𝑚𝑒𝑛𝑡𝑒 𝑠𝑒, 𝑥 𝜖 𝐴 
0, 𝑠𝑒, 𝑒 𝑠𝑜𝑚𝑒𝑛𝑡𝑒 𝑠𝑒, 𝑥 ∉  𝐴 
                                     (3.30) 
 
                          𝜇(𝑥) = {
1, 𝑠𝑒, 𝑒 𝑠𝑜𝑚𝑒𝑛𝑡𝑒 𝑠𝑒, 𝑥 𝜖 𝐴 
0, 𝑠𝑒, 𝑒 𝑠𝑜𝑚𝑒𝑛𝑡𝑒 𝑠𝑒, 𝑥 ∉  𝐴
0 ≤ 𝜇(𝑥) ≤ 1, 𝑠𝑒 𝑥 ∈ 𝑝𝑎𝑟𝑐𝑖𝑎𝑙𝑚𝑒𝑛𝑡𝑒 𝑎 𝐴
                    (3.31) 
  
Assim, pode-se observar que, para  a lógica fuzzy, o intervalo de pertinência é [0,1] 
sabendo que 0 significa que o elemento não pertence ao conjunto e 1 significa total 
pertinência a esse conjunto. Já os elementos que estão entre 0 e 1 indicam graus parciais 
de pertinência.  
A teoria dos conjuntos fuzzy e a simulação de Monte Carlo ajudam a propagar 
incertezas usando distribuições de possibilidade e probabilidade respectivamente, Zonouz 
e Miremadi (2006).   
Segundo Guimarães (1997), a teoria dos conjuntos fuzzy possibilita quantificar e 
manipular situações qualitativas, conceitos vagos, ou subjetividade de opiniões. A 
variável linguística se diferencia da variável numérica por utilizar sentenças ou palavras 
em lugar de números.  
 Conforme visto por Jané (2004), todas as operações entre os conjuntos fuzzy estão 
relacionados com suas respectivas funções de pertinência. Seguem abaixo as definições 
de conjunto fuzzy vazio, conjunto fuzzy total, equivalências entre conjuntos fuzzy, 
subconjunto fuzzy, complemento, união entre conjuntos fuzzy, interseção entre conjuntos 
fuzzy, soma exclusiva entre conjuntos fuzzy e produto algébrico entre conjuntos fuzzy.  
Conjunto fuzzy vazio: Seja A um conjunto fuzzy. Ele será considerado vazio (ϕ), 
se sua função de pertinência se comportar conforme a equação (4.16):  
 
                                    𝐴 =  𝜙 ⇔ µ𝐴 (𝑥) = 0, ∀ 𝑥 ∈ 𝐴                                           (3.32) 
Conjunto fuzzy total: Seja A um conjunto fuzzy. Ele será considerado total em um 
universo E, se sua função de pertinência se comportar conforme a equação (4.20):  
                 𝐴 =  𝐴(𝐸)  ⇔  µ𝐴 (𝑥) = 1, ∀ 𝑥 ∈ 𝐴                                           (3.33) 
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Equivalência entre conjuntos fuzzy: Dois conjuntos fuzzy A e B são ditos iguais 
se suas funções de pertinência assumirem valores iguais conforme a equação (3.34):  
 
                      𝐴 =  𝐵 ⇔ µ𝐴 (𝑥) = µ𝐵 (𝑥), ∀ 𝑥 ∈ 𝐸                                          (3.34) 
 
Subconjunto fuzzy: O conjunto fuzzy A é dito subconjunto ou incluído no conjunto 
fuzzy B (A ⊆ B), caso ocorra relação conforme a equação (3.35):  
 
                       𝐴 ⊆  𝐵 ⇔ µ𝐴 (𝑥) ≤ µ𝐵 (𝑥), ∀ 𝑥 ∈ 𝐸                                               (3.35) 
 
Complemento: O complemento de um conjunto fuzzy A (?̅?) é tal que sua função 
de pertinência obedece à relação conforme a equação (3.36):  
 
                       ?̅?  ⇒  µ?̅? (𝑥)  = 1 − µ𝐴  , ∀ 𝑥 ∈ 𝐸                                                    (3.36) 
 
União entre conjuntos fuzzy: A união de dois conjuntos fuzzy A e B é dada pela 
união entre suas funções de pertinência conforme equação (3.37):  
 
           𝐴 ⋃ 𝐵 ⇔ µ𝐴⋃𝐵  (𝑥)  = max(µ𝐴, µ𝐵) , ∀ 𝑥 ∈ 𝐸                                       (3.37) 
 
Interseção entre conjuntos fuzzy: A interseção de dois conjuntos fuzzy A e B é 
dada pela interseção de suas funções de pertinência conforme a equação (3.38): 
 
         𝐴 ⋂ 𝐵 ⇔  µ𝐴⋂𝐵 (𝑥)  = max(µ𝐴, µ𝐵) , ∀ 𝑥 ∈ 𝐸                                        (3.38) 
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Soma exclusiva entre conjuntos fuzzy: A soma exclusiva entre dois conjuntos fuzzy A e B 
(A  B) é dada conforme a equação (3.39): 
 
                                𝐴  𝐵 ⇔ (𝐴⋂𝐵 ̅) ⋃ (?̅?⋂ 𝐵)                                            (3.39) 
 
Produto Algébrico entre conjuntos fuzzy: O produto algébrico entre dois conjuntos 
fuzzy A e B (A . B), é calculado através da equação (3.40): 
 
                    𝐴 . 𝐵 ⇔  µ𝐴 .  𝐵 (𝑥) =  µ𝐴 (𝑥) . µ𝐵 (𝑥), ∀ 𝑥 ∈ 𝐸                            (3.40) 
 
 A lógica fuzzy se destaca em comparação a outros métodos de propagação de 
incertezas, por causa das seguintes vantagens: possui solução rápida e barata em alguns 
casos, é facilmente implementável em microprocessadores, controle de sistemas lineares 
sem modelos matemáticos, modificada facilmente, pois é baseada em regras e robusta 
devido ao fato de não requerer entradas precisas.  
 A etapa de fuzzificação é o primeiro passo a ser considerado. Neste ocorre à 
transformação dos dados de entrada em suas respectivas variáveis linguísticas. Após a 
etapa de fuzzificação, inicia-se a fase denominada inferência fuzzy, que possui a função 
de relacionar as possíveis variáveis entre si, cumprindo regras pré-estabelecidas. A última 
etapa do sistema lógico fuzzy é a desfuzzificação, que possui a função de traduzir, em 
valores numéricos, os resultados obtidos na etapa anterior.  
 Na etapa de fuzzificação deve-se ter atenção na definição das funções de 
pertinência para cada variável. Os tipos de espaços mais comuns são os triangulares, 
trapezoidal e sino. Na etapa de inferência deve ser dada a atenção necessária às 
proposições (possuem grande importância nos modelos fuzzy). A desfuzificação, última 





3.10 COMPARAÇÃO ENTRE OS MÉTODOS 
Nesta seção será feita a comparação entre os métodos apresentados anteriormente. 
A análise está baseada nas seguintes divisões: método de Monte Carlo (AHL, AI e 
Bootstrap), método de momentos e superfície de resposta. A comparação abaixo foi 
baseada em Modarres (2006).  
O método de Monte Carlo possui inúmeras vantagens, tais como, suas 
aproximações são conceitualmente simples e de fácil utilização, tendo abrangentes fontes 
de informações na literatura.  
A desvantagem do MMC está no custo computacional, que dependendo do 
problema, pode inviabilizar a simulação. Porém, como já foi mencionado, os 
computadores estão cada vez melhores, assim como os softwares. Isto reduz a cada dia o 
custo computacional, o que tem tornado este método muito adequado.   
Dependendo da precisão que se deseja, pode ser usado o método de AHL, que 
podem reduzir drasticamente o tamanho da amostra. As vantagens da AHL são: aumento 
da precisão na distribuição de saída, como é um método que reduz o custo computacional 
é muito usado pelos analistas. A desvantagem deste método está na sua complexidade 
para estabelecer o problema e executá-lo, caso seja um problema complexo.  
O método de momentos se baseia na aproximação da série de Taylor e possui a 
vantagem de, quando a série de Taylor já estiver desenvolvida a análise de sensibilidade 
e de incerteza serão muito simples. Além disso, a aplicação deste método tem sido 
amplamente estudada. O problema é que este método fornece soluções locais, ele é mais 
bem aplicado em problemas simples.  
O método de superfície de resposta é útil quando o problema é muito complexo 
para ser realizada a simulação de Monte Carlo. Com a superfície de resposta é possível 
ter um controle completo dos modelos de entrada e as análises de incertezas e de 
sensibilidade são muito simples, uma vez que o modelo de superfície de resposta tenha 
sido desenvolvido. Algumas vezes, torna-se necessário um grande número de execuções, 
a correlação entre variáveis pode ser difícil e escolher uma superfície de resposta 




Tabela 3.1: Comparação entre os métodos de propagação de incertezas 






O método de momentos se baseia 
na aproximação da série de Taylor 
e possui a vantagem de, quando a 
série de Taylor já estiver 
desenvolvida a análise de 
sensibilidade e de incerteza serão 
muito simples, Shooman (1990). 
 
 
Este método fornece 
soluções locais, ele é bem 










Este método é muito útil quando 
o problema é muito complexo 
para ser realizada a simulação de 
Monte Carlo. Com a superfície de 
resposta é possível ter um 
controle completo dos modelos 
de entrada e as análises de 
incertezas e de sensibilidade são 
muito simples, uma vez que o 
modelo de superfície de resposta 
tenha sido desenvolvido, Cecon e 
Silva (2011). 
Algumas vezes, torna-se 
necessário um grande 
número de execuções, a 
correlação entre variáveis 
pode ser difícil e escolher 
uma superfície de resposta 
apropriada a um 
determinado modelo, 
pode ser algo de elevado 
grau de dificuldade.  
 
MONTE CARLO O método de Monte Carlo possui 
inúmeras vantagens, tais como, 
suas aproximações são 
conceitualmente simples e de fácil 
utilização, tendo abrangentes 
fontes de informações na 
literatura, Yoriyaz (2009).  
 
A desvantagem do MMC 
está no custo 
computacional, que 
dependendo do problema, 
pode inviabilizar a 
simulação. 
 
Se alguma variável de interesse for multidimensional ou depender do tempo, apenas 
o método de Monte Carlo será possível. Se pelo menos uma variável de entrada do modelo 
for uma variável aleatória discreta, os métodos de integração numérica, aproximação por 
Taylor e métodos baseados sobre o desenvolvimento estocástico, não serão apropriados, 
(Rocquigny et. al 2008). 
O método FORM (método de confiabilidade de primeira ordem) e SORM (método de 
confiabilidade de segunda ordem) é considerado um dos mais confiáveis métodos 
computacionais para a confiabilidade estrutural. Estes métodos podem ser usados para 
calcular a probabilidade de falha utilizando as variáveis aleatórias, evitando assim a 
integração numérica. Sua precisão geralmente depende de três parâmetros: o raio de 
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curvatura do ponto de projeto, o número de variáveis aleatórias e o índice de 
confiabilidade de primeira ordem, Zhao e Ono (1999).   
O método FORM baseia-se em aproximações lineares. Já o SORM, baseia-se em 
aproximações quadráticas. O método de confiabilidade de segunda ordem foi uma 
tentativa de melhorar a precisão do método de primeira ordem. 
Através da lógica fuzzy é possível modelar as incertezas através das taxas de falhas 
dos eventos básicos da AF, que são os nós raízes da RB, através de conjuntos com 
fronteira nebulosa. Esta técnica se baseia na lógica nebulosa ao invés de se basear na 
lógica booleana.  
 
3.11 ÁRVORE DE FALHAS  
        A árvore de falhas pode ser descrita como uma técnica analítica, uma das 
técnicas mais populares para a análise de segurança, que possui a finalidade de  modelar 
as possíveis falhas de sistemas ou acidentes.  
               A construção da árvore de falhas é realizada dos eventos para as causas. Através 
desta técnica, é possível identificar falhas que conduzirão ao Evento Topo (ET). O ET 
representa uma falha de sistema e deve ser colocado no topo da árvore de falhas. 
A análise da árvore de falhas tem por objetivo estudar as possíveis combinações, 
que podem levar à falha do evento topo. É importante salientar que uma árvore de falhas 
não representa necessariamente todas as combinações de falhas possíveis em um sistema. 
Ela inclui apenas as falhas que o especialista consegue identificar, [Guimarães, 1997]. 
Uma árvore de falhas é um modelo qualitativo que é avaliado quantitativamente 
usando álgebra booleana para analisar a probabilidade do resultado. Através da análise 
qualitativa é possível determinar o conjunto de cortes mínimos da AF. 
Um corte mínimo é um conjunto de eventos básicos que não pode ser reduzido 
sem perder a condição de corte e são as combinações mínimas de eventos que quando 




3.11.1 Simbologia da árvore de falhas 
A Tabela 3.2 mostra os símbolos de eventos primários, que são utilizados para a 
construção de uma árvore de falhas. 























De acordo com as Tabelas 3.2, 3.3 e 3.4, para construção de uma árvore de falhas, 
podem-se utilizar os seguintes símbolos: diferentes eventos primários, evento 
intermediário e de transferência e portões lógicos.  
O evento básico é representado por um círculo e indica que a falha não pode mais 
ser subdividida. O evento condicionante, uma elipse, registra qualquer condição ou 
restrição a qualquer portão lógico. O evento não desenvolvido, losango, indica que devido 
à falta de informações este evento não será desenvolvido em detalhes. O evento externo  
significa um evento que se supõe que exista, por exemplo uma mudança de fase num 
sistema dinâmico.  
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Transferência para fora 
 
O evento intermediário, representado por um retângulo, ocorrem porque uma ou 
mais causas antecedentes atuam nos portões lógicos. As transferências indicam que as 
árvores foram desenvolvidas em folhas adicionais o que permite representar árvores 
grandes. 
Na Tabela 3.4 são mostrados os portões lógicos, que mostram como funciona a  
modelagem para resultar no evento topo. Para o portão E, a falha na saída ocorrerá apenas 
se todas as entradas ocorrerem. O portão OU indica que ocorrerá falha na saída se pelo 
menos uma entrada ocorrer. O portão k/n representa que pelo menos k das n entradas 
devem ocorrer. E, por fim, a porta inibidora, representada por um hexágono, indica que a 











































4 PROBLEMA INVESTIGADO 
A árvore de falhas escolhida para a realização da modelagem foi a de um sistema 
de segurança de uma usina a água leve típica de segunda geração, o Sistema de Remoção 
de Calor da Contenção (CHRS).  
A Figura 4.1 representa o diagrama simplificado do sistema de remoção de calor 
da contenção (CHRS). Neste diagrama estão destacadas as válvulas que são 
automaticamente abertas por sinais, os monitores de radiação (uma amostra de água, de 
cada trocador de calor é passado por estes monitores de radiação, para analisar se há 
radiação saindo do sistema), caso haja, as válvulas são automaticamente fechadas.  Há 
também, em destaque, as linhas de descarga para a entrada e saída de ar no sistema do 
trocador de calor.  
A função do CHRS é resfriar a água do poço da contenção, recirculando através 
do Containment Spray Recirculation System (CSRS). Este último é iniciado 
automaticamente após um acidente de perda de refrigerante (LOCA) e em conjunto com 
o CHRS disponibiliza meios para remover o calor da água do poço da contenção. Sendo 
assim, estes sistemas são de grande importância após a ocorrência de um acidente, pois 
com eles, torna-se possível resfriar a água, mantendo a integridade do reator.  
Toda árvore de falhas pode ser mapeada em uma rede bayesiana, Khakzad et al. 
(2011). Sendo assim, a árvore do CHRS foi mapeada e a rede em questão será utilizada 
neste trabalho. As Figuras 4.2 e 4.3, representam a árvore de falhas do CHRS, já a Figura 
4.4, é a rede bayesiana mapeada da árvore do CHRS.  
O diagrama do CHRS também é encontrado no Apêndice A, a árvore de falha, 
modelada no SAPHIRE e a rede modelada no netica, assim como as subárvores utilizadas 
estão localizadas no Apêndice B, as tabelas com valores a serem utilizados, no Apêndice 
C e, por fim, os resultados encontrados na modelagem tradicional, com a finalidade de se 
comparar a modelagem híbrida, encontram-se no Apêndice D.  
Dentre os métodos analisados neste trabalho, será utilizado o de Monte Carlo, para 
propagar incertezas nas entradas da rede bayesiana e para o evento que envolve erro do 
operador, a propagação será realizada através da lógica fuzzy.  
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Ao analisar, na literatura, a abordagem híbrida fuzzy-bayesiana, nota-se que estas 
duas técnicas não são competidoras, elas se complementam. Elas modelam incertezas 
distintas. Enquanto a RB modela a incerteza aleatória (probabilidade), a lógica fuzzy 
modela a imprecisão (possibilidade), Tibiriçá (2005). 
O objetivo de lidar com esta abordagem híbrida está na possibilidade de se 
modelar incertezas aleatória e/ou imprecisas para desenvolver sistemas especialistas. Esta 
abordagem híbrida permite tratar incertezas nas entradas da RB formadas por nós 
dicotômicos ou não. Estas variáveis de entrada, que possuem características de 





















Conforme visto nos capítulos anteriores, a rede a ser utilizada será a do CHRS. A 
fim de propagar incertezas, por Monte Carlo, será utilizado um gerador de números 
aleatórios, que se encontra no FORTRAN (formula translation system), call 
random_seed. A Figura 5.1 resume, através de um fluxograma, a ordem de realização da 
modelagem.   
A modelagem realizada considerou a lognormal, uma melhor opção dentre as 
distribuições, visando orientações feitas pelo WASH (1975). Segundo WASH (1975), 
uma das razões para o uso da lognormal, é os dados de entrada variarem por fatores, como 
por exemplo, a taxa de falha estimada em potência de 10. Outra razão, está na assimetria 
positiva da lognormal (explica a ocorrência de desvios menos prováveis, como taxa de 
falha anormalmente alta).  
Além da mediana, também é possível encontrar, no WASH (1975), os valores de 
limites inferiores e superiores do nó a ser utilizado. A fim de limitar os valores 
propagados, foi utilizada a lognormal truncada, respeitando os limites acima citados.  
A modelagem será feita pelo método de Monte Carlo, através da geração de 
números aleatórios, que seguem uma distribuição lognormal truncada, para aplicação nos 
nós da rede. Há um nó, que trata do erro do operador, nesta mesma rede, e ele será 
modelado por lógica fuzzy.  
O erro do operador, envolve as aberturas de ventilação nos quatro caminhos do 
fluxo do trocador de calor, se as aberturas estiverem fechadas, o fluxo de água do 
refrigerante, através do trocador de calor, é inibido, WASH (1975). 
A lógica fuzzy será utilizada, sem considerar as variáveis linguísticas, pois trata-
se de um único nó. Sua utilização se deu para mostrar que é possível utilizar a lógica 




















      Figura 5.1 – Fluxograma da modelagem híbrida realizada 
 
5.1 MODELAGEM PELO MÉTODO DE MONTE CARLO 
 Zaninetti (2017) demostra as vantagens de se utilizar uma distribuição lognormal 
truncada esquerda e direita. Usando informações obtidas em Zaninetti (2017) e com uso 
de transformação inversa, pode-se concluir que a equação (5.1) calcula os valores da 
variável aleatória que segue uma distribuição lognormal truncada. 



















)]  𝑈}}               (5.1) 
 
                                               𝜔 =
1
1,645
ln 𝑟                                                     (5.2) 





















Onde,   
            𝑡  é o número gerado, que segue uma distribuição lognormal truncada; 
𝑡0 é o valor da mediana da lognormal;  
𝑟 é o fator erro; 
𝑡𝑚𝑎𝑥 é o limite superior;  
𝑡𝑚𝑖𝑛 é o limite inferior; 
𝑈 é o número aleatório; 
 
 Com as equações acima, tornou-se possível a modelagem, através da linguagem 
de programação, para a propagação de incertezas, pelo método de Monte Carlo. A cada 
rodada, um número aleatório, entre [0,1], é substituído. Este procedimento pode ser feito 
n vezes. Quanto mais rodadas, menor o erro.  
 
5.2 MODELAGEM POR LÓGICA FUZZY 
 
Nesta seção será modelado o erro do operador, utilizando a lógica fuzzy, a fim de 
encontrar o valor da possibilidade de falha. O conceito de possibilidade de falha é 
aplicado para substituir a taxa de falha (probabilidade) na análise de árvore de falha, Liang 
e Wang (1993).  
A possibilidade de falha pode ser definida por um número fuzzy no intervalo [0,1]. 
Neste trabalho, o número fuzzy triangular, definido no interval [0,1], será utilizado. A 
escolha do número fuzzy triangular ocorreu devido a sua simplicidade (indicação retirada 
da literatura), Cheng (1999). 
Segundo Liang e Wang (1991), é possível estimar os limites, inferior e superior, 
através da Tabela 5.1: 
 
Tabela 5.1 : Uma forma de estimar os limites, superior e inferior, para estimar a 
taxa de falha, Liang e Wang (1991) 
Taxa de Falha (q) Limite Inferior Limite Superior 
0,01 ≤ 𝑞 𝑞
5⁄  
2𝑞 − 5𝑞 
0,001 < 𝑞 < 0,01 𝑞
3⁄  
3𝑞 






Para o nó que será modelado, tem-se que a taxa de falha é dada por 10−5, o que 
remete  ao último caso da tabela. Assim, os limites inferior e superior são dados por 10−6 
e 10−4, respectivamente. Com isto, pode-se inciar a etapa de fuzzyficação.  
Conforme citado anteriormente, será utilizado o número fuzzy triangular, e a 
função de pertinência é dada por: 






0          𝑓𝑜𝑟   𝑥 ≤ 𝑎
𝑥−𝑎
𝑚−𝑎
  𝑓𝑜𝑟 𝑎 < 𝑥 ≤ 𝑚
𝑏−𝑥
𝑏−𝑚
    𝑓𝑜𝑟 𝑚 < 𝑥 < 𝑏
0             𝑓𝑜𝑟 𝑏 ≤ 𝑥
                                          (5.3) 
   
        A Figura 5.2 representa a função de pertinência, onde A é um subconjunto 
fuzzy e X é o universo do discurso. A cada valor de X, obtém-se um respectivo valor para 
𝜇𝐴(𝑥), ou seja,  
 
𝐴 = {(𝑥, 𝜇𝐴(𝑥))/  𝑥 ∈  𝑋}. 
 
                                           
Figura 5.2: Função de Pertinência, Moré (2004). 
 
Conforme citado anteriormente, os limites inferior e superior são dados por 10−6 
e 10−4 , respectivamente. Assim, 𝑎 = 10−6 , 𝑚 = 10−5  e 𝑏 = 10−4 , valores que estão 
presentes na abscissa do gráfico. Entre os valores de 𝑎 e 𝑚, serão considerados 15 pontos, 
esta quantidade foi considerada, a fim de se obter um valor aproximado da taxa de falha 
de entrada. Segue análogo os valores entre 𝑚 e 𝑏.  
A Tabela 5.2 mostra os valores de entrada para a abscissa e os respectivos graus 




Tabela 5.2: Resultado da fuzzyficação 
 
 
O próximo passo a ser seguido é a defuzzyficação. Este processo pode ser definido 
como uma função que associa a cada conjunto fuzzy um elemento que o represente. O 
valor obtido após a defuzzyficação é considerado o valor esperado, traçando uma analogia 
com as distribuições de probabilidade, Moré (2004).  
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Existem alguns métodos muito utilizados para a defuzzyficação, porém o COG 
(Center of Gravity), é o mais utilizado, Moré (2004). Este método é dado pela equação 
6.4: 
    
                                                               (5.4) 
 
Considerando os valores da Tabela 5.2 e utilizando o COG, o valor resultante é 
2,34473𝑥10−5. Este valor foi inserido no nó, falha_01, da rede.  
Para realizar a propagação de incertezas na rede bayesiana, também pode ser 
utilizado o software 𝑁𝑒𝑡𝑖𝑐𝑎𝑡𝑚. Este software permite a leitura de planilhas no Excel, o 
que possibilita a inserção dos valores da modelagem.  
  A escolha do número de simulações se justifica através da Tabela 5.3, que indica 
a média encontrada após cada rodada. Pode-se perceber que o valor é alterado 
infimamente. Por isso, serão considerados 13000 simulações. Este número é o que mais 
se aproxima do valor real e possui o menor custo computacional.   
              Tabela 5.3: Médias encontradas após as simulações 
NÚMERO DE SIMULAÇÕES MÉDIA 
5000 4,66 𝑥 10−5 
6000 4,66 𝑥 10−5 
7000 4,66 𝑥 10−5 
10000 4,66 𝑥 10−5 
12000 4,66 𝑥 10−5 
13000 4,67 𝑥 10−5 
15000 4,67 𝑥 10−5 
18000 4,67 𝑥 10−5 
20000 4,67 𝑥 10−5 
22000 4,67 𝑥 10−5 
28000 4,67 𝑥 10−5 
30000 4,67 𝑥 10−5 
80000 4,67 𝑥 10−5 
90000 4,67 𝑥 10−5 
100000 4,67 𝑥 10−5 
 
A Figura 5.3 indica a modelagem híbrida, realizada com o uso do método de 
Monte Carlo e lógica fuzzy, para a propagação de incertezas da rede do sistema de 
remoção de calor da contenção (CHRS). O valor médio encontrado após a simulação é de 
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4,67 𝑥 10−5  e o desvio padrão é 8,38482 𝑥 10−6 . Os valores encontrados são 
compatíveis com os valores obtidos na modelagem realizada através de redes bayesianas 
para o mesmo problema, Apêndice B, Figura B.2.  
Vale ressaltar que o intervalo de dados encontrados na parte inferior da Figura 5.3, 
são os resultados da simulação. No topo dos retângulos há o quantitativo de elementos 





















6 CONCLUSÃO E RECOMENDAÇÕES  
Após a ocorrência de acidentes de grande proporção, como foi o caso de 
Fukushima, a comunidade nuclear concentra estudos em formas que auxiliem na 
contenção de um acidente.  
O sistema de remoção de calor da contenção (CHRS) em conjunto com o sistema 
de recirculação do spray da contenção (CSRS), disponibilizam meios para remover o 
calor do poço da contenção, mediante a ocorrência de um acidente de perda de 
refrigerante (LOCA).  
Neste trabalho, foi desenvolvida a propagação de incertezas em redes bayesianas 
no âmbito de análises probabilísticas de segurança de centrais nucleares (para o cálculo 
de indisponibilidades de sistemas de segurança da central) . Esta propagação foi realizada 
com o uso da rede bayesiana do (CHRS). Para o cálculo, o método de Monte Carlo e a 
lógica fuzzy, foram utilizados.  
Conforme destacado na literatura, o método de Monte Carlo é eficiente para a 
propagação de incertezas, assim como a lógica fuzzy, Messeti e Queiroz (2002) e Liang 
e Wang (1991). 
A principal vantagem de se utilizar a lógica fuzzy, deve-se a sua capacidade de 
lidar com incertezas. O uso do número fuzzy triangular é muito eficiente para representar 
a possibilidade de falha do evento básico sobre o ambiente fuzzy, Liang e Wang (1991). 
Este método substitui as probabilidades, passando a trabalhar com possibilidades, Moré 
(2004). 
O método de Monte Carlo e a lógica fuzzy foram juntamente utilizados em uma 
modelagem híbrida, que permitiu considerar problemas com dados escassos e assim 
realizar as simulações necessárias. Através do resultado encontrado, pôde-se garantir a 
eficiência do método.  
Recomenda-se, para trabalhos futuros, a utilização da opinião de especialistas, 
para a adesão dos dados de entrada, nesta modelagem híbrida. Isto pode ser realizado, 
com a aplicação de um formulário, que contenha perguntas inerentes ao trabalho em 
questão. Após a obtenção dos dados, trata-se os valores, estatisticamente, para servir de 
entrada, taxas de falha.  
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Portanto, é possível concluir, através dos resultados encontrados, que esta 
modelagem híbrida, é capaz de calcular, mesmo com dados escassos, a propagação de 
incertezas em redes bayesianas, tratando elementos com lógica booleana e também com 
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APÊNDICE A – DIAGRAMAS DO SISTEMA DE REMOÇÃO DE 
CALOR DA CONTENÇÃO 










APÊNDICE B – ÁRVORE DE FALHAS DO CHRS REPRODUZIDA 
NO SAPHIREE REDE BAYESIANA REPRODUZIDA NO NETICA 
 













B.3SUBÁRVORE DE FALHAS PARA O CÁLCULO DO HX1A, HX1B, 




























APÊNDICE C – TABELAS 
C.1 PROBABILIDADE DE EVENTOS UTILIZADOS  NA 
AVALIAÇÃO DA ÁRVORE DE FALHAS DO CHRS 
 
 PROBABILIDADES DE EVENTOS UTILIZADOS NA AVALIAÇÃO DE 













KCV1A20C   1 × 10−4 3 
KCV1A21C   1 × 10−4 3 
KCS04A3C   ɛ Desprezível 
KCN04A4C   ɛ Desprezível 
KCS05B3C   ɛ Desprezível 
KCN05A4C   ɛ Desprezível 
KXV1A20X   3 × 10−5 3 
KXV1A21X   3 × 10−5 3 
KCS4A43X   1 × 10−3 3 
KCS4B43X   1 × 10−3 3 
KHEVENTY   1 × 10−5 3 
K001000N   1.0 × 10−3  3 
KTLUNISF   ɛ Desprezível 
KPPLVLSP   ɛ Desprezível 
KST2H11F   3.7 × 10−2  3 
KMVXBOOK   1 × 10−3 3 
KMVXDOOK   1 × 10−3 3 
KMVTAOOK   1 × 10−3  3 
KMVTCOOK   1 × 10−4  3 
KSTXBPRF   1.3 × 10−4  10 
KSTXDPRF   1.3 × 10−4  10 
KSTTAPRF   1.3 × 10−4  10 
KSTTCPRF   1.3 × 10−4  10 
KSTXBCNF   3.5 × 10−4  10 
KSTXDCNF   3.5 × 10−4  10 
KSTTACNF   3.5 × 10−4  10 
KSTTCCNF   3.5 × 10−4  10 
JJOO   1.1 × 10−4  3 
JKOO   1.1 × 10−4  3 
JCOO   4.2 × 10−4  3 






C.2PROBABILIDADE DE EVENTOS UTILIZADOSNAAVALIAÇÃO 
DA SUBÁRVORE  KSTXBPRF 
 














KCBWAVPF 1.0 × 10−6 28  2.8 × 10−5 3 
KWRWAVPQ 3.0 × 10−7 28  8.4 × 10−6 10 
KWRWAVPO 3.0 × 10−6 28  8.4 × 10−5 3 
KCBWAVPY ɛ  ɛ Desprezível 
KCBWAPAO 1.0 × 10−8 28  2.8 × 10−5 3 
KCBWAPBO 1.0 × 10−8 28  2.8 × 10−5 3 
KCBWAPCO 1.0 × 10−8 28  2.8 × 10−5 3 
KCNWAAPO 3.0 × 10−8 28  8.4 × 10−7 10 
KCNWABPO 3.0 × 10−8 28  8.4 × 10−7 10 
KCNWACPO 3.0 × 10−8 28  8.4 × 10−7 10 
KCNWAPAO 3.0 × 10−8 28  8.4 × 10−7 10 
KCNWAPBO 3.0 × 10−8 28  8.4 × 10−7 10 
KCNWAPCO 3.0 × 10−8 28  8.4 × 10−7 10 
KCNWAPAC 1 × 10−8 28  2.8 × 10−7 10 
KCNWAPCC 1 × 10−8 28  2.8 × 10−7 10 
 
(a) Esta lista de probabilidades de eventos é idêntica à dos FSTXDPRF, KSTTAPRF, 




























KREWA52F   1.0 × 10−4 3 
KTRWA00F (2) 2.0 × 10−6 28  5.6 × 10−5 3 
KCNWAT10 1.0 × 10−7 28  2.8 × 10−6 3 
KCNWAT20 1.0 × 10−7 28  2.8 × 10−6 3 
KWRWACSQ 3.0 × 10−7 28  8.4 × 10−6 10  
KWRWACSO 3.0 × 10−6 28  8.4 × 10−5 3 
KCSWA04S 1.0 × 10−8 28  2.8 × 10−7 10 
KLSWA080 3.0 × 10−8 28  8.4 × 10−7 3 
KQSWA170 3.0 × 10−8 28  8.4 × 10−7 3 
KQSWA17F   1.0 × 10−4 3 
KLSWA010 3.0 × 10−8 28  8.4 × 10−7 3 
KCSWA020 3.0 × 10−8 28  8.4 × 10−7 10 
 
(a) Esta lista de probabilidades de eventos é idêntica à dos KSTXDCNF, 


















C.3 CÓDIGO DE IDENTIFICAÇAÇÃO DO SISTEMA PWR 
 
 
CÓDIGO DE IDENTIFICAÇÃO DO SISTEMA PWR 
Código Nome do sistema 
A Acumulador (ACC) 
G Vazamento da Contenção (CL) 
N Sistema de Controle de Limitação de Consequência 
(CLCS) 
K Sistema de Remoção de Calor da Contenção (CHRS) 
C Sistema de Injeção da pulverização da Contenção (CSIS) 
D Sistema de Recirculação do Spray daContenção (CSRS) 
J EnergiaElétrica (EPS) 
F Sistema de Injeção de Alta Pressão (HPCIS) 
H Sistema de Recirculação de Alta Pressão (HPCRS) 
B Sistema de Injeção de Baixa Pressão (LPIS) 
E Sistema de Recirculação de Baixa Pressão (LPRS) 
L Sistema de Adição de Hidróxido de Sódio (SHAS) 
I Sistema de Proteção do Reator (RPS) 
M Sistema de Controle daInjeção de Segurança (SICS) 


































C.5 CÓDIGO DE MODO DE FALHA  
 
 
CÓDIGO DE MODOS DE FALHA 
Modos de Falha 
Fechado C 
Desengatado G 
Não fecha K 
Não abre D 
Não inicia A 
Engatado E 
Excede o limite M 
Vazamento L 
Perda da função F 
Falta de manutenção Y 
Nenhuma entrada N 
Abrir O 
Circuito aberto B 




Curto circuito Q 
Curto para terra S 



































APÊNDICE D – RESULTADOS 
D.1RESULTADOS DA REDE BAYESIANA CALCULADA NO 
NETICA, SEM UTILIZAR A PROPAGAÇÃO DE INCERTEZAS 
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