We present RoarNet, a new approach for 3D object detection from 2D image and 3D Lidar point clouds. Based on two stage object detection framework ([1], [2]) with PointNet [3] as our backbone network, we suggest several novel ideas to improve 3D object detection performance.
I. INTRODUCTION
Recently, 3D object detection has become a crucial component in various fields such as mobile robots and autonomous vehicles. 3D object detection helps to understand the geometry of physical objects in 3D space that are important to predict future motion of objects. While there has been remarkable progress in the fields of image based 2D object detection and instance segmentation, 3D object detection is less explored in the literature.
3D detection algorithms can be divided into two groups: Lidar-only approaches and sensor-fusion-based approaches. Lidar-only approaches rely solely on 3D point clouds, where 3D point clouds may be used directly [4] , or manipulated including projections onto ground plane (i.e., bird's eye view), depth maps (i.e., perspective view) [5] , [6] , [7] , [8] , etc. In contrast, sensor-fusion-based approaches exploit both image and 3D point clouds [9] , [10] , [11] , [12] , [13] , [14] . Sensor-fusion-based approaches have several advantages: (1) Using complimentary sensors can be more robust since each sensor has its own weakness. (2) Within autonomous driving applications, computer vision algorithms conduct many more The In this work, we propose a robust 3D fusion-based detector, named RoarNet (RegiOn Approximation Refinement Network), which helps to improve 3D object detection performance and reduce problems caused by sensor synchronization issue. RoarNet consists of two parts: RoarNet 2D and RoarNet 3D.
The detection pipeline of our model consists of three components as in Figure 1 . Inspired by geometric interpretation for monocular images in [15] , RoarNet 2D estimates the 3D poses of objects from a monocular image and derives multiple candidate locations that are geometrically feasible, where the candidates are the input for RoarNet 3D. This scheme significantly narrows down feasible 3D regions, which otherwise requires demanding processing of 3D point clouds in a huge search space (Section III-A).
Obtaining 3D region proposals predicted from 2D image, RoarNet 3D, a two-stage 3D object detector, gradually refines a search space making its training process efficient. The architecture of our model is analogous to standard two stage object detectors for 2D image such as Fast-RCNN and Faster-RCNN [1] , [2] , and we adopt several modifications in order to make training of each stage easier (Section III-B).
The key difference compared to [9] is that our model does not filter out point clouds by using 2D bounding box. Instead, our model takes the whole point clouds that are located inside region proposals which have the shape of standing cylinders. This leads to our model being more robust to sensor synchronization than state-of-the-art methods. We compare our method to other state-of-the-art 3D detection models in both synchronized and asynchronized conditions in Section IV-A. We evaluate our model on the 3D object detection task, provided by the KITTI benchmark, and our experiments show that RoarNet outperforms the state-of-the-art fusionbased 3D object detection methods that are publicly available. We also evaluate our model in settings where camera and the Lidar are not time synchronized and the result shows that our model consistently performs better in these challenging settings.
II. RELATED WORK

Monocular pose estimation
Due to the projection characteristics of camera sensors, monocular 3D pose estimation is very challenging. To overcome such difficulty, previous works often rely on domain knowledge or external data/information. [16] trains a network to predict 36 control points per each vehicle that conveys 3D shape information. However, this method requires additionally annotating the auxiliary control point, which are very expensive to obtain. [15] proposes a novel method to predict physical dimensions (i.e, height, width, length in meters) and an orientation of vehicle without any additional data. Then, it can predict the location of object (i.e., X, Y, Z in the world coordinate) by solving an over-constrained system of linear equations system. Since we find this method useful, we explore the method in more detail in Section III-A where we modify the method to be more computationally efficient.
3D point clouds processing Since autonomous driving applications require very high level of accuracy in 3D pose estimation that monocular algorithms cannot provide, many algorithms using Lidar sensors are proposed. There are three popular representations to handle unstructured point clouds: (1) The first representation is using a 3D voxel grid [17] , [18] , [7] . In autonomous driving applications, however, sparse points clouds generally make voxel representation computationally redundant. (2) The second is to project an point cloud onto one or more 2D planes [6] , [8] , [5] . These representations are usually compact and efficient, and can be treated as images. However, information loss by projection is inevitable. (3) The third one is to use the point clouds directly without any structured form. PointNet [3] , [19] showed how to digest point clouds directly for object classification and segmentation, and Frustum PointNet (F-PointNet) [9] selects only necessary 3D points utilizing 2D detection results (i.e., 3D points within a frustum region that a camera position and a 2D bounding box make), and conducts detection using a PointNet scheme.
F-PointNet [9] and Aggregate View Object Detection (AVOD) [10] show the state-of-the-art performance on the public KITTI dataset leader board. RoarNet outperforms these methods in the standard 3D object detection, and our analysis shows that RoarNet shows better robustness in an even more general setting.
III. DESIGNING A ROARNET DETECTOR
The main idea behind RoarNet is to construct sequential networks that gradually refines a search space at each step in order to assign each network a simple task, and thus leads to efficient training and prediction. Figure 2 shows the architecture of RoarNet. The model first predicts the 2D bounding boxes and a 3D poses of objects from a 2D image. For each 2D object detection, geometric agreement search is applied to predict the location of object in 3D space. Centered on each location prediction, we set region proposal which has a shape of standing cylinder. Taking the prediction error in bounding box and pose into account, there can be multiple region proposals for a single object.
Each region proposal is responsible for detecting a single object. Taking the point clouds sampled from each region proposal as input, our model predicts the location of an object relative to the center of region proposal, which recursively serves for setting new region proposals for the next step. Our model also predicts objectness score which reflects the probability of an object being inside the region proposal. Only those proposals with high objectness scores are considered at the next step.
At a final step, the model sets new region proposals at previously predicted locations. Our model predicts all coordinates required for 3D bounding box regression including location, rotation, and size of the objects.
A. RoarNet 2D
Geometric agreement search For our initial seeds of 3D region proposals, we utilize a method suggested by [15] for monocular pose estimation, which we call geometric agreement search: Given that the 3D pose of an object can be represented by seven degrees of freedom (localization in the camera coordinate X, Y, Z, physical dimensions of width, height and length W, H, L, and heading angle Θ), [15] showed that (1) 
where B is the over-constrained linear equation system aforementioned. The best configuration c * can be obtained by checking the agreement between b 2D and the projection of
where T is projective transformation onto the image coordinate, IoU is a widely-used intersection-over-union measure, and C is the finite configuration set. 1 We illustrate the network structure of the original geometric agreement search by [15] and our improved version in Figure 3 . One drawback of [15] is that the {W, H, L, Θ} inference and inverse projection process should be done after running a separate 2D object detection and should be conducted for each detected vehicle (Figure 3a) . In other words, when an image includes k objects, there should ktime computation of the network. Aiming better computation efficiency, we build an unified network that combines the 2D object detection and {W, H, L, Θ} inference as illustrated in Figure 3b . The 2D bounding boxes and {W, H, L, Θ}s of k objects can be inferred with only one forward calculation of the unified network. This improvement is comparable with the improvement made by Faster-RCNN [2] over Fast-RCNN [1] . Specifically, the original algorithms takes extra 1 We refer [15] for the details about the configuration set C, and the over-constrained system of linear equations B. 20ms (when k = 3) ∼ 72ms (when k = 9) for pose prediction, whereas the counterpart of our architecture only takes around 1∼2ms to its 2D Faster-RCNN detection regardless of k. 2 Spatial scattering Note that the role of RoarNet 2D, as a 3D region proposer, is to provide proposals of higher recall. Since the monocular pose estimation suffers from limited accuracy, it is necessary to scatter our initial monocular pose estimation in order to increase the number of feasible pose candidates, and therefore, increase recall: For each object (i.e., its bounding box b 2D , regressed pose XY ZW HLΘ, and the best configuration c * ), we first set a scattering range by considering two extreme cases where the true physical size could actually be 1 − s times smaller and 1 + s times larger than the regressed size W HL (0 < s < 1), which results in differently located 3D boxes by Equation (1):
Recall that Equation (1) means the geometric constraint that the projection of the 3D box of an object should match with its 2D box, i.e., for the same 2D bounding box, smaller 3D boxes result in closer locations to the camera origin. Given these two extreme boxes, we divide the line of their two center points, p1 and p2, into an equal stride distance m. RoarNet 2D detector finally provides p 1 − p 2 /m 3D points per object for RoarNet 3D to start. 3 We visualize the process of RoarNet 2D detector in Fig Figure 4b ). For each object, we consider two extreme deviations (non-filled boxes in Figure 4b ), and collect the uniform linear subdivision between the center points of the extreme poses (colored dots in Figure 4b ).
Note that the geometric agreement search and spatial scattering scheme significantly narrows down feasible 3D regions into a few linear regions, which otherwise requires a huge search space. Moreover, by virtue of geometric agreement constraints, our resulting proposals natively distribute (1) along the projection rays of the camera, and (2) in larger areas for more challenging further objects without bells and whistles.
B. RoarNet 3D
Network architecture The RoarNet 3D is designed to predict a 3D bounding box that optimally fits for a given object by using point clouds. While building RoarNet 3D as a two-stage object detector, the backbone network is inspired by the PointNet [3] , which uses max-pooling layers in the middle to get a global feature directly from unstructured point clouds. For more details, we refer readers to [3] , [9] , [19] . In this work, we use a simplified version of PointNet shown in Figure 5 RoarNet 3D consists of two networks, called RPN (region proposal network) and BRN (box regression network), those have same structure except for the number of output as shown in Figure 5 and Table I The location is predicted by 3 coordinates (t x , t y , t z ) for (x, y, z) directions which is relative to center of region proposals. If a center of region proposal is offset from the origin by (c x , c y , c z ), then the location prediction corresponds to:
We constrain the location prediction be bounded by (m x , m y , m z ) from center of region proposal.
The rotation angle is predicted by 2*N R coordinates (t r cls(i) , t r reg(i) ) N R i=1 which is a hybrid formulation of <cls+reg> structure. We equally divide [0, pi) to N R bins.
The size is predicted by 4*N C coordinates, (t size cls(i) , t h(i) , t w(i) , t l(i) ) N C i=1 which is also a hybrid formulation of <cls+reg> structure. We use K-Means method to get N C clusters.
The objectness is predicted by the output t o which reflects the probability of object or not object for each region proposal. We use sigmoid function to bound its value in a range of [0.0, 1.0).
C. Training and prediction
During training each network, we optimize the following multi-task loss for RPN and BRN:
L loc , L rot-reg , and L size-reg are regression loss for location, rotation and size, which are represented as huber loss. L obj , L rot-cls , and L size-cls are classification loss for objectness, rotation and size, which are represented as cross-entropy loss. 1 obj denotes if objectness is true for a given region proposal. 1 3D IoU<0.8 is used for improving prediction performance for more general case. We train each network with batch of 512 for 500k iterations. Learning rate is 5e-3 for initial 100k and 5e-4 for rest of steps. It takes about two days for training each network with Titan X (not pascal).
Non-maximal suppression (NMS) is used to reduce redundant prediction at testing. We apply NMS on bird's eye view boxes with threshold of 0.05 to remove overlapping objects.
IV. EXPERIMENTS
Dataset We conduct our experiments in KITTI dataset, the 3D object detection benchmark. It provides synchronized 2D images and 3D LiDAR point clouds with annotations for car, pedestrian, and cyclist class. In this work, we focus on car class which has most training examples. 3D object detection performance is evaluated at 0.7 IoU threshold. Following [9] , [10] , [20] , we split training set into train set of 3,717 frames and val set of 3,769 frames such that frames in each split belong to different video clips.
A. Comparison of the 3D object detection performance
Experiment settings We evaluate our method in two settings. First, we evaluate our method in the original KITTI evaluation setting where the Lidar and the camera are wellsynchronized each frame. This is a standard metric for ranking in KITTI benchmark leaderboard. Second, we evaluate our method in a more general case where the two sensors are not synchronized. As we discussed in Introduction, in actual driving situations, images are consumed for various tasks including traffic light recognition, lane line detection, object detection, object tracking, etc. at their maximum frequency, and one can not assume a camera sensor and a Lidar sensor are perfectly synchronized to each other. Typically camera frequency is 30 fps, which is higher than that of Lidar. So there could be at most around 30 ms time discrepancy between a set of point clouds and its corresponding image. To simulate such cases, we randomly translate the whole point clouds and re-generate ground truth labels according to the amount of translation of point clouds. This means that we regard the Lidar as the primary sensor. We constrain the translation of point clouds within 0.8m for x, y axis (i.e., parallel to the ground plane) and 0.2m for z axis (i.e., orthogonal to the ground plane).
Experiment results
First, we evaluate RoarNet in a setting where the Lidar and the camera are synchronized, and compare it to publicly available 3D object detection methods on the KITTI benchmark. Table II shows that RoarNet shows state-of-the-art performance for 3D object detection in both easy and moderate level metric.
Second, we compare RoarNet to the two state-of-the-art methods, AVOD (FPN) and F-PointNet (v1) in a setting where sensors are not synchronized. Figure 6 shows that RoarNet performs better than two state-of-the-art methods when two sensors are not synchronized. When sensors are synchronized, all three methods show the recall of 82.5%. When two sensors are asynchronized by 0.8m, the recall of our model degrades to 72.5%, while the recall of F-PointNet degrades to 67.5% and the recall of AVOD (FPN) degrades to 65%.
B. Region proposals analysis
In this section, we analyze the effect of spatial scattering parameter s and objectness threshold in RoarNet 3D (RPN) for refining a search space, as shown in Figure 7 .
The smaller the value s, the higher confidence we have on monocular pose estimation. However, only 26.3% of objects are captured in region proposals when we predict the location of object directly from monocular pose estimation (s = 0). As we increase s, more objects are captured in region proposals, but number of region proposals are also linearly increased, which becomes the bottleneck of our detection pipeline. Aiming high recall, we use s = 0.5 in our implementation.
The search space is further refined by RoarNet 3D (RPN). In our implementation, we use objectness threshold of 0.25, that gives 83.2% of recall with less than two region proposals per ground truth object.
C. Runtime analysis
First, we use ResNet-50 as a backbone network for Roar-Net 2D and it takes around 43 ms per frame. Second, Roar-Net 3D (RPN) samples points from each region proposal predicted from RoarNet 2D and batch processes sampled points to predict objectness score and location. Runtime required for this step highly depends on spatial scattering parameter s. For fast detection, we use s = 0. to KITTI server, we use s = 0.5 and it takes 65ms. Third, RoarNet 3D (BRN) samples points from region proposals with high objectness score and batch processes to predict 3D bounding box. It takes only 20ms as there are less number of region proposals to be considered. Average runtime per frame takes around 100-130ms, which may vary according to choice of network structure and hyper parameters. Concurrently to this work, we develop new technique to unify RoarNet 3D (RPN) and RoarNet 3D (BRN) into one for more efficient computation and we will leave this for future work.
D. Weakness of RoarNet
RoarNet 2D sets region proposals in 3D space by using pose and bounding box predicted from 2D images. This imposes weakness on detection pipeline when RoarNet 2D misses to detect object from 2D images and/or pose prediction has more error than spatial scattering method can compensate. We think this implies a future research direction to improve detection performance.
V. CONCLUSION
We have proposed RoarNet, a new approach for 3D object detection from an 2D image and 3D Lidar point clouds. RoarNet refines search space recursively at each step in order to make training and prediction efficient. We first estimate 3D poses from a monocular input image, and derives multiple geometrically feasible candidates nearby the initial estimates. We adopt a two-stage object detection framework to further refine search space effectively from 3D point clouds. Our model shows superior performance to state-of-the-art methods in KITTI, a 3D object detection benchmark. RoarNet outperforms even in the setting where Lidar and camera are not time synchronized, which is practically important results in order to extend current single frame based detection into video frame based detection in the future research.
