ROR and Contourlet transform is proposed to restore images corrupted by salt and pepper impulse noise. The operation is carried out in two stages, i.e., detection followed by filtering. For detection first, we propose the robust outlyingness ratio (ROR) for measuring how impulse like each pixel is, and then all the pixels are divided into four clusters according to the ROR values. Second, different decision rules are used to detect the impulse noise based on the absolute deviation to the median in each cluster. In order to make the detection results more accurate and more robust, the from-coarse-to-fine strategy and the iterative framework are used. In addition, the detection procedure consists of two stages, i.e., the coarse and fine detection stages. For filtering, proposed algorithm using contourlet transform (CT). Simulation results demonstrate that the proposed algorithm is better than traditional filters and is particularly effective for the cases where the images are very highly corrupted.
I. INTRODUCTION
DIGITAL images are often corrupted by impulse noise due to transmission errors, malfunctioning pixel elements in the camera sensors, faulty memory locations, and timing errors in analog-to-digital conversion [1] . Here some improved algorithms are proposed to eliminate salt and pepper noise. In most applications, denoising the image is fundamental to subsequent image processing operations, such as edge detection, image segmentation, object recognition, etc. The goal of noise removal is to suppress the noise while preserving image details. To this end, a variety of techniques have been proposed to remove impulse noise.
Several methods have been proposed to remove the noise and recover the true image. The corrupted pixels should be filtered, whereas the image details have to be preserved. This task is exceptionally difficult because even the smallest amount of noise impulses which are not detected and filtered cause significant deterioration of image quality due to the nature of impulse noise. There have been proposed a large number of filtering techniques for removal of impulse noise.
Switching median (SM) filter [2] , multistate median (MSM) filter [3] , adaptive center weighted median (ACWM) filter [4] , the peak-and-valley filter [5] , [6] , signal-dependent rank-order mean (SD-ROM) filter [7] , conditional signaladaptive median (CSAM) filter [8] , the pixel-wise MAD (PWMAD) filter [9] , modified threshold Boolean filter (TBF) [10] , Jarque-Bera test based median (JM) filter [11] , twooutput nonlinear filter [12] , iterative median filter [13] , etc. With the noise detector, these filters will check each pixel if it is corrupted or not. Then, only noisy pixels are changed so as to avoid undue distortion. The main drawback of these filters is that they just use median values or their variations to restore the noisy pixels, and hence they usually cannot preserve the image details even when the images are mildly corrupted. Recently, Do and Vetterli [14] , [15] developed the contourlet transform based on an efficient two-dimensional multi scale and directional filter bank that can deal effectively with images having smooth contours. Contourlets not only possess the main features of wavelets (namely, multi scale and timefrequency localization), but also offer a high degree of directionality and anisotropy. The main difference between contourlet and other multi scale directional systems is that the contourlet transform allows for different and flexible number of directions at each scale, while achieving nearly critical sampling. In addition, the contourlet transform uses iterated filter banks, which makes it computationally efficient; specifically, it requires O(N) operations for an N-pixel image. In this paper, we propose a noise detector called robust outlyingness ratio (ROR), which is used to measure how much a pixel looks like an impulse noise [16] . Based on the ROR, the pixels are divided into four different clusters. Then, different decision rules are adopted to detect the impulse noise in each cluster. During the detection process, the from coarseto-fine strategy is used. In addition, the detection process contains two stages, i.e., the coarse stage followed by the fine stage. Different thresholds are used in the two stages. Finally, the detection procedure is iteratively adopted. Furthermore, Contourlet transform is a multidirectional and multi scale transform that is constructed by combining the Laplacian pyramid with directional filter bank (DFB), can be used to capture geometrical properties of images. After contourlet decomposition feature like edges have higher contourlet coefficient in high frequency band however noise having small contourlet transformation coefficient. Therefore, eliminating noise is to eliminating the smaller coefficients. The rest of this paper is organized as follows. The ROR noise detection mechanisms are introduced in Section II. The extension with Contourlet transform for salt and pepper noise is described in Section III. Section IV gives an Overall Discussion of the proposed algorithm. Finally, a brief Conclusion of this paper is presented in Section V.
II. ROR FOR SALT AND PEPPER NOISE DETECTION A. Noise Models
When an image is corrupted by impulse noise, only a portion of the pixels are changed. To be precise, let and be the pixel values at location in the original and noisy images respectively, and be the dynamic range of the allowed pixel values. Then, for an impulse model with noise probability or noise ratio P , we have
where is a noise value independent from . For fixedvalued impulse noise, the values of the corrupted pixels are equal to or with equal probability [17] . For graylevel images with 8 bits per pixel (i.e., and ), the noise value of the first case corresponds to a fixed value of 0 or 255 with equal probability.
B. Definition of the ROR
In this paper, we introduce it to describe the level of how impulse like of each pixel. The traditional sample mean and SD are used. The normalized median absolute deviation (MADN) is defined as (2) (3) (4) where the operation "Median" represents the median value of all the observations, the coefficient "0.6457" is the median absolute deviation (MAD) of a standard normal random variable, and y is the vector representation of the data. We define a statistical parameter called ROR as (5) 
C. Detection Mechanism
In order to calculate the ROR, the window size must be given. In this paper, we use the window size is . Since the ROR measures the outlyingness of the pixels, i.e., how impulse like, all pixels are divided into four levels (clusters) according to the ROR. The four clusters are the most like cluster ; the second like cluster ; the third like cluster ; and the fourth like cluster ; The lower the ROR, the lower impulse like of the pixel in its neighbors.
The coarse stage:
Step 1) Choose the algorithm parameters, i.e., coarse thresholds , , ; window size N (the actual size is ); iterations ; and initial .
Step 2) Initialize the detection flag matrix Map as zeros, where "0s" and "1s" represent good and noisy pixels, respectively. Step 3) Calculate the ROR of the current pixel. If the ROR is in the fourth level, treat it as a good pixel, or calculate the absolute deviation d between the current pixel and the median of its local window. Then, compare with threshold according to its ROR value. If d is larger than , it is a noisy pixel, or it is a good pixel. Update the flag Map according to the result.
Step 4) Get the median-based restored image according to the detection result. If the flag is 1, represent the pixel with the median of its local window, or do not change.
Step 5) If , , then go to step 2), or the coarse stage is completed.
The fine stage:
Step 1) Choose the algorithm parameters, i.e., fine thresholds ; window size N (the actual size is ); iterations ; and initial .
Step 2) Initialize the detection flag matrix Map as zeros, where "0s" and "1s" represent good and noisy pixels, respectively. Step 3) Calculate the ROR of the current pixel and the absolute deviation between the current pixel and the median of its local window. Then, compare d with threshold according to its ROR value. If d is larger than , it is a noisy pixel, or it is a good pixel. Update the flag Map according to the result.
Step 4) Get the median-based restored image with the detection result. If the flag is 1, represent the pixel with the median of its local window, or do not change.
Step 5) If , , , then go to step 2), or the fine stage is completed.
It is worth noting that the first input image of the fine stage is the final output image of the coarse stage. In the new detection mechanism, there are many parameters needing to be pre given, such as window size N; coarse thresholds ; coarse iterations ; fine thresholds ; and fine iterations . Theoretically, the thresholds dominate the performance of the detection algorithm. If the larger thresholds are used, the "false-hit" term is lower and the "miss" term is higher, whereas if the smaller thresholds are used, the results are opposite. In the coarse stage, the purpose is to detect the most impulse like pixels and keep the "false-hit" term as low as possible, and then in the fine stage, the purpose is to detect the most impulse like noise while keeping a good tradeoff between the "false-hit" and "miss" terms. Therefore, the thresholds of the coarse stage are relatively larger, and the thresholds of the fine stage are smaller. Furthermore, the larger the ROR values, the more impulse like the pixels; hence, the smaller thresholds should be used to guarantee detecting most of the noisy pixels. In addition, the smaller ROR values represent that the pixels are not like the impulse noise; hence, the larger thresholds should be adopted to guarantee detecting the most like impulse noise while making the "false-hit" term as small as possible. In the four levels, the thresholds meet the following inequalities:
and . Fortunately, these parameters are very robust to the noise ratio, i.e., for different noise ratios, the thresholds and the window size can take the same values; only the iterative times are different. 
III. CONTOURLET NOISE REDUCTION

A. Contourlet Transformation
The contourlet transform consists of two major stages: the sub band decomposition and the directional transform. At the first stage, Laplace Pyramid (LP) is used to decompose the image into sub band, and then the second one is a Directional Filter Bank (DFB) which is used to analyze each detail image. A flow graph of the CT is shown in Fig. 2 . The contourlet transform was proposed as a directional multi resolution image representation that can efficiently capture and represent singularities along smooth object boundaries in natural images. Its efficient filter bank construction as well as low redundancy make it an attractive computational framework for various image processing applications. However, a major drawback of the original contourlet construction is that its basis images are not localized in the frequency domain [18] . Figure 1 : A flow graph of the contourlet transform. Image is first decomposed into subbands by LP and then each detail image is analyzed by DFB.
B. Laplace pyramid
The Laplace filters in the transform toolbar for images detect rapid changes in pixels using two different analytic matrices. The Laplace filters often result in "negative" images with brighter tones at detected features and dark or black tones elsewhere. These filters will emphasize linear features such as edges. In the first stage of the decomposition, the original image is transformed into a coarse signal and a detail signal. The coarse signal has fewer samples than the original image but the detail signal has the same number of samples as the original image. The coarse signal is a filtered and down sampled version of the original image. It is then up sampled and filtered to predict the original image. The prediction residual constitutes the detail signal. The coarse signal can be decomposed, further and this process can be repeated a few times iteratively. This yields a pyramid consisting of the coarsest version thus obtained and the detail signals at various scales. This pyramid is called Laplace pyramid [19] .
C. The directional filter banks
Directional Filter Bank (DFB) is designed to capture the high frequency (representing directionality) of the processing image. Bamberger and Smith constructed a two-dimensional (2-D) DFB that can be maximally decimated while achieving perfect reconstruction. A new construction for the DFB to avoid modulating input image is proposed, by which we can obtain the desired 2-D spectrum division as shown in Fig.  2(a) . The simplified DFB is intuitively constructed from two building blocks. The first is a 2-D spectrum into two directions: horizontal and vertical, as shown in Fig. 2(b) . The second is a shearing operator, which is used to reordering the image samples. By appropriate combination of shearing operators together with two-direction partition of quincunx filter banks at each node in a binary tree-structured filter bank, shown in Fig.2(c) , the CT structure is obtained. 
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
The performance of the proposed ROR and Contourlet transform is tested against the ROR with nonlocal means (NLmeans) on a various noise ratio and PSNR value which are used for analysis listed here. 
V. CONCLUSION
In this paper, the ROR and Contourlet transform for identify more noisy pixels with less false hits and removal of salt andpepper noise is presented. We combine it with ROR and Contourlet to get a powerful method for removing salt and pepper noise. Simulation results show that our method outperforms with existing method both visually and quantitatively. In applications such as image denoising, we show the proposed new Contourlet construction significantly outperforms the original transform.
