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Abstract
The AMS-02 experiment has been measuring the comic-ray spectrum since its installation on the
International Space Station in May 2011. This dissertation presents the results of a low-energy
antiparticle analysis. The first part of this dissertation investigates the low-energy Galactic
antiproton flux. Details of the analysis variables are explained. Further described are the
techniques used to determine the true energy spectrum of the measured antiprotons. The
analysis result is presented. Compared to the previously published results from AMS-02, the
low-energy antiproton flux has been extended down to 0.85 GeV/c. The second part of this
dissertation focused on the low-energy Galactic antideuteron analysis. A method was developed
to suppress the antiproton background using energy depositions. The anaysis variables were
also improved from the antiproton analysis. A Galactic antideuteron exclusion limit was set at
1.23 × 10−5 [(GeV/n) m2 sr s]−1. Predictions were then made on the AMS-02 antideuteron
discovery sensitivity through 2024 and 2030.
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In the year 2019 the composition of the vast majority of gravitating matter in the Universe is
unknown. 86 years have passed since it was postulated in the literature that there existed this
non-luminous matter. What is Dark Matter?
To date antinuclei have not been observed in cosmic rays. The lightest antinuclei, antideuterons,
are hypothesized to be reaction products of potential Dark Matter theories. Antideuterons may
also be produced by primary cosmic rays interacting with the interstellar medium. These two
potential sources have different production peaks and are thus distinguishable.
The Alpha Magnetic Spectrometer (AMS-02) experiment aims to make the first detection of
antinuclei in cosmic rays. Mounted on the International Space Station, AMS-02 is a large mass
spectrometer capable of measuring the cosmic ray spectrum with great precision from momenta
of 500 MeV/c per nucleon to above 1 TeV/c per nucleon.
Chapter two provides a brief overview of particle astrophysics. It begins with a short history of
astrophysics and particle physics from the discovery of cosmic rays to present. Following this
synopsis, the current motivations for Dark Matter are described. Finally, the AMS-02 detector
and descriptions of its sub-detectors are presented in detail.
Chapter three details the low-energy antiproton flux analysis carried out using the AMS-02
Time-of-Flight system. The procedure is described in detail. This was done in preparation for
the study of antideuterons with the AMS-02 experiment.
Chapter four details the low-energy antideuteron analysis on AMS-02 data from 2011 through
2017. A means of suppressing the antiproton background is described. Also described in detail
is the final estimation of the remaining antiproton background. An antideuteron exclusion limit
is set based on the data analyzed. A prediction is then made on the AMS-02 antideuteron
1
discovery sensitivity through 2024 and 2030 which correspond to potential International Space
Station retirement dates.
Chapter five summarizes the results from work carried out in this dissertation. Implications of
the results and a future outlook are also presented.
2
Chapter 2
Astroparticle Physics and the
AMS-02 Experiment
2.1 Cosmic Rays
A man by the name of Victor Hess packed his electroscope into his balloon’s gondola on 17 April
1912. There was a near total solar eclipse viewed from the launch region in lower Austria. Hess
made a flight to 2750 meters. His electroscope registered an increased ionization rate compared
to sea level, and no change in observed rate during the eclipse. Thus, concluded Hess, the source
of ionizing radiation which his electroscope measured was not from the Earth nor the Sun, it
must originate deeper in space [1].
Over a century later the origin of the highest energy cosmic rays is still a mystery. Much has
been learned about their properties. We now know that cosmic rays are composed of high energy
particles, mostly protons, electrons, and heavier atomic nuclei. The energy spectrum of cosmic
rays have been measured to nearly 1021 eV. The all particle energy spectrum for cosmic rays is
presented in Fig. 2.1.
The fluxes of individual particle species have been measured with great precision up to O(TeV)
by various experiments at balloon altitudes as well as in Low Earth Orbit [3–6]. Although
the source of the highest energy cosmic rays is unknown, some high energy sources have been
identified [7]. For instance, during coronal mass ejections, solar energetic particles have been
measured at energies above 5 GeV. Trapped radiation belts have been identified with particle
energies also on the order of a GeV. There is strong evidence that some super nova remnants
are emitting particle radiation at energies above a GeV [8].
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Figure 2.1: The all particle cosmic ray spectrum as well as a few constituent fluxes. [2]
2.2 Antimatter
The observable universe is matter dominated. In 1928 Paul Dirac combined the quantum theory
of the electron and special relativity in the so called Dirac Equation [9]. This unification led to
an unexpected prediction. A negative energy solution existed, which could be satisfied by an
electron of positive charge. This so called anti-electron would be discovered by Carl Anderson
in 1932 while studying cosmic ray tracks in a cloud chamber [10]. This constituted the first
observational evidence of an antiparticle. Anderson called it the positron. In time the antiproton
and antineutron would be discovered and in 1965 the first antinucleus, the antideuteron, was
observed at Brookhaven National Laboratory [11].
The largest abundance of antimatter exists as space radiation, primarily of secondary origin.
As high energy cosmic rays impinge upon the interstellar medium interactions occur which
may produce stable antiparticles. Let us consider the secondary production of antiprotons.
The majority of cosmic rays are protons. Likewise, the majority of the interstellar medium is
hydrogen. Therefore, the most probable interaction to occur is that a cosmic ray proton will
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strike a proton at rest. The rest mass of a proton is 938 MeV/c2, as is the rest mass of an
antiproton. The threshold reaction to produce a single antiproton will be:
pp −→ ppp̄p. (2.1)
It is useful to consider the Lorentz invariant center-of-momentum energy,
√
s, to calculate the
threshold energy for the reaction to occur. Since the final state will be 4 particles of equal
mass, Mp,
√
sthreshold = 4Mp. The incoming cosmic ray proton must have incoming kinetic
energy, Ep, determined by s = 16Mp = 2Mp + 2MpEp. Thus, the threshold production energy




2Mp + 2EMp (2.2)
From Fig. 2.1 one can see that the particle flux begins to fall steeply before this threshold energy.
In addition, the antiproton production cross section is very small. It is therefore deduced that
the antiproton production rate will be quite small. In fact, the observed antiproton to proton
flux ratio is on the 10−5 level for energies on the order of 1 GeV [12].
The method of antinucleus production is not well understood. The simplest antinucleus is the
antideuteron, an antiproton bound with an antineutron. It is theorized that if an antiproton and
antineutron are formed close enough in phase space they will merge to form an antideuteron.
This production mechanism has been dubbed coalescence [13–16]. Eq.2.3 gives the simplified
representation for antideuteron coalescence. The full momentum derivatives represent the par-



















The antineutrons are produced by the same process as antiprotons, cosmic rays interacting with
the interstellar medium. The coalescence mechanism requires the antiproton and antineutron to
be close in phase space thus antideuterons produced from this mechanism will be highly boosted.
Secondary production of antideuterons from cosmic ray interactions with the interstellar medium
peaks at about 4 GeV/n [17]. The favored production reaction is:
pp −→ ppp̄pn̄n −→ ppnd̄. (2.4)
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The expected flux level of secondary antideuterons is greatly influenced by the value of the
coalescence momentum. In general a higher value of the coalescence momentum will result
in a secondary antideuteron flux of greater intensity. A study done by Korsmeier, Donato,
and Fornengo [17] predicts the peak secondary antideuteron flux to be between 10−7 and 10−6
[(GeV/n) m2 sr s]−1 for a typical value or a very large value of the coalescence momentum
respectively (see Figs. 2.7 and 2.8).
These antiparticles may continue their journey through space or later annihilate with the inter-
stellar medium. Because the relative abundance of antimatter to matter is very small, minute
features in the cosmic ray spectrum may be probed.
2.3 The Standard Model
The standard model is the current theoretical framework of particle physics. The standard model
is based on gauge symmetries with matter fields for quarks and leptons, fields for gauge bosons,
and a scalar field boson. All particles of the standard model have been observed experimentally.
The last particle to be identified was the scalar Higgs boson, whose discovery was announced
on 4 July 2012 by the CERN LHC collaboration [18, 19].
The symmetries of the elementary particles are described by unitary groups (Eq. 2.5).
SU(3)C ⊗ SU(2)L ⊗ U(1)Y (2.5)
SU(3)C is the group for the strong force which is carried by the color charge of quarks. SU(2)L
⊗ U(1)Y is the group of the electroweak interaction which is the unification of electromagnetism
and weak force interaction. Gravitation has not yet been unified with the standard model.
2.4 Experimental Motivation for Dark Matter
The universe cannot be described using the physical principles currently understood to be true
and purely luminous baryonic matter. In fact, observations suggest that the mass energy of
the universe is composed of less than 5% luminous matter. The rest is postulated to be a
combination of dark matter ( 27%) and dark energy ( 68%). Dark energy can be thought of as
the engine driving inflation. The term dark matter was coined by Fritz Zwicky in the 1930’s [20].
Zwicky realized that the motion of galaxies in the Coma cluster could not be explained by the
luminous matter of the cluster alone. He applied the virial theorem to the cluster and concluded
that much more mass was needed to explain the velocity dispersion, i.e. “Dark Matter.”
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Figure 2.2: The standard model. Credit:Wikipedia User MissMJ
Galactic rotation curves provide some of the most compelling evidence for dark matter. The
rotation curve of our nearest galactic neighbor, Andromeda, was first measured by Babcock et.
al. in 1938 [21]. As rotational velocities were measured further out on the disk from the center,
an unexpected trend was observed. With respect to increasing radial position, rotation velocities
increase linearly and then plateau. This systematic trend was clearly diagnosed by Freeman in
1970 [22]. The increasing and then constant rotation velocity with respect to increasing distance
from the galactic center is unexpected because the surface luminosity of a galactic disk falls off





Figure 2.3: Hubble Space Telescope color image of the spiral galaxy NGC 6503. Rotation
velocity measurements have been made to 12.8 disk scale lengths by measuring radio emissions
from the 21 cm neutral hydrogen line. Credit:NASA, ESA, D. Calzetti (University of Mas-
sachusetts), H. Ford (Johns Hopkins University), and the Hubble Heritage (STScI/AURA)-
ESA/Hubble Collaboration
Figure 2.4: Galactic rotation curve measured for NGC 6503. [23]
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where rD is the “disk scale length.” Since luminous mass is proportional to luminosity one would
expect that most of the galactic mass would be concentrated within a few scale lengths. This
scenario would produce Keplerian rotational velocities, proportional to r−1/2, which is in conflict
with measurement. Many systematic studies of galactic rotation curves have been performed in
the optical band and support the non-Keplerian view.
The most convincing evidence for this flattened nature comes from radio observations [24].
Observations of the neutral hydrogen 21 cm line can be made at large radii. A case in point
is the galaxy NGC6503, Fig. 2.3, where rD = 1.73 kpc and the last 21 cm measurement is at
12.8rD. As a comparison, optical measurements typically extend to rD = 1.5 to 3.5.
The flat rotation curve is confirmed in radio even at these large distances from the galactic center
as shown in Fig. 2.4. The difference between the expected rotation curve from the luminous
mass distribution compared to what is observed is attributed to dark matter. The observed
rotation curves indicate that there exists a halo of dark matter in which galaxies lie. Although
the exact profile of the dark matter halo is unknown, a good fit to observations was proposed






Observations have been made of galactic clusters which have passed through one another. What
has been observed of these interactions provides compelling evidence for dark matter. For
example see the well known “Bullet Cluster” (Fig. 2.5). This composite image presents X-ray
emission in red and gravitating matter inferred from lensing in blue, overlaid on the optical
field. The majority of the matter appears to have been unaffected by the passage, yet it can
be seen that intergalactic gas has been excited at the collision region. Furthermore this ionized
material is no longer comoving with the majority of matter in the clusters. This is a telltale
indicator that the majority of the matter has a very small interaction cross section which is
consistent with dark matter. This phenomenon is not restricted to the Bullet Cluster alone, but
has been observed in a number of other clusters. For example see Fig. 2.6 of the cluster MACS
J0025.4-1222, which was studied in 2008.
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Figure 2.5: The Matter of the Bullet Cluster Composite Credit: X-ray: NASA/CXC/CfA/
M.Markevitch et al.; Lensing Map: NASA/STScI; ESO WFI; Magellan/U.Arizona/ D.Clowe et
al. Optical: NASA/STScI; Magellan/U.Arizona/D.Clowe et al.
Figure 2.6: MACS J0025.4-1222 Composite Credit: X-ray(NASA/CXC/Stanford/S.Allen);
Optical/Lensing(NASA/STScI/UC Santa Barbara/M.Bradac)
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2.4.1 Theories for Dark Matter
One can pose the question of whether dark matter is relativistic or not. Relativistic dark
matter, which is presumed to be low mass particles, is dubbed “Hot dark matter” (HDM)
while non-relativistic dark matter, which is presumed to be high mass, is dubbed “Cold dark
matter” (CDM). CDM is the favored theory [24] because of structure formation arguments.
The standard theory [26] on structure formation assumes that the early universe was mostly,
but not perfectly, homogeneous. The action of gravity amplifies the density contrast over time,
leading to the formation of galaxies and clusters when the self gravity of a dense region allows
it to decouple from the overall Hubble expansion of the universe. HDM scenarios would wipe
out structures larger than galaxies in the standard theory because it would decouple too soon
in the early universe to allow for such large scale formation. Therefore, the HDM picture of
structure formation is “top down”, large structures form first and fragment into smaller ones.
Conversely, in the CDM picture, only small scale structures (sub-galactic) are wiped out. The
CDM picture is a “bottom up” one where small scale structures form first.
The nature of dark matter is still unknown. A promising theory is that dark matter is composed
of weakly interacting massive particles (WIMPs). Many beyond the standard model models exist
which are well motivated and provide a WIMP candidate. One such theory is Supersymmetry
(SUSY). For a detailed look at SUSY see [27]. The SUSY WIMP candidate commonly studied
is the neutralino, which is the lightest supersymmetric partner (LSP).
2.4.2 Identifying the Nature of Dark Matter
There are currently thought to be three detection categories for Dark Matter. They are: direct
production at particle colliders, direct detection by scattering, and indirect detection. There
are many different ways to carry out such experiments and all three categories are heavily popu-
lated. An indirect detection mechanism for detecting neutralinos is to observe pair annihilation
products [28]. Neutralino pairs may annihilate to standard model particles. Due to charge
conservation both matter and antimatter must result. The antimatter channel, consisting of
positrons and light antinuclei, has the possibility of being observed due to the relatively low
abundance of antimatter sources from known physical processes. The positron fraction is of
interest and has recently been refined by the AMS-02 collaboration [29]. The antiproton flux
was recently measured by the PAMELA and AMS-02 collaborations and is consistent with sec-
ondary production, such as high energy protons interacting with the interstellar medium (ISM),
alone [12] [30].
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Figure 2.7: The blue curve shows the predicted secondary antideuteron flux from an analysis
perform by Korsmeier, Donato, and Fornengo [17]. A typical value of the coalescence momentum
(160 MeV/c) was used.
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Figure 2.8: The blue curve shows the predicted secondary antideuteron flux from an analysis
perform by Korsmeier, Donato, and Fornengo [17]. A large value of the coalescence momentum
(248 MeV/c) was used.
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Antideuterons originating from neutralino annihilation peaks in the couple of GeV energy
range [31]. SUSY neutralinos are but one of many potential WIMP candidates that can produce
antideuterons. A more general approach begins with the assumption that some dark matter
candidate produces bb̄ quark-antiquark pairs which eventually result in antideuterons [17] [32].
Using this approach the DM antideuteron signal is predicted to be 4-5 orders of magnitude
greater than the astrophysical background at very low energies (Figs 2.7 and 2.8). There is a
significant depletion in the expected secondary production rate for antideuterons in this energy
range. This depletion is due to kinematical effects from the secondary production mechanism.
For antideuterons at energies of about 1 GeV/n, the annihilation signal reaches nearly two or-
ders of magnitude above the background from secondary production. MED-MAX refers to the
uncertainty of the flux due to the uncertainty of galactic propagation parameters, particularly
the DM halo size. The detection of antideuterons will be a huge step forward. The antideuteron
search is “...very promising for dark matter searches.” [33]
2.5 The AMS-02 Experiment
The Alpha Magnetic Spectrometer (AMS-02) is a space-based particle detector installed on the
International Space Station (ISS). Its mission is to measure the cosmic ray spectrum including
isotopic abundances from 500 MeV/c up to about 1 TeV/c particle momentum per nucleon.
AMS-01, the successful precursor, flew aboard the Space Shuttle Orbiter Discovery for ten days
in June 1998. The detector collected over one hundred million cosmic ray events during a
collection period of about 180 hours, producing significant results [34–36].
Fig. 2.9 shows a schematic view of the final AMS-02 detector layout. The detector is comprised
of:
• A twenty layer Transition Radiation Detector (TRD).
• A four layer Time of Flight (TOF) system.
• A permanent magnet.
• A nine layer silicon tracker.
• An Anti Coincidence Counter (ACC).
• A Ring Imaging Cherenkov Counter (RICH).
• A 3D sampling electromagnetic calorimeter (ECAL).
13
Figure 2.9: Schematic view of the AMS-02 experiment highlighting the various sub-detectors.
It is useful to define the coordinate system of AMS-02 for reference. Cartesian coordinates are
used, with the origin located at the center of the AMS-02 magnet. The Z axis runs along the
vertical axis of AMS-02, with positive Z oriented towards the TRD and negative Z oriented
towards the ECAL. The X axis is oriented parallel to the AMS-02 magnetic field while the Y
axis is oriented perpendicular. The Y Z plane is sometimes referred to as the “bending plane”
because charged particles are deflected by the magnetic field in this plane only.
2.5.1 TRD
Transition radiation is produced by highly relativistic charged particles (Lorentz factor γ ≥
500) passing through the 20 mm thick fleece radiator material (density of 0.06 g/cm3, 10 µm
polypropylene/polyethylene fibers.) The transition radiation photons are detected in propor-
tional mode straw tube modules filled with a Xe/CO2(80%|20%) gas mixture at a pressure of
900 mBar. The TRD consists of 20 straw layers separated by 20 mm fleece radiators (Fig. 2.10).
Modules consist of 16 straw tubes with an inner diameter of 6 mm made out of a double layer
kapton-aluminum foil of 72 µm wall thickness. A gold plated 30 µm thick tungsten wire is
fixed to polycarbonate endpieces and is used as the sense wire. The modules are mechanically
stabilized by longitudinal and vertical carbon fiber stiffeners. The 20 layers total 328 straw
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Figure 2.10: A completed TRD module.
Figure 2.11: The Transition Radiation Detector is seen integrated on the top of the AMS-02
detector.
tube modules of lengths up to 2 m. They are arranged in a conical shaped octagon structure
(Fig 2.11). The top and bottom four layers are oriented parallel to the AMS-02 magnetic field
while the inner 12 layers run perpendicular to provide 3D tracking. An analog pulse height
readout is used to distinguish efficiently wire signals due to pure ionization losses (hadrons)
from signals containing both dE/dX and absorbed transition radiation photons (electrons,
positrons). Using this technique, the TRD selects electrons and positrons with 90% efficiency
and rejection power from hadrons > 1000 in energy range 3 - 100 GeV [37].
2.5.2 TOF
The TOF [28, 38] (Fig. 2.12) system provides the fast trigger to the experiment, measures the
velocity β and absolute charge Z of charged particles, and distinguishes up-going (in the detector
frame) from down-going particles at the 10−9 level.
The four planes contain in total 34 scintillators read out by fine-mesh Hamamatsu R5946 Pho-
toMultiplier Tubes (PMTs) and are separated into two units with a Z separation of 127.3 cm.
The Upper TOF (UTOF), containing layers 1 and 2, is placed on top of the magnet just below
the TRD. The central Z position of the UTOF is 63.65 cm above the detector center. Layer 1
contains 8 scintillator paddles (Fig. 2.13) oriented parallel to the magnetic field direction. Layer
2 is also comprised of 8 scintillator paddles. The layer 2 paddles are oriented perpendicular to
the magnetic field. The Lower TOF (LTOF), containing layers 3 and 4, is placed just below
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Figure 2.12: The upper and lower Time of Flight assemblies prior to integration.
the magnet above the RICH. The central Z position of the LTOF is -63.65 cm. Layer 3 con-
tains 10 scintillator paddles oriented perpendicular to the magnetic field while layer 4 contains
8 paddles oriented parallel to the magnetic field. Each paddle is made of 1 cm thick EJ-200
polyvinyltoluene plastic scintillator manufactured by Eljen-Technology.
Central paddles are rectangular in geometry 12 cm wide and varying in length between 117
cm and 134 cm. Each of the central paddles have 2 PMTs mounted on each end, totaling 4
PMTs per rectangular paddle. The edge paddles are trapezoidal in shape to completely cover
the acceptance of the tracker magnet while also minimizing weight. The edge paddles of Layers
2 and 3 are mounted with 8 PMTs each. The edge paddles of layers 1 and 4 are mounted with
6 PMTs each. The total PMT count for the TOF is 134. The paddles are slightly overlapped
in order to avoid geometrical inefficiency.
The timing resolution of each counter has been measured to be less than 180 ps and is well





+ P 22 (2.8)
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Figure 2.13: A schematic view of a rectangular Time of Flight paddle.
It is useful to estimate how the timing resolution translates to the velocity resolution for the
TOF. For high velocity hadron tracks (β ' 1) particles traverse the detector in approximately
straight lines. The path length between the upper and lower TOF will then be lp. The vertical
spacing between the upper and lower TOF is L and is 127.3 cm. The zenith angle is θ. The
time that the particle takes to traverse the TOF is t. The particle velocity is v.
v = βc (2.9)










The path length is found in terms of the separation distance of the upper and lower TOF and



















Figure 2.14: The permanent magnet.
The uncertainty of the zenith angle measurement is very small owing to the excellent resolution
of the tracker. Therefore, this term may be dropped. Thus the velocity resolution simplifies for




c · cos θ
L2
σt (2.14)
This rough approximation agrees well with data. The overall β resolution has been measured
as about 4% for β ≈ 1 protons.
2.5.3 Permanent Magnet
AMS-02 uses a permanent magnet [39] (Fig. 2.14) with a magnetic field of B = 0.149 T to bend
charged particles in order to determine their rigidity. The magnet was flown on the AMS-01
detector in June of 1998 on the STS-91 mission.
Upon re-inspection of the magnet before it was integrated into AMS-02, the field was found to
be unchanged from its 1998 state. The magnet consists of of 6400 Nd-Fe-B blocks of dimension
5 cm x 5 cm x 2.5 cm. The external field must be kept to a minimum to not affect torques on
the station. The external field has been measured to be less than 3 G at a distance 2 m from
the magnet center.
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Figure 2.15: A view of one of the silicon tracker planes.
Figure 2.16: The inner tracker assembly being integrated into the permanent magnet.
2.5.4 Silicon Tracker
The silicon tracker [39] is composed of nine layers of silicon microstrip detector planes (Fig 2.15).
Each silicon wafer has a thickness of 0.3 mm. The inner tracker (Fig 2.16) consists of three
double planes within the magnet bore and a single plane at the top of the magnet bore. Two
further planes were included to increase the lever arm of the tracker. Plane 1 is located above
the TRD at 158.920 cm above the center of AMS-02. Plane 9 is located between the RICH
and the ECAL at 135.882 cm below the center of AMS-02, completing the tracker. The silicon
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Figure 2.17: The assembled ACC as seen during integration.
strip detector consists of 192 ladders, containing the silicon sensors, readout electronics and
mechanical support. In the bending plane the tracker has a single point resolution of 10 µm,
and 30 µm in the non-bending plane. The mechanical stability of the inner tracker is monitored
by a laser system. The laser system is comprised of 20 infrared beams which penetrate all
inner tracker layers yielding a position accuracy of better than 5 µm. The tracker reaches a
maximal detectable rigidity of 2.2 TV for protons. The measured rigidity resolution is 25% at
500 GV [40]. The signal amplitude from energy deposition in each tracker plane provides an
independent measure of the particle absolute charge. The observed tracker charge resolution is
close to 5% in the TOF regime of β≤ 0.8 for charge 1.
2.5.5 ACC
The inner tracker is surrounded by the ACC [41] (Fig. 2.17) system to ensure clean track
reconstruction. The ACC has a modular design consisting of 16 curved scintillator panels (BC-
414) each with a thickness of 8 mm and instrumented with wavelength shifting fibers. Each panel
is 830 mm long and 220 mm wide. Scintillation light is guided to a connector where clear fiber
cables guide it to fine-mesh PMTs (Hamamatsu R5946) mounted on the conical flange of the
vacuum case. A hit in the ACC indicates that the event in question may be contaminated. For
very high energy events, hard interactions may occur in the inner tracker, producing secondaries
which may exit the detector through the sides and trigger the ACC. If a particle has a hard
interaction with the magnet, spallation fragments may enter the tracking volume but will first
cross the ACC. The ACC system detects and vetos particles which travel through the tracking
volume from the side, outside the main acceptance, in coincidence with a particle going through
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Figure 2.18: A view of the RICH conical mirror and the detection plane. The square hole is
directly above the ECAL allowing charged particle to pass unabated.
the TOF system and the inner tracker. In these cases, the ACC provides a veto to ensure a
clean event sample. The ACC detection efficiency is greater than 0.9999.
2.5.6 RICH
The RICH [42] is located between the lower TOF and the ECAL. The radiator consists of 92 tiles
of silica aerogel (refractive index n = 1.05) of 2.5 cm thickness surrounding 16 tiles of sodium
flouride (n = 1.33) of 0.5 cm thickness. The emitted photons are detected by 680 4×4 multi-
anode PMTs at the detection plane. A conical mirror separates the radiator from the detection
plane. This increases acceptance by reflecting Cherenkov rings back onto the detection plane
which would otherwise not be visible. The detection plane and mirror can be seen in Fig. 2.18.
The particle velocity is determined by measuring the Cherenkov angle with a precision of 0.001
on β. Absolute charge is determined by the intensity of emitted Cherekov light making up the
cone, and allows nuclei determination up to iron.
2.5.7 ECAL
The ECAL [43] is located at the very bottom of AMS-02. The ECAL consists of 16.7 radiation
lengths of a lead/scintillator fiber structure, providing 3D reconstruction of showers initiated
by leptons and photons (Figs 2.19). The ECAL separates leptons from hadrons with an e/p-
rejection of 104 in the energy range 1 GeV to 1 TeV. The ECAL energy resolution is well
parameterized by:
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⊕ (1.4± 0.05)%. (2.15)
2.6 The AMS-02 Monte Carlo
The AMS-02 detector has been modeled very precisely in the Monte Carlo simulations (MC).
This is used to model high energy physics interactions of simulated particles traversing the
detector volume. The GEANT4.10.4.1 physics package [44–46] is used to simulate physics in-
teractions within the detector. Hadronic interactions are modeled using the QGSP BIC physics
list. QGSP is the basic physics list applying the quark gluon string model for high energy
interactions of protons, neutrons, pions, kaons, and nuclei. BIC refers to the Geant4 Binary
Cascade for primary protons and neutrons with energies below 10 GeV. Nuclear capture of neg-
ative particles and neutrons at rest is handled using the Chiral Invariant Phase Space (CHIPS)
model. Multiple Coulomb scattering is modeled by the Wentzel-VI MSC model.
Monte Carlo productions are for individual primary species. In the typical simulation scheme,
particles are generated isotropically on a 3.9 m by 3.9 m square positioned 1 m above the top of
the detector. The dimensions of the generation plane are such that the full field of view of the
detector is covered. Particles are generated as a function of starting momentum proportional
to the base-10 logarithm of the momentum, log(p). This generation function is used because
computation time increases for higher energy particles. The fact that the cosmic ray spectrum is
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Figure 2.20: A cartoon demonstrating how to find the normalization for Monte Carlo.
steeply falling for all species above a few GeV/c implies that fewer simulated events are needed
at higher energies.
It becomes necessary under many circumstances to use a spectrum that is not uniform in log
momentum. In order to do this, individual events are reweighted by the required spectral shape.
The derivative of the generation spectra with respect to momentum is found to be p−1gen. In order
to go from this to a uniform derivative a weight factor of pgen should be applied. This gives
a spectra which is uniform in generated momentum. Then to obtain an input spectra of the
desired spectral shape, one must multiply the uniform weight by the desired spectra.
w = f(pgen)pgen (2.16)
If one needs to proportionally know how many events would have been generated by that
input spectrum, this too can be done. The initial generation spectra is uniform in logarithm
momentum, with start momentum plow, end momentum phigh, and total generated events Ngen.
Picturing this graphically, Fig. 2.20, with a logarithmic axis, one has a rectangle of area Ngen
and width log(plow) - log(phigh). The subtraction of logarithms simplifies to log(plow/phigh).
The “height”, h, of the rectangle is then Ngen / log(pa/pb). For a given bin of width ∆pgen,
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the reweighted number of generated events, N ′, is then the integral of the reweighting function
times the “height”.


















The components which go into Φ(p), the particle flux as a function of momentum, are Nobs(p),
the number of observed events, A(p), the geometrical acceptance, Tmeas, the measurement time,
εtrig(p), the trigger efficiency, ∆p, the momentum bin width, and C(p), a correction factor. The
following chapter will present in detail how each flux parameter is calculated with respect to
the AMS-02 Galactic antiproton analysis.
3.1 Identification Considerations for Antideuterons
AMS-02 is a large mass spectrometer. The instrument principally measures particle rigidity
(momentum per unit charge), particle velocity, and energy depositions. Particle charge may
be measured using the energy depositions in the various sub-detectors. By combining the








Z being the particle charge, R the particle rigidity as measured by the tracker, and β the particle
velocity/c.
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In practice, the measured particle charge is assumed to be integer to determine the reconstructed
mass. The first step of any analysis is to determine the particle charge. The particle charge is
measured by multiple sub-detectors in AMS-02. The identification of antideuterons begins by
identifying Z = −1 particles.
Z = −1 data will contain principally electrons, muons, pions, kaons, antiprotons, and an-
tideuterons. This represents the focus species and backgrounds. The potential dark matter
antideuteron signal is maximal below a few GeV/n according to Fig. 2.7. Charge confusion, the
misidentification of the charge sign, by the tracker is negligible for such low rigidities and there-
fore charge confused protons may be excluded as a potential background for a low momentum
analysis. Of the negative charged backgrounds, electrons are most abundant. For the velocity
range of this analysis the momentum of an electron is less than 1 MeV/c. The rigidity range
is limited by a restriction on the reconstructed mass. At rigidity 1 GV electrons are highly
relativistic and will emit transition radiation in the TRD. Combining the rejection power of the
TRD with reconstructed mass allows electrons to be safely excluded by AMS-02.
Muons, pions, kaons, and antiprotons are the most significant background for identification of
antideuterons with AMS-02. Pions (rest mass 139.57 MeV/c2) and muons (rest mass 105.66
MeV/c2) are close enough in mass to be lumped together and will henceforth only be identified
as pions. Pions and kaons are produced near the detection volume by high energy interactions
between cosmic rays and nearby material. Antiprotons may also be produced in such a way,
but are also present in the cosmic radiation itself.
Muons, pions, and kaons are unstable and will decay rapidly. We should only consider the
negative singly charged species. The µ− half life is 2.2 × 10−6s, the π− half life is 2.6 × 10−8s,
and the K− half life is 1.2 × 10−8s. The next longest lived negative singly charged particle is
the Ξ− with a half life of 1.6 × 10−10s. The classical decay length of an unstable particle is the
half life multiplied by the velocity. Even at a β of 0.6 a kaon may pass through the detector
if generated nearby. But even a β of 0.6 is relativistic and relativistic time dilation should be
considered. The relativistic time dilation formula is given in Eq. 3.3. Due to time dilation an
unstable particle appears to exist longer from the reference frame of a stationary observer. Thus
an unstable particle will have a longer decay length when considering relativistic effects. The
range, r, an unstable particle can travel is thus given by Eq. 3.4. It is shown in Fig 3.1 that it is
safe to ignore Ξ− baryons because they only travel a few centimeters for the highest velocities






Figure 3.1: Decay lengths of the considered background particles. If the decay length is of
the order of 1 m the particle may traverse the detector volume if it was generated near the top
of the detector.
r = βct′ (3.4)
In order to separate pions, kaons, and antiprotons from antideuterons, AMS-02 will rely mostly
on mass reconstruction. Antiprotons are of particular importance because of their closeness in
mass to antideuterons. Due to the finite mass resolution of AMS-02, antiprotons constitute an
irreducible background for antideuterons which must be studied in great detail. The following
sections will detail such analysis of the antiproton flux in Low Earth Orbit. The antiproton
flux measurement is used as a calibration tool of sorts to ensure the techniques used for the
antideuteron sensitivity are valid. By combining the measured antiproton flux with MC the
antideuteron sensitivity for AMS-02 can be estimated.
The majority of the quality cuts to be presented were adapted previous work [47]. A boosted
decision tree analysis was performed to minimize the number of MC proton statistics which had
a reconstructed mass in the range corresponding deuterons, called fake events, while maximizing
the overall proton efficiency. The deuteron mass range was not allowed to vary and was selected
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to be 1.50-2.25 GeV/c2. Many potential cuts were analyzed independently. The cut variables
were iterated on in integer steps for integer variables and steps of 0.1 for continuous variables.
The resulting cuts were then used as a starting point for this analysis and further quality cuts
have been added.
3.2 Galactic Low-Energy Antiproton Flux Analysis
3.2.1 Quality Cuts
In order to identify antiprotons from other particles quality cuts must be applied to the data
to select a good sample. First, only periods of time where the detector is operating normally
are selected. Next, minimum level cuts are applied to assure that necessary measurements
have been made. Lastly, the quality cuts are applied. The complete list of cuts is given in
tables 3.1, 3.2, 3.3, and 3.4. The bad run cuts will not be discussed further as they are mission
specific and only hold meaning for AMS-02 analysis.
Typically the ISS is oriented such that AMS-02 points about 12 degrees from the zenith. There
are times when the station is reoriented, such as during some vehicle approaches, during reboost
maneuvers, and when performing collision avoidance with space debris. The BadFacingAngle
cut removes these off nominal pointing conditions from the analysis.
The AMS-02 trigger was designed to operate at about 1 kHz in order to manage data taking.
During extremely high radiation periods the trigger rate can be much higher than 1 kHz, causing
a reduced trigger efficiency. The BadLiveTime cut ensures that the livetime is ≥ 0.5 to exclude
these time periods.
Thermal transients cause the AMS-02 detector structure to expand and contract. An infrared
laser system constantly monitors the alignment of the inner tracker planes. The external tracker
layers, layer 1 and layer 9, are particularly prone to thermal effects and are unfortunately not
monitored by the laser system. Instead, Galactic cosmic rays are used to confirm the alignment
of layer 1 and layer 9. Two algorithms are used to compute the plane alignment. If the alignment
differs by 35 µm or more between the two algorithms for layer 1, or if the alignment differs by
more than 45 µm between the two algorithms for layer 9, the planes are considered misaligned.
The GoodAlignment cut ensures that only data taking periods where all tracker planes are
properly aligned are used. The other unfavorable data taking cuts are hardware specific and
will not be discussed.
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As a minimum criteria the cuts in Tab. 3.3 are applied to events. To begin with, events which
have a tracker track, a fit to that tracker track, and a TOF velocity measurement are chosen.
In the overall AMS-02 analysis framework, events with a single particle object are selected. In
addition, only events with a single reconstructed tracker track are selected. The philosophy
behind these cuts are to exclude events which are interaction products from nearby AMS-02.
Only down-going particles with respect to AMS-02 are chosen. This means that a particle enters
the TRD (top) side of AMS-02 and exits the ECAL (bottom) side. Downgoing particles have
positive velocity as measured by the TOF. Particles with negative rigidity are selected. When
combined with the down-going cut, this selects negatively charged particles. The ISS has very
large solar arrays for power generation. During certain periods of time during flight, the shadow





















































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.2: Backtraced antiprotons with various energies from the same generation location
and direction. It is observed that above a certain rigidity the particle no longer re-impacts the
Earth. [48]
goes into a healthy, but off nominal, thermal condition. Time periods when AMS-02 is in the
solar array shadow are excluded to limit the analysis to nominal thermal conditions.
The Earth’s magnetic field can be approximated as a dipole field, tilted off axis from the Earth’s
axis of rotation, and slightly offset from the geographic center. The South Atlantic Anomaly,
SAA, is a region where the geomagnetic field appears to dip close to Earth, because the field is
offset from the geographic center. It is in this geographic region, centered over the south Atlantic
ocean, where the inner Van Allen radiation belt makes its closest approach to the surface of the
earth. The radiation environment is much more intense in the SAA than elsewhere at similar
geomagnetic latitudes. The effect on AMS-02 is a high trigger rate because of the intense particle
flux. Flight times in this region are excluded for the Galactic flux analysis.
3.2.3 Rigidity Cutoff For Cosmic Rays by Earth’s Magnetic Field
Charged particles moving through a magnetic field will experience a force if the velocity of the
particle has a component perpendicular to the magnetic field. The Lorenz force is defined as:
−→
F = q−→v ×
−→
B. (3.5)
It is convenient to define particle rigidity, R, as momentum per unit charge. Rigidity has units
of GV.
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Figure 3.3: The geomagnetic cutoff using the Stöermer approximation for the AMS-02 field





The Earth has a magnetic field approximated as a dipole. Cosmic rays which impinge upon
the Earth will experience a Lorenz force which will bend their trajectory. The rigidity at which
particles are either deflected away from or penetrate to a reference point is known as the cutoff
rigidity [49]. The cutoff rigidity for a certain reference position will in general vary with respect
to zenith angle. For the following analysis, the Stöermer approximation [50] will be used to
estimate cutoff rigidity values. Charged particles are backtraced to 50 Earth radii using the
Stöermer approximation for the magnetic field. Particle rigidity as well as generation zenith
angle with respect to the detector are varied. If a particle can escape the 50 Earth radii limit, it
is above cutoff. In this way the rigidity cutoff can be obtained for different detector field-of-views
and for every geographic position. Given a satellite flying in circular Low Earth Orbit inclined
to the magnetic equator, the rigidity cutoff will be maximum at the magnetic equator and
minimum nearest to the magnetic poles. For a flight altitude of 400 km and orbital inclination
of 51 degrees, the rigidity cutoff varies between about 0.5 GV and 50 GV (Fig. 3.3).
A common technique to distinguish between Galactic cosmic rays and albedo space radiation is
to impose that the measured rigidity of the particle is above the rigidity cutoff at the measure-
ment location. Further, a safety factor on the cutoff value is usually used due to uncertainties
in the cutoff model. This leads to two distinct classes of cosmic rays. Above cutoff cosmic
rays are those which originate beyond Earth’s magnetosphere. These are called Galactic cosmic
rays. Sub-cutoff cosmic rays can not escape Earth’s magnetosphere. Sub-cutoff cosmic rays are
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mostly formed by Galactic cosmic rays interacting with Earth’s atmosphere. The sub-cutoff
radiation may have short or long lifetimes before they re-impact the atmosphere [51–53].
3.2.4 Quality Cuts for Low-Energy Antiparticles
It is useful to analyze variable distributions after all quality cuts have been applied, except
for the cut on the variable in question. This is known as the “last cut” distribution. B1128
antiproton Monte Carlo was used with events given a weight such that the generated momentum
spectra is uniform. Further, TOF velocity is restricted to β 0.60-0.80 because this is a velocity
range where the TOF works particularly well.
3.2.4.1 Charge Determination
The first step towards identifying antiprotons is to select |Z| = 1. The charge selection for
this analysis is done using the TOF and tracker. The RMS of the tracker and TOF charge
distributions may be used to approximate the charge resolution of each detector. The tracker
has a measured charge resolution of 0.052 for low velocity |Z| = 1 particles. The TOF has a
measured charge resolution of 0.047 for low velocity |Z| = 1 particles. The TOF can further
be subdivided into the upper and lower TOF for two more measurements of charge. The upper
TOF has a measured charge resolution of 0.065 for low velocity |Z| = 1 particles while the lower
TOF has a measured charge resolution of 0.074.
An event is selected if the tracker charge is measured between 0.700 to 1.300 charge units. The
same range is chosen for the overall TOF charge and UTOF charge. The range is widened
to 0.600 to 1.300 charge units for the LTOF charge measurement. Figs. 3.4, 3.5, 3.6, and 3.7
show the last cut distribution for the charge variables using the B1128 antiproton Monte Carlo.
The vertical black lines show the cut positions, and the red and blue lines show the resolution
range centered about the cut. The slight bias of the peak is due to the charge calibration
being optimized for high rigidity particles. The lower velocity range produces larger energy
depositions which in turn translate to an apparently higher measured charge. This peak bias
as well as the right skewed nature of the actual charge distributions means that the seemingly
large charge selection range is in fact appropriate for maintaining cut efficiency while at the
same time ensuring a good charge measurement.
In order to determine the mass of a particle assuming integer charge, the rigidity and velocity
of the particle must be measured at the same location in the detector. In order to obtain the
best mass resolution, quality cuts must be applied to the rigidity and velocity measurements.
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Figure 3.4: The tracker charge for B1128 antiproton MC. The vertical black lines represent
the cut bounds. The vertical red and blue lines bound the charge resolution around the cut
position.
Figure 3.5: The TOF charge for B1128 antiproton MC. The vertical black lines represent
the cut bounds. The vertical red and blue lines bound the charge resolution around the cut
position.
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Figure 3.6: The upper TOF charge for B1128 antiproton MC. The vertical black lines represent
the cut bounds. The vertical red and blue lines bound the charge resolution around the cut
position.
Figure 3.7: The lower TOF charge for B1128 antiproton MC. The vertical black lines represent
the cut bounds. The vertical red and blue lines bound the charge resolution around the cut
position.
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Figure 3.8: The tracker track fit χ2/n.d.f. for the X (non-bending plane) component of the
Choutko algorithm for B1128 antiproton MC. The black vertical line shows the cut value. The
red and blue vertical lines represent the ± 10% efficiency of the cut.
Figure 3.9: The tracker track fit χ2/n.d.f. for the Y (bending plane) component of the
Choutko algorithm for B1128 antiproton MC. The black vertical line shows the cut value. The
red and blue vertical lines represent the ± 10% efficiency of the cut.
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Figure 3.10: Mass resolution as a function of tracker χ2. A few months of mostly proton ISS
data was used. B1068 antiproton MC shows good agreement to data.
Particle rigidity is measured using the tracker. This analysis requires a minimum of 5 inner
tracker XY hits associated with the AMS-02 particle. The tracker track fit is performed to
determine the radius of curvature of the track and therefore the inverse rigidity. The fitting
algorithm used is the Choutko method. The χ2 / degrees of freedom is required to be less than
4.0 for the X fit, which is the non-bending plane (Fig. 3.8). The χ2 / degrees of freedom is
required to be less than 2.0 for the Y fit, which is the bending plane (Fig. 3.9).
The bending plane fit requirement is more rigorous than the non-bending plane because it affects
mass reconstruction to a greater degree. Fig. 3.10 demonstrates this trend. The full quality
cutset, with the exception of the normalized tracker χ2 cuts, was applied to a few months of ISS
data. The proton mass peak was reconstructed and fitted with a Gaussian and the standard
deviation was taken to be the fitted mass resolution. A systematic trend is observed. Mass
resolution is clearly correlated with the track fit χ2 / ndf.
3.2.4.2 Velocity
Velocity is measured by the TOF and the RICH. For the low-energy study, only the TOF is
used. To ensure the best possible velocity reconstruction many quality cuts are applied to the
TOF. Events must have exactly 4 TOF clusters associated to the track. This ensures that all 4
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Figure 3.11: The BetaH spatial fit χ2/n.d.f. distribution for B1128 antiproton MC. The black
vertical line shows the cut value. The red and blue vertical lines represent the ± 10% efficiency
of the cut.
TOF layers are used for the velocity reconstruction. Only one extra TOF cluster is allowed in
the event, where an extra cluster is one which fired, but was not associated to the AMS particle.
The TOF velocity is calculated using the BetaH algorithm. The BetaH algorithm works by
comparing the tracker track with the TOF clusters used for the velocity measurement. The
velocity fit is performed independently for the spatial information as well as the timing infor-
mation. The χ2 / degrees of freedom of the spatial fit must be less than 2.0. The variable
distribution is given in Fig. 3.11. The χ2 / degrees of freedom of the timing fit must be less
than 8.0. The variable distribution is given in Fig. 3.12.
An additional spatial matching is imposed between the extrapolated tracker track to the TOF
clusters to insure that the correct paddle was indeed hit. For a later analysis using energy
deposition information, this simplifies the energy deposition per unit length calculation. This
spatial matching is called “Tracker Track TOF Hit Matching” in table 3.4.
The TOF spatial hit positions are recorded differently depending on if the position coordinate is
parallel or perpendicular to the paddle orientation. Consider a central paddle in the first layer
of the TOF. Paddles in the first TOF layer are oriented along the X direction. Therefore, the
Y coordinate of a layer 1 TOF hit will be given as the central Y coordinate of that paddle. The
X coordinate will be measured from the timing of the 4 PMTs of the paddle. The scintillation
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Figure 3.12: The BetaH temporal fit χ2/n.d.f. distribution for B1128 antiproton MC. The
black vertical line shows the cut value. The red and blue vertical lines represent the ± 10%
efficiency of the cut.
light will radiate out from the hit position at the speed of light of the paddle material. By
measuring the timing between when the two pairs of PMTs record the scintillation signal, an
X hit position can be calculated.
The goal of the cut is to insure that the correct paddle was identified for the event. Therefore, it
is important to look at the residual between the TOF hit position and the tracker track position
at the TOF layer, presented in Figs 3.13, 3.14, 3.15, and 3.16. It is immediately clear which
TOF hit coordinate is derived from the PMT timing information as this will be Gaussian in
shape. The hit residual from the fixed paddle center appears as two superimposed plateaus.
The wider plateau corresponds to edge paddles, which are wider than the central paddles.
The cut positions are presented as vertical lines, where the edge paddles have the wider cut
to account for their greater width compared with the central paddles. Central paddles have
a width of 12 cm. The residual should therefore be -6 cm to 6 cm, which is where the cut is
placed. The edge paddles have different widths for different layers. The cut for the edge paddles
of layer 1 and 2 are set at -12.75 cm to 12.75 cm. The cut for the edge paddles of layer 3 is set
at -11.5 cm to 11.5 cm. The cut for the edge paddles of layer 4 are set at -14.5 cm to 14.5 cm.
The residual distribution from PMT timing for layers 1, 3, and 4 were found to be very similar.
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Figure 3.13: TOF hit position minus
tracker hit positon for B1128 antiproton
MC. X hit residuals for the UTOF.
Figure 3.14: TOF hit position minus
tracker hit positon for B1128 antiproton
MC. Y hit residuals for the UTOF.
Figure 3.15: TOF hit position minus
tracker hit position for B1128 antiproton
MC. X hit residuals for the LTOF.
Figure 3.16: TOF hit position minus
tracker hit position for B1128 antiproton
MC. Y hit residuals for the LTOF.
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The cut was placed at -8 cm to 8 cm for these layers. The residual distribution for layer 2 was
found to be slightly wider, and the cut is thus set to -10 cm to 10 cm for this layer.
The detector volume is fiducialized to exclude the edges of the detector medium. If considering
the detector in cylindrical coordinates, the radial value of the tracker track is cut on at two Z
positions. At the RICH radiator, Z = -73.6 cm, a radius < 80.0 cm is cut on. At tracker layer
5-6, Z = 0.0 cm, a radius of < 47.0 cm is cut on. The Z = 0.0 cm cut was recommended by
S. Haino [54] from a study which found a large fraction of charge confused events concentrated
at the tracker edge. Both fiducial cuts are taken “as is” by the author and not investigated
further. The zenith angle of the incoming particle is restricted to < 45◦ at tracker layer 2, Z =
53.06 cm. The zenith angle is restricted to < 45◦ at the RICH radiator, Z = -73.90 cm.
The RICH has a minimum velocity threshold of β = 0.76 for the NaF radiator. TOF events are
defined such that below the NaF threshold no RICH ring can be present and above the NaF
threshold a ring may be present. It was found from Monte Carlo that events which have a large
number of RICH hits but no RICH ring can fake an antiparticle signal. In order to limit this
behavior for the antiparticle flux analysis a maximum of 7 random RICH hits are allowed in a
TOF event.
The main tracker volume is surrounded by the ACC. It is important to exclude events which
have a simultaneous crossing event. Only a single particle should cross AMS-02 from top to
bottom. If a particle enters the tracking volume from the side, it can potentially produce hits
which can fool the tracking algorithm depending on the hit positions. In order to exclude these
tracker crossing events from the sides of AMS-02 no more than 1 ACC hit may be present for
an event to be accepted.
3.2.4.3 Background Suppression
Background rejection is very important as mentioned in 3.1. The TRD can be used to reject
electrons and to a lesser extent low mass mesons from antiprotons and antideuterons. In order
to use the TRD accurately it must be assured that the independent TRD track corresponds to
the particle tracker track. The matching is accomplished by comparing the zenith and azimuth
angles of the TRD track and tracker track at the UTOF, Z = 63.65 cm. A few months of
ISS data were analyzed with all cuts applied except the TRD tracker matching cuts. The
reconstructed TOF velocity was restricted to 0.60c-0.76c. This provided a clean mostly proton
sample. The resulting residuals (TRD - tracker) between TRD and tracker zenith and azimuth
were plotted. The distributions, Fig. 3.17, were fit to a Gaussian and the cut was set at 3σ.
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Figure 3.17: TRD angle minus tracker track angle at the UTOF for several months of ISS
data.
Figure 3.18: The TRD minus tracker track zenith angle residual for B1128 antiproton MC.
The vertical black lines identify the cut position. The vertical red and blue lines bound the
resolution around the cut position.
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Figure 3.19: The TRD minus tracker track azimuth angle residual for B1128 antiproton MC.
The vertical black lines identify the cut position. The vertical red and blue lines bound the
resolution around the cut position.
The procedure was repeated on antiproton Monte Carlo, Figs. 3.18 and 3.19, and the results
were found to be comparable to the proton data. To be cautious the data derived cut is used.
The residual is restricted to be less than |2.19◦| for zenith and less than |6.27◦| for azimuth.
The large acceptance of the TRD can be problematic at high magnetic latitudes and in the SAA
as many coincident particles may enter the TRD due to the very high particle fluxes in those
locations. There must be found a way to allow coincident tracks in the TRD as long as they are
clearly separate from the tracked AMS-02 particle. The “Clean TRD” cut attempts to ensure
clean TRD tracks while maintaining a uniform cut efficiency over all geographic positions. A
TRD segment is a linear fit of hit TRD tubes in either the XZ or Y Z plane. The TRD is
composed of 4 tubes oriented in the X plane, 12 tubes oriented in the Y plane, and 4 more
tubes oriented in the X plane. A segment may be located in any of the three sections. Thus,
if only a single particle crosses the TRD from top to bottom, 3 segments can be reconstructed.
TRD hits may or may not be associated to a given segment. If a TRD hit is used to construct
a segment, it is tallied as an associated hit. If a TRD hit is not used to construct a segment it
is classified as unassociated. There should thus be a correlation between hits generated by real
particles traversing the TRD and the total segment count. However, for statistical reasons a hit
may be missed when a segment is reconstructed. Therefore one must allow
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Figure 3.20: The TRD Clean cut variable distribution. Negative values are due to TRD hits
associated with more than one TRD segment.
Figure 3.21: The TRD Clean variable plotted with respect to magnetic latitude. It can be
seen that near the magnetic poles the variable becomes larger. The cause is coincident tracks,
which are more common near the poles due to the high particle flux.
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Figure 3.22: The TRD Clean cut efficiency with respect to magnetic latitude. The asymmetry
between positive and negative magnetic latitude is due to the SAA, which is the feature at -40
degrees magnetic latitude.
a certain number of unassociated hits and this number should be proportional to the total
segment count. In this way one does not restrict the total number of TRD hits but instead
restricts the number of unassociated hits compared to the total segment count.
A few months of ISS data were analyzed with all other quality cuts applied except for the
TRD clean cut. The resulting mostly proton sample was then restricted to reconstructed TOF
velocity 0.60c-0.76c. Fig. 3.20 shows the variable distribution of unassociated TRD hits divided
by the total TRD segment count. Fig. 3.21 shows the same information plotted with respect
to magnetic latitude. It is clearly seen that there is an increase in the variable value as the
ISS approaches the magnetic poles. As a compromise between overall efficiency and uniform
efficiency with respect to location, a cut value of < 25 was chosen. The resulting cut efficiency
with respect to magnetic latitude is presented in Fig. 3.22.
The TRD was designed to reject protons from positrons at a level of better than 10−3 in the
energy range of 3 - 100 GeV with an efficiency of 90%. This rejection power may also be used to
discriminate antiprotons from electrons. A TRD likelihood method was developed by AMS-02
collaboration members for this purpose. A minimum of 10 tubes, half of the TRD, must be
used to construct the likelihood. Events with electron-proton TRD log likelihood ≥ 0.4 are
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Figure 3.23: The electron-proton log likelihood distribution for B1128 antiprotons. Events
are selected if their likelihood value is greater than or equal to 0.4. The black vertical line shows
the cut value. The red and blue vertical lines represent the ± 10% efficiency of the cut.
accepted. From Fig. 3.23 it can be seen that the cut value is not very restrictive because the
bulk of events are not excluded.
High energy cosmic rays can impact the support structure of the TRD and undergo hard inter-
actions. This is a sinister scenario because a proton may produce for instance, antiprotons or
more protons. For certain geometries, the protons can escape AMS-02 without impacting the
TOF or ACC, and a lone antiproton may enter the tracker volume. This is a real antiproton
and may have an exceptionally clean track in the tracker. An event display for such a signature
is shown in Fig. 3.24.
TRD segments are compared two at a time and, if they are found to cross in the TRD, a TRD
segment crossing is defined by the Z position of the crossing and if it is an X or Y segment. In
theory a true interaction vertex should have two or more TRD segment crossings, at least one
XZ and Y Z pair. If an XZ and a Y Z segment crossing are within 5 cm in Z, a TRD vertex is
assumed to have been found. 5 cm vertical matching was chosen because this is roughly 2 fleece
and tube layers and should be well within the resolution of the TRD segment reconstruction
uncertainty. If a single vertex is found, regardless of if it matches the tracker track or not, the
event is rejected. Fig. 3.25 shows the reconstructed mass distribution of events before and after
the TRD vertex cut is applied. Also presented is the reconstructed mass distribution of the
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Figure 3.24: Event display of a Monte Carlo 572 GeV/c proton generating a secondary
antiproton in the TRD.
rejected events. It is observed that several vertex events are removed by this cut which have an
antiproton like reconstructed mass. The trend towards low mass removed events may be due to
kaons being removed, which should make up a fraction of vertex events due to the short kaon
lifetime.
A substantial amount of low-energy charged pions and kaons are produce near the top of AMS-
02 and in structures of the ISS. In order to remove these events a method has been developed
using energy deposition and rigidity.
For a given charge and rigidity, the energy deposition per unit length, dE/dx, will be higher
for heavier particles. This difference can be used to distinguish particles of differing mass. It is
convenient to normalize raw energy depositions to the energy deposition of a minimally ionizing
particle, MIP. Protons with a velocity of about β = 0.9, or a momentum of about 3 GeV/c, will
be minimally ionizing in most materials. The MIP normalization is obtained from Monte Carlo
for B1128 antiprotons as follows.
Good events are selected by passing the quality cuts. No distinction is made between TOF,
NaF, or aerogel events. To be sure that minimally ionizing particles are chosen, the events
are sampled from the generated momentum range 3.0 to 4.0 GeV/c. The reconstructed tracker
track is extrapolated to the central Z position of each TOF plane and the zenith angle is found.
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Figure 3.25: The reconstructed mass distribution for negative rigidity particle before and
after the TRD vertex cut. Also shown is the mass distribution of the removed vertex events.
The energy deposition recorded on that plane is multiplied by the cosine of the zenith angle in
order to account for the path length of material traversed. The peak is then found and used as
the MIP normalization for that TOF layer.
Although there are only 4 TOF layers, a truncated mean dE/dx is calculated. This is done by
taking the average of the two lowest dE/dx values.
This cut was initially developed using the B1068 antiproton Monte Carlo. The methodology
will thus be described to explain why the particular cut line was chosen. This cut has since
been validated for B1128 antiproton Monte Carlo, but the removed percent of events is not the
same as for B1068 because of the differing amounts of low mass secondaries contained in the
two Monte Carlo versions. The percentage removed necessarily depends on the amount of pions
produced in the MC, which can vary between production versions. The important consideration
should be the removal of distinct populations.
The B1068 antiproton Monte Carlo was analyzed with all the preselection cuts, with the ex-
ception of the TOF Truncated Mean Cut. The selection cut was determined per rigidity bin to
exclude 11 % of events below the cut value, keeping the remaining 89%. When applied to data,
pions and kaons sit below the cut and are excluded.
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Figure 3.26: B1128 antiproton Monte Carlo TOF dE/dx information as a function of re-
constructed rigidity. All quality cuts have been applied except for the TRD vertex cut, the
TRD active layers cut, and the TRD electron-proton likelihood cut. The black curve shows the
“Pion dE/dx” cut. The ellipse highlights the population of secondary pions. Due to kinematic
reasons, pions are produced in greater abundance than kaons and are thus more visible. Due
to their higher mass, the kaon population will be nearer to the antiproton population.
The cut value remains effective for B1128 antiproton Monte Carlo. Fig. 3.26 demonstrates how
the cut removes the distinct pion population while keeping the majority of antiprotons. The
plot was constructed by omitting the TRD vertex cut, the TRD active layers cut, and the TRD
electron-proton likelihood cut in order to show a clear population of secondaries.
The quality cuts may be grouped into similar categories. It is helpful to then observe the
reconstructed mass of data events as successive groups of similar cuts are applied. Fig. 3.27 shows
the cut progression for ISS data recorded between May2011-May2017 for negatively charged
down-going particles. Of the 1.37 billion events which passed the minimum cuts, 3429 events
survive all the quality cuts in the TOF velocity range 0.50c-0.80c.
3.2.5 Trigger Efficiency
The trigger efficiency of AMS-02 is estimated directly from flight data. It is assumed that
the proton and antiproton trigger efficiency is equivalent. The AMS-02 fast physics trigger
logic requires the 4 TOF planes to have a coincidence signal. These are the so called physics
trigger events, Nphys. An unbiased sample of events is selected by using a reduced trigger logic.
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Figure 3.27: ISS data B950 Pass6 May2011-May2017. This plot begins with the minimum
cuts and shows the cut progression with corresponding statistics. No restriction on geomagnetic
cutoff is applied.
There are three classes of unbiased triggers, TOF, ECAL, and hybrid (flagged as both TOF and
ECAL). Unbiased TOF and hybrid events trigger on 3 of the 4 TOF planes. Only 1/100 of TOF
or hybrid unbiased triggers, NunbTOF or NunbHybrid, are kept in order to reduce data size. Only
1/1000 ECAL unbiased triggers, NunbECAL, are kept. Eq. 3.7 shows how the trigger efficiency
is calculated. Since the majority of charge 1 events in flight data are protons no charge sign cut
is applied. The trigger efficiency is calculated as a function of reconstructed TOF β after all
quality cuts have been applied. Due to the very large size of the full AMS-02 dataset a subset
of ISS data is used which evenly samples the analysis time period.
εtrig =
Nphys
Nphys + 100(NunbTOF +NunbHybrid) + 1000NunbECAL
(3.7)
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The majority of unbiased events are of the unbiased TOF class. It is enough to consider the
uncertainty of the trigger efficiency using only the unbiased TOF events, Nunb. In order to
calculate the uncertainty, let us consider ε’ as defined by equation 3.8. The uncertainty for ε’ is






























Figure 3.28: The distribution of unbiased TOF events for a few months of flight data during
the analysis time period. It is evident that the majority of unbiased events are protons.
51
Figure 3.29: The measured trigger efficiency for B950 Pass6 ISS data and B1128 antiproton
MC is presented. Although there appears to be some discrepancies between data and MC, the
agreement is good between β 0.52-0.80, with a χ2/ndf = 1.28.






Substituting equation 3.11 into 3.8 yields:
ε′ =
fεtrg
1 + f(εtrg − 1)
. (3.12)
And solving for εtrg gives:
εtrg =
ε′
f − (f − 1)ε′
. (3.13)
Finally, we may solve for σεtrg , the uncertainty of the trigger efficiency:
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Figure 3.30: The measurement time above geomagnetic cutoff. This has been calculated using





(f − (f − 1)ε′)2
σε′ . (3.14)
The trigger efficiency is also calculated for the B1128 antiproton Monte Carlo. It is seen that
there is agreement between the flight data trigger efficiency, which is mostly protons, and the
trigger efficiency of MC antiprotons. A comparison of MC and data was done for the data
points between TOF β 0.52-0.80 and the χ2/ndf was found to be 1.28. Therefore the data
trigger efficiency may be used without the negative rigidity cut applied. Fig. 3.29 shows the
trigger efficiency for TOF events for data and antiproton Monte Carlo.
3.2.6 Measurement Time
In order to determine the particle flux, the amount of time the detector was taking data must
be known precisely. The AMS-02 detector electronics have an onboard clock which precisely
monitors the time that the detector is active. In addition, data processing on the ground
accounts for any time period during which calibration or other off nominal data taking occurred.
The measurement time for AMS-02 combines detector livetime and flight parameters. For the
Galactic antiproton flux analysis it is important to only consider data taking periods when the
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detector is in a region where above cutoff cosmic rays may reach the detector. The Stöermer
approximation of the geomagnetic rigidity cutoff (Sec. 3.2.3) is used with a 1.2 safety factor for
the field of view of the TOF.
Measurement time will in general be a function of rigidity due to the dependence on the geo-
magnetic cutoff. Measurement time is calculated for top of the detector rigidity. Fig. 3.30 shows
the calculated measurement time above cutoff for AMS-02. The ambient measurement time will
correspond to the highest bin because it is well above the maximum cutoff value. The ambient
measurement time includes detector livetime but excludes all geomagnetic cutoff effects.
3.2.7 Acceptance
The detector acceptance [55] is estimated from Monte Carlo as a function of generated momen-
tum. For the simulation, particles are generated isotropically over a square 3.9 m on each side
located 1 m above the top of the detector. The cube face has been made large enough such that
it covers the entire field of view of the detector. Due to isotropy of the particle generation, the
detector acceptance may be expressed as the number of events which are selected divided by
the total number of generated events, times a geometrical factor Ao.








where dσ is the element of surface area, S, and dω is the element of solid angle Ω. Expressed






cos θdσdω = S
∫
Ω
cos θd cos θdφ (3.16)






cos θd cos θdφ = 2πS
∫ 1
0
cos θd cos θ = πS[sr] (3.17)
The geometrical factor Ao has been found to be πS, where S is the surface area of generation.
Finally, Ao is found to be 47.78 m






Figure 3.31: The Monte Carlo acceptance progression as a function of generated momentum
for B1128 antiprotons.
Figure 3.32: The Monte Carlo acceptance as a function of generated momentum. This corre-
sponds to the full TOF geometry and accounts for all selection and quality cuts.
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It is interesting to look at how the detector acceptance evolves as successive quality cuts are
applied, Fig. 3.31. Similar cuts may be grouped together. It can be seen that a few cuts produce
interesting features in the acceptance. It should be noted that many cut sequence permutations
were analyzed and the presented order was chosen to best illustrate the features. The cut on
the tracker χ2 produces a dip in acceptance at roughly 0.8 GeV/c and has been traced to an
overall correction applied to the tracker reconstruction during production. The overall detector
acceptance as a function of generated momentum is shown in Fig. 3.32. The MC acceptance is
roughly 0.058 m2 sr for this analysis.
3.2.8 Data/Monte Carlo Cut Correction Factors
The simulations represent the high energy physics interactions with the detector very well. How-
ever, there are certain slight mismatches between data and Monte Carlo that should be corrected
for. A multiplicative correction factor is constructed by comparing the last cut efficiencies of
data and Monte Carlo.
For each quality cut, all other quality cuts are applied. The last cut efficiency is then the number
of events passing the cut divided by the number of events before applying the cut. This last cut
efficiency is evaluated for both data and simulation. The cut correction factor for the cut, Ci,
is then εdata,i/εMC,i. Fig. 3.33 shows the distribution of the Cis for different velocity bins. It is
seen that the majority of Cis are nearly equal to 1. The overall cut correction factor, C, is then










Certain correction factors are omitted. Cut correction factors are omitted if the behavior of the
variable distribution in data is not expected to agree with MC. The ACC correction factor is
omitted because the Monte Carlo does not generate particles from the sides, nor many particles
simultaneously, nor are the ISS structures simulated which are known pion sources, and therefore
is not expected to match the data environment. Another example would be the dE/dx cut for
pions. Since pions are typically generated by the high energy proton flux impinging on materials
near the AMS-02 detector, the number of secondary particles is underestimated in the MC. In
order to ensure that only slight corrections are applied, a cut correction factor is set to 1 if its
calculated value is less than 0.9 or greater than 1.1.
The distributions of many cut variables change slightly depending on the generated momentum
spectra. This is one indicator if the input spectra for Monte Carlo matches the data spectrum.
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Figure 3.33: The individual cut correction factors as a function of reconstructed TOF β. Cut
correction factors are excluded if they are less than 0.9 or greater than 1.1. It is seen that the
majority of cut correction factors are nearly equal to 1 as indicated by the yellow bins at that
value.
Cut corrections factors typically approach 1 as the generation spectrum converges to the true
data spectrum.
3.2.9 Energy Loss Correction
The velocity of charged particles are measured by two independent detectors in AMS-02. The
TOF measures velocity by precisely measuring the time difference between hits in the upper
and lower TOF systems. Higher velocity particles can independently be measured by the RICH,
which has a velocity threshold of 0.75c for the NaF radiator and 0.95c for the silica aerogel
radiator. As a particle traverses the detector, energy is deposited in the detector material.
For this analysis it is important to consider the energy lost before the particle crosses the
UTOF. This analysis aims to measure the energy spectrum of the Galactic radiation as it is in
free space, not modulated by the detector itself. The majority of energy loss before a particle
reaches the UTOF will be in the passive structure of the TRD. Being passive there is no physical
measurement of the energy loss in these structures. One must rely on the simulation to account
for this energy loss, where the generated momentum is known for every simulated particle:
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Figure 3.34: The velocity map for B1128 antiproton MC events which pass all quality cuts.
A region has been manually removed, which is clearly distinct from the region of interest, due







The mass of the particle is known exactly thus generated velocity can be computed using
equation 3.21. It is then useful to plot the distribution of reconstructed velocity as a function
of generated velocity for events which pass all quality cuts (Fig. 3.34). In order to properly
account for the energy loss, which manifests as a velocity shift, the correction must be applied
to a distribution of events. A given bin in reconstructed velocity can be mapped to a true
velocity bin by changing the bin edges as well as the bin center. This will modify the bin width
in the process.
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Figure 3.35: The reconstructed to true velocity map which contains β = 0.60. The distribution
peaks at βtrue = 0.64. Assuming proton mass the true momentum is 0.77 GeV/c.
Figure 3.36: The reconstructed to true velocity map which contains β = 0.64. The distribution
peaks at βtrue = 0.67. Assuming proton mass the true momentum is 0.84 GeV/c.
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It is easiest to explain the process by example. Let us consider the reconstructed velocity bin
centered at β = 0.62 with low edge 0.60 and high edge 0.64. Because the velocity map has
such fine binning, it is possible to look up the reconstructed to true velocity map nearest to the
reconstructed velocity bin value in question. Figs. 3.35 and 3.36 correspond to the low edge and
high edge bin map, respectively. The most likely true velocity is the velocity of the peak of the
distribution. It is found that 0.60 maps to 0.64 and 0.64 maps to 0.67. The true velocity bin is
now defined.
The velocity shift procedure is done for all bins used in the Galactic antiproton flux. Since
the energy deposition is proportional to β−2 there is a greater effect on the lower velocity bins.







Unfolding is the technique of accounting for bin-to-bin migration of events due to detector
resolution. The bin-to-bin migration is in reference to the function independent variable, TOF
velocity in the case of this analysis. The detector has a finite velocity resolution which causes
leakage of events from a particular velocity bin to neighboring bins. For this analysis a folded
acceptance technique is used [56] to account for the bin-to-bin migration. If one assumes that
the detector simulation accurately reflects the true detector, then it can be used to estimate the
bin-to-bin migration.
For the first iteration, the Monte Carlo is used as is and a flux is produced. The flux is then
normalized to area 1. The normalization to 1 is not needed for the procedure, but it makes
reweighting the MC easier by having a consistent normalization. A smooth function of the form
y = Axb is fit to the resulting normalized flux because large variations tend to be amplified
with this iterative procedure. It should be noted that using a smooth curve does not wash out
these variations. A single power law fit is performed to the initial energy shifted flux to provide
a smooth curve. The fit is restricted to the momentum range 0.90-2.00 GeV/c. This range is
chosen because it is known a priori that above 2 GeV/c the Galactic antiproton flux does not
behave as a single power law. The low range is selected because the energy shifted lowest bin
is typically not used due to potential instabilities of the fit.
The MC is reweighted by this fit function and a new flux is calculated, causing the variable
distributions to change slightly. This will affect the cut correction factors as a function of βrec.
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Figure 3.37: A χ2/dof comparison is performed for the ith flux to the ith-1 flux. The procedure
is stopped once the χ2/dof is less than or equal to 1, which occurs at iteration 5 as shown.
In this way, the calculated flux will change. As the iterative procedure progresses, the changes
between each iteration will become smaller and eventually reach an oscillatory solution. The
ith flux is compared to the ith - 1 flux and a χ2/dof (degrees of freedom) is calculated. The
procedure is repeated until the χ2/dof is less than 1.0. The iterative procedure was allowed to
continue for twenty iteration to produce Fig. 3.37. It can be seen that an oscillation sets in from
i = 5 as the unfolding procedure continues.
3.2.11 Systematic Uncertainties
There are four main sources of systematic uncertainty which are considered in this analysis.
The uncertainty of the nuclear cross section is the dominant systematic. Next is the uncertainty
attributable to the selection cuts. A third uncertainty considered is due to the uncertainty of
the geomagnetic cutoff. The last uncertainty considered is due to the unfolding procedure.
The cross section uncertainty is estimated by varying the total inelastic cross sections in the
simulation and recalculating the measured flux. The structure of AMS-02 is mostly carbon fiber
composite and aluminum. Figs. 3.38 and 3.39 present the nuclear cross sections for antiprotons
on carbon and aluminum respectively. The cross section models used in the Geant4 simulation
are overlayed.
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Figure 3.38: The nuclear cross sections for antiprotons on carbon as measured by various
experiments. The cross section models used by Geant are overlayed. The maximum devia-
tion of the absorption cross section is 11.8% in the true momentum range corresponding the
reconstructed TOF velocity range 0.50c-0.80c.
Figure 3.39: The nuclear cross sections for antiprotons on aluminum as measured by various
experiments. The cross section models used by Geant are overlayed. The maximum devia-
tion of the absorption cross section is 8.8% in the true momentum range corresponding the
reconstructed TOF velocity range 0.50c-0.80c.
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It is useful to examine the deviation of the cross section model from experimental data in the
true momentum range corresponding to the reconstructed velocity range 0.50c to 0.80c. The
true momentum range of interest is delineated by the vertical lines. The maximal deviation of
the model from data in the momentum range of interest for antiprotons on carbon is 11.8%. The
maximal deviation of the model from data in the momentum range of interest for antiprotons
on aluminum is 8.8%. The way the simulation handles the inelastic cross section is as a total
inelastic cross section for all materials. As such it was decided to vary the total inelastic cross
section ± 10%.
The Galactic antiproton flux was then computed with increased and decreased interaction cross
sections. The individual flux data points were then compared to the unvaried cross section result.
The maximum deviation from the unvaried cross section flux was then used for the uncertainty
value due to the inelastic cross section uncertainty. It was found that this uncertainty is roughly
30% for the region of interest.
How much a single cut should be varied is a semi arbitrary choice. The method used here was
chosen to give some meaning. If a quality cut variable has a measured resolution, the cut value
will be varied within that resolution range. An example of a cut variable of this type is tracker
charge. The tracker charge resolution is measured to be 0.05 for charge 1. The tracker charge
cut is greater than 0.70 and less than 1.30. The lower cut is varied between 0.65 and 0.75
while the upper charge cut is varied between 1.25 and 1.35. If a quality cut variable does not
have a well defined resolution, the cut variable last cut efficiency is varied ± 10% for Monte
Carlo and the same range is applied to data. An example of this type of variable is the tracker
normalized χ2 cuts. If the quality cut has high efficiency such that ± 10% is not achievable,
the cut is varied by -10% efficiency. Quality cut variables with integer values are varied ± 1
when possible. Cuts which have a known data specific behavior or are for secondary particle
suppression are not varied. These cuts are the ACC hits cut, the TRD clean cut, the TRD
vertex cut, and the dE/dx pion cut. Fiducial cuts are not varied because such changes would
affect the measurement conditions in ways which are inconsistent with a selection bias. The
number of TOF clusters associated with the tracked particle is not varied because exactly 4 hits
are required by the physics trigger condition. Table 3.5 shows how much each cut is varied.
The uncertainty attributed to the quality cuts is calculated by simultaneously and randomly
varying the quality cuts and then unfolding the flux. This is done 1000 times and all the
unfolded fluxes are filled in a histogram. For a single flux bin the resulting distribution of
fluxes is approximately Gaussian (Figs 3.40 and 3.41). A fit is performed to this distribution
and the standard deviation, σtotal, is the combined selection cut uncertainty and statistical
uncertainty. The event statistics are known for each flux in each flux bin distribution. Also










































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.40: The distribution of resul-
tant fluxes from the selection cut variation
procedure for the reconstructed β bin 0.68-
0.72.
Figure 3.41: The distribution of resul-
tant fluxes from the selection cut variation
procedure for the reconstructed β bin 0.72-
0.76.
Poisson statistical uncertainty, which is proportional to
√
N . The statistical variation in this
procedure is not exactly the
√
N uncertainty. In fact, the statistical fluctuations that should
be subtracted is due to the events which are present in most of the flux permutations. This







The systematic uncertainty of the selection cuts is then:
σsys =
√
σ2total − σ2count (3.23)
The uncertainty attributable to the unfolding procedure was estimated by looking at the spread
of the oscillatory result for each flux bin. As noted in the unfolding section, the iterative
procedure eventually sets up an oscillatory result. It can be seen from the fit χ2 between
iterations, Fig. 3.37, that after iteration 5 the χ2/dof stays below 1. The following iterations
are the oscillatory result. The uncertainty due to the unfolding procedure will be the RMS of
the oscillatory result.
The unfolding procedure was allowed to continue beyond the exit condition, iterating a total of
20 times. Each iteration is normalized to the flux value at iteration 5. The flux ratio for the
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Figure 3.42: The oscillatory result for β
bin 0.68-0.72 which defines the uncertainty
of the unfolding procedure. The mean is
0.966 and the standard deviation is 0.035.
Figure 3.43: The oscillatory result for β
bin 0.72-0.76 which defines the uncertainty
of the unfolding procedure. The mean is
1.007 and the standard deviation is 0.008.
oscillatory result is presented for two example flux bins in Figs. 3.42 and 3.43. The mean flux
ratio is consistent with 1. The average RMS is found to be about 2%.
The uncertainty attributable to the geomagnetic cutoff is estimated by varying the cutoff safety
factor from 1.2 to 1.4. Altering the safety factor used for the geomagnetic cutoff can affect
the analysis in two ways. The first way is by changing the number of events measured. If
events are very near the cutoff value then it is obvious that changing the cutoff may then select
more or fewer events. The other way that changing the safety factor can affect the analysis
is by changing the measurement time. Since the measurement time is strongly affected by the
geomagnetic cutoff for low rigidities, any change in its magnitude will affect the measurement
time. The safety factor is included in the cutoff calculation, and thus the measurement time
calculation as well.
As mentioned, the safety factor is varied up to 1.4. The flux is recomputed with the new
measurement time using the new safety factor. The unfolding procedure is allowed to run for
twenty iterations, and the average of the last 15 permutations is used for the value of the
flux. The absolute deviation of the resultant flux between the value obtained using the 1.2
safety factor and the value obtained using the 1.4 safety factor is attributed as the uncertainty.
Fig. 3.44 shows the percent difference between the different safety factors.
The overall estimate of uncertainty is obtained by adding all uncertainties considered in quadra-
ture. The total uncertainty is shown as a percent in Fig. 3.45.
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Figure 3.44: The percent difference between the flux calculated using the 1.2 safety factor
and the 1.3 and 1.4 safety factor fluxes.
3.2.12 Galactic Antiproton Flux
The Galactic antiproton flux as measured by AMS-02 using the TOF for momentum recon-
struction is presented. This analysis analyzed data taken between May 20, 2011 and May 12,
2017 using the B950 pass6 data reconstruction. Flux is calculated according to equation 3.1 as
a function of momentum.
Observed Events Nobs(p) is the number of events passing all cuts observed in a given momen-
tum bin, Fig. 3.46. The “pion dE/dx” cut removes nearly all negatively charged pions
and kaons. Electrons are effectively rejected by the TRD electron-proton likelihood cut.
The predicted antideuteron flux, dark matter produced or not, is expected to be many
orders of magnitude less than the antiproton flux at all energies. We may safely concluded
that a mass cut is not needed for the antiproton flux analysis.
Momentum Binning Momentum in this analysis is calculated from the reconstructed TOF β,
so in effect momentum bins may be thought of as β bins since we consider only one particle
type, antiprotons. The bin width, ∆p, should be greater than or equal to the resolution.
The TOF has a constant measured β resolution of 4% for β ' 1. The reconstructed TOF
β bin width is set to 0.04 to be always greater than the resolution of the TOF. Flux bins
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Figure 3.45: The percent uncertainty for the Galactic antiproton flux analysis.
must then be converted to top of the detector binning using the energy shift method from
section 3.2.9. When converting to the top of the detector binning, a single flux bin will
change in the following way. The bin edges and center will be shifted from reconstructed
to true values. Changing the bin edges will typically change the bin width. The flux value
is then rescaled by the ratio of the reconstructed bin width to the top of the detector bin
width.
Trigger Efficiency The trigger efficiency, εtrig, is measured as a function of reconstructed
TOF β as shown in section 3.2.5. The binning was chosen to be the same as for the flux
for ease of use. Because the trigger efficiency is measured as a function of reconstructed
TOF β and the energy loss correction simply rescales the flux no modifications are needed.
Acceptance The detector acceptance is calculated from simulation as a function of gener-
ated momentum, where the generated momentum is the same as the top of the detector
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Figure 3.46: The distribution of observed Galactic Z = -1 events for reconstructed TOF β ≤
0.88 passing all cuts.
momentum. Therefore, the detector acceptance must be calculated using the top of the
detector momentum binning obtained from the energy loss correction procedure.
Cut Correction Factor The overall cut correction factor is calculated as a function of recon-
structed TOF β with the same binning as the flux. Each individual correction factor is
restricted to 1.0 ± 0.1 so as to exclude unphysical corrections. As it turns out, most cut
correction factors are nearly equal to 1.0, as can be seen in Fig. 3.33.
Measurement Time The measurement time, Tmeas(p), takes into account detector livetime
spent above the geomagnetic rigidity cutoff. Because of the cutoff dependency, the mea-
surement time is a function of rigidity. This analysis considers charge one particles, mean-
ing that rigidity is equal to momentum. Therefore, the measurement time presented in
section 3.2.6 is used for the Galactic antiproton flux calculation.
An event is considered to be of Galactic origin if the measured rigidity is greater than the
Stöermer Geomagnetic Cutoff with a 1.2 safety factor. Typically, rigidity is obtained from the
tracker. As this analysis is TOF velocity based, the reconstructed TOF β is used to calculate
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rigidity assuming the antiproton mass. Consistency is kept by using reconstructed TOF β for
both the cutoff cut as well as the measurement time calculation.
Before the Galactic antiproton result can be finalized it is important to consider the validity
of the resultant flux. The first flux bin, corresponding to a reconstructed TOF β 0.60-0.64,
contains only 2 events. It may not be appropriate to consider the flux a precision measurement
given such low statistics. In addition to low statistics, this is an “edge bin” which are typically
omitted. The two highest velocity bins, TOF β 0.80-0.84 and 0.84-0.88, are potentially beyond
the scope of the TOF antideuteron analysis. At such high TOF velocities the reconstructed
mass resolution degrades. As such, these bins will be dropped.
The Galactic antiproton flux measured by this analysis is presented in Fig. 3.47. Also compared
are the already published AMS-02 results [12] as well as results from the BESS-Polar II balloon
mission [57] and the PAMELA space based experiment [30]. It is seen that the results from
this analysis are in agreement with previous results. This validates the use of the TOF for
momentum binning as well as the quality cuts used.
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Figure 3.47: The Galactic antiproton flux measured as function of momentum. Also presented
are the antiproton flux published by AMS-02 and other experiments.
Table 3.6: The p̄ flux Φp̄ in units of [m2 sr s (GeV/c)]−1 as a function of particle momentum
at the top of AMS. N p̄ is the number of antiprotons observed in each momentum bin. σstat
and σsyst are the respective statistical and systematic errors.
Momentum [GeV/c] TOF Velocity [c] Np̄ Φp̄ σstat σsyst
0.85 - 0.94 0.64 - 0.68 9 0.0047 0.0022 0.0042
0.94 - 1.04 0.68 - 0.72 25 0.0064 0.0011 0.0024
1.04 - 1.16 0.72 - 0.76 19 0.0037 0.0008 0.0017





The Galactic antiproton analysis was undertaken to inform the antideuteron analysis. This
chapter first investigates the ambient flux given the very high antiproton statistics of this sam-
ple. The high statistics allows for the reconstructed mass resolution to be measured in data
for a wide range of velocities. Reconstructed particle mass plays a critical role in differenti-
ating antideuterons from antiprotons. In addition, energy deposition will be used to suppress
antiprotons for the antideuteron analysis.
4.1 Ambient Antiproton Flux in Low Earth Orbit
As the Galactic antiproton result from this analysis compares well with previous results, it is
concluded that the methods used are validated.
Antiprotons in Low Earth Orbit are not solely of Galactic origin. Antiprotons may be pro-
duced by cosmic rays impinging on the upper atmosphere of the Earth and get trapped in the
geomagnetic field. Some of these antiprotons may survive long enough to reach the AMS-02
detector. These antiprotons will be below the geomagnetic cutoff and are thus not included
in the Galactic antiproton flux analysis. The flux of below-geomagnetic-cutoff antiprotons has
been measured to be an order of magnitude lower than the Galactic flux [58].
Although the below-cutoff flux is small relative to the Galactic flux, the flight path of AMS-02
means that the instrument spends the majority of the time in regions where the TOF rigidity
range is below cutoff. What this amounts to is that the majority of antiproton events which are
recorded by AMS-02 in the TOF range are near or below the geomagnetic cutoff.
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Figure 4.1: The distribution of observed Z = -1 events for reconstructed TOF β ≤ 0.88 passing
all cuts. No restriction has been placed on the geomagnetic cutoff.
Figure 4.2: The ambient antiproton flux measured by AMS-02. The reconstructed velocity
range was restricted to TOF β 0.60-0.80.
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Figure 4.3: The estimated mass resolution (RMS) for observed Z = -1 events as a function of
reconstructed TOF β. This is compared to B1128 antiproton MC which was reweighted with
the ambient flux.
It is interesting to investigate the antiproton flux without imposing the cut on geomagnetic
rigidity cutoff. This is the ambient antiproton flux, which is specific to the AMS-02 flight
environment. The measurement time is no longer modulated by the geomagnetic cutoff and is
a constant value for all momentum bins. Because of these reasons there will be significantly
higher antiproton statistics when compared to the Galactic antiproton analysis.
All of the quality cuts were applied and the event distribution is shown in Fig. 4.1. A very
clear antiproton peak is visible. The high statistics is a clear reason why the ambient flux is
interesting.
Fig. 4.2 shows the ambient antiproton flux measured by AMS-02. The flux measurement was
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restricted to a reconstructed TOF velocity range of β 0.60 to 0.80. The velocity selection was
chosen to match the Galactic antiproton flux analysis. The error bars for the ambient flux are
statistical.
It is interesting to investigate the reconstructed mass distribution for the different velocity bins.
The increased data statistics for antiprotons allows the reconstructed mass distributions to be
investigated for all velocity bins used in the Galactic antiproton analysis. The mass resolution
was estimated by restricting the reconstructed mass to be between 0.5 GeV/c2 and 1.5 GeV/c2
and then taking the RMS of the distribution. The same procedure was done for B1128 antiproton
simulation after it had been reweighted by the ambient antiproton flux. It is seen that the mass
resolution measured from ISS data is comparable to that obtained from Monte Carlo (Fig 4.3).
It is also seen that the resolution becomes very wide for the reconstructed TOF β bin 0.44-0.48.
Clearly at this low velocity an antideuteron study is not feasible. A minimum velocity of β >
0.50 should be imposed.
4.2 Antideuteron Analysis
4.2.1 Suppression of Antiprotons using Energy Depositions
Additional separation power between particles of different mass for low rigidities comes from
using specific energy loss (dE/dx.) Energy depositions are notably recorded by the four TOF
layers and the nine double sided tracker planes.
It is convenient to combine the energy deposition measurements from the tracker and TOF. In
order to do this, the dE/dx information must be normalized to the dE/dx of minimum ionizing
particles, called MIPs. This allows dE/dx information from different materials, i.e. silicon and
plastic, to be compared. Protons with a velocity of about β = 0.9, or a momentum of about 3
GeV/c, will be minimally ionizing in most materials. The MIP normalization is obtained from
B1128 antiproton simulations as follows.
Good events are selected by passing the quality cuts from Ch. 3. No distinction is made between
TOF, NaF, or aerogel events. To be sure that minimally ionizing particles are chosen, the events
are sampled from the generated momentum range 3.0 to 4.0 GeV/c. The reconstructed tracker
track is extrapolated to the central Z position of each TOF and tracker plane and the zenith
angle at this layer is found. The energy deposition recorded on that plane is multiplied by
the cosine of the zenith angle in order to account for the path length of material traversed. A
peakfinding function is used to find the peak of the layer by layer dE/dx distributions, Fig. 4.4.
The peak is then used as the MIP normalization for that layer.
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Figure 4.4: Energy depositions (dE/dx) observed in the tracker and TOF layers using the
B1128 antiproton MC. Minimally ionizing particles were selected. The histograms have been
rescaled for presentation such that the TOF histograms have area 1 and the tracker histograms
have area 0.1. The average peak position was found to be 116 keV for tracker Y planes, 120
keV for tracker X planes, and 1.80 MeV for TOF planes.
Figure 4.5: Energy depositions (dE/dx) observed in the tracker and TOF layers using the
B1128 antideuteron MC. Minimally ionizing particles were selected. The histograms have been
rescaled for presentation such that the TOF histograms have area 1 and the tracker histograms
have area 0.1. The average peak position was found to be 116 keV for tracker Y planes, 121
keV for tracker X planes, and 1.80 MeV for TOF planes.
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Figure 4.6: Energy depositions (dE/dx) as a function of reconstructed rigidity for B1128
antiproton MC. The 68% confidence interval is superimposed.
Figure 4.7: Energy depositions (dE/dx)
as a function of reconstructed rigidity for
B1128 antideuteron MC.
Figure 4.8: The upper antiproton dE/dx























From Eq. 4.1 it is evident that dE/dx is a function of charge and velocity. Because antiprotons
and antideuterons have the same charge, the MIP normalization is independent of which isotope
is used as long as the events selected are in fact minimally ionizing. The B1128 antideuteron
Monte Carlo was analyzed to confirm this, Fig. 4.5. The procedure was repeated with the
generated momentum region selected to be 6.0-8.0 GeV/c to correspond to the MIP regime
for deuteron mass. All MIP normalization values were found to be within one bin width of
the antiproton values. Therefore, we may use the normalizations obtained from the antiproton
Monte Carlo alone.
Events are reweighted with a spectra uniform in generated momentum. For each event, a
truncated mean dE/dx is obtained. Reconstructed hits on the track with non-zero energy
depositions are path length corrected. These dE/dx values are normalized to MIPs. Once the
hits are expressed in MIPs, they are sorted and the average of the lower half is computed. For
events which pass all quality cuts, the distribution of truncated mean dE/dx is investigated as
a function of reconstructed rigidity. A 2D-histogram is formed from these variables. Slices of
rigidity are then taken and the 68% confidence interval of each resultant dE/dx distribution is
calculated. These confidence intervals as a function of rigidity set the bounds for the dE/dx
identification cut. The procedure was implemented for antiproton Monte Carlo shown in Fig. 4.6.
In order to compute the antideuteron dE/dx band the following was done. Events were given
a weight uniform in generated momentum. Next, the upper boundary of the antiproton dE/dx
band was used as a lower bound cut to remove breakup antiprotons from the antideuteron MC.
Fig. 4.7 shows the distribution before applying the antiproton cut while Fig. 4.8 shows the
distribution after the cut was applied. Finally, the 68% confidence interval is obtained for this
antideuteron distribution. The antiproton and antideuteron dE/dx bands are superimposed
onto the antideuteron Monte Carlo distribution in Fig. 4.9.
4.2.2 Reconstructed Mass of Events
The final identification step is to look at the reconstructed mass of events. Mass is reconstructed








Figure 4.9: Energy depositions (dE/dx) as a function of reconstructed rigidity for B1128
antideuteron MC. Antiproton and antideuteron 68% confidence interval are superimposed.
Z being the particle charge, R the particle rigidity as measured by the tracker, and β the particle
velocity/c.
Particle charge is measured by the TOF and the tracker. The quality cuts include a restriction
on the overall tracker charge, the overall TOF charge, the Upper TOF charge, and the Lower
TOF charge. By restricting the measured charge in these sub-detectors it is assumed that only
charge one particles are accepted.
The antiproton MC is reweighted according to the antiproton flux published by the AMS-02
collaboration for high rigidities and those published by BESS-Polar II for low rigidities. It can
be seen from the dE/dx band cut (Fig. 4.9) that the antideuteron separation vanishes at a
momentum of about 2.5 GeV/c. This corresponds to a reconstructed velocity of β ≈ 0.8, which
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Figure 4.10: Galactic events which pass the antiproton band dE/dx cut for TOF β 0.50 to
0.80. B1128 antiproton MC is reweighted by the antiproton flux and rescaled such that the area
of the peak is equivalent to the data statistics. The MC to data fit χ2/ndf is 0.314. It is seen
that the MC fits the data well.
is thus used as an upper limit on the reconstructed velocity. A velocity range of β 0.50-0.80 is
imposed. The resulting mass distribution for data which passes the antiproton dE/dx band cut
is obtained. The resulting mass distribution from antiproton simulation events which pass the
antiproton dE/dx band cut is also obtained. This mass distribution is then rescaled such that
the area of the distribution is equal to the event statistics of the data distribution, and the scale
factor is saved. This same scale factor is then used to rescale the resulting mass distribution for
antiproton MC events which pass the antideuteron dE/dx band cut. The now rescaled mass
distribution of Monte Carlo antiprotons passing the antiproton dE/dx band is fit to the data
mass distribution. It is found the the agreement is very good, with the fit χ2/ndf less than 1,
Fig. 4.10.
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Figure 4.11: No Galactic events pass the antideuteron band dE/dx cut for TOF β 0.50 to
0.80. The B1128 antiproton MC has been reweighted by the antiproton flux. The distribution
has then been rescaled by the same factor as for the antiproton band cut. B1128 antideuterons
passing the antideuteron dE/dx band cut are shown with area equal to 1.5. The vertical lines
show the 68% antideuteron mass confidence interval.
In order to determine the antiproton background contamination in the antideuteron mass range,
the antideuteron mass range must be established. It is assumed that there is no heavy antimatter
background. Therefore, an upper mass limit is not imposed. To find the lower antideuteron
mass limit, the antideuteron Monte Carlo is used (Fig. 4.11). The antideuteron Monte Carlo
input spectrum is not reweighted since the true flux is unknown. Thus, the generated spectrum
being used is uniform in the logarithm of generated momentum. All quality cuts are applied. In
addition to the quality cuts, the antideuteron band dE/dx cut is applied, and the reconstructed
velocity is restricted to β 0.50-0.80. The 68% confidence interval is calculated for the resulting
antideuteron mass distribution. The antideuteron mass range is estimated to be 1.59 GeV/c2
to 2.09 GeV/c2. As stated before, only the lower limit is considered.
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Returning to the antiproton Monte Carlo mass distribution in the antideuteron dE/dx band,
the integral of the distribution for mass greater than 1.59 GeV/c2 is obtained and found to be
0.035. This is the antiproton background for antideuterons.
4.2.3 Galactic Antideuteron Sensitivity
It is assumed that the main background source for the antideuteron search with AMS-02 is
antiprotons with a misreconstructed mass due to finite detector resolution. In addition, the
only other background to be considered comes from protons. Due to the sheer number of proton
statistics, it may become important to consider charge confused events. Charge confusion is
typically associated with very high energy events. These events approach the maximal detectable
rigidity of the detector, with nearly no bending in the magnetic field. The tracking algorithm
may then mistake a positive rigidity track for a negative rigidity track of some rigidity. Under
normal circumstances the reconstructed velocity will be nearly equal to 1 and potentially produce
a RICH ring if it happens to pass the radiator. However, since protons are wildly abundant, we
attempt to estimate this unlikely background with extensive proton simulations.
Over 10 billion simulated proton events were analyzed with the selection cuts applied. No
charged confused events were found. Fig. 4.12 shows the cut progression for the B1128 proton
Monte Carlo. No event weighting was performed. This MC was generated over the full simu-
lation cube instead of the top plane, producing up-going as well as horizontal events. One can
see that all negative rigidity events have been excluded and the majority were excluded prior to
the dE/dx selection cut. Significantly more simulation will be required in the future to make
an accurate estimation of the charge confused proton background.
Another potential possibility of proton contamination comes from misreconstructed up-going
events. The time of flight system provides separation between up-going and down-going tracks
at the 10−9 level [28]. The approximate Galactic proton flux is 1.7 × 103 [(GeV/n) m2 sr
s]−1 in the region of interest [59]. The multiplication of the proton flux level and the up/down
discrimination power sets a worst case lower limit on the obtainable antideuteron sensitivity to









− 2(No −Nbg) (4.3)
Eq. 4.3 [60] gives the significance of a signal above a background in terms of Gaussian sigmas.
Once the significance level has been decided, one may calculate the sensitivity to antideuterons
by solving for No and substituting this for Nobs in the flux formula 4.4.
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Figure 4.12: Reconstructed mass of B1128 proton Monte Carlo events as subsequent quality





The sensitivity is to be calculated for the reconstructed TOF velocity range 0.50-0.80 as a single
bin. As energy is lost between the top of the detector and the TOF measurement, the top-
of-the-detector, tod, momentum needs to be determined. To do this, the procedure from 3.2.9
is used. For this case, the antideuteron velocity map (Fig. 4.13) must be used. The input
antideuteron momentum spectra is uniform in the logarithm of generated momentum. This is
unchanged from the AMS-02 simulation generation scheme because the theoretical astrophysical
antideuteron source spectra is unknown. It is found that βrec = 0.50 maps to βtod = 0.54 and
βrec = 0.80 maps to βtod = 0.81.
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Figure 4.13: The velocity map for B1128 antideuteron MC events which pass all quality cuts,
including the antideuteron band dE/dx cut. A reconstructed velocity restriction of 0.50c-0.88c
has been applied to reduce computation time.
Figure 4.14: The B1128 MC trigger efficiency for antiprotons and antideuterons after all cuts,
including the dE/dx band cut.
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Figure 4.15: The B1128 antiproton MC acceptance as a function of generated momentum.
Figure 4.16: The B1128 antideuteron MC acceptance as a function of generated momentum.
86
Figure 4.17: The B1128 antiproton and antideuteron MC acceptance as a function of gener-
ated momentum.
Figure 4.18: The B1128 antiproton and antideuteron MC acceptance as a function of gener-
ated velocity.
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These top-of-the-detector velocity limits correspond to the kinetic energy per nucleon range
of 0.17-0.65 GeV/n, which sets ∆KE/n to be 0.47 GeV/n. The top-of-the-detector velocity
is also used to calculate the top of the detector rigidity for antideuterons. The velocity 0.54c
corresponds to an absolute rigidity of 1.20 GV for antideuterons. The velocity 0.81c corresponds
to an absolute rigidity of 2.55 GV for antideuterons. These rigidity limits are used to find the
measurement time above geomagnetic cutoff, Fig. 3.30. A weighted average is computed to
calculate the measuring time for this rigidity range, and it is found to be 7925455 s.
The antideuteron trigger efficiency is obtained from simulation. All quality cuts are applied in
addition to the antideuteron band dE/dx cut. The trigger efficiency is obtained as a function of
reconstructed velocity, thus an average trigger efficiency in the velocity range 0.50-0.80 is used.
This average antideuteron trigger efficiency is estimated to be 0.83 ± 0.01. Fig. 4.14 shows the
Monte Carlo trigger efficiency after all cuts have been applied.
The antideuteron acceptance is estimated from Monte Carlo. It is important to ensure that the
acceptance as the quality cuts are applied is well behaved for both antiproton and antideuteron
MC. Figs. 4.15 and 4.16 show the acceptance progression of antiprotons and antideuterons,
respectively. With all the analysis cuts applied the final acceptance is analyzed. Fig. 4.17 shows
the final acceptances as a function of generated momentum. By investigating the acceptance
as a function of generated velocity an accurate comparison of antiprotons to antideuterons can
be made. Fig. 4.18 shows that the behavior of antiprotons and antideuterons are very similar,
indeed.
An average acceptance is calculated. The acceptance is estimated as a function of generated
momentum, which can be converted to generated velocity. All quality cuts, including the an-
tideuteron band dE/dx cut, are applied. In addition, a restriction of 0.50c to 0.80c is imposed
on the reconstructed TOF velocity. Finally, the reconstructed mass is restricted to greater
than 1.59 GeV/c2. It is then simple to calculate the average antideuteron acceptance by inte-
grating the acceptance histogram and then dividing by the range of integration. The average
antideuteron acceptance is found to be 0.024 m2 sr.
It can be shown by using Eq. 4.3 that to have a higher than 3σ antideuteron signal given a
total background of 0.035 one must observe 1.59 events. Since it is not possible to see fractional
events, 2 events must be observed. We may substitute 2 for Nobs into equation 4.4. The
calculated discovery sensitivity at the 3σ-level to antideuterons is then found to be 2.69 × 10−5
[(GeV/n) m2 sr s]−1.
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4.2.4 Optimization of the Antideuteron Sensitivity
No events survived all cuts and were above the geomagnetic cutoff. Because no candidate events
were found, one may ask whether the selection cuts were too restrictive. On the assumption that
there were no candidate events, it was decided to investigate varying the selection cuts in order
to improve the antideuteron sensitivity. This was done using the antiproton and antideuteron
simulations.
As has been emphasized, secondary particle suppression is very important to isolating a clean
antiproton sample. No secondary suppression cuts should be tampered with. Fiducialization
cuts should also not be adjusted.
4.2.5 Updating the dE/dx Cut
The dE/dx band cuts were developed to provide further separation power between antiprotons
and antideuterons. This cut has good antiproton rejection power at the expense of moderate
efficiency. One may recall that the bands are such that 68% of events of either antiprotons or
antideuterons fall within their band. The choice of using a 68% confidence interval to define
the cut was to be analogous to a 1 sigma region and was not to meet a certain rejection power.
Since the goal of the cut is to reduce the antiprotons in the antideuteron region, one may ask
whether the upper limit is necessary for the antideuteron band. By imposing only the lower
edge of the antideuteron band cut the antideuteron last cut efficiency is improved while still
providing strong separation power. Removing the upper dE/dx band for antideuterons was
investigated. The rejection power was found to be nearly identical for both the edge and band
cuts.
4.2.6 Updating the Quality Cuts
In total eight of the quality cuts were selected for variation. The cuts to be varied are the TRD
electron-proton likelihood, the number of inner tracker XY hits, the number of extra TOF
clusters, the number of RICH hits, the normalized χ2 of the tracker track fit for both X and
Y , and the spatial and temporal normalized χ2 of the TOF BetaH fit. The variation ranges for
each cut were chosen to be looser than what was done for the study of systematic errors of the
Galactic antiproton flux ( 3.2.11).
TRD electron proton likelihood The TRD electron proton likelihood (Fig. 4.19) cut is al-
lowed to vary between 0.3 and 0.6. For antiproton MC it was observed that the majority
of antiprotons have a TRD electron proton likelihood value between 0.6 and 1.0. There
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Figure 4.19: The B1128 Monte Carlo
electron-proton likelihood distribution for
antiprotons and antideuterons.
Figure 4.20: The B1128 Monte Carlo in-
ner tracker XY hits distribution for an-
tiprotons and antideuterons.
is also a plateau of events which have a likelihood value between 0.3 and 0.6. When only
considering antiproton MC the plateau makes it not evident why a cut value of 0.4, the cut
value used for the analysis, is any more useful than somewhere else in the plateau region.
However, upon inspecting the antideuteron Monte Carlo the plateau is not present, and
the antideuteron peak starts at very near an electron proton likelihood value of 0.4. It is
useful to investigate this cut region.
Inner Tracker XY Hits The number of inner tracker XY hits (Fig. 4.20) used for the rigidity
fit is required to be at least 5 for the Galactic antiproton flux analysis. In general the
number of inner tracker hits can vary from 3 to 7. The fitting algorithm requires at least
3 inner tracker hits which sets the minimum. It was decided to investigate requiring one
less or one more hit for the tracker fit, 4 or 6. By allowing one less hit there is a gain
in cut efficiency. By requiring one more hit there is potential that the rigidity resolution,
and thus the mass resolution, will improve.
Extra TOF Clusters Numerous cuts are devoted to ensuring that the TOF velocity measure-
ment is of high quality. One way this is done is by requiring that the extrapolated tracker
track matches the TOF cluster associated with the particle. It is therefore reasonable to
assume that any TOF cluster which has a hit but does not match the tracker track will
not influence the TOF β reconstruction. Only a single extra TOF cluster (Fig. 4.21) was
allowed for the analysis. It was decided to investigate this selection cut in the range of no
extra TOF clusters to a maximum of 1.
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Figure 4.21: The B1128 Monte Carlo ex-
tra TOF clusters distribution for antipro-
tons and antideuterons.
Figure 4.22: The B1128 Monte Carlo
RICH hits distribution for antiprotons and
antideuterons.
RICH Hits The number of RICH hits (Fig. 4.22) should not affect the separation of antipro-
tons from antideuterons. In fact, the maximum number of RICH hits restriction was put
in place in an earlier stage of the analysis when it was seen in simulation that a few charge
confused protons had a large number of RICH hits but no RICH ring. These events went
away with the implementation of other cuts, but the RICH hits cut remained because it
had high efficiency. The maximum number of RICH hits is allowed to vary up to 10 hits.
It is also investigated if making this cut more strict can somehow help. The cut is allowed
to vary to a low of no more than 2 RICH hits for completeness.
Tracker Track Fit χ2 The tracker track normalized χ2 (Figs. 4.23 and 4.24) cuts are some of
the most restrictive cuts in the analysis (see Figs. 4.15 and 4.16). This was allowed because
it was shown (Fig. 3.10) that the reconstructed mass resolution is correlated with the cut
level on these variables. Since it is reasonable to consider that improved mass resolution
leads to improved separation between antiprotons and antideuterons a restrictive cut was
selected. However, since no candidate events survived the selection cuts, it becomes useful
to see how much these cuts can be opened. Improving the cut efficiency will improve the
antideuteron acceptance. If the background contamination can likewise remain reasonable,
the sensitivity may be improved.
Another factor to consider is that the published AMS-02 antiproton flux used a cut level
of 10 for both X and Y normalized tracker χ2. The cut value for both the X and Y
normalized χ2 is investigated between the low value used for the systematic study, and
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Figure 4.23: The B1128 Monte Carlo
tracker track X fit normalized χ2 distribu-
tion for antiprotons and antideuterons.
Figure 4.24: The B1128 Monte Carlo
TOF BetaH spatial fit χ2 distribution for
antiprotons and antideuterons.
a high value of 10. For X the lower limit investigated is 2.66. For Y the lower limit
investigated is 1.5.
TOF BetaH Spacial Fit χ2 The TOF BetaH spatial χ2 fit (Fig. 4.25) compares the tracker
track to the TOF clusters used for the velocity measurement. Due to the fact one of the
track matching cuts requires that the tracker track extrapolate to the hit TOF clusters,
this cut can most likely be relaxed. Still, it may even be useful to tighten this cut in
case the even more rigorous cut improves the background rejection. The cut value is
investigated between ten percent lower efficiency at 1.5 to a high efficiency cut at 10.
TOF BetaH Timing Fit χ2 The last cut variable to be investigated is the TOF BetaH timing
χ2 (Fig. 4.26). This cut compares the timing of the TOF clusters used for the velocity
measurement with the tracker track. It may be beneficial to tighten this cut to improve
the velocity measurement. This cut is allowed to vary from 6 to 10.
With the variables chosen for investigation and the ranges established for the cuts it is then a
matter of how to investigate the resultant sensitivities. Both the antiproton and antideuteron
Monte Carlo are analyzed. All the chosen cuts are varied simultaneously and randomly within
the range of variation. The cut level for each cut is selected by sampling a uniform probability
distribution. Tab. 4.1 summarizes the cuts which are varied and the ranges of variation.
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Figure 4.25: The B1128 Monte Carlo
TOF BetaH spatial fit χ2 distribution for
antiprotons and antideuterons.
Figure 4.26: The B1128 Monte Carlo
TOF BetaH timing fit χ2 distribution for
antiprotons and antideuterons.
Table 4.1: Cut investigation ranges to improve the antideuteron discovery sensitivity.
Cut Primary Cut Low High
TOF Clusters NOT Associated with AMSParticle ≤ 1 0 1
Inner Tracker XY Hits ≥ 5 4 6
RICH Hits ≤ 7 2 10
Tracker Track Normalized χ2 X < 4.0 2.7 10.0
Tracker Track Normalized χ2 Y (bending plane) < 2.0 1.5 10.0
TOF BetaH Spatial Normalized χ2 < 2.0 1.5 10.0
TOF BetaH Timing Normalized χ2 < 8.0 6.0 10.0
TRD Electron Proton Log Likelihood ≥ 0.4 0.3 0.6
All the quality cuts are applied. The dE/dx band cut is applied to antiproton MC while the
dE/dx edge cut is used for antideuteron MC. The antideuteron trigger efficiency is estimated
for each cut variation. Also estimated for each cut variation is the antideuteron acceptance.
It is useful to first investigate the estimated sensitivities without rescaling the MC statistics
which pass all cuts to the data statistics which pass all cuts. Doing this will result in the
highest sensitivity to antideuterons given the high statistics of the Monte Carlo. What should
become apparent will be that the amount of antiproton events with a reconstructed antideuteron
like mass will be minimized. Another way to state this is that the antiproton-antideuteron
separation will be maximized for a fixed antideuteron mass window.
For this demonstration 10,000 variations were performed and the resulting estimated sensitivity
distribution is presented in Fig. 4.27. For reference the unvaried cut value sensitivity from this
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Figure 4.27: Without scaling the MC to data 10,000 variations were carried out and the
resulting sensitivity estimates (with non-physical units) are shown. The vertical line shows the
unvaried cut set using the sensitivity estimation procedure for reference.
procedure is marked with a vertical line. What is observed is that the basic cuts function as
designed. The cuts were initially developed to minimize the number of proton Monte Carlo
events falling in a fixed deuteron mass region using the available MC statistics at the time.
This carried over to antiparticle Monte Carlo well. It is thus shown that the basic cuts provide
maximal antiproton-antideuteron separation for a fixed antideuteron mass window.
The antiproton acceptance was calculated first for the basic cuts. Also for the basic cuts the
data to Monte Carlo scale factor was obtained. It is assumed that the ratio of the antiproton
acceptance, A, over the antiproton acceptance for a varied cutset, A′, is equivalent to the data
to Monte Carlo scale factor of the basic cuts, S, over the varied cutset, S′. Without having
to run over the data for every cutset variation the data to Monte Carlo scale factor may be
estimated by Eq. 4.5. By removing the requirement of analyzing the ISS data for every cut set





For each variation of the cuts, the antideuteron sensitivity is estimated using integer counts and
requiring a greater than 3σ significance from Eq. 4.3. The basic cut set was used as a first test.
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Figure 4.28: Including a MC to data scale factor, 10,000 variations were carried out and the
resulting sensitivity estimates are shown. The vertical line shows the unvaried cutset, with the
exception of the new dE/dx low edge cut.
The procedure produced an estimated sensitivity for the basic cuts of 2.69 × 10−5 [(GeV/n) m2
sr s]−1, which is exactly what was reported above (Sec. 4.2.3). Removing the dE/dx upper limit
improved the antideuteron sensitivity to 2.36 × 10−5 [(GeV/n) m2 sr s]−1. The distribution of
estimated sensitivities is shown in Fig. 4.28. It is observed that the basic cut set produces a
sensitivity which is very near the most probable value of the distribution.
A few observations can be made based on the result of this optimization procedure. Fig. 4.29
depicts the estimated sensitivity with respect to the antideuteron acceptance. There are four
distinct populations corresponding to the integer signal required to meet the 3σ significance
condition. The population to the far left is the signal “1” population, the next to the right is
the signal “2” population, and so on. It is observed that the best sensitivity is a member of
the signal “2” population, which maximized the antideuteron acceptance. Fig. 4.30 shows how
the estimated sensitivity behaves with respect to the antiproton background. Again, distinct
populations become apparent which originate from the integer signal requirement. The cut set
which produced the best sensitivity has maximized the antiproton background for the signal
“2” population. Fig. 4.31 shows how the estimated antiproton background behaves with respect






















































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.29: 10,000 variations were carried out and the resulting sensitivity estimates and
acceptance are shown. The crosshair shows the result from the unvaried cutset. Distinct
populations are observed which correspond to different integer signals.
Figure 4.30: 10,000 variations were carried out and the resulting sensitivity estimates and
antiproton background are shown. The crosshair shows the result from the unvaried cutset.
Distinct populations are observed which correspond to different integer signals.
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Figure 4.31: 10,000 variations were carried out and the resulting antideuteron acceptances
and antiproton background are shown. The black crosshair shows the result from the unvaried
cutset while the red crosshair show the optimized cuts.
The cut values which produced the best estimated sensitivity, Tab. 4.2, were analyzed further.
It is found that the optimized cut set produces a clean data sample. The antiproton mass dis-
tribution is well described by Monte Carlo (Fig. 4.32). After properly scaling the reconstructed
Monte Carlo statistics to the reconstructed data statistics the antiproton background is esti-
mated to be 0.081 for a reconstructed mass greater than 1.59 GeV/c2. If two antideuterons are
observed this gives a significance of exactly 3. The antideuteron acceptance has been increased
to 0.041 m2 sr. The resulting sensitivity to antideuterons is found to be 1.58 × 10−5 [(GeV/n)
m2 sr s]−1.
A single event survives all of the identification cuts. The reconstructed mass is 2.80 GeV/c2.
There are a large number of hits in tracker layer 2 which are not near the particle track. It is
also observed that the reconstructed TOF velocity, β = 0.79, is very close to the upper limit
of this analysis. This particular event is thus questionable. Furthermore, the next generation
AMS-02 reconstruction algorithm yields a positive rigidity because it rejects the layer 2 hit. It
is safe to exclude this event, thus no candidates survive.
98
Figure 4.32: Galactic events which pass the antiproton band dE/dx cut for TOF β 0.50 to
0.80. B1128 antiproton MC is reweighted by the antiproton flux and rescaled such that the area
of the peak is equivalent to the data statistics. The MC to data fit χ2/ndf is 0.431. It is seen
that the Monte Carlo fits the data well.
Figure 4.33: Galactic events which pass the antideuteron dE/dx low edge cut for TOF β 0.50
to 0.80. The B1128 antiproton MC has been reweighted by the antiproton flux. The distribution
has then been rescaled by the same factor as for the antiproton band cut. B1128 antideuteron
MC passing the antideuteron dE/dx low edge cut are shown with area equal to 1.5 for visual
purposes.
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Figure 4.34: Event display for the surviving above cutoff event. The mass is reconstructed
to be 2.80 GeV/c2. Tracker layer 2 has a large quantity of hits located away from the particle
track. These extra tracker hits make one question if this event is properly reconstructed.
4.2.7 Antideuteron Exclusion Limit
Though similar there are fundamental differences between the sensitivity to antideuterons and
the antideuteron exclusion limit. The sensitivity to antideuterons is a prediction based on
simulation. The antideuteron exclusion limit is established based on simulation as well as
analyzed data given a null observation. No antideuteron event candidates survive, therefore
an exclusion limit can be established. The Feldman-Cousins [61] statistical approach is used
to set the antideuteron exclusion limit at the 95% confidence level. The lowest exclusion limit
will maximize the detector acceptance while still not observing candidate events. The largest
acceptance which was investigated in this analysis was estimated to be 0.068 m2 sr, with a
corresponding antiproton background of 0.57. The cuts applied are listed in Tab. 4.3. The
Feldman-Cousins 95% C.L. signal is thus 2.59. The trigger efficiency is estimated to be 0.83
± 0.01. The energy width and the measuring time are unchanged. The AMS-02 antideuteron
exclusion limit at 95% C.L. is thus 1.23 × 10−5 [(GeV/n) m2 sr s]−1.
The best current antideuteron flux limit comes from the BESS collaboration [62]. Their analysis
used the Feldman-Cousins 95% C.L. and did not consider backgrounds from simulation. With
this methodology they obtained an upper limit of 1.9 × 10−4 [(GeV/n) m2 sr s]−1 for the kinetic
energy range 0.17-1.15 GeV/n. Using the BESS-Polar2 data they further lowered this limit to
6.6 × 10−5 [(GeV/n) m2 sr s]−1 [63]. Fig. 4.35 compares the results.
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Figure 4.35: The antideuteron exclusion limit of this analysis has been calculated for a 95%
confidence level using the Feldman-Cousins statistical approach. This result is compared to the
current best antideuteron limit obtained by the BESS collaboration using the same approach.
4.2.8 Antideuteron Sensitivity Estimation through 2024 and Beyond
The ISS is slated to continue operation through at least 2024. It is therefore reasonable to make
a prediction of the AMS-02 antideuteron sensitivity extrapolated to this time. An end date of
January 1, 2025 is assumed for convenience. The analysis previously presented was for data
obtained between May 20, 2011 until May 12, 2017. This amounted to a total flight time of
182476046 seconds. The total time between May 20, 2011 and January 1, 2025 is 428024897
seconds. The ratio between the two flight times is 2.35 and will be used as our time scaling
factor. The preceding analysis had a total measuring time above geomagnetic cutoff of 7925455
seconds. The predicted measuring time through 2024 can be approximated by using the time
scaling factor, and is thus 18589947 seconds.
The antiproton background will be directly proportional to the flight time. The presented
analysis was shown to have 0.081 background antiprotons. The predicted background will then








































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.36: The predicted antideuteron sensitivity of this analysis through 2024 and 2030
has been calculated for a 3σ significance using integer signal counts. This result is compared to
the current best antideuteron exclusion limits obtained by the BESS collaboration.
factor, yielded a predicted background of 0.19 antiprotons. Using this background, we may
calculate the necessary signal of antideuterons to constitute a greater than 3σ significance using
Eq. 4.3. It is found that in order to have a greater than 3σ signal 2.64 antideuterons should
be observed. We should round up to 3 to have an integer antideuteron count. The trigger
efficiency, the acceptance, and the energy width are unchanging with time.
Substituting these predicted values into Eq. 4.4 leads to a predicted discovery sensitivity of 1.01
× 10−5 [(GeV/n) m2 sr s]−1 for a significance of signal greater than 3.
An estimate through 2030 is also interesting if one considers a possible ISS lifetime extension.
The total time from May 20, 2011 until January 1, 2031 is 617327297 seconds. The time ratio
is thus 3.38. The antiproton background prediction is then 0.27. It is found that in order to
have a greater than 3σ signal 3 antideuterons should be observed. Substituting these predicted
values into Eq. 4.4 leads to a predicted discovery sensitivity of 7.00 × 10−6 [(GeV/n) m2 sr s]−1





5.1 Galactic Antiproton Flux Result
One focus of this work was the precision measurement of the Galactic antiproton flux in Low
Earth Orbit using the AMS-02 experiment. This was done as a precursor to the Galactic an-
tideuteron search. AMS-02 previously published a Galactic antiproton flux [12] which covered
the momentum range 1 GeV/c to 450 GeV/c using the silicon tracker for momentum recon-
struction. This work sought to investigate the low momentum region in greater detail and to
push to lower values. The Time of Flight system was used for the determination of particle
velocity, and thus momentum, for this analysis. Many quality cuts were identified to suppress
the pion and kaon background. An algorithm was developed to identify and exclude interaction
vertices in the TRD which were identified as a background source of antiparticles. Secondaries
produced outside of AMS-02 were suppressed by cutting on the energy deposition in the TOF.
In this way the AMS-02 antiproton flux was extended down to 0.85 GeV/c.
The result is consistent with previous results from other experiments. The methods used were
thus validated for the investigation of Galactic antideuterons.
5.2 AMS-02 Antideuteron Exclusion Limit
By measuring the Galactic antiproton flux, the antiproton background for antideuterons was
investigated in great detail. A method was developed to distinguish between antiprotons and
antideuterons using energy depositions in the TOF and silicon tracker. In addition to the
separation power from dE/dX, the reconstructed mass of events was used as a final cut to
distinguish between antiprotons and antideuterons. No Galactic antideuteron candidates were
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Figure 5.1: The Galactic antiproton flux measured as function of momentum. Also presented
is the measured antiproton flux from the tracker based analysis as well as resulted from the
BESS-Polar II balloon.
observed by AMS-02 between 2011 and 2017. By using extensive antideuteron simulation, the
AMS-02 antideuteron exclusion limit has been calculated to be 1.23 × 10−5 [(GeV/n) m2 sr s]−1.
It is currently the lowest antideuteron flux limit measured to date, for the first time probing
the antideuteron discovery space.
The limit is such that the large coalescence momentum assumption in [17] has been ruled out
for the specific choice of model. The typical coalescence momentum assumption cannot be ruled
out by the current analysis.
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Figure 5.2: The antideuteron exclusion limit of this analysis has been calculated for a 95%
confidence level using the Feldman-Cousins statistical approach. This result is compared to the
current best antideuteron limit obtained by the BESS collaboration using the same approach.
5.3 AMS-02 Antideuteron Sensitivity Prediction Through 2024
and Beyond
Improvements were made to the quality cuts developed during the Galactic antiproton flux
analysis. The cuts were optimized to maximize the AMS-02 antideuteron discovery sensitivity
should the detector continue nominal operation. Considering that the AMS-02 detector will
be operational through at least 2024 and perhaps through 2030 it is possible to estimate the
sensitivity that is attainable with the increased run time. It has thus been estimated that AMS-
02 can reach a discovery sensitivity of 1.01 × 10−5 [(GeV/n) m2 sr s]−1 for a significance of
signal greater than 3 if data taking continues through 2024 and 7.00 × 10−6 [(GeV/n) m2 sr
s]−1 if data taking continues through 2030. According to Fig. 5.3 it is worth while to continue
operation of AMS-02 for as long as possible. The increased runtime will allow AMS-02 to probe
deeper into the preferred parameter space of this particular Dark Matter model.
107
Figure 5.3: The predicted antideuteron sensitivity of this analysis through 2024 and 2030 has
been calculated for a 3σ significance using integer signal counts. This result is compared to the
current best antideuteron exclusion limit obtained by the BESS collaboration.
5.4 Final Remarks
No cosmic-ray antideuterons were observed by AMS-02 with this analysis. The antideuteron
exclusion limit has been improved by an order of magnitude. Analysis of the AMS-02 data
ongoing and further improvement of the antideuteron exclusion limit is possible.
This analysis focused on the low-energy antideuterons which would most likely originate from
Dark Matter candidates. The AMS-02 detector can identify cosmic-rays to many orders of
magnitude higher energy than this. Analyses focusing on higher energies by using the RICH are
ongoing. These will probe the region where secondary antideuteron production peaks. AMS-02
still has great potential to make the first observation of antinuclei in cosmic rays.




This analysis analyzed data taken on the International Space Station from May 20, 2011 until
May 12, 2017. The version of data reconstruction (pass) is 6. The version of analysis is B950.
Simulation was used for much this analysis. Tab. 1 provides relavent information for the MCs
used.
Table 1: Monte Carlo used and associated information.
Species Version Starting Ending Simulated Generation
Rigidity (GV) Rigidity (GV) Events Plane
Antiproton B1068 0.25 2 5 × 109 Top Plane
Antiproton B1128 0.20 1000 1010 Top Plane
Antideuteron B1128 0.20 1000 1010 Top Plane
Proton B1128 0.20 10 1010 Full Cube
Proton B1128 5 200 1010 Full Cube
Proton B1128 100 2000 1010 Full Cube
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