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Nous considerons une chaine de Markov homogene {X,,}. Nous estimons la densite de sa 
probabilite de transition i I’aide d’estimatzurs B noyaux. Nous appliquons ces methodes 2 
l’estimation de la fonction f, sup,posie inconnue, du processus defini par Xr et X, + 1 = J’(X, ) + P,, 
ou {en} esl un bruit (suite de variables aliatoires independantes equidistribuees) de loi inconnue. 
Les vitesses de convergence en moyenne quadratique intCgrCe sont identiques i celles des 
estimations classiques de densitiis. Nous utilisons ce type de risque pour obteyir des informations 
globales au sujet des estimees. Nous montrons aussi que ces risques passent par un mmimum 
lorsque la variance du bruit kvolue. Enfin, nous estimons la variance du bruit par plusicurs 
methodes. 
We consider an homogeneous Markov chain {X,,}. We estimate its transition probability density 
with kernel estimators. We apply these methods to the estimation of the unknown function F of 
the process defined by X1 and X,,, r = f(X,, ) + E,, where {P,} is a noise (sequence of independent 
identically distributed random variables) of unknown law. The mean quadratic integrated rates 
of convergence are identical to those of classical density estimations. These risks are used here 
because we want some global informations about our estimates We also study the average of 
those risks when the variance changes; it is shown that they reach a minimal value for some 
optimal variance. We study uniform convergence of our estimators. We finally estimate the 
variance of the noise and its deasity. 
I 
i Markov kernel estimators 
nonparametric estimation regression function 
autoregressive model 
0. Introduction 
Notre travail est issu d’une 6tude du processus autoregressif g&h=al d’ordre 1. 
Ce processus est dbfini par un bruit {E,,}, une fonction f inconnus multidimensionnels 
et par la relation de rkurrence: Xn +l = f(X,) + E,,. 
Ii peut ttre utilis6 pour la mod6lisation du dkveloppement des maladies con- 
tagieuses et des calculs itkratifs royalists avec un ordinateur. Dans le premier c , 
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le bruit est lie aux phenomenes d’emigratiou t ‘ d’immigration. Dans le second cas, 
il est don& par les erreurs d’arrondi. A ce sujet, on pourra se referer 2 Doukhan 
[8], qui donne, a l’aide de simulations, un moyen heuristique d’evaluer le bruit de 
fond d’un ordinateur base sur les methodes developpees ici. Nous nous interessons 
aussi au comportement asymptotique de nos estimations lorsque le bruit tend vers 
zero; les constantes qui interviennent dans l’expression des risques tendent alors 
vers l’infini. Nous en deduisons ainsi l’existence d’une valeur de la variance du 
bruit qui rend les estimations optimales, conformement ti ce que montrent des 
simulations [S]. Cette etude semble importante car elle donne une idee du rapport 
de ce processus avec le probleme non bruit6 des iterations deterministes (cf. 
[4] - Etude probabiliste du processus autoregressif d’ordre 1). 
Dans un tel processus, il apparaft comme essentiel de savoir estimer la fonction 
de regression f et la variance du bruit. La connaissance de f permet en effet des 
predictions ti court terme et la variance du bruit permet d’apprecier la qualite d’une 
telle modelisation. Pour faire de l’estimation dans ce processus, nous utilisons des 
risques quadratiques integres adapt&s a une etude globale; une fonction h, estimee 
sur un ensemble K par un estimateur Ln, donne lieu au risque 
RvVk, W = E,(h(x)-~,I(X))‘A(dX), I 
ou v est la loi de la variable X1. Nous utilisons pour cela des methodes a noyaux 
utilisables danIs le cas de chaines de Markov multidimensionnelles, Doeblin- 
recurrentes. 
C’est pourquoi cet article est divise en deux parties; la premiere, generalisant 
Ies methodes locales de Roussas, est consacree A l’estimation d’une chaine de 
Markov, et la seconde traite plus en details le cas particulier du processus 
autoregr essif d’ordre 1. 
Dans la premiere partie, nous estimons la densite de la transition d’une chame 
de Markov A l’aide du rapport des estimations de la densite de la loi limite du 
couple Cx,, X,,+ I) par celle de la loi limite de {X,,}. Pour conserver de bonnes 
proprietes d’integrabilite, nous tronquons le denominateur, ce qui nous conduit h 
des hypotheses de majoration et de minoration que l’on retrouve dans les travaux 
de Doob (hypothi3se D’) et dans ceux de Birge concernant le probleme minimax 
asymptotique des vitesses d’estimation. Les methodes developpees ici donnent lieu 
;I des estimations optimaies dans le cadre minimax-asymptotique des risques quad- 
ratiques integres comme le montrent les travaux de Bretagnolle et Huber concernant 
lc cas particulier de variables aleatoires i.i.d.. Par exemple la vitesse de convergence 
dc I‘estimation de la densite de la transition de {X,?} est de l’ordre de tz __” *-(-” dans 
lc cas I4imensionnel. 
Nous appliquons ensuite ces methodes au processus autoregressif. Nous estimo 
cn particulier la fonction f avec des majorations du risque quadrntique integre de 
I’ordre de 11 2it2+ II I qui semblent, elles aussi, optimales. Toutefois, etant donnee 
1:) troncature faite pour obtenir ce resultat, nous ne pouvons estimer f sur tout 
I’cspacc ii u fix& c’est pourquoi nous faisons croitre l’ensemble d‘estimation en 
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meme temps quc le nombre d’observations (2.4). Cette methode, dite adaptative, 
permet d’estimer f sur tout l’espace sans perdre beaucoup de vitesse pour les 
estimations au moins dans le cas d’un bruit gaussien. Pour obtenir des proprietes 
plus locales, nous nous interessons aussi i des risques quadratiques localement 
uniformes sur U: 
Enfin, nous estimons la densite du bruit {Ed}, (2.7), et sa variance (2.8). Ees vitesses 
d’estimation ne sont alors plus necessairement optimales. 
1. Estimation dans Pes chaines de Markov 
1.1. G&t+alit& 
Nous consid WIIS une chaine de Markov {X,,lk EN* definie sur un espace mesurable 
(0, &) a valeus dans I@’ muni de sa tribu borelienne et de la mesure de Lebesgue 
A. Faisons les hypotheses uivantes. 
Hypothises H. La chaihe (X,,} est h’rr4ductible aphiodique [lo], de probabilitC 
de transition P absolument continue par rapport ti la mesure de Lebesgue de R”, de 
densite’ p (x, y ). De plus, le processus est ge’ome’triauement ergodique de probabilite’ 
in varian te II, c ‘est-d-dire, 
il existe des Gels positifs a et k, avec k < 1, tels que 
[IUP” - IIll s ak” pour toute mesure initiale V. (1) 
Ici, 11 l 11 de’signe la norme de la variation totale et P” la n i’me it&e de P. 
Nous remarquons que n est alors absolumeni continue [4] de densite 17 par 
rapport i A. De plus, les expressions II~~=~, (VP” - ZT)!! sont uniformement majorees 
para(l-k)-‘. 
Nous supposons enfin que la fonction A, densite limite du couple (X,,, X,,+ 1) 
definie par 
A(x, y)=LUx,p(x, y), (2) 
est differentiable au sens des distributions de Schwartz et que sa differentielle 
DA(x, y) est dans L*(@*, d.r dy). 
Notations 1.1.1. (i) Soit K une fonction mesurable de R”’ dans R et J un reel 
posi tif. Nous posons 
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G, = G *K, ou * designe la convolution. 
Nous munirons IWd ’une norme notee 11 l lip. 
h designe la mesure de Lebesgue sur Iwd. 
La boule fermee de rayon r et de centre a est not&e par B(a, r). 
Si L est un endomorphisme de BB’, 11~11 designe sa norme: 
J[L II = supw (x %dll~ lliw~ cz11. 
(4) 
Si G est presq.ue-screment differentiable sur iWd, nous dirons que sa diffkentielle 
DG appartient a C’(IJ@, h ) si l’application x +DG(x)II est dans P((w’, A). 
Lemme 1.1.2. Soient K une fonction mesurable de 0%” dans R, positive et d’integrak 
I, k’t A un reel positif, soit G une fonction mesurable de Rd dans IR”’ verifiant l’une 
des h ypothrses suivan tes : 
(HD.l I G est differentiable au sens des distributions. 
(HD.2) G est differentiable presque partout (p.p.) de d&i&es 
directionnelles p.p. bornees sur tout compact. 
(HD.3 1 G est localement lipschitzienne. 
Supposons de plus que l’application differentielle DG, del’finie p.p. sous ces hypotheses, 
appartienne ii L’Wi, A ) pour q 2 1; alors, on a 
/IG - GAlI, 5; AlI l~zIl$K(z )I1 ~“‘IIDGIlq si 1 s q c +,m, (5) 
jlG - G&(,-Al/ [IzI[,+K(z )[ililDGilx siq = +a. 6) 
Dbmonstration. D’apres le theoreme de Rademacher [9, p. 2161, une application 
localement lipschitzienne est p.p. differentiable, Nous pouvons done ecrire sous 
I’unc quelconque des hypotheses du kmme: 
I 
1 
Gee -w)--G(c)= DG(c - :w )(JV ) dt pour presque tous L’ et CC 
0 
Nous integrons en w par rapport 11 la mesure KA dh, nous majorons grace i la 
nor-me de I’operateur lineairc et nws faisons 1~: changement de variables z = w/d 
pour obtenir 
I 
llG,\ ~7 ) - Cc ~1 ~j/;~‘tl c: II 
I I 
dt llDG( c - A tz )I/ /z IlwX (z ) dz. 
0 R” 
Ckik ikgalite nous donnc immediaterxnt (6) si q = +CXI. Pour obtenir (5) si 4 < +E, 
IlOu:; appliquons 1’inS~alite de Htilder dans L”( [O, I]> R”, dt ;$K( 2 ) & ) a!:x 
functions 1 et IlDG( t‘ - r_k )I1 1~ l wt~? nous int6grons par rapport i tl l’inf5galit6 
d~tcnuc til~\k~ 5 la puissance ~1 et nous appliquons le th&rkme de Fubini. !J 
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Remarques 1.1.3. (i) Dans le cas unidimensionnel la condition est d’aprks le 
thi;,orkne de Lebesgue: G est absolument continue. 
(ii) Sous les hypoth&es de Roussas [ 121, 
nous avons un rkultat analogue, 
IlG - GII, s AllMll,ll lzl~wX(z)II~ pour 0 e: i s +m. 
Dbfinition 1.1.4. Nous dirons qu’une fonction vkifie les hypoth&es de diffken- 
tiabilitk (HD) si elle vkifie l’une des 3 hypoth6ses (MDA), (HD.2) ou (HD.3) 
v&ifi&es par !a fonction G du Lemme 1.1.2. 
Nous utilisons, i partir d’ici, oles noyaux mesurables positifs, born&, multi- 
dimensionnels ayant des moments d’ordre 1 et 2, d’intkgrale igale 5 1 et de car& 
integrable par rapport 2 la mesure de Lebesgue, A. Nous notons n et A, les densitks 
limites de {X,l} et (X,,, Xnsl), et p, la densit de la transition de probabilite de la 
chaine {X,*}. 
Dkfinition 1.1.5. Si K et u sont des noyaux de dimensions respectives, 2h et k, 
nous dC%issons les estimateurs de I7, A et p respectivement par 
(7) 
Alk y)=;k_l l i &JXk -X,Xk+i -y), (8) 
P*n b, y ) = A (x, y )/max{b, fin (x)}, (9) 
oti {a,} et {&} sont deux suites de rkels tendant vers 0 et oti b est un r&e1 que nous 
determinerons plus loin. 
Nous notercrns II l 11 la norme de IW2h d8inie par 
Ilk 4’ )112 = jlX 119~~ + lly II& 
Nous aurons besoin des rkultats suivants. 
Proposition 1.1.6. Supposons p differentiable, presque partout, en y et posons px (y ) = 
p(.r, y). Soient k = 1 ou 2, Mk = sup{IIf& x C IWh} et 
M;, = sup{llDp,llk, -Y E RI’}, M:, = sup(l)Dp,I[,, x E R’,). 
(a) Si llpllx+M& +Mk +Mi < +oo, alors 
llnllk =S Mk, 
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(b) Si M2 +M$ < +OO et sip est diffkrentiabt’e en (x, y ), alors la fonction .A(x, y ) = 
I7(x )p(x, y ) est difflrentiable et vth$e 
IIDA 112 G 2&M;, [IA (12 s &, ll~~ll~ = Mu +M;. 
Remarque. Si g est dhivable de R dans R, alors llg’llLa +Ii& < +OO implique llgllw < 
+OO, ce qui est faux en dimension supkieure. 
1.2. Estimation de la densite’ II de la proba bike invarian te 
Nous dkignerons par Py et E, respectivement la probabilitk et l’espkance prises 
lorsque X1 a pour loi v. 
ThCoriime 1.2.1. Supposons que /a chafne de Market* (XJ v&ifie [es hypothtses 
(H) et soit u un noyau de dimemion h. Si p vt!rifie les hypothtses (HD) de la d&inition 
1.4. et si 
i 
sup{ll p.x Ilk, A’ E Rh I+ sup{/Dp,llk, x E R”) < +a, 
0-b) 
IIPII ,<+a 
uccc k = 1 ou 2, alors, pour toute loi initiale 11, 
C3 = 11 llz 11% (z )jll sup{jlDp, II;, s E It’)- 
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Nous avons alors 
et 
g&e i la condition de DoGblin. Nous obtenons le resultat par integration. 
(b) Cas g&z&al. Now pouvons ecrire 




l(E,-Err)~~(n-)ldx~sup U1 /(E,.-&&,,(~)ldx 
I 
~alllrIl,/(n(l-k)pf:). 
11 suffit de regrouper les termes et de faire de mSme pour ()EJT,, --L?lll pour obtenir 
le theoreme. CI 
Remarques. (i) Nous pouvons remplacer sup{llDp,llk, x E I@} par ][DZ7l]k dans 
l’expression des constantes; nous le ferons d’ailleuns dans la partie 2 de ce travai!. 
(ii) L’ergodicite g6ometrique n’apparait pas nettement comme utile; seules les 
sommes 
doivent 6tre uniformement majorees. Toutefois, Cogburn [2] montre que cette 
condition entraine la h-recurrence et Orey [IO] montre qu’alors la chai‘iw est 
geometriquement ergodique. 
1.3. Estimation de la densite’ limite A de (X,,, X,, + 1) 
Thiiorbme 1.3.1. Supposons que In chai’ne de Markoo (X,,) ctfrifie les hypothths 
4 W) et soit K un noyau de dimension 2h. 
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S~pposons de plus que p v&ifie les h ypothhses de diffkrentiabilitk 




2 e m+sup 
u 
llDp(x, y )Ilk dy, -r E Rh I < +a, 
IIPII ,<+oO. 
A lors, 
(HD) et Zes 
(13) 
,=(1+311~llm9 CR = 11 llz;!*K( l )ll#All;- 
Norrs optimisons R,(d,,) en posarzt CY,, = n-“‘“c2h’: R,,(&) s C/“l+h’. 
D&nonst;ration, II s&it de suivre pas ;i pas le plan de la demonstration du 
Theoreme 1.2.1. Cl 
1.4. Estimation de Ia densite’ p de la transition 
Nous allons tronquer fin infcrieurement pour avoir des fonctions integrables. 
Pour cela, nous sommes amen& h faire l’hypothese suivante sur la borne inferieure 
de p: 
II existe un entier no et un borelien de mesure non nulle C tels que 
tHM, 
oil P,~,, designe la densite de P”T 
Nous definissons alors l’estimateur en par (9) avec fe b ci-dessus. NOUS avons 
besoin de majorer la probabilite que Z& soit ‘petit’. 
Remarque. Cettr: condition nest, autre que Ia condition sufisante d’ergodicite 
geometrique (D’) donnee par Doob. 
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u = bp -A et le fait que x E C entraine n(x) 2 26. 11 vient, si lE designe la 
fonction indicatrice de I’ensemble E, 
Al(X, Y) 2 
dx dy E,llfi,,cX,zzzb) b - , s 4x Y)) 
2 
+--z b I 
E~l~n,,,,,-h~(lT(~)-6)~p(x, yJ2 dx dy 
CXC 
2 
ss -@,(A,,) + 
2h C) 
-IIpll~~y(fi~) b4 (carJl&- s Ilpil,). 
Le deuxieme terme se majore de mcme, 
I dx dy Evl{fi”w~j ( A(X) c-xc- I^7,o-P(% YJ ) 2 
Le theoreme se deduit alors des Th6oremes 1.2.1 et 1.3.1. Cl 
Remarques. (i) Les constames qui interviennent sont des polynomes en IIpIlcr, PlplQ,, 
llQ$ et &l-U. 
(ii) Si t est un reel, {(w, x) E fl x Rd, fi,Jx) s t} est mesurable par rapport B la 
tribu produit ~2 x %(lRd) d&s que le noyau u est continu [3, Lemme 111.14]. 
I\lotatian. Nous regroupons les hypotheses (H), (HM), (HD), (H2) et (Hi) faites 
sur la chaine {X”} sous l’appellation commune (HH‘/ (c.f. Parties 1.1, 1.2.1 et 1.3.1). 
Lemme 1.4.1. Sous 1’hypoth:kse (Hkl) et si /3,, = PZ-“‘~+~‘, alors 
I 
CO -- 
P,(&(.x) 5; 6) dx G b2n 2’(2+h) 
c 
oLi Co est une consfante indtfpendante de C. (14) 
Dhmonstration. Sous ces hypotheses, inf{Z7(x), x E C} 2 2b. De plus, 
Rdt,) a I dxE,l,i,,,(x). hl!fi,l~\~)-Z7(~)~2~b2 I Pi, (r;i,, (x ) s b ) ck. c.‘ c 
Le Theoreme 1.2.1 permet de conclure. •l 
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T’hbor&me 1.4.2. Si la chafne {X,,} vdrifie les hypotht?ses (HH) et si cyn et & sont 
d$nis par Q,, = n--“‘2’2h’ et &, = n-1’(2th’, nous obtenons 
r 
~“a, c-1 = J dx dyE,($,(x, yh--pb, ~9)~ 
c.xc 
Do -l/(l-kh, +D 9-2/t2+lll 
<- - 
b 2fi ’ b4 
9 
02 Do et D1 sent des constadztes indkpendantes du bore’lien C et de la loi initiale v. 
Dbmonstration. Nous d&coupons I’espknce suivant {fin (x ) s b} et {I?,.,(x) > b}. Le 
premier terrne se majore en utilisant I’in6galit6 (u -v)” s 2u2 + 2c2 avec u = d, -A 
et t‘=bp-A. IlJ 
1.5. Forme des constantes de majoration 
En pratique les constantes qui interviennent dans les rkultats d’estimation sont 
emportantes car elle conditionnent l’intergt effectif d’une estimation. 
Posons 172 2 = 11 /zII~u(z )/I et Mz = 11 Ilzll*K(z ,111;  es d emonstrations des theoremes 
donnent des majorations effectives: 
- Cas de fj,, : 2a WIL C’[, = r~~~llDTrll~+ll~~Iln(l +3(7/(1 -kH+ 1 k , - 
- Cas de p^,, : Do = 4CA et D1 = 2/pllk&llp/l~ + CA). 
La constante k definie par l’hypothese (H) etant difficile a calculer, on ne peut, en 
general, pas poursuivrc ce calcul; dans le cas autoregressif normal, cela est possible 
et fait plus loin. 
1.6. 
Nous pouvons tronquer nos estimateurs ans changer les risques. Ainsi, si T est 
WC‘ fonction de 54” dans R!“’ de norme infirieure ou egale ZI L (respectivement 
superieure ou egale ZI 2 ) et si ?,, est un estimateur de T, nous pouvons par exemple 
projeter T?,, sur BiO, L I (respectivement SW B(0, I)‘), ou poser T, = ~,J{-F~~_zL} 
(respectivement T,, = f,, 1 (f,, -1/1). Ce pro&d6 a d’ailleurs 6t6 utilisi pour fin. Dans 
dcs situations pratiques, des majorants ou des minorants des fonctions ti estimer 
s’imposent gent2ralement de maniere naturelle (capacite d’une memoire, dimensions 
d’un champ. etc. 1. 
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2. Estimation dans le processus X’+I = f(&) + e, 
2.1. &tude probabiliste 
Soient f une fonction de IWh dans aBh et {E,,} une suite de variable indipendantes 
et de m6me loi, F. 
Le processus (xn} forme alors une chaine de Markov de probabilid de transition 
P(x, A) = F(A -f(x)) (15) 
pour tous x de Iw” et A de B(R”). 
Notations et remarques 2.1.1. (i) Nous notons G, le noyau defini par 
G&x, A) =c z”P”(x, A), t ~10, l]. 
(ii) La notion de A-irreductibilite se traduit alors par GL (x, l ) >:, A pour tout x E Rh 
et 2 E]O, l[. 
(iii) Supposons que f = 0 sur le support S de F et que A (SC) # 0: pour z E 10, 11, 
G, (x, SC) = 0 pour x E SC. Dans ce cas, la chaine {X,,} n’est pas A-irreductible. 
Proposition 2.1.2 ([4]). Si ,A .x F, la chaine {X,,) est A-irreductible et aperioti.~ue. 
Th6orkme 2.1.3 ([4]). Supposons h domine’ par F et (‘image de f rektioement 
compacte ; la cha?ne (X,,) admet alors une mesure invariante unique a une corestante 
multiplicative pres. Cette mesure est une probabihte’ IT dominant h et ii’ existe une 
constante h E 10, I[ telle que, pour toute loi initiale u, 
(la norme consideree est celle de la variation totale ). 
La chaine (X,,) est alors geometriquement ergodique. 
Remarque 2.1.4. Nous deduisons de ce theoreme que IICz=o (vP’I - I7)l] c 2( 1 - k )- ‘. 
Determinons a present dcs majorations de k dans le cas reel. Dans le cas norm& 
nous pouvons choisir 
k = &up{4 (t ) 1 lltll s 211fll:o} + a, 
oil 4 designe la densite de la loi F du bruit {E,,} et a la masse de la partie singulikre 
de F. 
Proposition 2.15 Si h = 1 et si F est fortement unimodale et absolument continue, 
nous pouvons choisir k = P(l~l< l’f/co). 
Dhmonstration. Posons & : E + R’, l’application definie par &[x) = C$ (x - t ). 
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Nous remarquons que {#t > 4) = l-00, -ft[ et que 
Corollaire 2.1.6. §iF=N(O,a*), on choisit k =N(~~j$,/a) oti 
Exemples. (I) Donnons un exemple d’ergodicitk giomitrique oti f n’est pas 
bornbe, dans le cas rkel. Supposons que f soit bornde sur T = LJkEH]2k, 2k + l[ et 
que F soit la loi uniforme sur [-2.21, la cha!ne (xn} est alors gkometriquement 
ergodique. Nous remarquons que 
infP(t, Tj& et sup 1Ip 2(.~‘, l ) -P*(x, l )I1 c 5. 
x.x’ 
Nous en dkduisons l’ergodicitk gkomktrique comme dans le Thkor&me 2.1.3. 
(2) La chaine est gkomktriquement ergodique si elle vkifie P 2 CY (l@ lAA ) 
pour un boklien A (h(A) f 0) et (Y > 0. C’est le cas si 
Cette condition n’implique pas nkcessairement A << F mais elle parait peu utilisable 
pratiquement et de plus, par integration, nous trouvons alors 
A (A -f(R”)) < +a. 
Cela montre que I’image de f ne peut pas t%re t&s riche. 
Hypothkse. Dans la suite nous supposerons done f mesurable, bornei! et Fe’quivalente 
ci A de sorte que (XI,) est une chai’ne de Markov irrkductible, aptfriodique gebme’trique - 
ment ergodique et de loi invariante absolument continue. 
2.2. Application!: des paragraphes p&&dents 
Proposition 2.2.1. Soit k = 1 ou 2. Si f’ est A-p.p. difl&ntiab:4 et CJ!I diffkrentiable 
partout, si lerrrs diffdrcntielZes son t dans L k (R”, A j, si de plus C/J E 
L-’ (IF!“, A ) n L”Ol??, A ), alors 
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(i) la fonction f vh’fie (HD) (Dkfinition 1.1.4) et 11 film + @f 112 < +a~, 
(ii) la densite’ 4 de la loi de ~1 est partout diffirentiable, absolument contiazue, 
A-p.p. non nulle, et 




dx dy &[A, (x, y) -A(x, y)12 = O(n -“(lth’), 
I?,(&) = 0(n-2”2+h)). 
si de plus C est un bore’lien et b un reel positif tels que 
(iii) inf{#(x),X E C+B(O, I!flld)~% 
alors 
R/@l, C) = 
I 
&(Bnh, y)-y(x, yH2 dx dy 
CXC 
oti D2 et 03 sont drs constantes indipendantes du bore’lien C. 
Dhmonstrortion. La chaine (xn} est alors A-irreductible, aperiodique et 
geometriquement ergodique. La Proposition 2.2.1 montre que les hypotheses des 
Theoremes 2.3.1 et 2.4.2 sont vMi6es car p (x, y ) = 4 (y -f (x )). 13 
Kemarques. Nous pouvons ieMphcer les hypotheses (i) et (ii) par 
(i)’ f verifie (HD) et 11 film + lIDfllm < +W 
(ii)’ C#J est partout differentiable, absolument continue, A-p.p. non nulle et 114112 + 
lD#J II2 c +a* 
Nous pouvons egalement supposer 4 seulement p.p, differentiable a condition 
que la loi image de A par f soit dominee par A. 
Si nous supposons de plus llD~#& +lIDfIll < +co, nous obtenons une majoratinn 
des biais moyens comme au paragraphe precedent. 
2.3. Estimation de la fonction de re’gression : f 
Nous allons estimer f en estimant tout d’abord la fonction B definie par 
B(x) =17(x)f(xL (I.61 
puis en divisant, comme il a et6 fait au paragraphe 1.2, par l’estimateur de IT 
tronque. 
Remarque 2.3.1. Dans des cas particulierement simples, il est possible de proc6der 
autrement. Par exemple si f est definie sur IR, en escalier, par f = Ci Ai 1 A, ori les Ai 
284 P. Doukhan, hf. GhindPs / Estimatiorr de la transition de probabilite’ 
I 
sent des bor&ns connus, la methode du maximum de vraisemblance donne 
immbdiatement des estimateurs analogues pour les Ai* 
I 
Dans la suite, nous aurons besoin des hypothkes (H’) suivantes. 1 
Hypotkes (I-I’). La loi Fde e 1 est e’quivaknte b A de densite’, 4, fortement spme’trique 
en ce sens que 
Vx = (Xl,. . . , xh)E&eta -= (al,. . . ,a~l)E{-l, l}‘*, 
on a cb(agl,. . . , a/,xh) =&(x1, . . . , xh). 
I 
De plus, q5 est diff&entiable, f-p+. diffhentiable et I 
llfllr+ll~ll~+llfll~+II~fll~+II~ll~$-ll~~ll~~+~ et ~11412~+~~ 
Alorson a(~Ak,~)d~ =lh)f(x)=B(X). 
D’oti les d6finitions suivantes (en prenant pour I’estimation de A un noyau 
produit). 
Difinition 2.3.2. Nous prendrons comme estimateurs de B =I l7__ et de f, 
1 
E,,(s)=- i (17) 
n k =I 
Xk + 1tl& (Ark - s ), 
{, LX 1 = fi,,(x )lmax{fi,, \ i 1, b}, (18) 
oti II est un noyau fortement s:,m6trique de dimension 12, oti fi,, est dkfini par (7) 
et oti b est un rkel dkfini plus loin. 
Thiorime 2.3.3. SOUS /es hypothhses (H’j, si /3,, = n - *“2ch’, ie risque de l’estinzateur 
I?,, dk’fini par ( 17 ) t!irifie 
(19) 
et de la norme 
1 en remarquant 
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we 
J llyll”4 (y -f<x )) dy = Ellfb J + E IIlk 5s lifllk + aI& IIlk 
k = 1 ou 2 (car E est centree). q 
Nous en arrivons au theoreme principal de cette section. 
ThCoriime 2.3.4, Sous les hypothhses (H’), sa’ la densite’ 4 de E 1 est minortfe SW 
K -t- B (0, 11 f/la), alors le risque de fn sur K, 
oti 6 s $ inf{4(x), x E K +B(O, l~fllaj}, oti f est dkfinie par (18) aver & = n-l”‘+‘*‘, 
et ori D est une constante inde’pendante de K et de la loi initiaie v. 
Si, de plus, IlflL + bfh + II& + IIWII < +a, on a 
oti C et C’ sont des constantes inde’pendantes du compact K. 
Remarque. Nous utilisons, ici, uniquement l’hypothese de minoration de C$ slur 
l’ensemble (fixe) K +B(O, llfl[& P our pouvoir estimer f sur tout compact, il faut 
supposer la densite C$ de &l minoree sur tout compact. 
Exemple de simulation. Une simulation de cet estimateur donne, dans le cas ou 
f(x ) = 4(2x - 1)/(x’+ 1)2 et E,, - N(0, O.l), les representations suivantes (Fig. 1) 
lorsque nous faisons varier la longueur de chaque realisation. Ici, la fonction est 
representee en trait continu, l’esperance E (x,‘O’ffl en pointill& et une realisation 
de [n en tirets (pour une etude par simulation plus complete voir [g]). 
2.4. Estimation adaptive 
Supposons, dans le cas du processus auto-regressif d’ordrc 1 etudie, que nous 
voulions observer la fonction f et la densite de transition p(x, y ) = @(y - f(x 1) sur 
l’espace tout entier. 
Si la densite @ de la loi F des .[E,,) est minoree sur tout compact, nous pouvons 
estimer p et f sur une boule compacte K,, = B (0, p,* ) ii l’aide des estimateurs pII 
et fsI definis comme suit: 
6,4inf{@(x)lx EB(O,p,, +llfllm)}, 
u7;k y 1 = A,, ix, y )/max{b,, fi, tx I}, 
fncx ) = tin (x j/rwX{bl~, iii,, (x )}. 
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Fig. 1. 
Les risques associes a ces estimations ont alors 
dx dy E,@Jx, y)--pk y)12 
Les constantes Di, 0; et D sont independantes de n. D2, D3 et D sont definies 
par les Theoremes 3.2.2 et 3.3.4 avec 0-i =D3 Vol(B(0, 1)) (volume de la boule 
cuclidiennc en dimension h ). 
Pour observer p ou f’sur l’espace entier il faudra done choisir une suite p,, tendant 
w-s I’intini, ce qui est possible lorsque la densite C#I de F’ :st minored sur tout 
compact. Dans ce cas, lorsque les compacts croissent aswz lentement, la Porte de 
vitesse des estimateurs est arbitrairement petite 
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Remarquons que l’estimation (20) reste valide dans le cadre d’une chaine de 
Markov plus g&&ale (cf. Partie 1). 
PlaGons nous par exemple en dimension 1 et dans le 
est gaussienne centke de variance (+*. Nous choisissons 
d’intervalles 
K, =[-~(2r In IZ)*‘~+[~&, a(2r In PZ)“~-#$J 
oti r>O. 
Les risques correspondants ’krivent 
cas oti la loi de ~11 
une suite exhaustive 
Wp,, K, xK,,) = 4 : Up,(x, y)--p(x, yN2 dx dy Kn x K, 
= o(n2r-1’2), r < 5, 
RAf,, Kn) - I E, ‘If&) -f(x ,)2 dx = O(n 2r-2’3 ), r > f. K, 
2.5. Comportement des constantes 
Les expressions donnkes au paragraphe 1.5, sont complMes par les majorations 
suivantes: 
De plus les estimations de Et et f donnent lieu h des constantes Cs et Cf teI1es que 
Oil 
R,,(&) s CBn -2’(2 A” et G RY(fn, c) s yi -*o~+~’ 
f 
CB = m211DBllz + Ill,! ~~n(l~f~lo:+~~~~~I~i2~+llUil:((Ell&1ll,’+1;/11~). - 
Cf = 4G + CnIlfllt4. 
Dam le cas normal unidimensionnel, ces expressions peuvent 6tre majorkes, toute- 
fois les termes 
1 
l-k ( 
major&s par @(cr) = 
min - - 
1 
1 77 m2+u2 
P + J(n/2)m// Ir 
,n2/2rt2 _ --- e 1 2 ,n,Or j oh m = ct) llfll ) 
ne permettent pas d’optimiser facilement les constantes. 
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On peut toutefois se faire une idle de ces constantes optimales h l’aide des 
simulations [8]. 
Les constantes obtenues ainsi tendent vers l’infini lorsque a2 tend vers 0 et CR 
ct c( tendent vers l’infini lorsque c2 tend vers l’infini. 
Ces constantes ont de la forme R I(a) + &(a)B(o) oh R 1 et Rz. sont des fractions 
rationnelles de la forme P&k) dans les cas des estimations de l7 et de A. 
De plus, dans le cas g&&al, nous pouvons faire des considerations heuristiques: 
__ La constante h, introduite plus haut, est t&s petite lorsque la variance du bruit 
est petite; en effet, alors (b est tr6s pointue done la queue de la distribution est 
petite. Dans ce cas le processus n’est pas suffisament melangeant. 
La constante Ir est petite lorsque la variance du bruit est grande car la densite 
t,w alors trks 6tal&, sa boine infhicure est petite sur une boule. En fait dans ce 
c‘as lc processus (X,,,) serait mieux mod&k par un bruit blanc. 
- Dans lc cas normal unidimensionnel, les calculs effectifs montrent ces 
pl~~nomt;ncs. ‘kutefois les constantes relatives B I7 et A ne tendent pas vers 
l’intini mais vers des constantes non nulles lorsque la variance du bruit tend vers 
l’intini. Ce la sctnble contradictoire, toute fois lorsque a2 tend vers l’infini, les 
dcnsitk J/7 ct A tendcnt vers 0: lo fait que les constantes de majoration ne 
tcndcnt pas WI-S 0 cst encore ici la vkification de la mauvaise qualitk des 
cstimateurs, dans cc= cas. 
En dtifnitiw, lcs constantes concernant P, B et f peuvent &re optimishs puisque 
IL‘S rcmarqws prtkedcntes montrent qu’elles tendent vers l’infini quand la variance 
Ai1 bruit tCild vc‘rs 0 0u I‘ilifirli. 
2.k Corrwr~twct~ wifiv-w ltli‘illt’ cim t~stimdt~wrs 
LCJS n~hx canals pcrmettent d‘obtenir dcs kultats sur la convergence uniforme 
Iw:~lc dcs cstimateurs ous les hypothks suivantes: 
ri) 1-a chains (X,J cst g&)m6triquement erodique. 
tiiI \1[1ll.\ ‘+X. 
(iii) II cxistc WI ouwrt \ ’ ct WI r&A r Y- 0 tels que A soit r-Lipschitzienne sur 17. 
1 .a h~pc~thilses (i) et (ii\ se traduisent dans le cas du processus auto-regressif par 
(ii’ F cst 6qui~~nlcnte :I ,\. Ii&II.,. + llDdlls + ~11~ I&i + IlfllX < +m. 
(ii 1’ 11 tklr;te un rwwt \ l ct un reel r tels que f soit r-Lipschitzienne sur C’. 
SWS ws hypothks, lcs risqucs quadratiqueskiformes sur tout compact de V 
wlf du m&n~ <y&-c dans Ic cas d’un processus tationnaire h condition de choisir 
cmwnabknwnt 4~s rm~aus. Dans 1~ cas d’un processus non stationnaire, nous 
~~bt~.\llorls tics risr+ws nwirrs bans, de I’ordre de ll ’ N’ ‘I’ pour f, B et /7 au lieu 
’ t”.i/! 
A! II - 
1 11+21x, 
ct dc I’ordw de II pwr p et A au lieu de tz -‘We”) (ici 
I .‘. II*, 
tt Pi ‘Z jt cl g,, LI )I ’ I^’ *:‘I1 ). 
1 -c _. i. F.~tim~~?t vl tit’ Ii1 citvw?t~ (/I( /writ (c-,:) 
K~q~pLYlorl~~ I 2. I 1 C\UC nrws notons ~5 la dsnsitt2 du bruit (F,,}. 
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Dkfinition 2.7.1. Soit C un compact de Rh, posons 
Supposons 4 minoree sur le compact C +B(O, 311fl[&, et b choisi de sorte que 
inf(4 (x ), x E C + B(O, 3ll&J} 3 26. 
Nous savons alors majorer I??&, C), R&, C) et R,(a &, C +B(O, 2l&) grke 
aux remarques ur les estimateurs tronqu&. 
L’inkg~lit6 de Schwarz jointe i la majoration (~1 + r:)’ c 2u2 + 221~ permet d’krire 
2 
l&,o+~~~~~*a-- _ I Ai0 c 
dx I@,* /~n)(~,~,(x)+)‘)--p(x,f7~(~)+~)1* 
+ 2 i-ypj I dx My -ftx)+~,(x))-qb(y )I*. c 
D’Oti 
+ 2A (C)(u + 114 Ilm)‘llfll-*R ; (fn, C) 
Les deux premiers termes s’obtiennent en coupant la premikre integrale suivant la 
partition 
Le premier terme n’est qu’une majoration grossikre. 
Le second dkoule de l’irkgalitk de Bienaymk-Tchebichev. Le troisisme s‘obtient 
g&e & la majoration 
1 
I&u -cl-&lCi]~ IlW ( ~1 - tt~ ,II 11~ 11 dt. 
Thiorime 2.7.2. Now obtenons une major&on sur C x C du risque quadratique 
int&p? de &,. Cette majoration est de l’ordre de n -““+“’ dans le cas statiorznaire et 
de I? _ vi ’ + “” dans le cas quclconque, la gerte de tlitesse &ant due au terme RF ffn, C 3. 
Remarque. Cette estimation nkessite la connaissance d’un minorant de la densite 
4 sur un ensemble beaucoup plus grand que le compact &observation. 
2.8. E’stiination de la carianc,? du bruit hlanc 
En pratique, l’ordre de grandeur du bruit conditionne lkt&kt de modt9iser 
un ph6nomCne par un processus autorkgressif. 11 alppar& done essentiel de 
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savoir, en pratique, estimer la variance du bruit blanc d’un processus autoregressif 
d’or3re 1. 
Pour cela, raisonnons de facon heuristique; si f est connue la variance 
bien estimee par I’estimateur du maximum de vraisemblance, 
est 
A2 
CT =L i IX,,, -fcm2 car ~~ =Xp+l -f(Xp). 
p I=1 
Un estimateur nature1 de cr2 sera done 
A2 1 L.+p 
C =- c (X,+, -ftx,,)2, 
p i-L+1 
S’I f est un estimateur de f. 
Ces considerations nous conduisent dans le cas multidimensionnel, a poser les 
definitions suivantes. 
Difinitions 2.8.1. si Eli& # < +m, des estimateurs de CT’ = Ella lll2 seront don& par 
1 ‘1 +P,,+r’ AZ 
(TM = - c II&+1 -jw,)112 (22) 
Y f’ +Vo+ 1 
oti p, ptt et II sont des nombres entiers a determiner et fn est definie au 
paragraphe 2.4. 
oti g,,,[, est definie par la relation ~,l.p(.~ ) =f,(s )tX, tl. . . . , Xp- ,* 1 (estimation de f 
construite sur des don&es). 
Remarque. Nous pourrions envisager de meme un estimateur 2, de la matrice de 
covariance du bruit blanc E F’E 1 1. Les calculs sont similaires; dans ce cadre nous 
poserions 
Etude. Nous utilisons ici le risque intkgrk en raison de la nature quadratiyue de G’: 
R,.iti:) = E,.l&: -CT’/ et R,.(&i ) =&I&~ --d. 
Dans les deux cas, i’in6galit6 du triangle conduit h 
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Lorsque (r; design: &‘,, nous posons tizo = n +po, f=fO. 
Lorsque ~2, designe G’,, nous posons neo = 1, f = g,l,P. 
L’inegalite de Sch.warz donne alors 
2 mO+P I mo+P 
R,(&;)sT+- C c&+-- C Tk. 
P mo+l p m(yt1 
Ti = Evl~fr.!Xd -fW1)11~, *I 
U == E,llg,,,(XJ -fcx,,l12. 
Le terme T commun aux deux majarations tend vers 0; dans le cas ou ~1 admet 
un moment d’ordre 4, on a T ~p-~” Var((le#). 
D’apres paragraphe 2.4 les estimateurs fn et g,,,, n’ont de bonnes proprietes 
que sur K,, = B(0, p,). 
D’apres paragraphe 1.6 nous pouvons projeter ces estimateurs ans augmenter 
les risqueis associes: NOW supposons done /Ella, c II&,. 
Pour majorer les termes UI et Ti nous coupons done l’esperance en la somme 
d’une esperance sur (11~ 1(1 spn - II&,) e une esperance sur son complementaire. Le t 
premier de ces termes est major& dans les deux cas par 
ML + Ilf,li~~2~(ll~ 1112 pn - ll&d. 
Restent done 5 majorer les termes 
Ti =E,O~,,(~)ll~(X~)-f(X~)ll~ et Ui =E,0Kn(X~)llgn,p(Xr)-f(X~)112. 
Le U; se majore des deux man&es suivantes: 
La seconde inegalite provient de Ildzk/dh 11 G ll&Q. Le terme T; se majore simple- 





0(x,, . . . , x,~, t)v(dxl)P(xl, dxz) l 9 9 P(x,pt, du,) 
oti (3 est definie par 
0(X*, . . . , X”, t) = k” wllfiw -fct)ll’* 
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L’existence de la mesure invariante R et de 0 -C k < 1 tels que 
jlP’( x, . ) - I711 s 2k r implique 
et de m6me 
17-i 1 G 2cllflla,+ll~ll~j*~~~+~~(f, K,)Il4llm. 
Regroupons ces r&hats on a ie thkorkme suivant. 
Th&ori$me 2.0.2. Soit p,, me suite de rtfe1.s pp, + +w, nous de’terminons sous ies 
h)tpothPses 2.8.1 /es majorants suisants des risques des estimateurs de a2 = EIIEJ*, 
R,.&) = E,.)c?* -rr*/~T,+2a\‘i?+R.. 
RJC?:) = E,jci: -_a2/~Tp+2ajR’+R’, 
1 ” 
T,,=E u*-- IQ * Cl I/( P 1 
si 
pk supR’=^$,K,) oup’= 
w ( SUP R, ( 7;1, K1 jlld%) P 
r’t 
p = R; rf,, K, ) (011 p= R/I cr;,, K, ,il4lls). 
Remarques. (i) Dans le cas oti E/IF */I4 < +w, nous avons vu que Tp = O(p 
(ii) Dans le cas r&A U? est eff ectivement la variance du bruit blanc 
ohtenons, en 6quilihrant les trois termes, des majorants de l’ordre de 
(iii 1 Lorsque pII = 12 l,” et P 1 -_ N(0, c&, nous obtenons done 
dc convergence ae I’ordrc de 1’2  I” lorsque K,, est dkfini comme 
paragraphe 3 4. 
des vitesses 




(iv) Eil pratique, Ues simulations de ces estimateurs donnent de bons rtkultats, 
cn particulier dans le cab dc (;z (cf. [$I). En effet, des skries de 1000 khantillons 
ptxmettznt d’obtenir une estimation de la variance U’ bien meilleure que ne le 
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laissait presager la thkorie (voir les simulations [S]) qui majore ici le risque par une 
expression de la forme T_:C oti C est une constante Zi prkciser. 
En supposant des hypothkses de diMrentiabilit6 2 l’ordrc 2 nous obtiendrions des 
risques meilleurs et cornparables & ceux des estimations de densite dans le cadre i.i.d. 
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