We propose an iterative refinement framework that improves the accuracy of intraoperative intensity-based 2D/3D registration. The method optimizes both the extrinsic camera parameters and the object pose. The algorithm estimates the transformation between the fiducials and the patient intraoperatively using a small number of X-ray images. The proposed algorithm was validated in an experiment using a cadaveric phantom, in which the true registration was acquired from CT data. The results of 50 registration trials with randomized initial conditions on a pair of X-ray C-arm images taken at 32° angular separation showed that the iterative refinement process improved the translational error by 0.32 mm and the rotational error by 0.61 degrees when compared to the 2D/3D registration without iteration. This tool has the potential to allow routine use of image guided therapy by computing registration parameters using only two X-ray images.
Introduction
In an image-guided surgery system using external tracking devices, the process of patient registration involves calculating a transformation that maps preoperative datasets to the patient's physical anatomy. Point-based registration is performed using corresponding points between the preoperative data and the surface of target patient anatomy. This broadly adopted registration method is used in most commercial navigation systems. The intraoperative workflow for point-based registration is well established and registration error properties such as fiducial localization error (FLE), fiducial registration error (FRE) and target registration error (TRE) are extensively analyzed (e.g., [1] ). Point-based methods, however, have a major disadvantage: they require physical contact with multiple points over the target anatomy using a navigated instrument. Consequently, the surgeon often needs to create a larger exposure than required for navigation-free minimally invasive surgery. Also, due to Fig. 1 . An application scenario in orthopedic surgical navigation system the time involved in performing the registration, this procedure is usually conducted once at the beginning of the surgery, and the tracker reference body is carefully handled until the end of the surgery to avoid losing the registration. Ideally, the registration process should be fast enough to repeat several times during the surgery just before each procedure which requires the navigation.
In order to overcome the shortcomings of point-based registration (invasiveness and processing time), image-based registration has been investigated [2] . In image-based registration, intraoperative X-ray images and a 2D/3D registration technique are used for deriving patient position. The method has been often used for radiation therapy, usually with a fixed X-ray device capable of accurate control of the detector position [3] . Image-based registration has also been employed for orthopaedic procedures (e.g., [4] ), because it requires less time and no additional surgical exposure compared to the point-based method. The tradeoff, however, is increased radiation exposure.
One of the difficulties precluding routine use of image-based registration during image-guided therapies is its relatively low accuracy and uncertain robustness. Most clinically available C-arm devices lack the position information for the acquired images, which is crucial for an accurate 2D/3D registration, due to poor physical stability of the large supported masses and no motion encoding. The pose estimation of the C-arm detector is a key technical challenge. Some researchers proposed attaching optical tracking fiducials on the detector itself [5] ; however, this approach has several drawbacks in real clinical settings such as maintaining the line-of-sight of the optical tracker, remaining within the field of view of the tracker, and synchronizing the C-arm and tracker (due to the inherent physical instability of the C-arm). Our approach uses instead a previously developed fiducial [6] that is visible within the field of view and contains optical markers. Knowing the unique geometry of the fiducial, it is possible to resolve the 3D position of that fiducial relative to the detector from a 2D projection image. However, image distortion and background clutter adversely affect the registration accuracy in this approach. While some of these issues are mitigated by using lighterweight and distortion-free flat-panel detectors, recovery of the C-arm pose and the patient pose still applies and can benefit from an iterative method for registration.
In this paper, we propose an iterative refinement framework for image-based registration that recovers the geometric transformations between the C-arm detector, images and CT coordinates while compensating for the error induced by image distortion and background clutter associated with intraoperative X-ray imaging. The motivation of this paper is to allow routine use of image-based 2D/3D registration in image-guided therapy, and to avoid the time-consuming pointbased registration methods that require larger surgical exposures. In order to improve the accuracy and the stability of the image-based registration process given image distortion and background clutter, we propose a framework in which the C-arm pose estimation and object pose estimation are iteratively updated.
Materials and Methods

An Application Scenario in Orthopedic Surgical Navigation System
A case-study scenario of our X-ray image-based registration algorithm is shown in Fig.1 . The schematic shows an orthopedic surgical navigation system for delivering a planned amount of bone cement to the proximal femur, as a proposed method for reducing the risk of fracture in osteoporotic bones. Prior to the surgery, calibration of the intrinsic camera parameters and distortion correction are performed on a conventional C-arm using a calibrated phantom proposed by Sadowsky et al. [7] . A fiducial structure [6] is then attached to the patient using a bone screw. Next, between two to five X-ray images are taken from various directions. Using the preoperative CT data and the known geometry of the fiducial, the transformation between the tracking fiducial and the patient anatomy is computed. The transformation is then used to determine the pose of the surgical tools (e.g. needle, drill, etc.) relative to the patient as seen by an optical tracker.
Problem Description
The main problem in X-ray image-based registration is described in Fig. 2 . Several X-ray source images (for simplicity, we consider 2 images, I 1 and I 2 ) are used to compute the transformation between patient and fiducial, F f,p . (Note that we use the convention F a,b to describe a transformation from coordinate system a to coordinate system b throughout this paper). The registration process is divided into two parts: C-arm detector pose estimation and patient pose estimation. The following sections describe each of the two steps respectively. 
C-arm Detector Pose Estimation
The six DOF transformation between the C-arm detector and the fiducial is computed from a 2D projection image using the custom hybrid fiducial that includes radio opaque features. The method for computing the transformation from segmented features (bead points, lines and ellipses) was described previously [6] . In clinical settings, however, due to severe background clutter, the segmentation of features is not always possible. The contributing factors to the background clutter and image noise may include patient anatomy, surgical tools and so on. Therefore we use an alternative approach to estimate the C-arm pose, eliminating the need for the segmentation process. In this approach, shown in Fig.3 , first the pose is roughly estimated manually by point correspondence of the beads on the fiducial. Then a projected image of the CAD model of the fiducial is created based on the roughly estimated pose. A similarity score, mutual information [8] , between the generated image and the intraoperative X-ray image is computed. A non-linear optimization method, the Nelder-Mead Downhill Simplex Algorithm [9] , is applied to find the pose that yields the maximum similarity score per each image (I 1 and I 2 ). The pose is then used as an initial guess for our iterative framework.
Patient Pose Estimation Using Intensity-Based 2D/3D Registration Algorithm
The pose of the patient with respect to the fiducial is estimated using intensity-based 2D/3D registration, and is described in detail in our previously published work [10] [11] . The 2D/3D registration algorithm makes use of a computationally fast DRR (Digitally Reconstructed Radiograph) created from CT data. To achieve this, the CT data is represented as a tetrahedral mesh model. Given any arbitrary source and detector location, a simulated radiograph is produced using the line integral of intensities. Our objective is to vary the pose parameters to maximize the similarity score between the DRRs and X-ray projection images. In the DRR generation step, the projection of the X-ray tracking fiducial is merged in the DRR in order to create an image similar to the target image ( Fig. 4 p 2 ). The similarity measure maximization process is described as:
where S(I 1 , I 2 ) denotes a similarity score, which could be implemented as any type of similarity score. As described in 2.5, we implemented gradient information. DRR
denotes the DRR image created from the CT data and the X-ray fiducial transformed into the CT coordinate system using F f,p . The DRR projection is in the coordinate system of the ith image, which is the same as the C-arm detector position, with respect to the fiducial coordinate system of F f,Ii .
Similarity Measure
Gradient information (defined in [12] ) was used as a similarity measure in our algorithm (Fig. 4) . First, the gradient vector is computed for each sample point in each image using a Gaussian gradient filter with kernel of scale σ. Section 4 discusses the determination of the proper σ value. The angle α and weighting function w between the gradient vectors is defined as:
where ∇I(i,j) denotes the gradient vector of the pixel located at (i,j) in image I. In order to take into account strong gradients that appear in both images, the weighting function is multiplied by the minimum of the gradient magnitudes. Summation of the resulting product is defined as a gradient information GI(I 1 ,I 2 ). 
Iterative Refinement Framework
Both C-arm and patient pose estimation algorithms suffer from the error induced by C-arm intrinsic parameter estimation error, incomplete distortion correction and background clutter in the images. These errors are most severe in the axis perpendicular to the image plane as the similarity score does not change significantly when the object is moved in this direction. This is shown in Fig. 3(e) where the maximum of the z-displacement similarity score is not as distinct as that of the x-and y-displacement. Because of this limitation, the optimization process is less stable and may converge incorrectly to a local maximum. If the C-arm pose estimation includes error, the patient pose estimation algorithm becomes less accurate and vice versa. In order to overcome this issue, we developed an iterative refinement framework as shown in Fig. 5 . In the iterative framework, both the C-arm pose and the patient pose are refined with respect to the fiducial. Note that the intrinsic parameters were assumed constant throughout the procedure. Given the estimated transformation between the fiducial and patient, (F f,p ) in equation (1), the C-arm pose for each image is refined using both patient anatomy and fiducial information as the following.
where the parameters are the same as in (1). (Fig. 6) . The intuition behind this iterative approach is that incorrectly estimated camera parameters can be adjusted by using the patient itself as a fiducial.
Experiment
We have evaluated our method on images acquired from a cadaveric specimen. The X-ray tracking fiducial was fixed to the femur bone using a bone screw (Fig. 7) . CT data was acquired with a spatial resolution of 0.835× 0.835 × 0.3mm. We defined a local coordinate system for the femur bone at the center of the femoral head by fitting a sphere to a manually segmented femur surface model. Two X-ray images were acquired from two different directions (Fig. 8) with an angle of 32 degrees between the normal vectors of the two images. This relatively small angular separation between images is sub-optimal for registration accuracy, but is typical of the practical constraints often encountered intraoperatively. The ground truth registration was obtained by applying rigid-body point-based registration [13] to nine beads on the FTRAC. Fifty registration trials were performed using fifty different initial guesses in order to simulate the operator dependent error during the manual process. The initial guesses were obtained by concatenating randomly selected transformations with uniform and independently distributed translations within ±10 mm and within ±10° of the ground truth registration. The average error between the transformation estimated by the proposed algorithm and the ground truth registration was computed relative to the coordinate system of the image plane associated with the first image. The rotational part of the error was first computed as the arithmetic mean of the rotations represented as unit quarternions, then converted into Euler angle representation to give an intuittive sense on the direction of rotation. While this estimate of the mean rotation using a unit quaternion ignores the fact that rotations belong to a nonlinear manifold, it was shown previously that a linear approximation of a set of unit quaternions that spans a small area on the four-dimensional sphere is adequate [14] .
Results
The average errors and their standard deviations along each axis for 50 registration trials are shown in Table 1 . We compared the results using a conventional approach to the proposed iterative method after five iterations. The directions of each axis are Fig. 9 . Exemplar result of the iterative refinement process. Red line indicates the edge of the DRR which was generated based on the femur position estimated at the previous iteration step. shown in Fig. 8(lower-left) . The iterative approach improved errors for all parameters except Ty, and decreased the Euclidean translation error from 4.1 to 3.7mm. The translational error along the Z-axis, which is perpendicular to the image plane, improved 0.43mm after 5 iterations. As noted, the greatest errors are usually observed along the Z-axis. Table 1 shows that the standard deviations of the error were reduced in all axes, implying increased stability in the presence of an error in the initial guess. Fig. 9 shows an example of the iteration process. The outline of the DRR images, shown in red, was created based on the C-arm pose. Each outline was created using its prior iteration step. In the figure, the outlines are overlaid onto the original C-arm images. The results clearly show that the DRR approached to the correct registration, as the iterations continued.
Discussion and Conclusions
This paper has presented an iterative refinement framework for intensity-based 2D/3D registration without external tracking of the C-arm pose. Because of the cost, technical difficulties, and insufficient accuracy associated with tracking the pose of the imaging device, intensity-based 2D/3D registration is not commonly used in commercial surgical navigation systems. By using the image information for tracking the device, and by improving the accuracy and robustness of the registration technique, the proposed method increases the potential to use intensity-based 2D/3D registration routinely in image-guided therapy. The method combines two different optimization problems: C-arm pose estimation and patient pose estimation. The experimental results show the iterative approach improves the registration accuracy along the Z-axis (normal to the image plane), which is important to accurately resolve tool position in three-dimensional space. Note that maximizing the similarity measure along the Z-axis was found to be most problematic because the global maximum is not clearly defined (see Fig. 3(e) ). The actual amount of error also depends on experimental conditions including tissue quality and on the relatively narrow difference in the viewing angle of the acquired images. The images acquired in this experiment were not optimized to show the best performance of the proposed algorithm. Additional experiments to expand this initial result are planned. The key contribution of this paper is the demonstration of a novel iterative framework for reducing geometric uncertainties resulting from imperfect C-arm calibration and patient registration errors. Our framework utilizes the patient CT information not only for estimating the patient pose but also for improving the C-arm pose estimation by using the patient as a type of reference fiducial. The use of a statistics-based similarity measure without considering spatial information results in an ill-defined metric that can contain local maxima in the presence of significant background clutter [12] . Therefore, instead of the mutual information which is widely used in intensity-based 3D/3D and 2D/3D registration, we used the gradient information as the similarity measure.
The scale of the kernel (σ) in the Gaussian filter has a great influence on the similarity measure computation described in 2.4. In order to have information about the preferable σ value in our application, we tested three different σ values. In this analysis, we first generated the DRR using the femur pose derived from the ground truth registration. We then translated the femur position from -30 to +30 mm along the X and Y directions. The gradient information between the DRR and the original C-arm image was computed for each pose and plotted (Fig. 10) . For convergence to the global maximum, the cost function should be smooth and have a sharp peak at the center. Based on the results, we used σ=2.0 for our experiments.
The experiment described here used a C-arm device with a conventional X-ray image-intensifier, which is ubiquitous in the current operating theater. Flat-panel detector systems are emerging in operating rooms and have the advantage of less image distortion and high image contrast. Our iterative registration approach is still applicable and expected to be beneficial with these devices by resolving the ambiguity due to the errors related to the DRR generation process, C-arm intrinsic parameter calibration, and optimization of a cost function with inherent local minima. Although the cadaver experiment showed sufficient accuracy and robustness of the proposed method, we note that the movement of the fiducial with respect to the target organ after capturing the C-arm image may introduce additional errors in the actual surgery when compared to the cadaver experiments. Thus the framework would further the potential for performing minimally invasive registration using a small number of X-ray images (e.g. two to five images) during the routine image-guided orthopedic surgery. We believe that the methods reported here can apply to broader applications of image-guided therapy including plastic surgery, neurosurgery, and dentistry and so on.
We have demonstrated a unique approach for intensity-based registration that improves the accuracy compared to conventional 2D/3D registration through iterative optimization. We plan to perform additional cadaveric studies in order to investigate the effects of the number of images and different angular separation. These additional studies will produce a more comprehensive analysis of the robustness of the reported method for intensity-based 2D/3D registration.
