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Abstract
The Randic´ index of a graph G is the sum of ((d(u))(d(v))) over all edges uv of G, where d(v) denotes the degree of v in
G,  = 0. When  = 1, it is the weight of a graph. Delorme, Favaron, and Rautenbach characterized the trees with a given degree
sequence with maximum weight, where the question of ﬁnding the tree that minimizes the weight is left open. In this note, we
characterize the extremal trees with given degree sequence for the Randic´ index, thus answering the same question for weight. We
also provide an algorithm to construct such trees.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In a graph G, let d(v) denote the degree of the vertex v in G, the Randic´ index of G is
w(G) =
∑
uv∈E(G)
(d(u)d(v)),
where E(G) is the edge set of G and  = 0. This index is named after Randic´, who introduced w−1(G) and w−1/2(G)
in [7]. w−1(G) is later rediscovered and extensively studied in chemistry, also known as the Modiﬁed Zagreb index [9].
The Randic´ index, also called the connectivity index, is vigorously studied in mathematics in the recent years, see [2]
and the reference there for detail. Also, a recent book [4] thoroughly explores the mathematical properties of Randic´
index.
The Randic´ index for trees in general [5], trees with restricted degrees [8] and trees with given degree sequence [1]
received much interest. Upper and lower bounds (some of which are sharp) are given for various trees.
w1(G) has been known as the Zagreb index, as an important concept, this topic appears in many literatures, [3,6] give
a summary of the related research. For a tree T,w1(T ) is also called the weight of T, Delorme, Favaron, and Rautenbach
characterized the tree with given degree sequence that maximizes the weight in [1]. The question of ﬁnding such tree
that minimizes the weight is left open. In the present paper, we study the extremal trees with given degree sequence for
the Randic´ index in Sections 2 and 3, an algorithm to construct such trees is provided in Section 4, some open problems
are introduced in Section 5.
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Fig. 1. A greedy tree with degree sequence {4,4,4,3,3,3,3,3,3,3,2,2}.
2. The greedy trees
For a tree T, the degree sequence of T is the sequence of the degrees of the non-leaf vertices in descending order.
For the trees with a given degree sequence that maximizes (minimizes) w(T ) for > 0 (< 0), the proof in [1] for
weight of trees and the proof in [10] for the Wiener index can be both easily generalized to show that the following
greedy tree (Fig. 1) is extremal:
Deﬁnition 2.1. Suppose the degrees of the non-leaf vertices are given, the greedy tree is achieved by the following
‘greedy algorithm’:
(i) Label the vertex with the largest degree as v (the root).
(ii) Label the neighbors of v as v1, v2, . . ., assign the largest degrees available to them such that d(v1)d(v2) · · ·.
(iii) Label the neighbors of v1 (except v) as v11, v12, . . . such that they take all the largest degrees available and that
d(v11)d(v12) · · · then do the same for v2, v3, . . . .
(iv) Repeat (iii) for all the newly labelled vertices, always start with the neighbors of the labelled vertex with largest
degree whose neighbors are not labelled yet.
In the following sections, we consider the trees with a given degree sequence that minimizes (maximizes) w(T ) for
> 0 (< 0).
3. Property of the extremal trees
For convenience, we will call a tree with given degree sequence optimal if it minimizes (maximizes) w(T ) for > 0
(< 0). Note that, for the extremal trees discussed in the last section, the sequence of degrees along a path in such a
tree is unimodal. In this section we show the ‘opposite’ property for the optimal trees for > 0, the case for < 0 is
similar. Consider a path v0v1v2 . . . vt vt+1 in an optimal tree T, where v0 and vt+1 are leaves (Fig. 2).
Lemma 3.1. In an optimal tree, for i(t + 1)/2, we can always assume
d(vi)d(vt+1−i )d(vk) for ik t + 1 − i
if i is odd.
d(vi)d(vt+1−i )d(vk) for ik t + 1 − i
if i is even.
Proof. By induction on i. For i = 1, suppose for contradiction that d(v1)< d(vk) for some 2k t − 1. Consider a
new tree T ′ (with the same degree sequence) obtained from T by reversing the order of the components attached to
v1, . . . , vk (Fig. 3).
Now compare w(T ) and w(T ′), note that (d(u)d(v)) does not change except for the edges v0v1 (→ v0vk) and
vkvk+1 (→ v1vk+1), thus
w(T
′) − w(T ) = d(vk) + d(v1)d(vk+1) − d(v1) − d(vk)d(vk+1)
= (d(vk) − d(v1))(1 − d(vk+1))< 0. (1)
Contradiction to the optimality of T, hence we must have d(v1)d(vk).
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Fig. 2. A path in an optimal tree T.
Fig. 3. The new tree T ′.
Similarly, d(vt )d(vk) and we can assume (without loss of generality) that
d(v1)d(vt )d(vk) for any 1k t .
Now, assume Lemma 3.1 holds for smaller values. If i2 is even, then d(vi−1)d(vk) for ik t +2− i. Suppose
for contradiction that d(vi)> d(vk) for some i + 1k t + 1 − i, consider a new tree T ′ (with the same degree
sequence) obtained from T by reversing the order of the components attached to vi, . . . , vk . Then
w(T
′) − w(T ) = (d(vk) − d(vi))(d(vi−1) − d(vk+1))0.
Hence T ′ is optimal and we can assume d(vi)d(vk) for i + 1k t + 1 − i. We can also assume, by the same
argument, that d(vt+1−i )d(vk) for i + 1k t + 1 − i.
The case for odd i is similar, we leave the proof to the reader. 
Let Li denote the set of vertices whose closest leaf is at distance i, in particular, L0 denote the set of leaves.
Lemma 3.1 implies the following weaker statement:
Lemma 3.2. In an optimal tree, let vi ∈ Li for i = 0, 1, . . ., then we may assume, for j > i1, that
d(vi)d(vj ) if i is odd; d(vi)d(vj ) if i is even.
4. Construction of the extremal trees
Given the degree sequence {d1, d2, . . . , dm}, we construct an optimal treeT through the following recursive algorithm:
(i) If m − 1dm, then from Lemma 3.1, we easily get a unique optimal tree:
Rooted at r with dm childrenwith degrees d1, d2, . . . , dm−1 and 1, . . . , 1;︸ ︷︷ ︸
dm−m+11′s;
(ii) Otherwise, m − 1dm + 1. From Lemma 3.2, we see that the vertices in L1 take the largest degrees and they
are adjacent to the vertices (in L2) with the smallest degrees. Construct the subtrees that contain vertices in L0, L1 and
L2 ﬁrst. Note that, because of Lemma 3.1, we will let the larger degree vertex be adjacent to the smaller degree vertex
whenever possible. Thus, we produce the following subtree T1:
Rooted at r with dm − 1 childrenwith degrees d1, d2, . . . , ddm−1,
where r ∈ L2 with degree dm in T, the children of r are vertices in L1.
Notice that removing T1 (except the root) from T results in a new tree S with degree sequence {ddm, . . . , dm−1},
in which Lemmas 3.1 and 3.2 still hold. Thus S is optimalwith respect to the new degree sequence.
(iii) Now the only problem is where to ‘attach’ T1 to S (by identifying the root of T1 with a leaf of S). Let the root
of T1 be r with degree d(r) in T1, let T be achieved by identifying r with a leaf v′ in S, and let v be the only neighbor
of v′ in S with degree d(v). Then in order to achieve the optimal tree T, we need to minimize
w(T ) = d(v)(d(r) + 1) + C,
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Fig. 4. Construction of subtrees.
Fig. 5. Attaching subtrees to S.
Fig. 6. Two optimal trees T and T ′ from with the same degree sequence.
where C is a constant independent of how we attach T1 to S. Hence, let v be a vertex in S such that:
v ∈ L1 and d(v) = min{d(u), u ∈ L1}.
Let v′ be a leaf in S that is a neighbor of v, identify the root of T1 with v′.
For example, consider the degree sequence {8, 7, 6, 6, 5, 5, 3, 3, 3, 2}, ﬁrst, by (ii) we have the subtree T1 and the
new degree sequence {7, 6, 6, 5, 5, 3, 3, 3}. Then, to ﬁnd the optimal tree for this new degree sequence, by (ii) we
have the subtree T2, and similarly T3. The remaining degree sequence {5, 3} satisﬁes (i), producing the optimal tree S
(Fig. 4, roots are denoted by the solid vertices):
Attaching T3 to S (according to (iii)) yields an optimal tree for the degree sequence {6, 5, 5, 3, 3}, then attaching T2
to this new tree (according to (iii)) yields an optimal tree for {7, 6, 6, 5, 5, 3, 3, 3}, we have a new S (Fig. 5):
In the end, ﬁnd the leaf in the new S (Fig. 5) whose neighbor has the smallest degree (one of such vertices is v),
attaching T1 to the new S as described above in (iii) yields the optimal tree T. However the optimal tree is not necessarily
unique, two of them are shown in Fig. 6, although both are achieved through our algorithm:
5. Open problems
From our algorithm, it is easy to see that the optimal tree is unique if the degrees of non-leaf vertices are different
from each other. However, this is certainly not a necessary condition, Fig. 7 shows that degree sequence {4, 3, 3} yields
a unique optimal tree while {4, 3, 3, 3} does not.
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Fig. 7. Examples of optimal trees.
One natural question to ask is:
Problem. Find the sufﬁcient and necessary condition for the optimal tree to be unique.
When the optimal tree is not unique, ﬁnding the number of the optimal trees does not seem trivial:
Problem. Given a degree sequence, can we ﬁnd the exact value or an upper bound for the number of extremal trees?
Notice that the second unique tree for the degree sequence {4, 3, 3, 3} shown in Fig.7 cannot be obtained from our
algorithm:
Problem. Is there an algorithm that ﬁnds all the optimal trees for a given degree sequence?
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