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ABSTRACT
Increased computing power has helped virtual engineering become common practice
amongst product development firms. However, while capabilities increase, the desire to
simulate even larger systems has increased as well. To deal with the complexity and size
of these systems, several techniques have been developed to decompose the system into
smaller, more tractable subsystems. The drawback of this approach is a substantial
decrease in computational efficiency. Therefore the use of simplified models is
encouraged and often required to reach convergence.
In this thesis, a test model is introduced where different forms of error can be introduced
at each level. Error derived from both measurement inaccuracy and modeling inaccuracy
is examined coupled with the effect of system constraints as well. A hierarchical
decomposition method is selected for its similarity to a typical enterprise organizational
structure. In this manner, the results of the examination should be applicable to both
system engineering methods and enterprise level problems. The direction of error
propagation within the hierarchical decomposition is determined and the effects of robust
design considerations and simple system constraints are revealed.
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1.0: Introduction:
Systems engineering challenges an enterprise with both the number of design
variables and with the complexity of their interactions and dependencies. Often one must
design both the "chicken" and the "egg" simultaneously as many formulas are
indeterminate from the beginning of the process. Many tools, techniques, principles, and
heuristics have been developed through time to aid in the design of complex systems,
although the challenge will always be to improve and innovate in a more efficient way.
Modem engineering practice continues to move towards the virtual product
development frontier. [1] Increases in productivity and reduction of costs are prime
motivators to take advantage of the opportunities presented by ever increasing computing
power. Digital prototyping has become a standard for engineering organizations to help
refine the development process and eliminate costly physical iterations. However, with
any method, limitations exist and compromises must be made in order to develop a
quality product on-time and on-budget.
"... instruments ... alter the state of what they measure in some manner" [2]
This corollary to the Observer Effect from quantum physics implies that in order
to measure a system of interest, it may be changed in the process. The classic example is
that a thermometer must absorb some amount of heat energy in order to measure the
temperature of an object. By definition, this cools the temperature of the very thing you
wish to measure. From this, one can deduce that all measures are flawed at least to some
extent, and therefore models based on the flawed measures can never be one hundred
percent accurate.
"All models are wrong, some models are useful. "
- George Box
In the above quote, George Box [3] offers some perspective to the problem of
flawed models. The idea of a model being useful introduces the fact that model
exploration allows learning and insight to system responses. This insight in many cases
can be more valuable than the specific values that are calculated. Models of various
levels of fidelity can offer an engineer a wide variety of options. Approximate and
surrogate models generally offer a quick overall understanding of a system with low cost.
High fidelity models typically offer a very detailed description of all or most of a
system's influences and effects although at a high cost to develop and or compute. This
often results in few high fidelity models being created, or for only limited configurations
of a system. In the end, a compromise of accuracy, cost, and usefulness, is sought in
selecting and developing a system model.
System optimization techniques have developed to utilize these models to help
seek out optimal solutions. However, the accuracy of these solutions will also depend on
the accuracy of the models. In the general case, models are validated across the design
space and are judged on their fit to a multitude of known data points. These models are
particularly useful in developing general system knowledge and behavior. In the case of
system optimization however, a model needs accuracy about the global or local minima
in question. This change in modeling format may be compounded by the two sources of
error mentioned previously; measurement error, and modeling approximation. For
example, a gain value on a load cell that is rounded off will induce a measurement error.
Approximation error may be exemplified by selecting an automatic mesh generation
technique to speed an FEA model setup even though the elemental stiffness formulation
may not properly represent the true material characteristics.
If one assumes that the ultimate goal of an enterprise is to create the best product
possible, then the engineering process can be thought of and modeled as either an
optimization process or as a control process with the goal of driving residual sub-
optimality to zero. The enterprise designs a prototype, tests the performance, makes an
adjustment to the design in a direction to improve the performance and iterates these
steps until satisfied. To achieve the optimum goal, the accuracy requirements of each of
the groups within this enterprise may vary.
The goal of this work is to determine how error introduced into each level of the
enterprise may propagate through the design process to the final optimized product
design. The effects of measurement type errors, modeling approximation type errors, and
constraints placed on the product design will be examined as well. Learning where and
how modeling error affects a final design the most should help to refine product
development strategies in the hierarchical enterprise. Without a strategy for model
fidelity, an enterprise can find examples of excessive fidelity (such as a minor FEA
problem solved with extremely high degrees of freedom) and examples of insufficient
fidelity (response curves that miss important singularities such as vibration modes of
structures). Efficient allocation of modeling budgets may improve the quality and speed
of product designs through appropriate levels of effort in measurement and modeling
fidelity.
1.1: Thesis Preview:
This thesis will examine the hierarchical structure of a system optimization
problem and deliberately introduce error at each level of decomposition. Through careful
selection of the test case, a normalization method is introduced to ensure the same error is
introduced at each level. The results can then be directly compared against each in order
other to determine what kinds of errors are more important to avoid and where to avoid
them. An alternate framework is presented to help resolve the issue of performance
versus accuracy.
Chapter 2 provides an overview of several system optimization methods and their
associated decomposition strategies. A hierarchical decomposition method is selected for
its analogous structure to a typical enterprise organizational structure. Chapter 3 details
the approach used to model both the test case and the different error types examined. In
addition, the resulting error effect measured in the system output is defined. Chapters 4
and 5 present and review the test case error effect results and discuss the trends and
findings. Chapter 6 provides a case study of an automotive suspension design case. The
model is broken down in a hierarchical structure and error is induced in a similar fashion
to the test case. Given the "real life" nature of the case study, normalization of the
induced error effects is not possible and therefore validation of the test case cannot be
done across the hierarchical levels, however validation of the constraint effects are still
possible. Finally, Chapter 7 summarizes the conclusions and offers suggestions for future
work on the subject.
2.0: Literature Review:
The field of numerical optimization in design has been and continues to be
heavily studied e.g. Papalambros [4]. While many different algorithms exist that are
better suited for different types of problems, it is assumed for this thesis that whatever
method used can and will find the global optimal design point. The accuracy and
efficiency of these various methods is left to the optimization community to debate.
2.1: System Optimization Methods:
An engineered system brings size and complexity challenges to basic numerical
optimization methods. All-at-once optimization of a large multidisciplinary system
model may run for extreme periods of time with no guarantee of convergence. This
assumes that such a model can be constructed within the same modeling environment to
begin with. To deal with these issues, system optimization methods have been developed
which decompose the original problem such that parallel computing, domain specific
knowledge, and model tractability can help piece together a final optimal system solution.
The decomposition of large systems is not a trivial task and care must be taken to ensure
that the interactions and emergence of critical system functions remains true to the
original system. Several of these methods have been developed and are well documented.
2.1.1: Analytical Target Cascading:
Analytical Target Cascading (ATC) [5] is a system optimization method based on
a multi-level hierarchical decomposition of a system. Overall (super)system targets are
set and passed down the hierarchical chain for the subsystems to match. Each subsystem
conducts a local optimization to meet its targets and then provides its design vector as
targets for the next subsystem down the chain. Local constraints are tested at each
subsystem and reported back up the hierarchy to ensure a valid design is chosen. This
process is designed to mimic the traditional "requirements flowdown" process used in
traditional systems engineering organizations.
Figure 2-1: The Target Cascading Process [5]
Theoretical convergence of the ATC method has been proven by Kim et al. 2000
[6] and sets the standard for ATC nomenclature. Convergence is achieved by minimizing
the deviation of the system responses R from the target values T while bounding this
deviation by setting a tolerance band about the target. Formally, the ATC problem Po as
stated by Kim et al. 2000 is:
Po : Minimize llT -RI
where
R = r(x)
subject to
gi (x) 0
h (x) = 0
min max
xk < x <xk
i = 1,..., mi
j = 1,..., me
The advantage of this method comes from the alignment of this particular
decomposition with the organizational structure typically found within the enterprise. [7]
The subsystems can represent entire organizations within a corporation down to
component level design groups. Division of the subsystems can even represent complete
outside organizations such as partners or suppliers. Each division is responsible for their
L
I Supersy
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own domain of expertise, must achieve the targets set forth, and coordinate with other
groups when shared functions or variables are concerned.
One disadvantage of the ATC method is how the optimizer minimizes the
deviation from the target values. Once this value has been driven to zero, the algorithm
stops and a single solution point is found. In reality however, if the targets are chosen
such that they are readily achievable, multiple non-unique solutions may exist.
Examination of these solutions may provide insight into the design problem as well as
opportunities for other decision variables not included in the problem set to be included.
[8].
Given that ATC requires several nested optimization loops to function, each
model is called numerous times. More hierarchical levels require more optimization
loops, with each successive lower level model calculated more frequently. This
necessitates quick model computation and the use of approximate and or surrogate
models is encouraged if not required [5,6,7,9]. In general, this method has been used in
the automotive industry successfully with several examples highlighted by [10,11,12].
2.1.2 Collaborative Optimization:
While ATC is a more recent development, its roots are based on another system
optimization method that tends to mimic "the way complex system design is actually
accomplished" [13] Collaborative Optimization (CO) is a popular method based upon
decomposition along disciplinary boundaries. This method is used when a hierarchy does
not exist amongst subsystems. As a result, all subsystems are treated with equal
importance. The result is a two level process with a top level system optimizer that
coordinates the multiple subsystem optimizations below.
Figure 2-2: Collaborative Optimization Structure [7]
Like ATC, target values are passed down from the system optimizer and each
subsystem works to reduce the discrepancy of the subsystem responses to the targets.
This method works well for large systems that require numerous subsystem analyses with
a low level of coupling (e.g. some aircraft design problems). The system optimizer
typically handles coupling as it also coordinates the shared values of the subsystems. The
subsystem optimizations must take these shared values into consideration and establish
an optimal design while minimizing the deviation of the shared values. Benefits of this
method include the opportunity for parallel computing of subsystem analyses and
individualized optimization methods for each discipline.
Many variants of CO exist as the method has been refined to resolve issues with
convergence. [13] One such variant developed by researchers at NASA is known as
BLISS (Bi-Level Integrated System Synthesis). BLISS shares a similar two level
structure as CO and incorporates multiple parallel subsystem analyses, but differs in that
top level design targets are replaced with preference weights for the subsystem analyses.
[14] This strategy improves the handling of coupling between the subsystems.
2.2: Modeling Approximation Methods
While modem computing standards increase every day, the effect of more speed
and memory in computers only serves to further expand the ideas of different ways to
utilize this capability. Some of the computationally intensive methods mentioned above
would never have been attempted without the ability to compute them at reasonable cost.
While these techniques allow system engineers a chance to analyze and optimize a
complex system, they still must reply on some form of modeling approximation to get a
result in a useful timeframe.
Again, it can be argued that all models are approximations of reality. However,
there exist specific methods that are used to create deliberate low fidelity models that
allow quick and inexpensive evaluation.
2.2.1: Surface Response Modeling
Surface response modeling refers to the practice of fitting an equation to a set of
known data points in an attempt to predict a system output over a continuous range. Any
type of equation may be used although some more popular types include polynomials,
interpolation (kriging), and regression splines. The method requires a number of known
data points distributed about the design range of the problem. The method of distribution
of these points may vary as well and may be influenced by the equation fitting type as
described in [15].
Polynomial regression is the method most commonly used. Originally the method
was developed to fit a smooth function to noisy data collected in the real world, but its
use with computer modeling where no noise exists meant a reduction in costly
computation time was possible. [16] If the number of sampled data points is smaller than
the degree of the polynomial then all of the sampled points will be recreated exactly by
the polynomial. However, this is usually not the case and the method of least squares is
used to balance deviation across the sample set. [15] A typical second order model
would use a central composite design to create the sample data set and fit the data with
the expression in Equation 1: [17,18] The complexity of this equation grows rapidly with
the number of variables and presents a difficulty with this method.
Y = A + Axl + 2 X+ P/32 + 4 X2 2 + P5XlX 2  1)
Kriging interpolation techniques were first developed by the geostatistics
communities to map underground deposits based on a small number of data samples
spread widely across an area. These methods rely on prior statistical knowledge of the
distribution of the data and therefore carry similar points of contention as Bayesian
statistics. [16] Recently, kriging models have grown in popularity due to their ability to
capture many local maxima and minima. These models do have limitations however, as
the NxN matrix becomes ill-conditioned as the number of sample points (N) grows and
the space between successive sample points decreases. [15] The mathematics behind
kriging are better left to Giunta and Watson [16] and Swiler, Slepoy, and Giunta [15].
2.2.2: Trust Region Framework
This method requires the existence of a high fidelity model to base the
approximate function upon. Starting with a design point that is evaluated with the high-
fidelity model, a quadratic approximation of the local response surface is created. This
approximation is based on the local gradient and Hessian matrix of the high-fidelity
model at this point. The optimizer can then utilize this approximate model to direct the
search towards an optimum point. The step size is limited to the calculated trust region
of the approximation model. Once at the bounds of this region, the high-fidelity model is
called again to check the accuracy of the approximation. Based upon the difference of
the predicted value according to the approximation, and the actual value calculated with
the high-fidelity model, the optimizer has the option to accept or reject the step, or
increase or decrease the trust region, and finally recalculate the approximation. These
steps are repeated until the optimum point is found. [19]
This method effectively decreases the number of times the high fidelity model is
called and has proven convergence to the original high-fidelity model. Optimization
through a trust region framework differs from the above methods in that the
approximation used is a managed model. Constant checking of the accuracy of the
approximation ensures a local fit in the region of interest. This method is very powerful,
however it still requires the time and resources needed to construct and validate the high
fidelity model. [20]
2.3: Research Opportunity
There exist many literature references that cover both system engineering
methods, approximation methods, and even the combination thereof. This thesis
addresses the effect of error in the process of a particular system engineering method.
While error sourced from measurement accuracy is typically addressed through
equipment calibration, the error sourced from modeling approximation must be captured
through extensive validation processes. The subsequent framework examines how error
introduced within the decomposed structure of the system propagates through the process
to the final design. Ultimately, a strategy for overall model accuracy is desired while
balancing cost and complexity concerns.
3.0: Approach
3.1: Model Decomposition:
To explore the objective of the thesis, an "accurate" model must exist as a
baseline for measurement. A mathematical construct was used in this case as a baseline
model for comparison. Using a purely mathematical model allows for examination of the
model without any confusion or debates that real system models might induce. For
example, if a vehicle suspension model was used here, it could be debated that an
assumption of linear spring rates for bushings was incorrect. In this case, the objective of
the thesis would be obscured by secondary modeling issues. An additional benefit of
using a mathematical construct is that it is easier to apply the results to whatever form of
real world system model someone is using, such as financial models or engineering. The
neutral form in this case provides for an objective investigation.
Analytical Target Cascading utilizes a hierarchical decomposition of systems
instead of a single level all-in-one view and provides an interesting parallel with a typical
enterprise structure. This alignment of decomposition, responsible for ATC's popularity,
allows for the division of labor and responsibility across and between organizations.
Utilizing this method of decomposition allows the baseline model in the test case to
assume a similar level of alignment with an enterprise and allows for a method to
investigate how well this enterprise structure performs. Different decomposition methods
could be used to align with other organizational structures, but it is assumed that ATC
offers the most general application.
A three level decomposition has been selected as it provides enough complexity
to enable a meaningful case to study, yet does not bog the analysis down in unnecessary
levels of detail. Three levels of hierarchy can also represent the upper management,
middle management, and working class levels of an organization. It may also represent a
Systems Engineering Group, Subsystem Engineering Groups, and component groups or
suppliers. Each level is responsible for their domain of expertise, but must meet goals or
objectives set forth by the group to which they report.
In all test cases, a baseline model will be designated as 100% accurate. The effect
of different types of error can be introduced at various points in the model corresponding
to the different hierarchical groups defined within the decomposition. By separately
introducing error at different stages across the model, the end effect of the error can be
tracked by looking at the resulting design's performance and design vector values. This
resulting error may also be influenced by the type of function modeled, in that the error
may be amplified or attenuated by the model itself through the various levels of the ATC
process.
It is therefore desired to be able to normalize the error effect at each level. In
order to achieve this, the baseline model was constructed utilizing a bivariate function
nested within each of 3 layers of the ATC hierarchical decomposition. The resulting
baseline model has 6 design variables with a single performance metric. Error is
introduced as a deliberate change to the original function, (e.g. representing a missing
physical effect such as friction or drag) or as an approximation of the bivariate function.
Different forms of measurement error can be investigated by altering the function slope,
bias, optimum location, and various combinations thereof. Modeling error can be
introduced through the surface response and interpolation techniques described earlier.
3.2: Model Definition:
The bivariate function used is the equation for a cone with the zero points
adjusted to achieve an optimum point of [1,1] = 1.
f =-2*1 - (X - 1)2 2 + 3 2)
Cone Function over Problem Domain
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Figure 3-1: Cone Function (Eq. 2) plotted over problem domain
This equation is bounded by 0<=X<=3 and -1<=Y<=2. A slope factor of -2 was
deliberately selected as will be discussed in a later section. Setting the optimum function
value to 1 allows the function output to be used as an input into the same function to
represent the next highest layer in the hierarchical decomposition. The overall test model
therefore has a global optimum value of 1 with a design vector of x = [1 1 1 1 1 1].
Figure 3-2 displays the test model decomposition below:
20
Top Level Function
=-2[1- (X-1)2 + (Y-1)2 ] + 3
Mid Level Function Mid Level Function
X=-2- (x1-1) +(YY - 1) ]+3 Y=-2*1- (X-1) +(x4-1)2 +3
Bottom Level Function
YY=-2*[1- (x5-1)2+(x6-1)2] +3
Bottom Level Function
XY=-2*[1- (x2-1)2 +(.3-1)2] +3
Figure 3-2: Hierarchical Decomposition of Test Model
3.3: Measurement Error Types
The reuse of Equation 2 as the function of each subsystem of the model allows the
chance to substitute in the exact same error technique into each function, and keep the
perturbation of the model consistent. Different types of measurement error can be
analyzed by changing various values of the original function. Measurement errors are
presented first while keeping an accurate function representation. Modeling error is
introduced next as different approximation methods are used on accurately measured
points. This method keeps the influences of each type of measure separate and avoids
any interactive effects.
An error such as measurement bias can be inserted into any level of the model by
adjusting the offset value: (the value of 3.0 was changed to 3.1)
F
I I I
f =-2*1- _(X -1)2 +(Y1)2 +3.1
In this case, the optimal point coordinates do not change from [1,1], however the
optimal value raises to 1.1. This change of 0.1 is consistent across the design space as
seen in the error distribution plot below:
Vertical Bias Error Distribution
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Figure 3-3: Bias Error Distribution
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An error of slope or measurement gain can be introduced to the model by
adjusting the -2 slope multiplier:
r , ______ __1f = -2.2 *.1- 4(X - 1)2 +(Y 1) 2 I +3.1
Again, the optimal point does not change from [1,1], but the optimal function
value remains unchanged at 1 as well through adjustment of the bias value. The absolute
error increases across the design space as the distance increases from the optimum point
as seen in the error distribution plot below. Only the globally optimal point has zero error
in this case.
Slope Error Distribution
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Figure 3-4: Slope Error Distribution
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An offset error can be introduced by offsetting the optimal point in the X direction,
Y direction, or both:
i =-2*1 _(X _1.1)2 + y1)2] +3
f =-2*1- _(X_-1)2 + 1.1)2] +3
f = -2* [1- /(X -1.07071)2 + (Y -1.07071)2] + 3
In these cases, the optimal point has been shifted away from [1,1], although the
optimal function value of 1 remains constant. An error plot of Equation 7 illustrates the
error trend below. Note the line of zero error values in this case.
-"1
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Figure 3-5: Offset (X&Y) Error Distribution
Including all of the adjusted values can create a combination of the above
measurement error methods.
f= -2.1*[l-(X -l.o 7071)2+ (y-1.07071)2] +3
The error distribution plot shows the significant contribution of the lateral offset
error; however the more complex shape of zero error values across the design domain
shows the effects of the slope error included. The optimal point in this case has been
shifted to [1.07071,1.07071]. The bias does not appear to be changed at first glance of
Equation 8, however the related change in slope value provides a bias offset thereby
shifting the optimal function value to 0.9.
Combina tion Error Distributic
Figure 3-6: Combination Error Distribution
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3.4: Modeling Approximation Error:
To create a well-fitted surface response approximation for the cone formula
(Equation 2), a set of sample data was created with an even grid spacing of 31X31 (points
generated at 0.1 intervals across the design space in X and Y). In this case, utilization of
the polynomial regression method did not yield a satisfactory fit to the cone function.
Because the regression model lacked a satisfactory fit near the optimum point, a
weighting scheme was included to increase the importance of fitting the function close to
the optimum point and ignore the values closer to the boundaries. This method sought to
reduce the residual error of the regression model (R(x,y)) to the sample data points
(f(x,y)):
x [r 1 ) [R(Xn, Ym) - f(Xn, Ym)] 8.5)VxEn,Vyem f (Xn 2
The weighted approach improved the fit somewhat but still left a RMS residual
error of 107.9 as seen in Figure 3-7 below.
Figure 3-7: Weighted Polynomial S.R. Model Approximation vs. Cone Data
Instead of using a polynomial fit in this case, a trigonometric surface response
model was developed to better capture the behavior of the function near the optimum
point.
f = -4.2 * (sin(0.457 * (X + 2.4)) 4 * cos(- 0.457 * (Y -1.05)) 4 )+ 5.6
The trigonometric approximation (Equation 9) looses the absolute peak value of
the original cone formulation, but generally fits the trend of the data in question with a
RMS residual error of 37.7. Contrary to the earlier examples, no measurement error was
deliberately introduced into the function, instead the approximation method accounts
solely for the error introduced with this function.
A comparison of the surface plots of the original cone function and the
trigonometric approximation can be seen below in Figure 3-8.
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Figure 3-8: Weighted Trigonometric S.R. Model Approximation vs. Cone Data
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The optimal value of the approximate function is 1.4 and occurs at
[1.0371,1.0501]. Error distribution (shown below in Figure 3-9) over the design domain
is more complex in this example and shows multiple curves of zero error while the error
oscillates in between.
Trigonometric Approximation Error Distribution
ror
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Figure 3-9: Trigonometric Approximation Error Distribution
The final model approximation technique tested was the spline interpolation
method. A surface was created utilizing a smaller sample of grid data points (14x1 4) to
limit the modeling accuracy and cost. In this case, the points were deliberately spaced so
that the original optimal point was not selected. The Matlab function interp2 was used to
generate the approximation. A comparison of the surface plots in the design space can be
seen in Figure 3-10 below:
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Figure 3-10: Spline Interpolation Comparison
The interpolation method produces near zero error across most of the design space,
yet looses accuracy in the region surrounding the original optimal point. The new
optimal point calculated for the interpolation approximation is [0.9821,1.0186] with a
value of 1.1779.
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Figure 3-11: Error distribution for Spline Interpolation Method
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3.5: A Note about Robustness:
The objective of this thesis was to investigate effects of modeling error on the
system design process. As such, the development of a baseline model was necessary
along with a suitable method of approximation in order to achieve the objective. In the
process of designing the baseline model, a reoccurring problem kept plaguing the
analysis. Introduction of function approximations would yield a much different design
vector that when compared against the accurate model would have essentially the same
result as the accurate optimum point. The baseline function formulations were simply too
robust and a great number of isoperformance design vectors [8] existed for the optimal
value. The sensitivity of each of the variables was minute. Increasing the local gradient
near the optimum point did not effectively address this problem.
The problem exists in the method of decomposition and normalization utilized to
keep the introduction of modeling error consistent. If the range of function output was
less than the range of the function input, then with each successive model layer, the
overall answer converged towards the optimum point. Figure 3-12 illustrates the point.
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Figure 3-12: Variable Sensitivity Reduction through Modeling Levels
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Starting with a range of values of x5 and x6 (for example), the resulting YY value
has a smaller range. When this range is passed into the next layer, the resulting X value
range is reduced further. The final X value range yields a very consistent value for f.
This problem was fixed by changing the "U" shape response shown above to a
"V" shape response of slope 2 such that the input ranges and output ranges would be
equivalent.
X5,X6
Figure 3-13 2D V-Shaped Plot
In three dimensions, the "V" shape turns into the cone function utilized in the test
case. This formulation sensitivity does not become a problem in the "error" case
formulation because the function approximations are only introduced at one level in each
scenario and do not compound as illustrated above.
3.6: Test Model Exploration
Model optimization was conducted using a sequential quadratic programming
technique in the Matlab Optimization toolbox (fmincon). This routine conducted an all-
at-once optimization of the design variables with either the accurate or erred function
plugged into each subsystem as required. While the model formulation utilized an ATC
type hierarchical decomposition, the ATC method was not used for the actual
optimization of the test model. ATC requires multiple nested optimization routines,
utilizing much more processor time. As stated in the literature review, the methods of
ATC, CO, and BLISS all have proven convergence and therefore will calculate the same
result as an AAO method. (This fact was confirmed by the author early in the research
process).
Error location and type was varied by individually inserting the erred function
into each of the five subsystems. By inserting the erred function into both subsystems in
the middle and bottom layers, the effects of individual influences of each subsystem can
be seen. The results present the separate error measurements for each subsystem as a
complete set of information, while the conclusions drawn examine the overall effect of
error within the level.
The objective function for all scenarios minimizes both the function output as
well as the design vector. The minimization of the design vector accounts for the
possibility of the existence of several isoperformance [8] design vectors and is performed
by including the singular value decomposition of the design vector. While this is not a
typical inclusion in an ATC process, it is needed for consistency across the constraint
scenarios.
min: f va(x) + II x 10)
s.t. Scenario based constraints
where fval = Eq [5] thru Eq [11] depending on error location
3.6.1: Constraints:
Each scenario is defined by the constraints placed on the system model. In
particular, the constraints correspond to the different hierarchical levels of the system.
With two states (unconstrained and constrained) and three levels available, eight different
scenarios were created for investigation. The completely unconstrained state is
considered the baseline configuration (referred to as Scenario 0 in the graphs). Bounds
were placed on the design space in order to simulate a defined design space and to
eliminate the periodicity of the trigonometric surface function. The scenarios help to
distinguish how and where constraints in a system affect the overall model error
sensitivity. Combining the eight scenarios with the six subsystems available for error
placement creates a total of 48 different data points in the final analysis.
Generally, the constraint values were developed such that an internal optimal
point was found. While most real world problems find optimal points at the intersection
of several constraints, it is desirable in this case to not dictate the exact solution. In
addition, if bounding constraints became active for approximate functions based around a
central set point, it would be proper to re-approximate the function based on a set point
closer to the constraint. In this experiment, the set point and function remain constant in
order to evaluate the error effect.
Constraint formulation also remained constant in each scenario and across error
type investigation. Each constraint represents an allocation type constraint, where two
variables must share a minimum allotted value. This type of constraint is common and
relatively simple and can represent a design requirement, shared investment, etc. The top
level constraint is shown below.
Ctop level : 2.1- X - Y 0 11)
Middle level and bottom level constraints are shown below respectively.
Cmid leveI :2.1- XX I - Ix4 |1 0O
Cbottom level : 2.1- I x - x6 1- 0o
12)
13)
3.6.2: Description of Specific Design Scenarios:
Scenario 0: The baseline configuration has no constraints other than the problem bounds.
Scenario 1: The top level constraint is active.
Scenario 2: Top level and mid level constraints are active.
Scenario 3: The mid level constraint is active.
Scenario 4: Mid level and bottom level constraints are active.
Scenario 5: Bottom level constraint is active.
Scenario 6: Top, Mid, and Bottom level constraints are active.
Mid level and Bottom level constraints are active.Scenario 7:
3.7: Definition of Error:
An examination of error propagation requires a clear definition of error.
Depending on the type of system and at the level at which it is examined; different
stakeholders will be concerned with different forms and measurements of error. Four
types of error will be examined in this study. Given that the test model is purely a
mathematical construct, one can attribute it's relevance to different types of systems that
may be concerned with one or more of any of the following error measures.
3.7.1: True Deviation from Optimum (TDO):
Assuming a true and accurate global optimum exists, TDO defines the difference
of the actual performance of the system and the optimum performance. An example of
this type of deviation could be the actual vehicle cornering performance versus an
optimum cornering performance given similar constraints. This error would help to
define how much more performance could be available for a system.
3.7.2: Deviation from Expected Value (DEV):
To calculate DEV, the result of an analysis is compared against measured
performance of the real system. This is the traditional method used to correlate and
validate models. An example might include a financial analysis of expected profits for a
particular project. The expected profit value derived from the analysis may be used for
decision guidance. When the project is finally complete, actual profit can be compared
against expected profit, and the cost model and/or market models may or may not be fine-
tuned or updated to include overlooked factors.
3.7.3: Maximum Deviation of a Single Design Variable (MDSV)
In the test case, six variables exist. MDSV compares the deviation of each
variable against its respective value in the optimal design vector. The maximum deviation
of any of the variables is reported. This measure may represent the amount of rework
needed in order to achieve the optimal result. Depending on the variable type and
amount of deviation, a judgment can be made as to the severity of the error. An example
might be the amount of error found in the specific fuel consumption of a jet engine.
Changing the SFC characteristics of a jet engine even just by a small amount may
represent months of engineering work and a significant budget overrun. While this
measure requires more subjectivity to be useful, the measurement is still valid.
3.7.4: Overall Deviation of Design Variable Vector (ODDV)
Similar to the above measure, ODDV attempts to capture the amount of rework
needed to achieve the optimum performance. In this case the singular value
decomposition of the design vector is compared against the optimal design. Rather than
capturing just the worst design variable deviation, the I value from the SVD applies a
single value to the deviation of the entire design from optimum. Using the above
example again, this could represent deviation of SFC, thrust, weight, and drag of an
airplane in a single number an offer a measure of comparison between two different
design vectors.
4.0: Test Analysis Results:
Eight sets of data were collected reflecting the different types of erred functions.
Each erred function was tested on all constraint scenarios with the erred function placed
in each subsystem separately. Baseline values use only the accurate function and
therefore remain constant for each scenario. The four error measurements were then
calculated and charted against each other. The data is presented in order from least
constrained to most constrained by means of increasing optimal values. Numerical chart
data is presented in Appendix B.
Lateral offset error of the optimal point was tested in the "X" direction, "Y"
direction, and a combination of both directions (Eq 7). The results were indistinguishable
between all three error types, therefore the combined case results were used as this
presented a more likely scenario for real world modeling problems. The data of all eight
analyses are presented in Appendix B.
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Figure 4-3: Slope/Gain Measurement Error Results
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Figure 4-5: Trig. Surface Approximation Error Results**
** Error values for Scenarios 5 & 7 have been zeroed to retain graphical scale
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5.0: Discussion of Test Case Results
The test model was constructed such that the error introduced into the system was
normalized at each level. This enables direct comparison of final design deviation across
the hierarchical levels. The constraint scenarios were designed to have a cumulative
effect and are ordered from greatest to lowest response value of the accurate case. This
enables comparison of the different constraint scenarios as a trend for each error type.
However, it is impossible to normalize with respect to the impact that each type of error
investigated. Therefore direct comparisons of the values from one error type case to
another are not valid. The trends within each error type case are comparable however,
and give some insight into the behavior of the system.
A cursory examination of all of the TDO and DEV error results indicates that
error of all type propagates from the bottom levels of the system up to the final design.
The trend is evident in almost all of the test cases and all of the scenarios; error
introduced in the top-level function is not nearly as sensitive as error introduced into each
subsequent level. From an enterprise standpoint, this coincides well with general system
engineering practice as each component design team retains its domain expertise and is
expected to resolve the details of each individual design. This would also tend to indicate
the validity of approximate and surrogate models used at the system level, but also
indicate that the component design teams should invest in high fidelity models where
applicable. The results also indicate that if accuracy of the predicted system performance
is an on-going problem for an enterprise, the resolution of this issue may best begin at the
component levels and progress upwards.
With regard to the specific practice of ATC, approximations and surrogate
modeling is encouraged in order to converge to an answer within reasonable time and
computational budget. In practice, the most efficient way of speeding up the ATC
process would be to shorten the time required to run the model called most frequently.
Given the structure of nested optimization loops, this would mean an opposing strategy of
which levels could afford detailed modeling (i.e. the ATC process rewards approximation
at the component level, exactly where the test case was the most sensitive to error).
While the ATC process may converge in the case of subsystem approximation, the
deviation from the true performance or true optimum may be of great magnitude. If the
models are allotted fidelity based on the test case results however, the ATC process may
take too long to converge or may fail to converge at all.
Section 3.5 detailed a difficulty in the creation of the test case where the original
system design was too robust with respect to error in order to get meaningful results.
This realization indicates that the trends reported in this data set may not be universally
applicable. The creation of a robust design architecture is typically a goal in system
design and needs to be addressed with respect to these findings. Robust systems by
definition will have the tendency to attenuate disturbances and noise between the input
and output. Conversely, a non-robust system will tend to amplify a disturbance. In the
test case, error introduced into each level can be thought of as a disturbance. Therefore,
it would be possible to check the error propagation with respect to system robustness by
changing the baseline slope value of the cone function (Eq. 2) used in each case.
The Lateral X&Y Measurement Error Results (Figure 4-1) indicate a well-defined
pattern of reduced error (TDO and DEV) sensitivity when compared across the different
hierarchical levels. This case was chosen to highlight how robust system design may
affect the results in the original test case. Two additional test cases were computed for
this purpose. In the robust design case, the slope of the cone function was set to 0.5,
while the non-robust case used a slope of 4.0. By changing the slope values, the system
can be made to amplify or attenuate variability. These values for slope were used in both
the baseline functions and the erred functions. The bias value was adjusted to retain an
optimal function value of 1 at [1,1] in each case.
Baseline "Robust" Cone Equation:
f = -0.5* [1- (X -1)2+ (y 1)2 +1.5 14)
"Robust" Cone Equation with Lateral X&Y Measurement Error:
f =-0. 1- j-(X-1.07071)2 +(Y -1.07071)2 +1.5
Baseline "Non-Robust" Cone Equation:
f =-4 * 1- (X - 1)2 + (y 1)2 ] +5
"Non-Robust" Cone Equation with Lateral X&Y Measurement Error:
f = -4* [1 - (X - 1.07071)2 + (Y -1.07071)2 +5
15)
16)
17)
The resulting error plots for the both cases are presented below. System
formulation and constraint equations were retained as described in the original test case
(Section 3). Specific numerical results data are presented in Appendix B.
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Figure 5-1: Lateral X&Y Measurement Error: "Robust" Cone Equations (14& 15)
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Figure 5-2: Lateral X&Y Measurement Error: "Non-Robust" Cone Equations (16&17)
An examination of the TDO and DEV error plots for both cases indicate a reversal
in the propagation trend for robust and non-robust systems. In the robust system case, the
sensitivity to error is highest in the system level and least sensitive to the lower
component level error. The non-robust case again highlights error sensitivity on the
component level but the DEV results are mixed. This adds another dimension to consider
when examining the results.
A further examination of the TDO and DEV results of the original test case also
indicated a strong trend between the different constraint scenarios. For most error types,
the unconstrained scenario featured the highest levels of error with a notable decrease in
the amount of error as the model was further constrained. In addition, the TDO error
measurement levels drop at a faster rate with constraint level than the DEV error
measurements. When the system was pushed towards either a robust state or non-robust
state, the trend in reducing TDO error continued, but the DEV error showed a mixed
result. For the robust case, the DEV error was generally unchanged by the constraint
scenarios while the non-robust case showed sensitivity to the combination of error
location and constraint scenario.
In general, as a model is constrained more, more of the design vector is being
dictated by the constraints and the system cannot achieve as optimal a response as it
DEV Error
could in the unconstrained case. It is logical then that the same loss of influence on the
design vector through the use of constraints would prevent a flawed model from
deviating from the dictated design. The result of the modeling flaw then, while not
capable of altering the design vector, means that the prediction of performance is left to
absorb the effect of the flaw.
Which is more important then? The accuracy of the prediction? Or the deviation
from the optimal design point? In practice, TDO error is typically an unknown quantity
and DEV error can only be measured after the project concludes, or once an actual
prototype is built. Therefore, the DEV error is the only tool available with which to make
a decision. The answer truly depends on the enterprise and what system is being modeled.
In the case of a financial model, go/no-go decisions are made upon the results of an
analysis, for example, expected monetary return. In these cases, the DEV measurement
is more important because if expected return is calculated above what the true optimal
answer is, the decision to proceed is based only on the expected response. The predictive
accuracy is also important at the system level where system requirements are measured
against functional targets. In the case of a space exploration mission, the optimal design
point may be more important if there is only one chance to get the design correct.
Accuracy of the optimal point is also important at the component level because of system
build and integration constraints.
It would be helpful to be able to draw a correlation between the DEV error level
and the TDO error level in order to gain some insight into what the TDO error might be
for an actual system. In most of the cases examined for the various error types, a
reduction in the DEV error of a system would reduce the TDO error level as well. For a
constrained and or robust system, a small DEV error would tend to indicate that the TDO
error is small as well. However, for the trigonometric approximation model with top-
level error, the inverse is true. In this case, the DEV error magnitude indicates a well-
correlated model while the TDO error is still large. This finding would indicate that good
correlation even within the area of interest is not necessarily a sufficient condition to
indicate that the optimal value is accurate. More investigation into why and under what
type of conditions this occurs is warranted.
Up to this point no mention of the MDSV and ODDV error measurements have
been made. It was assumed earlier that MDSV results would tend to be subjective in
nature as correction of any single design variable may or may not prove to be more
difficult than any other. No discernable pattern can be detected between the MDSV plots
across the different error types. However, the data has been retained and presented, as
most of the MDSV error values have been relatively small in comparison to the DEV
values. This demonstrates the sensitivity of this system's response to a relatively small
perturbation of the design vector. In all of these cases, no single design variable can be
blamed for the overall error measured of the system. The ODDV error results show that
in all of the cases, the design vector itself never departed further than 3% from the
optimal vector. While the ODDV measurement is itself rather arbitrary, it too indicates a
small change in the overall design.
It is important to note that two constraint cases in the trigonometric approximation
study resulted in some outlier data points. Introduction of the approximation in
combination with the constraints in Cases 5 and 7 ended up diverting the optimization to
select a design point limited by the bounds of the test case. It is assumed that in practice,
this deviation from the area of interest would prompt a re-evaluation of the surrogate
model and the optimization would be rerun. Some convergence difficulties were
expected in the test case as selection of a full set of constraints and models that would all
compute equally as well was not a trivial problem.
6.0 Suspension Design Case Study:
A case study was performed to examine the conclusions from the test model with
an actual engineering example. A suspension design study was selected and derived
heavily from Rideout et al. 2001 [12]. The given design problem highlights a 3 level
ATC formulation of a suspension design problem based upon vehicle ride and handling
targets. Rideout establishes the validity of ATC for vehicle suspension design and
describes a hierarchical model of vehicle, suspension, and component levels.
Vehicle models from Rideout were recreated in Matlab, however the external
models used for suspension and spring design were no longer available. Substitute
models were created in Matlab and are described below. The objective of the
optimization problem is to reduce the deviation of the vehicle dynamic responses from
the target values. Objective values are normalized for an even weighting and a singular
value decomposition of the various measures provides a single response value for the
optimization. In this case study the model decomposition was retained for tracking
purposes of the error location; however an AAO single level solution formulation was
used for computational efficiency.
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Figure 6-1: Vehicle Suspension Model Hierarchical Decomposition [12]
Suspension design was selected for this case study as an excellent example of
both hierarchical design in the real world and a classical case of competing objectives.
The overall objective of suspension design relates to both the handling and safety of a
vehicle but also to ride comfort and isolation. Typically, handling and ride comfort
compete directly on several key design parameters (ride frequency for example) and a
tradeoff is desired. This gives rise to targeted system values as a means of compromise
and desired traits for perceived vehicle "personality".
6.1: Vehicle Design Model:
Vehicle ride and handling targets were established as:
* Front and Rear Ride Frequencies
* Front and Rear Wheel Hop Frequencies
* Pitch Natural Frequency
* Understeer Gradient
The measurements of the ride responses are based upon a multiple mass and
spring model representing the front and rear axle locations, tire and spring rates, and CG
location. A Bicycle type model is used to model understeer gradient. All formulas from
Rideout [12] for the vehicle level design were reused in the model. Specific details of the
vehicle model may be found in Rideout [12].
Vr(t 4
Figure 6-2: Half Car Model Schematic and Bicycle Models [12]
6.2: Suspension Design Model:
The suspension model consisted of the tire model and a calculation of wheel rate
based on spring rate for a short-long-arm suspension (SLA). The motion ratio (MR) was
set at 0.556 (Spring travel/Wheel travel). Therefore the wheel rate is as follows:
Kwhee = Kspring * (MR) 2  14)
Tire models for vertical and lateral stiffness follow the equations set forth in
Appendix B of Rideout [12].
6.3: Spring Design Model:
The spring design model is derived from helical spring design formulas found in
Shigley [22]. Spring rate and travel are derived from the basic dimensions of coil
diameter, wire diameter, pitch, and free length.
F = Massront * 9.81/ 2 / MR 15)
1000 * G * d 4
sprin =Lo -3*d8 *D' *Lo3d 16)
F Lo-3*dSpring_ Travel = Lo d 17)
6.4: Constraints:
The system is heavily constrained at all levels. All design variables have a
limited range of allowable values (side bounds). In addition, several of the subsystem
responses calculated have limited ranges. The ranges are presented in Table 5-2 below.
Description
Symbol
Minimum
Maximum
Description
Symbol
Minimum
Maximum
Desian Variables:
Tire Coil Wire Free
A B Pressure Pitch Diameter Diameter Length
adim [m] bdim [m] P [kPa] p D [mm] d [mm] Lo [mm]
1.25 2.31 83 50 50 5 350
1.39 2.45 248 100 200 30 420
System Responses:
Front Rear Rear Front Rear
Ride Ride Front Tire Tire Cornering Cornering Wheel
Stiffness Stiffness Stiffness Stiffness Stiffness Stiffness Travel
Ksf Ktr Travel
[N/m] Ksr [N/m] Ktf [N/m] [N/m] Kcf [N/m] Kcr [N/m] [mm]
13100 25700 120000 120000 67300 35000 190
56300 60000 442000 300000 190000 100000 210
Table 6-3: Design Constraints for Vehicle Suspension System
Additional maximum stress constraints restrict the spring design according to the
following formulas (Shigley [22]):
8 *F *D 4*F8*Fjounce Djounce
S p*d 3  p*d2
1790
ult =d 0.155
18)
19)
20)C: U 0t : 0
A buckling constraint also exists for the spring design:
C: Lo - 3.72* D 21)
6.5: Model Exploration:
Similar to the test model, a baseline model was created and an optimum design
vector was calculated with the sequential quadratic programming technique in Matlab
(fmincon). The analytical closed form equations in each of the models were considered
"accurate" for the baseline values in this case. The optimal baseline design vector (seen
below) activated 11 of 20 constraints placed on the model, classifying this example as a
heavily constrained design.
a b Pf Pr Df Dr df dr
1.25 2.31 102.3 190.7 200 200 25.6 25.6
Lfo Lro
350 350
Table 6-4: Baseline Optimal Design Vector
To test the conclusions from the previous study, modeling error was introduced at
each hierarchical level in the form of erroneous exponents in specific formulas. Changes
made at each level are as follows:
Top Level Changes:
0.5
co1K
1 pring0.48
27r M
S=0.5
Owh = lKtire 1
( \0.48
wh 2 Mtire
2) M I
1K
t2) i pitch
1 ( pitch 0.48
CO 2x
Middle Level Changes:
Original:
Erroneous:
Bottom Level Changes:
Original: 1000* G * d
4
8Dsprin3 Lo-3*d
Design
Vector
pif pir
50 50
Original:
Erroneous:
Kwheel = spring * MR2
Kwheel = Kspring * MR1.8
1000* G * d3"8Erroneous:
8*D2.8 Lo -3*dP
In addition to the baseline study, a second case was examined with relaxed
constraint values. The optimal baseline design vector in this case only activated 2 of 20
design constraints. It was decided not to alter the a and b (Figure 5.1, Table 5.2)
dimension bounds as these are typically rigid in vehicular design with respect to platform
design restrictions, and the heavy influence of these variables would drastically change
the nature of the problem in question. Revised bound values for the other variables are
shown in Table 5-3 with the changed values highlighted:
spring
Tire Wire Free
A B Pressure Pitch Coil Diameter Diameter Length
adim [m] bdim [m] P [kPa] p D [mm] d [mm] Lo [mm]
1.25 2.31 83
1.39 2.45 248
Front
Ride
Stiffness
Ksf [N/m]
13100
56300
Rear
Ride
Stiffness
Ksr
[N/m]
25700
60000
Front Tire
Stiffness
Ktf [N/m]
120000
442000
Rear
Tire
Stiffness
Ktr
[N/m]
120000
Front
Cornering
Stiffness
Kcf [N/m]
67300
190000
530 420
30 420
Rear
Cornering
Stiffness
Kcr [N/m]
35000
100000
Wheel
Travel
Travel
[mm]
190
210
Table 6-5: Revised Constraint Values for Second Case
Description
Symbol
Minimum
Maximum
Description
Symbol
Minimum
Maximum
6.6: Results
TDO and DEV error values were calculated for both constraint cases with all
levels of error. Error magnitude for each of the six target values was determined and
totaled for a single value of comparison. Case 1 represents the default constraints, while
Case 2 represents the relaxed constraints. Results are displayed below in Figure 5-4.
Detailed results are presented in Appendix C.
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Figure 6-6: Case Study Error Results
6.7: Case Study Conclusions
The test model case was designed to be able to normalize the error introduced at
each level in the system. This was the benefit of using a mathematical construct for
investigation. In the case study however, normalizing the error introduced at each
hierarchical level was not possible as each model differed greatly. Therefore a major
aspect of the test case presented earlier cannot be tested with a case study. Magnitudes of
resultant error across hierarchical levels can be attributed to both the location and the
magnitude of the introduced error. The effect of either aspect of the introduced error
cannot be distinguished between each other and the comparison is not valid.
30.0%
25.0%
0.0%
% Error 15.n
10.09
6.01
0.01
u2
ComftrWdCase
However, the results do confirm the association of constraint levels and deviation
magnitude from the test case. In the case study, the DEV errors were kept consistent in
between both the normal and relaxed constraints while the TDO error increased when
constraints were relaxed. In practice, the perceived model accuracy will not have
changed (since the DEV measure is typically used for correlation) while the accuracy of
the optimal point has suffered. This trend highlights the need of further model
refinement whenever constraints are removed in the search for more optimal designs.
Taken in context with the results from the robust system experiment in Section 7, the
dissociation of TDO error and DEV error may indicate that the suspension system in
question would not be considered robust. Indeed, there is much sensitivity in real world
suspension design as minor changes in a variable such as wheel alignment that can easily
disturb the overall handing and ride quality of a vehicle.
7.0: Thesis Summary
In the world of complex systems, it is impossible to have a handle on every
specific variable and influence regarding the system design. The tools and techniques
that have been developed still rely on the knowledge and understanding of the engineers
involved. The work presented here represents a small piece of the overall scope of
complex system design. The hope is that this work can help to increase the efficiency
and accuracy of these system design techniques.
A framework has been introduced to be able to track the effect of various error
types through a hierarchical system engineering process. The resulting system design
error is compared against induced error location in the hierarchy, influence of constraints
on the system, and against robust design characteristics. It was shown that a robust
system is most sensitive to error at the overall system level while a non-robust system is
most sensitive to error at the component level. Inclusion of design constraints show a
general trend of decreased sensitivity with increased constraints although this trend may
level out as a system exhibits a more robust nature. Overall, local approximation
accuracy at the optimal point becomes a driving factor versus generic predictability over
the entire design space.
8.0: Conclusions
A mathematical construct was used in the test case in lieu of a real world system
for both simplicity and normalization reasons. However it also presented a method to
adjust some form of robustness of the system. "Robust" in this case is taken as a specific
quality and has not been given a measure in this case. It appears however, to have a great
influence on the direction of error propagation. In conjunction with the constraint
scenarios, a few guidelines appear valid.
For robust systems, the use of approximate models and measures appear to be a
useful method to accomplish system design. This aligns well with the ATC process as
the low-level models that are called most frequently can be of the lowest fidelity. From
an enterprise standpoint, it puts the attention on the systems engineering group as they
hold the greatest influence on the final product design and success. An example of this
would be a vehicle structure that is sufficiently stiff globally and therefore refinement of
the FEA model for specific stress concentrations is not needed. By nature of the design
being "robust", the requirements of engineering the system appears to be relaxed and
more variables or stakeholders could possibly be included in the analysis.
For non-robust systems, particular emphasis must be placed on the accuracy of
the component level models and measurements. These systems tend to amplify the error
throughout the design process and compound to a large system level error. However,
high fidelity models at the component level slow the ATC process excessively and are
discouraged. This dilemma may be resolved with an appropriate strategy for retaining
the lower level modeling accuracy. Trust region methods utilize a managed
approximation model that checks the approximation accuracy periodically as the
optimization process progresses. Utilization of a standard approximation method for the
system level combined with a trust region method for the lower levels should resolve to a
more accurate answer with an improved calculation time. From an enterprise standpoint,
this result implies a certain level of communication is necessary between the system
engineering team and component level teams where periodic reviews of approximations
and assumptions are checked against detailed designs. It also may justify the expenditure
of the creation or enhancement of detailed models for this purpose.
Unfortunately, most real world systems are not so black and white. Most systems
exhibit robust and non-robust behavior for different design variables. This is the basis for
sensitivity studies and pareto charts to monitor overall system influences. These studies
are calculated from a design variable perspective, so where should model refinement be
applied if these variables are shared across decompositional boundaries? The results here
tend to point to the application of sensitivity studies within each system boundary. The
results can help to guide where model refinement could improve the overall system
model accuracy.
In practice, the presence of different types of constraints combined with a
multitude of complex systems to model will create a scenario not featured in the test case.
The test case is an illustrative example to examine these trends. The results tend to
validate a "fundamental tenet of numerical optimization; that one should not work too
hard until one nears a solution" [21]. This advice may be the best strategy overall with
respect to the use of approximations. If the validity of the system design depends on the
accuracy of the models at the specific operation points in question, then a strategy of
narrowing in on the optimal region with successively more refined models should prove
more efficient and more accurate. An example of this type of framework is cited in [21].
For an enterprise, the use of optimization tools such as the methods mentioned here
therefore show their greatest efficiency early on in the design process where the design
space is large and undefined.
9.0: Recommendations for Future Work
The results presented in this thesis center around the cone function (Eq. 2) as a
subsystem response at each level. Taken in a two dimensional cross-section through the
centerline, this has been described as a "V" shaped function in Section 3. Real life
engineering situations are typically much more complex however, and response shapes
will not only be more complicated, but also vary from level to level. Further
investigation into various types of system responses perhaps with multiple minima is
warranted to challenge the general applicability of these conclusions.
An enterprise typically does not have the simple choice of a perfect measurement
or a perfect model either. Therefore a certain level of confidence in the measurements
and analysis is desired. The combined effect of measurement error and approximation
error was not addressed in this thesis, yet would represent the more common case found
in practice.
An excellent example of a variable fidelity model is a finite element model. A
structure can be modeled within a wide range of accuracy depending on changes in mesh
characteristics and overall degrees of freedom. An additional case study could be
constructed to expand upon the findings here using third party software and stress and
mass targets.
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11.0: Appendix A:
The following data sheets contain the output results of all test model runs for each
error type and constraint scenario. All values were calculated in Matlab, with Excel used
merely for archival purposes.
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12.0: Appendix B:
Detailed design vector, target, and error values for the suspension design case
study are presented in the following chart. Again, all values were calculated in Matlab,
with Excel used merely for archival purposes.
. .... . ---- - ---.. -: ----- .. ... _ii . . i . . . .. -------Suspension Case Study t ase 01 Full Co strats
B ase. .ne.......... ll..I6.. 
... 
." .....
Baseline P 11 of 16 constraints actire
F 0.999765 1-3609341 1,-24958 11 54632 0 752126 0-007077
a b 1 Pf Pr DO Dr di & Lfo Lro pif pirDePga Vector 1.25 2.31 102.274 1907466 200 200 2559577 25.61197 350 350 SO 50
....... 
........... 
t t. 
Iop trrorF Actual 0.999765 1.360934 10.29231 11.54632 0.75235 0.006945 TOO:F Expected 0.928912 1 248982 811344 9727893 0.707027 0.006945 DEV:
DesIgn'Vecto 1.25. 2.31 103.0209 190.7466 200 200 25.59577 25 61197
Mid Error
F Actual 0 999765 1.360934 10.15117 11.54632 0.751599 0 007392 TOO
F Expected I 6,06 6i 144321 9-570615 10.88598 0 786272 0.007058 DEV:
.... • !!!!  ....l . ........ . .. .. .. ......... T .............. ...... : .. i • ................. :  :  ..1Des Vector 256 3 10013 95 19071466 .200 200 25 59577 25 61197
Bottom Error
F Actual 1.00076 1-361664 9-991813 11.01828 0.750148 0.007211 TOO:
F Expected 1.229125 1-672313. 9-9918131 11.01828, 0.896812 0.007211 DEV:
.D. 
... .... . ....
0.o0% 0.0%1 0.4% I  0.0%I 0.0%1 -19% 2.3%
7.6% 9.0% 18.1% 18.7% 6.4% 0.0% 59.818%350 350 50 0•"
... . .. .- . ..: ........... ........  -- ....... " ... .....  ......:  ........Total0-0%1 0.0%I -1.0%1 0-0%I -0-1%1 44% 5.5%
-5-7% -5J7% 6.1% 6.1%, 4-4% 4-7% 32.7%
350 350 50, 50
Total
10 % 0.1% -2.5% -4.6% -0.3%i 1.9%1 94%1
-18 6% -18.6% o o%i 0.0% -16.4% 0 °-%1 535% Il219 81 172 003 200 200 25 60768 25 61839 350 350 50 SO• : . : ....1..  .. : _ ...-- .. .._ S . . ..- .... .... .._-. ..L _ ... ... .. . -- .. -  .... ... -- . .... • .. .. ........ - - -
.. .. . 
-.. .. .. .
. ..... ... . .
:. .- ........
• •. .. : .. . .. . . . . . . .. . i ...... .... . ... .. ....... - ...... : .. .Suspension Case Study 'Case 02 Relaxed Constraits
. . . . . .. ... .. . ... . . .. .. ..... ..
........................................................................................................................... 
-..................Baseline 2 of 20 constraints active0 A.7676991 1 16582 10. 50954 12.2849 0.631164 0.00703,a b Pf Pr Df Dr di dr Lfo Lro pIt jlrDesign Vector 1 25 2.31 106.86611 2184255 229 6754 2233536 27 63089 29 82261 419 8837 419 874 40 55272 42 88392
•0.•07071..... .2 7 0 .1 :0 ......... . . :. .  ...... ..... i 4. 0.0...........1- % 1 : : :•
Top Error 0 1o211
F Actual 0.805605 1 A50218 10-60707 12.47145 .667912 0.006899 TDO: 4 9% 10.2% 0,9W 1 5% 5.8% -19% 252%F Expected 0.7550051 1327544 8.966946 10.47498 0.630672 0.006899 DEV: 6.7% 922% 18,3% 19.1% 5.9% 00% 59.2%)esign Vector 1 25 2.31 108 6188 225 6883 233-604 217 9552 2845886 30 419 9051 420 41.4408 47.15761
Aid Error NTotal
:Act al 0721281 1274718 10.4686 1247145 0.599594 0.00729 TO: 27 9% -6.3% 21% 80% -203% 30% 676%
-2 7 .9%8 1-6 -3 % 2 .1 % . e .oG % -2 0 .3 % ý 3 .0G% l 6 .7 /,,
0Expected 7648861 1.351782 9.869892 11-7582 0630796 0006961 DEV: -5.7% -57% 6 1% 6.1% 4 9% 4-7% 332%)egnVesctor 1-25 2.31 106.1327 225 6883 219.5722 215.7284 27.30481 2953901 420 420 40.17435 42.57363
-... ...... ... . . .. .. . . ................. ... .. ....i. . . . ...... .-• - -
3ottor Erro
FActual 0.669472 1.274718 10.48084 12.206160.567825 0.007047 TDO: -33-0% -6.3% 2.3% 5.7% -24.5% -0.4%1 723%F Expected 081423. 1518745! 1048084 12,20 616 0678857 0007047 DEV: -17.8% -16.1% 00% 0.0% -164% 0.0% 502%S1 1063536 215.393 134.2428 103 3412 18 95595 17.92943 420 384 4294 29 955471 3049967
v
13.0: Appendix C:
The following data sheets contain the output results of the two test model runs for the
robust formulation investigation. All values were calculated in Matlab, with Excel used
merely for archival purposes.
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