The ability to infer relationships between groups of sequences, either by searching for their evolutionary history or by comparing their sequence similarity, can be a crucial step in hypothesis testing. Interpreting relationships of human immunodeficiency virus type 1 (HIV-1) sequences can be challenging because of their rapidly evolving genomes, but it may also lead to a better understanding of the underlying biology. Several studies have focused on the evolution of HIV-1, but there is little information to link sequence similarities and evolutionary histories of HIV-1 to the epidemiological information of the infected individual. Our goal was to correlate patterns of HIV-1 genetic diversity with epidemiological information, including risk and demographic factors. These correlations were then used to predict epidemiological information through analyzing short stretches of HIV-1 sequence. Using standard phylogenetic and phenetic techniques on 100 HIV-1 subtype B sequences, we were able to show some correlation between the viral sequences and the geographic area of infection and the risk of men who engage in sex with men. To help identify more subtle relationships between the viral sequences, the method of multidimensional scaling (MDS) was performed. That method identified statistically significant correlations between the viral sequences and the risk factors of men who engage in sex with men and individuals who engage in sex with injection drug users or use injection drugs themselves. Using tree construction, MDS, and newly developed likelihood assignment methods on the original 100 samples we sequenced, and also on a set of blinded samples, we were able to predict demographic/risk group membership at a rate statistically better than by chance alone. Such methods may make it possible to identify viral variants belonging to specific demographic groups by examining only a small portion of the HIV-1 genome. Such predictions of demographic epidemiology based on sequence information may become valuable in assigning different treatment regimens to infected individuals.
Introduction
The study of genetic variation in human immunodeficiency virus type 1 (HIV-1) is an ever evolving field because of the rapid genetic divergence of HIV-1 through nucleotide substitution, duplication, deletion, recombination, and selection (Howell et al. 1991; Bonhoeffer, Holmes, and Nowak 1995; Mansky 1996; Burke 1997; Salminen et al. 1997 ). Not only is there great variation between viruses of different subtypes, but even the quasispecies within an individual may contain high variation. Within the myriad of HIV-1 genomic mutations may reside important phenotypic information. The amount of diversity seen in the env gene has been shown to exceed 10% within an infected individual (Delwart et al. 1994; Wain-Hobson 1995) . With such rapid evolution occurring within the HIV-1 population, the ability to identify and distinguish genetic structure within sequence data will be crucial in understanding the biology of HIV-1.
Phylogenetic and phenetic methods are often used in an attempt to identify structure in sequence data. Phylogenetic methods attempt to infer the evolutionary history that is most consistent with the observed data. These methods are used in such analyses as parsimony, maximum likelihood (ML), and distance matrix. Phenetic methods, on the other hand, attempt to group sequences based on similarity alone. These phenetic methods are incorporated in the clustering analyses of the unweighted pair group method using arithmetic averaged (UPGMA), complete linkage, single linkage, and Ward's method. Phylogenetic analyses have typically been used to group the viruses involved in the HIV-1 pandemic into the main (M) group, an outlier (O) group, and the Non M, Non O (N) group. These techniques have been used in compartmentalization studies (Poss et al. 1998) , detecting the origin of an epidemic (Zhu et al. 1998) , comparing geographically distinct viral populations (Gao et al. 1996) , and analyzing drug resistance (Leigh Brown and Cleland 1996) , and have led to the establishment of ten distinct subtypes or clades (A through J) within the M group (Louwagie et al. 1993; Kostrikis et al. 1995; Myers et al. 1995; Gao et al. 1998) .
Although the ability to distinguish viral subtypes from other diverse groups of sequences has been shown, there is little information to link the evolutionary structure of HIV-1 to the epidemiological information of a person, including risk and demographic factors. To correlate patterns of genetic diversity with risk and demographic factors, we studied an approximately 620 nt region from the second constant region (C2) to the fifth variable region (V5) of env in 100 HIV-1 subtype B infected individuals from the United States. The C2-V5 region encompasses most of the biologically significant sites in env, and most partial env sequences in the literature are included in this region. None of the individuals studied were linked by a series of known transmission events, and information about certain epidemiological characteristics was available for each person.
Standard phylogenetic and phenetic analyses of these sequences showed little structural correlation with known epidemiological information, with only the geographic area of infection and the risk factor of men who engage in sex with men (MSM) showing any statistically correlated groupings. Although phylogenetic and phenetic methods may often distinguish between groups of structured sequences, they also may fail to identify more subtle relationships between the sequences. To search for this less pronounced structure in the sequence data, metric and nonmetric multidimensional scaling (MDS) was performed. The MDS method takes a set of pairwise dissimilarity measurements for each sample and projects the samples in two or more dimensions of Euclidean space such that the distance between each sample in Euclidean space matches the dissimilarities as closely as possible. Using metric and nonmetric MDS analysis on these data, we were able to show that the sequence information in the C2-V5 region of env correlated with the risk groups including men who engage in sex with men and individuals who engage in sex with injection drug users or use injection drugs themselves (IDU/IDX).
The MDS analysis results in the construction of canonical variables that can be further used to predict putative group memberships. A discriminant functions analysis (DFA) (Fisher 1936) can be applied to the canonical variables to give a set of classification functions that allow assignment of the sequences to different groups. The efficiency of these assignments can be tested using cross validation. Using DFA and tree topologies, we were able to predict group membership for the original 100 samples that we sequenced at a rate statistically better than would be expected by chance alone for the factors of MSM, geographical location (AREA), and IDU/IDX. Using a newly developed method of likelihood assignment to predict groups, we could predict the groupings for the factors of MSM and IDU/IDX at a statistically significant level. Finally, we were able to predict the MSM risk group memberships for a blinded set of 19 samples at a rate statistically better than by chance alone by using the likelihood assignment test.
We show that phylogenetic and phenetic analyses, along with the methods of MDS and likelihood assignment can be useful in identifying the underlying structure in sequences containing little signal. Furthermore, we can test the validity of the sample relationships by predicting group membership based on the underlying sequence structure that we detect in the data. Such methods may make it possible to identify viral variants belonging to specific demographic groups by examining only a small portion of the HIV-1 genome. With the effectiveness of antiviral drugs having been correlated to the genotype and phenotype of HIV-1 (Leigh Brown, Korber, and Condra 1999; Falloon et al. 2002) , such predictions of demographic epidemiology based on a limited amount of sequence information may become valuable in assigning different treatment regimens to infected individuals. Gaining information on how different viral strains infect subgroups of the population may also prove valuable in future vaccine developments that target specific viral variants.
Materials and Methods Samples
Viral samples used in this study were acquired from 1994 to 1997 by the U.S. Centers for Disease Control and Prevention (CDC). Uncultured peripheral blood mononuclear cells (PBMCs) were collected from individuals located in five different cities in the United States along with demographic and risk factor information (unpublished data). Provirus DNA in PBMCs was isolated by using an Iso Quick Nucleic Acid Extraction kit from ORCA Research Inc. The HIV-1 envelope (env) C2-V5 region was amplified using primers ED31 and BH2, followed by second-round nested polymerase chain reaction (PCR) using primers DR7 and DR8. The PCR products, HIV-1 env C2-V5 region, were cloned into PCRII vector (Invitrogen, San Diego, Calif). The insert of approximately 700 bp of env C2-V5 region were identified by EcoRI restriction digestion, and sequenced by using fluorescent-labeled M13 forward and reverse on an ABI 377 sequencer. All proviral DNA isolations were processed in P3 laboratory facilities. The PCR amplifications were done with critical procedural safeguards.
Risk and Demographic Factors
The groups/risk factors that were examined are given in table 1, along with the number of individuals in each group. All demographic and risk factors that were catalogued by the CDC were used in our analysis. In this report we will refer to the classification variables Age of Individual (AGE), Area of Infection (AREA), Injection Drug User (IDU), Men who Engage in Sex with Men (MSM), Sex with IDU (IDX), Race/Ethnicity of Individual (RACE), Status of Individual upon Initial Detection of HIV-1 (STATUS), IDU or IDX (IDU/IDX), and Gender of Individual (SEX) as factors. Each category within a factor (e.g., 15-29 within AGE, or Baltimore within AREA) will be referred to as a group.
Phylogenetic and Phenetic Analyses
The phenetic method of UPGMA and the phylogenetic method of NJ were used to predict putative group structures for these sequences. Both methods were performed prior to obtaining the risk and demographic breakdowns for each individual. On the one hand, the UPGMA method is a hierarchical clustering technique that groups sequences based on similarity alone. The pairwise distance method of NJ, on the other hand, is a phylogenetic technique that groups sequences based on their inferred evolutionary history. Both the phenetic and phylogenetic methods rely on a pairwise distance matrix that describes the observed sequence data. A single pairwise distance matrix was constructed for use by both the phylogenetic and phenetic methods. The matrix was constructed under a general time reversible (GTR) (Lanave et al. 1984) model of substitution that estimated evolutionary distances between pairs of sequences under ML methods. The GTR model of evolution uses nucleotide substitution rates and a gamma distributed amount of site-to-site heterogeneity of rates that were previously estimated (Anderson et al. 2001) . The computer program PAUP* (Swofford 2002) was used to produce topologies for both the phenetic and phylogenetic analyses.
Slatkin/Maddison Test
To determine if there were any statistically significant associations between the UPGMA or NJ topologies and the epidemiological subgroups, we employed a method first described by Slatkin and Maddison (1989, 1990) . For each factor, sequences were categorized according to group membership. The number of times sequences in different groups shared a common ancestor was counted. This value represents the most parsimonious number of times that sequences from one group ''cross over'' to another group: the lower this number the less traffic there is between groups, and the greater the evidence that sequences within a group are more closely related phylogenetically. To test whether this value is significantly smaller than one would expect by chance alone, 10,000 random trees with the same numbers of sequences in each group were constructed, and the numbers of cross overs was counted. The number of steps required by UPGMA or NJ was then compared to the distribution of number of steps produced by the random topologies. Given this distribution, the phylogenetic and phenetically derived topologies were tested to determine if they require fewer changes than 99% of the random trees, corresponding to an a of 0.01. This analysis was performed using the program MacClade (Maddison and Maddison 1992) .
Multidimensional Scaling
To search for less pronounced signal in the sequence data and to identify putative group structures, metric and nonmetric MDS analyses were performed. The MDS method tries to reduce the number of dimensions the data is represented from n ÿ 1 dimensions (with n being the number of samples), to as few as possible while still preserving the relationships between each pair of samples. For a good review of MDS, see Forrest W. Young (1987) . With perfectly Euclidean data, all points can be represented perfectly in Euclidean space, so that the distance between any pair of points in Euclidean space is equal to the value in a distance matrix. The distances between sequences can be calculated using a Euclidean model; however, such constructions typically rely on very simple matching criteria, and they fail to take account of hidden substitutions. Consequently, Euclidean distances are unable to adequately explain the complexity of HIV-1 evolution. We used sequence distances that were calculated under a GTR model of substitution using ML methods. Because this is an estimation of sequence distances that accounts for variations in the rates of individual nucleotide substitutions and site-to-site heterogeneity, the matrix that is produced will likely not maintain a Euclidean relationship. Consequently, it becomes necessary to identify distances in Euclidean space that are as close as possible to those given in the distance matrix.
The metric MDS analysis uses the identical pairwise distance matrix that was produced for use by phenetic and phylogenetic analyses. Again, this distance matrix was produced using an ML GTR model of evolution with substitution rates previously estimated (Anderson et al. 2001) . The metric MDS analysis was performed using the program ViSta (Young 1996) . For each possible dimension, MDS assigns a specific location in Euclidean space to every sample such that the distance between every pair of samples in Euclidean space matches the pairwise distance matrix as closely as possible. The nonmetric MDS analysis used the ranked order of the sequence distances to form the spatial relationships between samples. Again, the nonmetric analysis was performed using the program ViSta. The MDS method identifies the subspace that best preserves the pairwise distances for the sequence data. The dimensions of the MDS analysis are produced with the first dimension accounting for the largest proportion of the data's variance and the last dimension accounting for the smallest proportion. After the assignment of spatial coordinates to every sample for each of the n ÿ 1 dimensions, the number of dimensions is reduced to those that are considered nontrivial and interpretable. The goal of dimension reduction is to determine the minimum number of dimensions that can be used to closely approximate the data.
Classically, a scree plot is used to identify the number of nontrivial dimensions. The scree plot indicates the amount of variance associated with each dimension. The number of dimensions to use may then be determined by eye, by looking for an elbow or bend in the curve, with all dimensions occurring before this bend being considered nontrivial and interpretable. In many data sets, however, the variance decreases smoothly with increasing dimensionality, making the choice of dimensionality difficult and ultimately subjective. A more objective method for determining the number of nontrivial dimensions is the broken-stick analysis (Jackson 1993) . A broken-stick model is first produced, which represents the analysis of random data. The observed dimensions are then considered nontrivial and interpretable as long as the amount of variance explained by the given dimension exceeds the value generated by the broken-stick model. The brokenstick model of variances is determined by the equation:
where p is the number of potential dimensions and b k is the amount of variance explained for the kth dimension.
Discriminant Function Analysis
To predict group membership within the demographic factors of MSM and IDU/IDX, we employed the method of discriminant function analysis (DFA) (Fisher 1936) . The DFA method finds distance formulas that describe the relationship of the multivariate means of the responses relating to each of the group categories. The analysis takes the multidimensional coordinates of the known (training set) samples and devises a set of equations that will predict classification functions based on the coordinates of an unknown sample. Thus DFA assumes that the sample observations are random, that each group is normally distributed, that the variance of each group is the same, and that each of the observations in the training set is correctly classified.
The DFA was performed using the program JMP (SAS 1995) on the first 23 dimensions of the metric MDS data and the first 12 dimensions of the nonmetric MDS data. Again, metric and nonmetric MDS analyses were performed using the program ViSta (Young 1996) . For each possible dimension, metric MDS assigns a specific location in Euclidean space to every sample such that the distance between every pair of samples in Euclidean space matches the pairwise distance matrix as closely as possible. The nonmetric MDS analysis used the ranked order of the sequence distances to form the spatial relationships between samples. The number of dimensions used in the DFA analysis was previously determined by using stopping rules defined by the broken-stick model (Jackson 1993) . The broken-stick model determines the number of dimensions that are considered nontrivial and interpretable for both the metric and nonmetric MDS analyses.
To test the ability of DFA to predict group membership of an unknown sample, we performed a U test (Sharma 1996) on the metric and nonmetric MDS data. The U test is a cross-validation procedure that can evaluate the predictive power of the DFA by using n ÿ 1 samples in the DFA training set, and using the remaining sample as the experimental unknown. This procedure is repeated, using each of the samples once as the unknown while using the other n ÿ 1 experimental samples as the new training set. Because the group designation is actually known for the experimental unknown samples in the U test, the ability of the DFA to predict group membership can be evaluated. A chi-square analysis of the predicted group category for each individual can be compared to the known category to determine if the group category assignments can be predicted significantly better than by chance alone. For our sample set, 99 sets of MDS coordinates were used as the training set, and a total of 100 U tests were performed for both the nonmetric and metric MDS analyses.
Group Prediction Based on Tree Topology
To predict group membership within the factors of MSM and AREA, we analyzed the tree topologies that had previously been shown to form significant clustering of the groups within each of these factors. These topologies were produced by the phylogenetic method of NeighborJoining, and the phenetic method of UPGMA.
The predicted group membership of a sample was determined by the group membership of the most recent common ancestor to that sample. If the most recent common ancestor's group designation was ambiguous, then a prediction was not produced. To evaluate the predictive power of each topology, a U test was performed (Sharma 1996) . A chi-square analysis was used to compare the predicted groups with the known groups and determine if the group predictions are significantly better than by chance alone. For each of our U tests, 99 samples were used as the training set, and a total of 100 U tests were performed.
Group Prediction Based on Likelihood Assignment
Another method used to predict group membership within the demographic factors was the likelihood assignment test. The likelihood assignment test compares the amino acid sequence of an unknown sample to that of the known samples, assigns a likelihood score to each group within a demographic factor, and determines which group is most similar to the unknown sample. This test determines the likelihood that amino acid sites along an unknown sequence correspond to sites within a subgroup of sequences that share a common feature.
The likelihood of an unknown sample belonging to a group was calculated for each group of a given demographic factor. The log-likelihood of belonging to a group, g, is given by:
where s is the number of sites along the unknown sequence, n g is the number of sequences in group g, and x i is the number of sequences in group g that have the same nucleotide/amino acid as the unknown sequence at site i. The unknown sequence is assigned to the group for which lnL(g) is maximized. If for a given character the unknown sample did not share an amino acid with the group, then the log likelihood for that character was calculated to be ln(1/(z þ 1)), where z is equal to the number of members of the largest group for a given factor, thereby correcting any zero values in the denominator of the original equation. Rather than assigning a constant value for all data sets, we chose to have the zero denominator correction equation assign a likelihood that is slightly worse than would be achieved by having only a single group and sharing an amino acid with only one of the members. This analysis assumes that (1) each site in the sequence is independent of all other sites and (2) the observed or sampling frequency of an amino acid at a particular site in a given subgroup is the best estimate of the true frequency with which that amino acid is found at that site in an unknown sequence from that subgroup. Technically, the likelihood calculated is the conditional probability of obtaining the unknown sequence given subgroup membership and the frequencies of amino acids at each site. The latter are, however, nuisance parameters and have been excluded from the notation.
To test the ability of the likelihood assignment test to correctly predict group membership of an unknown sample, we performed U tests (Sharma 1996) for each of the demographic factors. A chi-square analysis of the predicted group category for each sample was compared to the known category to determine if the group category assignments can be predicted significantly better than by chance alone. For each of our U tests, 99 samples were used as the training set, and a total of 100 U tests were performed.
Prediction of Unknown Samples
A cross-validation analysis can help determine if our group prediction procedures are working correctly. However, this type of validation only looks at the set of samples that were used to help design the prediction procedures in the first place. A true test of these methods requires a new, blinded set of unknown samples that can be used in an attempt to predict the group memberships. A total of 21 blinded samples were obtained from the CDC. Of these samples, 19 were amplified, cloned, and sequenced. For each of these 19 samples, group predictions were made for the factors of AREA, MSM, and IDU/ IDX. The predictions were produced by using the methods of DFA, group prediction based on tree topology, and the likelihood assignment test. After these analyses, the true group designations were revealed and a Fisher's exact test, or chi-square analysis for the multicategorical group of AREA, was performed to determine if the group category assignments can be predicted significantly better than by chance alone.
Results

Phenetic and Phylogenetic Reconstruction of Sequence Data
The phenetic methods of UPGMA and the phylogenetic method of NJ were used to predict risk and demographic factor associations for the 100 HIV-1 subtype B sequences from the United States. To assess the confidence level associated with the UPGMA and NJ topologies, bootstrapping (Felsenstein 1985) was performed on each method. The bootstrapping analyses on the UPGMA and NJ topologies show similar results with little supported structure and a few small group associations containing bootstrap support greater than 70% (figs. 1 and 2). The NJ and UPGMA analyses each identified several of the same groups, with the NJ analysis identifying two more pairs of sequences than were found in the UPGMA analysis. The groups in common between the two analyses include the following: 96US1548 & 96US2394; 94US7948, 94US8655 & 96US3398; and 95US1038 & 95US3551. Each analysis was only able to identify groups as large as three members with bootstrap support greater than 70%. Definitive groups of more members could not be identified with confidence using these methods.
Analysis of Risk and Demographic Group Reconstructions
To evaluate each of these methods in their ability to identify the risk and demographic groups, an analysis method by Slatkin and Maddison of tree randomization was performed (Slatkin and Maddison 1989, 1990) . For each of the predetermined phenetic topologies, the least number of steps required to separate the members of a demographic group completely was determined. The number of steps required by each topology to separate each of the demographic groups was then compared to a distribution of number of steps produced by creating 10,000 random topologies. Given this distribution, the phenetically and phylogenetically derived topologies were tested to determine if they require fewer changes than 99% of the random trees, corresponding to an a of 0.01 ( fig. 3) . The results show that UPGMA groups only the factor MSM at a significant level, whereas the NJ analysis produces a topology which groups the factor of AREA significantly better than the random topologies.
Multidimensional Scaling
Multidimensional scaling analyses were used to represent the relationships of the data set in n-dimensional Euclidean space in an attempt to identify putative group structures. Without information on the risk and demographic factors of the data, the MDS analysis was unable to identify definitive groupings, but it did provide a structure to represent the data in the form of 99 dimensional coordinates for each sample. To identify the number of nontrivial and interpretable dimensions, the amount of variance explained by each individual dimension was analyzed against a broken-stick model (Jackson 1993) (fig.  4) . The number of nontrivial dimensions was determined to be 23 for the metric MDS and 12 for the nonmetric MDS. These nontrivial dimensional coordinates were used to identify factors that contained groups that correlated with the variations in the data set. The analysis was done using the computer program JMP (SAS 1995) by   FIG. 1.- The phylogenetic relationship of 100 HIV-1 clade B env gp120 C2-V5 viral sequences is shown. The distance method of NJ was used to construct the tree topology. The NJ method used pairwise distances calculated under a maximum likelihood GTR model of evolution which has been previously described (Anderson et al. 2001 ).
All bootstrap values of 70% or greater are indicated on the tree. performing a multiple analysis of variance (MANOVA) analysis on the dimensional coordinates generated from the MDS analyses (table 2) . The MANOVA analyses compare the mean values of multiple sets of dependent responses that are generated from two or more independent factors. In other words, the MANOVA analysis determines if the positions of the centroids of groups in multidimensional Euclidean space are statistically separated. The MANOVA results indicate that the groups within the factors of MSM and IDU/IDX have significant correlation to the first 23 dimensions of the metric MDS data, and the first 12 dimensions of the nonmetric MDS data. To verify that the MANOVA analysis was not critically sensitive to the number of dimensions studied, we analyzed from 3 to 40 dimensions for the factors of MSM and IDU/IDX. The MANOVA results were statistically significant for dimensions 3 or 4 and higher for the factor of IDU/IDX using nonmetric and metric MDS, respectively. The factor of MSM showed significance with a MANOVA analysis of dimensions 18 or higher for metric MDS and dimensions 12 through 18 for nonmetric MDS (see Supplementary Material online).
The methods of MDS are useful in statistically analyzing data sets and identifying sequences that correlate with known group structures. However, visualizing the data in multiple dimensions can be difficult or impossible to perform. Even though the broken-stick model may identify several nontrivial dimensions, the first few dimensions, which contain the largest proportion of the data's variance, may begin to provide sufficient information to evaluate the relationships of the samples. The first two dimensions of the metric MDS analysis for the risk factor MSM were plotted to search for relationships within the groups (fig.  5 ). The MDS plot shows that the groups within the factor of MSM are overlapping, but that they do maintain regions of separation.
Evaluation of Tree Construction Methods in Predicting Groups
Phylogenetic and phenetic tree construction methods have previously been shown to significantly cluster the groups of MSM and AREA ( fig. 3) . Each of these topologies can be used to predict the group designation of a sample by assigning the unknown sample the same designation as its most recent common ancestor. To evaluate the usefulness of these topologies in predicting group membership, a resampling test was performed on the tree construction data. The group designation for each of the samples in the data set was predicted by using the remaining nÿ1 samples to establish the group membership of the most recent common ancestor. The predictions were compared to the known group designations using a chisquare analysis, which determines if the predictions are significantly better than by chance alone. The results of the resampling test show that the groups within each of the factors tested can be predicted significantly better than by chance alone (table 3) .
Evaluation of Discriminant Function Analysis in Predicting Groups
To evaluate the ability of DFA to assign group membership correctly for the factors of MSM and IDU/IDX, FIG. 3.-Evaluation of phenetic and phylogenetic methods used to infer groups. The method of Slatkin and Maddison (1989, 1990 ) was used to determine if the level of within-group clustering was significantly greater than one would expect by chance alone. For each factor, a histogram of 10,000 random topologies was produced, showing the number of times sequences in different groups shared a common ancestor. The histogram was compared to the corresponding numbers produced by the NJ (N) and UPGMA (U) topologies, which are indicated by arrows. Significant group clustering was determined when one of the derived topologies contained a fewer number of shared common ancestors than 99% of the random topologies. The dashed line represents this critical value of a ¼ 0.01. a U test (Sharma 1996) was performed on the metric and nonmetric MDS data. For each of the factors, the group designation of each sample was predicted while using the remaining 99 samples as the DFA training set. These predicted group designations were then compared to the known group designations by means of a chi-square analysis. The results of the DFA on the metric and nonmetric MDS data show that the demographic factors of MSM and IDU/IDX can be predicted significantly better than by chance alone (table 3). The ability of the DFA to identify the correct grouping assignments may provide information that is significantly better than by chance, but the analysis could not predict the group membership for any of the factors at a rate higher than 73% of the time.
Evaluation of the Likelihood Assignment Test in Predicting Groups
To evaluate the ability of the likelihood assignment test to correctly assign group membership for each of the factors, a U test (Sharma 1996) was also performed. For each of the factors, the group designation of each sample was predicted, while the remaining 99 samples were used as the likelihood assignment test training set. The predicted group designations were then compared to the known group designations by chi-square analysis. The results of the likelihood assignment test on the data show that the demographic factors of MSM and IDU/IDX can be predicted significantly better than by chance alone (table 3) . The likelihood assignment test was able to predict the group designations for the factor of MSM 63% of the time and IDU/IDX 68% of the time.
Combining Test Results to Enhance Predictions
To attempt to increase the predictive ability of our analyses, we combined the results of the various prediction methods and performed a U test on the combined results. The combination tests were performed on the factors of MSM and IDU/IDX, which were previously shown to have their groups separated significantly better than by chance alone (table 3). The factor of AREA could be separated only by the method of NJ tree topology assessment and thus was not applicable for a combined analysis.
Further U tests were performed that combined the results of the DFA analyses on the metric and nonmetric MDS data, or all analyses used in predicting the factors of MSM and IDU/IDX. For the DFA combination, the prediction was accepted if the predictions from each of the DFA analyses agreed. If the two DFA predictions disagreed, the prediction was classified as undeterminable. For a combination of all of the analyses, U tests were performed that classified groups when either all the analyses agreed or when a majority of the analyses agreed.
These combination tests resulted in the factors of MSM and IDU/IDX being predicted significantly better than by chance alone (table 3) . The ability to predict the group membership for each of the factors was also increased. The use of all possible tests was found to perform better than using the combination of the DFA results alone.
Predicting Unknown Sample Group Designations
A blinded set of 19 samples was analyzed in an attempt to predict the group designations for the factors of MSM, AREA, and IDU/IDX. The sequences of these samples were added to the alignment of the 100 known sample set, and predictions were made using the methods FIG. 5.-Metric multidimensional scaling scatter plot for the risk factor MSM (men who engage in sex with men). The first twodimensional coordinates from the metric MDS analysis are plotted with each point representing an individual sample. Gray circles indicate individuals exposed to the risk factor MSM, and black squares indicate individuals not exposed to this risk factor. The large black and gray circles encompassing the samples are shown as references to highlight the relationships of the two groups.
previously described. Each of the methods predicted group designations for the unknown samples by analyzing each unknown separately in conjunction with the training set of 100 known samples.
After the predictions for the blinded samples were made, the true groupings were revealed and each method of prediction was evaluated using the Fisher's exact test or a chi-square analysis. For these 19 samples, the only method that provided a statistically significant number of correct group predictions at an a of 0.05 was the method of likelihood assignment for the factor of MSM (table 4) .
Discussion
Phylogenetic and phenetic methods have often been used in HIV-1 research to establish subtype nomenclature, track the movement of the virus, and estimate the growth of the epidemic. The same methods have also largely been unable to correlate patterns of genetic diversity with risk and demographic factors in the analysis of a single subtype. Our own phylogenetic analysis of 100 HIV-1 subtype B env sequences from the United States resulted in a star-like topology with short interior branches leading to long terminal branches ( fig. 1) . Such star-like topologies are often produced when the population under study has experienced exponential growth. Initial observation of the phylogenetic NJ topology showed little structure and, with bootstrapping analysis, produced only a few supported sets of two to three sequences. A phenetic analysis using UPGMA produced a similar result, giving a topology that was not well supported by bootstrapping analysis and could only find small supported sets of two to three sequences ( fig. 2) .
Bootstrapping can identify the data's relative support for a given topology, but it is also important to determine if the topology contains any statistically significant associations to the groups within each factor. The Slatkin/ Maddison test (Slatkin and Maddison 1989, 1990 ) was used to do this kind of determination by measuring the degree of group separation within each topology. The results indicated that the NJ topology contained strong associations to groups within the factor of AREA, with only 0.14% of the random topologies separating the groups as well as the NJ topology ( fig. 3) . The idea that viruses isolated from a given city are evolutionarily more closely related than viruses isolated from different cities should not be surprising. If a limited number of founder strains were established in each city, then samples from any given city should be more closely related to each other than to samples from different cities. In figure 6 , we show the phylogenetic tree with sequence labels replaced by the cities from which these sequences were obtained. It is apparent that there is some degree of clustering with sequences from each of these cities.
The Slatkin/Maddison test was also performed on the UPGMA tree, and the results indicated that only the factor MSM showed significant clustering. Because a UPGMA tree is based on phenetic similarity, significant clustering indicates that sequences from the same group are more similar to each other than to sequences from other groups. This result suggests that the route of infection may be linked to the genotype of the virus, or that there is an underlying linkage between men who engage in sex with men that is not readily detected using phylogenetic techniques. To further explore this result, we compared the distribution of pairwise sequence distances within and between the groups of MSM. By looking at the intragroup and intergroup pairwise distributions, we could determine the extent of divergence between the two groups. If the intragroup and intergroup distances were completely separated, then group designation could be determined by the pairwise distance alone. As the overlap between the distributions increases, however, the ability to establish a group designation based solely on pairwise distance decreases. The results show that the intragroup and intergroup distributions greatly overlap, indicating that phenetic similarities may not be able to resolve the different groups easily (fig. 7) .
Standard evolutionary methods can often distinguish group structure by looking for a strong phylogenetic or phenetic signal within the data. However, these methods may begin to fail when the signal is less pronounced. The MDS method, on the other hand, can be used to search for the less pronounced signals in the sequence data and to distinguish group structures based on these signals. Dimension-reduction nonhierarchical ordination methods such as MDS often are particularly useful when there is some a priori information that classifies the samples into different groups. When such information is available, it is frequently (but not always) the case that different regions of the data cloud are categorized into different groups. In this respect, it offers greater flexibility than hierarchical clustering methods when searching for structure, because it allows a ''fuzzier,'' and possibly more natural, means of identifying such structure. Metric MDS gives more weight to outlier samples, which may be greatly divergent from the main group of samples. Nonmetric MDS deemphasizes outliers, but it also helps to deconvolute a group of samples in order to find fine structures within the larger group.
Using the group information available for each of the different factors, we were able to identify several groups that correlated with regions of the data cloud. The number of nontrivial dimensions produced by the MDS analysis was determined by a broken-stick model analysis (Jackson 1993) . This analysis indicated that the first 23 dimensions may hold information capable of distinguishing group associations within a given factor for metric MDS while the first 12 dimensions were considered nontrivial and interpretable for nonmetric MDS (fig. 4) . MANOVA analyses on the 23 dimensional coordinates of the metric MDS and the first 12 dimensional coordinates of nonmetric MDS determined that the factors MSM and IDU/ IDX contained greater within-group associations than would be expected by chance alone (table 2) . These results may indicate that there is an underlying linkage between the group members of the factors of MSM and IDU/IDX that extends across the different cities used in this study, but it is not readily detectable using standard phenetic and phylogenetic methods.
As we were able to identify significant signal within the factors of MSM, AREA, and IDU/IDX using various techniques, we next attempted to use this signal to predict putative group memberships within these factors. The ability to correctly predict group membership should help to validate our ability to identify the underlying sequence structure that we detect. To test the effectiveness of the various prediction methods that were used, we performed U tests (Sharma 1996) on each method and also analyzed 19 blinded unknown samples. The U test is an iterative analysis of the predictions made by each prediction method. We used nÿ1 samples whose group designation was known as the training set for each methodology, with the final nth sample acting as the experimental pseudounknown. We then repeated the procedure, using each of the samples once as the pseudo-unknown while using the other nÿ1 experimental samples as the new training set. In this way, the ability of each method to correctly predict group membership can then be evaluated, because the group designation is actually known for each pseudounknown sample used in the U test. A chi-square analysis was used to compare the predicted groups with the known groups and determine if the group predictions are significantly better than by chance alone.
Our analyses of a set of 100 HIV-1 subtype B env sequences from the United States produced star-like topologies that contained little bootstrap support, but still formed significant clusters for groups within the factors of MSM and AREA ( figs. 1 and 2 ). This clustering effect indicated that there was some underlying signal within the data, even though it was not well supported by bootstrap analysis. The group membership of the most recent common ancestor to a sample proved to be a good predictor of the sample's true group membership. Using this approach, we show that this underlying signal can serve to correctly predict group membership significantly better than by chance alone (table 3) . Using the U test, these methods could correctly predict the group membership of samples significantly better than a random selection method; however, they could only predict the group designation at a rate of 66.6% for MSM and 45.7% for AREA (table 3) . Unlike the other factors that were used for these group predictions, the factor of AREA contains a total of five groups. This increase in the number of possible group designations decreases the probability that a random selection method would choose the correct group. Therefore, even though the groups of AREA were correctly assigned at a rate of 45.7%, they were correctly assigned as a rate much greater than the 20% rate expected in a purely random selection process. However, when the 19 unknown samples were analyzed using this method, 64.3% of the MSM designations were made correctly, but only 20% of the AREA designations were correct (table 4). The MSM predictions for the unknowns were close to the same rate as identified in the U test, but the AREA predictions seem to fall in the realm of random chance.
These tree construction methods can produce meaningful topologies that cluster demographic groups together even though the sequence data do not contain strong phylogenetic signal. However, the lack of strong signal may still adversely affect these phylogenetic and phenetic methods. In contrast, MDS is used to search for the less pronounced signals in the sequence data and to distinguish group structures based on those signals. Therefore it may be possible for MDS to serve as a better predictor of group membership when studying sequences that contain less pronounced signals. Both metric and nonmetric MDS methods were used in the analysis of the sequence data. Metric MDS uses pairwise distance measurements from the sequence alignment to assign a specific location in Euclidean space to every sample such that the distance between samples in Euclidean space matches the pairwise distance. Nonmetric MDS uses the ranked order of the sequence distances to create the spatial relationships between all of the samples. The spatial coordinates found in the metric and non-metric MDS analyses were used by DFA to predict group designations. DFA produces a prediction for an unknown sample based on the information provided in the training set of samples that have been previously analyzed. The U test predictions based on the metric and nonmetric MDS analyses indicate that the groups within factors of MSM and IDU/IDX can be correctly assigned better than by chance alone. Again, like the tree construction methods, the methods of MDS could not correctly predict group designations better than 65% for MSM and 73% of the time for IDU/IDX (table 3). The analysis of the 19 unknown samples produced even fewer correct predictions, with IDU/IDX being predicted only 57.9% of the time and MSM 52.6% of the time (table 4) .
To increase the DFA prediction rates for the factors of MSM and IDU/IDX, the predictions from the metric and nonmetric MDS analyses were compared. Predictions for group designation were accepted only if both the metric and nonmetric methods provided identical results. This more stringent method of group designation increased the correct U test prediction rate for both factors: MSM was predicted at a rate of 70.8% and IDU/IDX at a rate of 80% (table 3) . However, this stringent method also provided no group designation for several samples because of a disagreement between MDS predictions, providing predictions for only 65 of 100 MSM samples and 75 of 100 IDU/ IDX samples (table 3) .
Finally, a new method for predicting putative group memberships was developed in an attempt to better utilize the underlying signals within the samples and to use these signals to assign group memberships. The method, termed the likelihood assignment test, uses the amino acid frequency profile from each sample and assigns a group to an unknown sample based on the profiles of other known samples. U tests performed on this method showed that the likelihood assignment test could predict the group membership for the factors of MSM and IDU/IDX significantly better than by chance alone (table 3) . The likelihood assignment test was also shown to correctly predict groups for the factor of MSM at a statistically significant level when analyzing the 19 unknown samples (table 4) .
The underlying groups for the demographic factors of MSM and IDU/IDX were found to be significantly correlated to the sequence data by the phylogenetic and phenetic tree construction methods, the likelihood assignment test, and the methods of MDS. Because several different methods were used to correctly predict the group designations for these factors, we used the consensus predictions to try to increase our ability to correctly predict group memberships. The results from these consensus prediction methods show that the groups were correctly assigned at a significant rate for the U test analysis but were no better than chance alone for the 19 unknown samples (tables 3 and 4).
None of the analyses gave predictions for the blinded set of samples as well as they did on the previous U tests, even though in theory the two should give similar results. One possible explanation for the discrepancy lies in the time of sample isolation for the different sample sets. The 100 sample training set that was used for all of the U tests was collected in the years 1994 to 1997, while 17 of the 19 blinded samples were collected in 1998. Because of the high rate of mutation in the region analyzed (about 0.88% per year in the env C2-V5 region [Shankarappa et al. 1999] ), the ability to make predictions on the more recent isolates may be hindered when using an older training set. Any recombination taking place within this region could also reduce the ability to predict group membership.
Phylogenetic and phenetic methods of analyzing sequence data often rely on strong signal within the data to construct highly supported topologies. However, these methods may begin to fail when the signal is less pronounced, and many of these analyses are unable to form highly supported topologies when working with unlinked HIV-1 samples from a single subtype. Topologybased analyses of our data could only identify small groups of two to three sequences with high bootstrap support, leaving a majority of the sequences grouped with only little support. Using the Slatkin/Maddison test as an exploratory analysis, we were able to show that the factors AREA and MSM contained risk/demographic groups that were separated to a significant degree by either the phenetic or phylogenetic topologies. Finally, we have shown for the first time a statistical correlation, linking individuals from cities across the United States who share a particular HIV-1 risk factor, using the method of MDS. These methods indicated that patterns of genetic diversity can be explained to some extent by the risk factors of MSM and IDU/IDX.
In investigating the relationships between viruses from across the United States, we developed a new method that uses a likelihood assignment test to look for correlations between sequences. Other assignment tests have been developed in population genetics that use genotype information to assign individuals to a population (Paetkau et al. 1995 (Paetkau et al. , 1997 . To date, the only type of membership assignment test being used in HIV research is VESPA (Korber and Myers 1992; Ou et al. 1992) . VESPA, however, only looks for the presence of signatures within the sequence data and does not take the frequencies of all mutations into account when making predictions about group membership. The use of our likelihood assignment test should aid the study of the genetic relationships of HIV and of other organisms that quickly mutate.
The methods of the likelihood assignments test, DFA and the phylogenetic and phenetic tree construction analyses have been shown to successfully predict demographic group designations for HIV-1 subtype B samples based solely on env C2-V5 sequences. The ability to correctly predict various demographic groups based on only a limited amount of sequencing could enable the use of custom treatment regimens or vaccine formulations based on the specific viral variant affecting the population. The classification of various demographic groups may also aid in HIV-1 research dealing with viral migration patterns and population dynamics. Overall, the ability to identify structure and predict group designations in sequences that contain little signal is an important step in better understanding the dynamics of the HIV-1 pandemic.
