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Abstract
The next-generation wireless communications have been envisioned to be supported by
heterogeneous networks using various wireless access technologies. The popular cellular
networks and wireless local area networks (WLANs) present perfectly complementary
characteristics in terms of service capacity, mobility support, and quality-of-service
(QoS) provisioning. The cellular/WLAN interworking is thus an effective way to pro-
mote the evolution of wireless networks. As an essential aspect of the interworking,
resource allocation is vital for efficient utilization of the overall resources.
Specially, multi-service provisioning can be enhanced with cellular/WLAN inter-
working by taking advantage of the complementary network strength and an overlay
structure. Call assignment/reassignment strategies and admission control policies are
effective resource allocation mechanisms for the cellular/WLAN integrated network.
Initially, the incoming calls are distributed to the overlay cell or WLAN according to
call assignment strategies, which are enhanced with admission control policies in the
target network. Further, call reassignment can be enabled to dynamically transfer the
traffic load between the overlay cell and WLAN via vertical handoff. By these means,
the multi-service traffic load can be properly shared between the interworked systems.
In this thesis, we investigate the load sharing problem for this heterogeneous wireless
overlay network. Three load sharing schemes with different call assignment/reassignment
strategies and admission control policies are proposed and analyzed. Effective ana-
lytical models are developed to evaluate the QoS performance and determine the call
admission and assignment parameters. First, an admission control scheme with service-
differentiated call assignment is studied to gain insights on the effects of load sharing
on interworking effectiveness. Then, the admission scheme is extended by using ran-
domized call assignment to enable distributed implementation. Also, we analyze the
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impact of user mobility and data traffic variability. Further, an enhanced call assign-
ment strategy is developed to exploit the heavy-tailedness of data call size. Last, the
study is extended to a multi-service scenario. The overall resource utilization and
QoS satisfaction are improved substantially by taking into account the multi-service
traffic characteristics, such as the delay-sensitivity of voice traffic, elasticity and heavy-
tailedness of data traffic, and rate-adaptiveness of video streaming traffic.
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Motivated by the ever-increasing demand for wireless communication services, the past
decade has witnessed rapid evolution and successful deployment of wireless networks.
It is widely accepted that next-generation wireless networks will be heterogeneous in
nature with multiple wireless access technologies. While the heterogeneity poses new
challenges to achieve interoperability among different wireless networks, their comple-
mentary characteristics can be exploited with the interworking to enhance service pro-
visioning. The popular cellular networks and wireless local area networks (WLANs) are
two most promising technologies, and the cellular/WLAN interworking has attracted
much research attention from both the industry and academia.
1.1 The Cellular/WLAN Interworking
Cellular networks are originally designed to provide high-quality voice service with wide-
area coverage. The first generation (1G) cellular networks are upgraded to the second
generation (2G) with digital technologies. The 2G systems, e.g., the global system for
mobile communications (GSM), are further extended with packet switching for more
efficient data transmission. For example, the data transmission rate is increased from
1
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9.6 kbit/s with GSM to around 100 kbit/s with the general packet radio service (GPRS).
Currently, the third generation (3G) augmented with multimedia service support has
been commercialized, such as the universal mobile telecommunication system (UMTS)
and cdma2000 c©1. The UMTS system supports a data rate up to 2 Mbit/s with greater
capacity and improved spectrum efficiency. However, the deployment cost remains high
due to expensive radio spectrum and implementation complexity.
On the other hand, WLANs have also achieved great success and provide higher
data rates at a much lower cost. For example, the most popular WLAN standard
IEEE 802.11b operates at the license-exempt industrial, scientific, and medical (ISM)
frequency band from 2.4 GHz to 2.483 GHz. It extends the physical (PHY) layer of
the original 802.11 standard based on direct sequence spread spectrum (DSSS) and
supports a data rate up to 11 Mbit/s. The subsequent revisions 802.11a and 802.11g
employ orthogonal frequency-division multiplexing (OFDM) and offer a maximum rate
of 54 Mbit/s at the unlicensed 5 GHz and 2.4 GHz bands, respectively. However,
designed as a wireless extension to the wired Ethernet, a WLAN can only cover a
small geographic area. For instance, an 802.11b access point (AP) can communicate
with a mobile within up to 60 m at 11 Mbit/s and up to 100 m at 2 Mbit/s with
omnidirectional antennas.
We can see that the two types of networks present complementary strength in terms
of mobility support, data rate, and implementation cost. Cellular/WLAN interworking
can provide mobile users with both ubiquitous connectivity and high-rate data service
in hotspots. Indeed, the cellular/WLAN interworking is an efficient way to acceler-
ate the evolution toward next-generation wireless networks. The standardization for
3G/WLAN interworking is now in progress by the 3rd Generation Partnership Project
(3GPP) and the 3rd Generation Partnership Project 2 (3GPP2) from a cellular network
operator’s perspective. Six interworking scenarios are defined in 3GPP TR 22.934 [1]
1cdma2000 c© is a registered trademark of the Telecommunications Industry Association (TIA-USA).
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to implement the 3GPP/WLAN interworking step by step. The interworking require-
ments, architecture, and procedures (e.g., network selection, authentication, charging,
etc.) have been specified in 3GPP TR 23.234 [2]. Nonetheless, the specification on
quality-of-service (QoS) provisioning is still limited to very high-level discussion, such
as in 3GPP TR 23.836 [3].
1.2 Resource Allocation for Quality-of-Service Pro-
visioning
It is known that mobile wireless networks exhibit some features distinct from wired
networks. First, a wireless channel becomes time-varying and location-dependent due
to radio propagation characteristics. The achievable channel capacity may be substan-
tially degraded by impairments such as large-scale path loss and small-scale fading
resulting from multipath time delay spread and Doppler frequency dispersion. To
improve channel capacity, frequency reuse is enabled in cellular networks. QoS provi-
sioning in cellular networks is further complicated by co-channel interference and user
mobility. Resource allocation plays a key role in effectively provisioning QoS guarantee
and efficiently utilizing the scarce radio resources. There has been extensive research
on resource allocation for homogeneous wireless networks, which involves various as-
pects from the packet level to call level (connection level), such as packet scheduling
and medium access control (MAC), flow and congestion control, QoS routing, and call
admission control (CAC).
In the cellular/WLAN integrated network, resource allocation becomes much more
challenging due to network heterogeneity. The resource allocation techniques need to
be adapted to this heterogeneous networking environment and address many emerging
new problems. To achieve a high utilization efficiency, the resources in the integrated
systems should be jointly considered in the allocation. Also, the unique characteristics
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of the integrated network should be taken into account.
• Heterogeneous wireless access environment: Aimed at different applica-
tions, the cellular networks differ from WLANs at the physical layer, medium
access and link control layers. For example, both UMTS and cdma2000 c© em-
ploy code-division multiple access (CDMA). Schedulers located at base stations
(BSs) coordinate multiple connections to access the shared wireless channel. For
instance, a two-phase request-grant access is used for the multiple-access uplink
(from the mobile to the base station). A mobile first sends a transmission request
to the base station through a contention channel. The base station acknowl-
edges the successful request and reserves necessary resource for data transmis-
sion to follow. The mobile then starts transmission using the allocated resource.
The centralized control and reservation-based resource allocation, together with
proper admission control to limit the traffic load, enable fine QoS provisioning
in cellular networks. Nonetheless, due to the expensive frequency spectrum and
implementation complexity, the deployment cost is very high. It is still rather
challenging to support bandwidth-intensive services.
In contrast, the channel access of most popular WLANs is contention-based ran-
dom access, e.g., the mandatory distributed coordination function (DCF) of IEEE
802.11 WLAN. DCF adopts carrier sense multiple access with collision avoidance
(CSMA/CA) and binary exponential backoff. The access point also needs to
compete for access with other mobiles, different from a base station. As a result,
the service provisioning is in a best-effort manner without QoS assurance. Al-
though many QoS enhancement mechanisms are proposed for WLANs, such as
admission control [4], QoS provisioning capability of WLANs is still very limited
in comparison with that of cellular networks.
• Hierarchical overlay network structure: After three-generation evolution,
cellular networks have widely entrenched infrastructure, which provides almost
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ubiquitous connectivity and supports user mobility levels from fast highway ve-
hicles to stationary users in an indoor environment. In contrast, WLANs are
usually deployed disjointly in hotspot local areas, where the traffic intensity is
typically much higher than surrounding areas. Thus, the cellular/WLAN inter-
working results in an overlay structure. Both cellular access and WLAN access
are available to mobiles within WLAN-covered areas. The incoming traffic load
should be properly shared between the overlay cell and WLAN for QoS enhance-
ment, congestion relief, cost reduction, etc.
• Multi-service traffic load: It is expected that multi-service support will be
an essential requirement for future wireless networks. Different services usually
require different QoS deliveries. Real-time service such as voice and video are
sensitive to delay, while the main concern for delay-tolerant data service is the
throughput. Multiple services can take a good advantage of the complementary
strength of the two networks. For example, benefiting from the centralized in-
frastructure, cellular networks can effectively serve real-time traffic with stringent
QoS requirements. On the other hand, WLANs can be a good choice for elastic
data service, which may experience traffic asymmetry at the uplink and downlink.
The contention-based access of WLANs enables a virtually time division duplex-
ing (TDD) mode to efficiently handle the load asymmetry and flexibly adapt to
traffic elasticity. From the above observations, we can see that the service type
is an important factor in resource allocation for cellular/WLAN interworking.
• Location-dependent user mobility: User mobility has been extensively stud-
ied for resource allocation in hierarchical cellular networks where microcells are
overlaid with macrocells [5]. However, many design principles are not applicable
to cellular/WLAN interworking, although there exists a similar overlay structure.
For WLANs deployed in indoor hotspots such as offices and hotels, the low user
mobility within these areas results in a heavy-tailed residence time [6]. Conse-
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quently, a uniform mobility model becomes invalid for a large cell. As the user
residence time in a cell or WLAN directly affects channel holding time, this new
characteristic further complicates the resource allocation.
1.3 Motivation and Research Contributions
Previously, the research on cellular/WLAN interworking focuses on relatively high-level
issues such as integration architecture [7–9]. The interworking is considered from the
perspectives of access control and security, mobility management, billing, etc. The
objectives are to minimize modification to current network standards, reuse existing
network infrastructure, and reduce implementation complexity at the same time. In
particular, vertical handoff management has attracted substantial research attention.
The handoff between wireless networks of different access technologies is referred to
as vertical handoff, in contrast to horizontal handoff within a homogeneous wireless
network, e.g., between base stations of cellular networks or access points of WLANs.
Many vertical handoff algorithms are proposed to achieve seamless and fast handoff
between the cell and the WLAN [10, 11].
However, there are still not many research efforts devoted to the resource alloca-
tion for cellular/WLAN interworking. This research area is actually very important as
the interworking only becomes really meaningful if the overall resources are efficiently
utilized. Many new challenges need to be addressed as outlined in Section 1.2. In
particular, with an overlay structure, the incoming traffic load can be properly shared
between the integrated systems. Calls originating in the overlay area should be first
assigned to the covering cell or WLAN. Admission control then complements the as-
signment strategy accordingly by limiting the traffic load admitted to each network.
Due to heterogeneous underlying network support, the call assignment strategy can
significantly affect user QoS experience and resource utilization of the integrated net-
work. Moreover, the desired load sharing can be enhanced with call reassignment, i.e.,
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ongoing calls are dynamically transferred between the coupled cell and WLANs via
vertical handoff. That is, the resources should be reallocated based on system dynam-
ics for QoS improvement or higher utilization. There have been some research works
in this area such as [12, 13]. Nonetheless, they may neglect the location-dependent
user mobility, or address only single service. In fact, user mobility and traffic char-
acteristics are key factors for efficient resource allocation. In this research, we focus
on resource allocation issues for the cellular/WLAN integrated network via effective
call assignment/reassignment and admission control. Unique characteristics of the in-
tegrated network have been taken into account, such as the network heterogeneity,
location-dependence of user mobility, and multi-service traffic characteristics and QoS
requirements.
Specially, we have investigated the cellular/WLAN integrated network to identify
the characteristics to be considered in the resource allocation [14]. A practical system
model is established to capture the key characteristics so as to facilitate the evaluation
of interworking performance [15, 16]. In particular, it captures the hierarchical overlay
structure, location-dependent user mobility characteristics, and complementary QoS
provisioning features of the two networks. Further, we have developed effective call as-
signment strategies and admission control policies for voice and data services in the inte-
grated network [17–20]. The overall resource utilization can be improved by exploiting
the traffic characteristics such as delay-sensitivity of voice traffic and heavy-tailedness
of elastic data traffic. The assignment and admission parameters can be properly de-
termined with the proposed analytical approaches. Also, we have evaluated the impact
of user mobility and traffic characteristics on interworking effectiveness. Moreover, call
reassignment via dynamic vertical handoff has been studied to effectively complement
the initial call assignment to achieve the desired load sharing [20, 21]. Last, we have
extended the research on load sharing to a multi-service scenario, including conver-
sational voice service, interactive data service, and video streaming service [21, 22].
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The multi-service traffic load is jointly considered in the call assignment/reassignment,
so that the overall resources of the integrated network are efficiently utilized for QoS
provisioning.
1.4 Outline of the Thesis
This thesis is organized as follows. Chapter 2 presents a brief literature survey for
important research issues on cellular/WLAN interworking, such as integration archi-
tecture, vertical handoff management, call assignment and admission control. Also, we
review some background on multi-service provisioning. The system model is given in
Chapter 3, which also highlights the research topics of this thesis. Chapter 4 proposes
and analyzes an admission control scheme with service-differentiated call assignment.
In Chapter 5, the admission scheme is extended with randomized call assignment to
enable distributed implementation. Moreover, an effective QoS evaluation approach
is developed to determine the assignment parameters and evaluate the impact of user
mobility and traffic variability on resource utilization. In Chapter 6, an even higher
utilization is achieved by exploiting the heavy-tailedness of data call size with a call
assignment strategy based on a size threshold and the efficient shortest remaining pro-
cessing time (SRPT) scheduling discipline. Chapter 7 investigates multi-service load
sharing for conversational voice service, interactive data service, and video streaming
service. Two-way call reassignment is considered to complement initial call assignment.
Also, as call reassignment may involve large bandwidth variation with the heteroge-
neous accesses, rate adaptation is applied to video streaming calls. Finally, Chapter 8
gives conclusions of this research and outlines possible further work.
Chapter 2
Literature Review and Background
The cellular/WLAN interworking is a promising step in the evolution toward next-
generation wireless networks. In the literature, there are many research works address-
ing the interworking issues such as integration architecture, vertical handoff manage-
ment, and QoS provisioning.
2.1 The Cellular/WLAN Integration Architecture
Typically, WLANs can be deployed by a cellular network operator, a commercial WLAN
operator, an authority of a public hotspot (e.g., airports and hotels), or a business en-
terprise for internal use [8]. The interworking mechanisms vary with the ownership,
provisioned services, and target penetration level between the two networks. Basically,
more exposure is possible to integrate WLANs owned by a cellular network operator
itself. Many integration architectures have been proposed for cellular/WLAN inter-
working. According to the inter-dependence between the two networks, the integration
architectures are classified into two categories in [23], i.e., tight coupling and loose
coupling. The interworking can be very tight with an integration at the radio access
network (RAN) level or less tight with the integration in the cellular core network (CN).
9
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The interworking can also be loose with the two networks integrated beyond the core
network and usually through an external Internet protocol (IP) network.
Tight-coupling architecture
In the tight coupling, the WLAN is connected to the cellular network as a cellular
RAN. The integration point of the WLAN to the UMTS network can be the gateway
GPRS support node (GGSN), the serving GPRS support node (SGSN), or the radio
network controller (RNC). Figure 2.1 illustrates a simplified architecture of interworking
UMTS/GPRS networks with 802.11 WLANs. The lines with tags “a”, “b”, and “c”
are examples of tight coupling at different integration points. 	
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Figure 2.1: Integration architectures for UMTS/GPRS and IEEE 802.11 WLANs: (a)
Tight coupling at GGSN; (b) Tight coupling at SGSN; (c) Tight coupling at RNC; (d)
Loose coupling via an external IP network.
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The integration architectures proposed in [24, 25] are typical tight-coupling ex-
amples with the WLAN interfaced at GGSN. The 802.11 gateway in [24] and SGSN
emulator SGSN’ in [25] meet the UMTS core at the Gn interface if the WLAN is de-
ployed by the UMTS operator or at the Gp interface if by another independent operator.
Under the same GGSN, the WLAN and UMTS RAN are different routing areas (RA),
while their associated mobiles have IP addresses assigned from the same pool. Then,
roaming across the WLAN and UMTS results in Inter-SGSN RA Update without IP
address change. Following the UMTS mobility management, the mobile’s location is
maintained by the home subscriber server (HSS), while the packet data protocol (PDP)
context is tracked via the 802.11 gateway or SGSN’. Packets that arrive at the GGSN
from external networks can then be tunneled to the mobile.
As proposed in [26–28], the tight coupling can also connect the WLAN to SGSN
as an alternative cellular RAN via the Iu-ps interface or Gb interface for legacy GPRS
network. In [26], an interworking gateway named GPRS interworking function (GIF) is
implemented to hide WLAN particularities. In [28], an RNC emulator is used to connect
the WLAN at the SGSN, similar to the SGSN emulator SGSN’ in [25]. The UMTS
layer-3 procedures can be followed for mobility management and session management.
With the WLAN viewed as a typical RA by the SGSN, seamless mobility is achieved
by means of Intra-SGSN RA Update instead of Inter-SGSN RA Update for the case of
interworking at GGSN.
The integration is even tighter by coupling at the RNC level via the Iub or Iur
interfaces. In [29], an interworking unit is proposed to handle integration-specific and
radio procedures. For interworking at the Iub interface, WLAN-related signaling can
be carried via the UMTS interface or over the WLAN. In contrast, the interworking
unit working at the Iur interface emulates part of the functionality of a drift RNC
associated with a serving RNC. As existing Iur interface does not support all con-
trol procedures related to call establishment like the Iub interface, the WLAN cannot
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function independently of the UMTS network.
The preceding tight coupling can reuse the existing cellular infrastructure to a large
extent, while the cellular radio is simply replaced with WLAN radio. User roaming
across the two domains is mainly based on cellular mobility management, which en-
hances inter-domain mobility support. Particularly, the cellular infrastructure is mostly
reused with the interworking at the RAN level and the handoff latency is expected to be
minimal. The main disadvantage of tight coupling is the high implementation complex-
ity. An interworking unit equipped with a cellular-compatible interface is necessary to
expose the WLAN to the cellular core or even the cellular RAN. Moreover, as today’s
3G cellular networks are designed to support low-rate data traffic, the 3G core may
become potential bottleneck with the injection of high-rate WLAN traffic. Relatively,
the interworking at GGSN may induce less congestion since a large part of data traf-
fic bypasses the cellular core. Nonetheless, the network elements of the cellular core
or RAN should be upgraded to support the extra traffic from WLANs. Furthermore,
the cellular protocols tailored for highly mobile users in hostile outdoor environments
may not operate properly for WLANs [30]. Thus, radio resource management (RRM)
and radio resource control (RRC) need to be modified and adapt to the involved net-
works. With tight coupling, it is possible to apply joint resource allocation to optimize
overall system capacity [31]. A best radio interface available can be selected with a
proper decision algorithm. Therefore, the tight-coupling architecture with the above
characteristics is ideal to integrate WLANs deployed by cellular operators.
Loose-coupling architecture
For the loose-coupling approach, the two networks are integrated beyond the core
networks and usually through an external IP network such as the Internet (shown with
the line “d” in Figure 2.1). Among this category, typical examples include the second
architecture proposed in [24] and that in [26], the peer network architecture in [25],
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the Mobile IP approach in [28], the gateway approach in [32], and the operator WLAN
system (OWLAN) in [33].
It is well recognized that wireless networks are evolving toward the all-IP direc-
tion, as shown in the specification [34] for the 3G cellular network cdma2000 c©. Many
IP-based technologies are introduced in the 3G core network, e.g., Mobile IP [35] for
mobility management and authentication, authorization, and accounting (AAA) [36]
framework for user access control. The 3G core networks evolve to function more like
an IP backbone. For the WLAN as a wireless extension of wired Ethernet, since only
the physical layer and link layer are specified, it is a natural choice to adopt popular
IP-based protocols for higher layers. The loose-coupling architecture usually employs
the pervasive IP technology to glue together the cellular network and WLANs, and fol-
lows the de facto standards of the Internet community such as the Mobile IP and AAA
framework. As a result, within the two networks, different mechanisms can be imple-
mented independently to handle user mobility, authentication, etc. Seamless roaming
across the two networks can be achieved with the aid of Mobile IP. Also, with the
flexible AAA framework, 3G-specific authentication mechanisms can be reused, while
independent WLAN service providers can implement their preferred authentication
methods such as the popular standards in the Internet community. Although imposing
minimal modification to the WLAN, the loose coupling requires the cellular network
to be augmented with extra functionalities such as Mobile IP and AAA support.
On the other hand, the loose coupling is relatively inefficient because of a long sig-
naling path, redundant processing in the two networks, and a large number of network
elements involved in management operations. For instance, because the mobility signal-
ing has to traverse a long path across two separated domains, a relatively high handoff
latency is induced. To overcome the inefficiency, it is necessary to apply extra tech-
niques such as cross-layer control and context management. Mobile IP enhancement
mechanisms such as regional registration and dynamic home agent assignment can be
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applied to reduce handoff latency. The signaling procedure can also be simplified by
coupling the authentication/authorization procedure with mobility management [37].
In fact, the future wireless network is expected to be a converged network, in which
a common IP-based core network is shared by a variety of access networks [38]. The
access technology-specific functions only propagate till the gateway to the shared core
network. As such, the access heterogeneity terminates within the access network and
homogeneous management is provided for mobility, security, QoS, etc. Although het-
erogeneous systems in the future converged network are expected to share a common
core network as in the tight coupling, the shared core may not necessarily be the cel-
lular core. Similar to the loose coupling, the common core network can be a separate
external IP backbone. Being consistent with the converging trend and allowing for
independent deployment and flexible implementation, the loose-coupling architecture
has been preferably adopted in many research works [7, 24, 39] to address different
interworking problems. Nonetheless, the tight coupling with enhanced performance
tends to be the next logical step toward seamless cellular/WLAN interworking [40].
2.2 Vertical Handoff Management
Mobility management consists of two aspects, i.e., location management and handoff
management. Location management continuously tracks the mobile’s location, while
handoff management maintains ongoing connections when switching attachment points.
Generally, the handoff process is divided into three stages, i.e., initiation, decision, and
execution. Depending on the decision entities, there are mobile-controlled handoff,
mobile-assisted handoff, and network-controlled handoff.
Horizontal handoff within a homogeneous wireless network is inherently supported
as a functionality of the mobility management. In the 3G cellular network UMTS, there
is GPRS mobility management (GMM) for the link-layer and network-layer mobility.
Tunneling protocols are used in the cellular core to support roaming. In cdma2000 c©
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system, Mobile IP is introduced to provide network-layer transparency to IP-based ap-
plications (IP mobility) under the same packet data serving node (PDSN) and between
different PDSNs. In contrast, current UMTS specifications only support IP mobility
under the same GGSN node. In a three-state evolution specified in [41], Mobile IP is
being considered for inter-UMTS or inter-technology IP mobility. An overview of the
mobility management in UMTS and cdma2000 c© can be found in [42].
The mobility management in WLANs is much simpler since they are designed for
local areas. In 802.11, a distribution system (e.g., an 802.3-type Ethernet) connects
multiple basic service sets (BSSs) into an extended service set (ESS). Each BSS is
under control of an AP in the infrastructure mode. Mobility across the BSSs within an
ESS is handled by the APs involved. The layer-2 inter-access point protocol (IAPP)
specified in 802.11f facilitates user roaming between APs of different vendors. When
IP connectivity is provided in the WLAN, IP micro-mobility protocols can be further
introduced to support IP mobility.
On the other hand, vertical handoff in heterogeneous wireless networks need to
address many new challenges posed by network heterogeneity. In a loosely coupled cel-
lular/WLAN network, the vertical handoff can be mobile-assisted or mobile-controlled,
while tight coupling offers mobile-assisted or network-controlled vertical handoff with
enhanced performance but high complexity [40].
Monitoring and measurement of network conditions
In order to make an intelligent handoff decision, timely information must be retrieved
from candidate networks. Traditional metrics measured include received signal strength
(RSS), signal-to-noise ratio (SNR) or bit error rate (BER), packet loss rate, etc. In the
heterogeneous cellular/WLAN interworking environment, the information collection
becomes much more challenging. Especially, the loose coupling may result in a large
overhead and long latency for the information exchange between the two networks.
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In [43], the network information is collected from mobiles via power control and link
adaptation signaling and are managed with local databases. The data can be retrieved
from the database upon request and transferred to the mobile through extended cell
broadcast or in-band signaling in a piggyback fashion. In [32], the mobile’s dual network
interfaces are always enabled active for control messages. In this way, the mobile keeps
receiving periodic advertisements from both networks indicating network conditions
such as link performance, channel utilization, and traffic load.
Handoff decision algorithms
While the cellular network provides ubiquitous connectivity with wide-area coverage,
WLANs are only deployed disjointly in hotspot areas. The cellular/WLAN interwork-
ing then results in an overlay structure, which offers both cellular access and WLAN
access to dual-mode mobiles in WLAN-covered areas. A similar topology exists in
hierarchical cellular networks, in which small-sized microcells are overlaid with large
macrocells. However, the cellular network and WLANs differ intrinsically in the phys-
ical layer, medium access and link control layers. It is necessary to differentiate the
downward vertical handoff from a cell to a WLAN and upward vertical handoff from
a WLAN to a cell. Further, vertical handoff may originate from QoS enhancement or
load balancing considerations other than maintaining connectivity. Hence, not only
can vertical handoff proceed when a mobile moves out of the cell/WLAN border, but
also back-and-forth vertical handoff can take place when a mobile moves within the
cell/WLAN. Vertical handoff algorithms need to decide whether and when to perform
a handoff to minimize the unnecessary handoff and the impact of ping-pong effect, and
where to direct the handoff (i.e., radio selection) in case of multiple access interfaces.
Many works on the vertical handoff decision are based on metrics such as RSS [44,
45], SNR [46], and user moving speed [47]. Due to network heterogeneity, such tradi-
tional metrics in the two networks are rather disparate and should be used in a way
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different from that for horizontal handoff. The handoff algorithm proposed in [48] uses
the number of continuous WLAN beacon signals whose strength falls below a prede-
fined level. The handoff thresholds are differentiated according to handoff direction
and traffic delay-sensitivity. In [49], two handoff decision algorithms are compared
with respect to a user satisfaction function. The first algorithm requires handoff to
the WLAN whenever it becomes available, while no handoff is allowed in the second
algorithm if the mobile is engaged in real-time or streaming sessions. It is observed
that the second algorithm outperforms the first for both the corporate and on-the-move
mobility models.
Moreover, there are advanced vertical handoff decision algorithms, which simulta-
neously consider different factors such as network characteristics, service type, user
mobility, network conditions, user preference, and cost. The handoff decision problem
is first formulated to introduce these factors and define the objectives, e.g., satisfaction
of user requirement and maximization of revenue. Then, the decision problem needs to
be solved efficiently with techniques such as fuzzy logic. In [50], the handoff decision is
formulated as a fuzzy multiple attribute decision making (MADM) problem. To rank
the candidate handoff targets, there are different MADM solutions such as the mul-
tiplicative exponent weighting [51], simple additive weighting [52], and the technique
for order preference by similarity to ideal solution (TOPSIS) [52]. The vertical hand-
off decision in [53] is based on an integrated algorithm of analytic hierarchy process
(AHP) and grey relational analysis (GRA). AHP quantitatively weights decision alter-
natives by hierarchical and pairwise comparison, while GRA ranks network alternatives
efficiently through building a grey relationship with an ideal option.
Handoff execution procedures
Given a handoff decision, the handoff should be performed in a fast, smooth, and seam-
less way [54] to minimize handoff latency and packet loss during handoff. The most
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popular network-layer solution is Mobile IP [35]. By introducing mobility agents and
IP tunneling, upper-layer applications are provided transparency to IP address changes
due to user movement. However, as the original Mobile IP protocol suffers from the tri-
angle routing problem, a long handoff latency may be involved when the visited foreign
network and home network are far apart. Hence, Mobile IP is more suitable for macro-
mobility with infrequent movement and often between different administrative domains
(inter-domain). Many Mobile IP variants for intra-domain micro-mobility are proposed
to reduce handoff latency by means of localizing signaling via regional/hierarchical reg-
istration (tunneling-based) or host-specific routing (routing-based) [55].
In a case of vertical handoff in heterogeneous networks, there are specific techniques
to enhance handoff performance, such as pre-handoff, bicasting, and link-layer trigger-
ing. Pre-handoff is started for necessary handoff preparation, such as Binding Update
with home agent, authentication with new AAA server/proxy, resource reservation,
etc. The pre-handoff activation can be based on RSS threshold [56], measurement re-
gion [57], and detection of a better network available [48]. Cross-layer techniques such
as link-layer triggering can also enhance the handoff performance. The multi-layer hi-
erarchical Mobile IPv6 scheme in [58] takes advantage of the layer-2 inter-access point
protocol (IAPP). By means of the notification message from the associated AP, the
mobility agent is promptly aware of the appearance of a mobile in a new subnet.
In addition to network-layer approaches, there are also transport-layer and applica-
tion-layer solutions. The transport-layer scheme proposed in [59] supports UMTS and
WLAN vertical handoff via stream control transmission protocol (SCTP). Although
mobility management at the transport layer enables network-independence, more func-
tions need to be introduced to end systems. A typical application-layer handoff so-
lution is based on session initiation protocol (SIP) [60, 61]. SIP is a key signaling
protocol for IP multimedia subsystem (IMS) of UMTS, in which real-time multimedia
services are supported within a packet-switched domain. The UMTS-WLAN vertical
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handoff can take advantage of SIP to facilitate handoff-associated negotiation for QoS,
AAA and charging (AAAC) support. In general, application-layer solutions induce less
modification to existing protocols and infrastructures of the 3G network and WLANs.
Nonetheless, relatively longer handoff latency may be incurred with the lower-layer
network attachment and SIP location update [60].
2.3 Call Assignment and Admission Control
With the cellular/WLAN interworking, there is ubiquitous cellular coverage, while
both cellular access and WLAN access are available in the overlay area. Initially, an
incoming new call should be properly assigned to either the covering cell or WLAN.
The selected target network decides whether to accept or reject the call based on its
admission control policy. If there is no sufficient free bandwidth to admit the call in the
preferred network, the call can overflow to the other network or just leave the system.
Moreover, if enough resources are released from call completion or outgoing handoff in
the preferred network, an overflow call can be reassigned to its preferred network. The
call reassignment is also referred to as take-back in some literature.
Complementing the aforementioned call assignment/reassignment strategies, the
admission control policies in the target networks need to be properly designed to limit
the admissible traffic load and provide QoS assurance. For example, as handoff drop-
ping is more undesirable than new call blocking, handoff calls should be prioritized over
new calls in the admission control policy, e.g., by means of reserving guard channels,
queueing handoff calls, and so on. In addition, the admission control policy of wire-
less overlay networks needs to differentiate calls in different areas, since the accessible
resources vary with locations.
According to the open systems interconnection basic reference model (OSI Refer-
ence Model), the call assignment and admission control are fundamental functions of
the network layer. Due to heterogeneous wireless access technologies at the link layer
Resource Allocation for Cellular/WLAN Integrated Networks 20
of the cellular network and WLANs, it is imperative to adapt these control functions to
the available wireless links. Particularly, with the cellular/WLAN interworking, an in-
coming call should be properly routed and admitted to an underlying integrated system
so that the requested QoS is supported efficiently. Different from wired networks, the
wireless link capacity is highly time-varying and location-dependent. Hence, effective
capacity evaluation is essential for admission decision. To ensure sufficient link capacity
for QoS satisfaction, only when the admission request is accepted by the underlying
link layer can the incoming call be admitted to a specific network.
In the literature, there has been extensive study on call assignment and admis-
sion control for hierarchical cellular networks with a similar two-tier overlay topology.
While large macrocells (higher tier) provide wide-area coverage, small-size microcells
(lower tier) further improve the capacity in urban areas by reducing the frequency reuse
distance. As such, two tiers of coverage are provided by macrocells and microcells.
2.3.1 Call assignment strategy
User mobility is a most widely used factor in call assignment. Considering the small and
possible disjoint coverage of microcells, incoming new calls from highly mobile users are
preferably assigned to macrocells, while ongoing calls are not handed over to available
microcells. Moreover, calls from fast moving users may not be allowed to overflow to
the lower-tier microcells, as they may experience an intolerably high handoff rate and
handoff failure probability. Although the overflow can promote the overall utilization
of the resources in both tiers, user-perceived QoS may be unacceptable. Thus, the call
assignment can be based on a user speed or residence time threshold, which depends
on factors such as QoS requirements, handoff rate constraint, traffic balancing between
the tiers, and so on. In [62], the speed threshold is dynamically adjusted with traffic
load. When the traffic load is light, the speed threshold is decreased to keep more users
in macrocells and undergo fewer handoffs. In contrast, the speed threshold is increased
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under a heavier load so as to carry more mobiles in microcells of higher capacity.
Similarly, the handoff rate control scheme proposed in [63] dynamically adjusts the
speed threshold according to the handoff rate and call blocking probability.
Channel occupancy is another important factor for call assignment or network se-
lection. In [64], partitioned buffer is used to buffer new calls, handoff calls, and overflow
calls. The traffic load can be estimated by comparing the queue lengths of the over-
lay macrocell and microcell. Calls are preferably assigned to the macrocell or microcell
with a shorter queue length, which indicates a lighter traffic load. Thus, the traffic load
is balanced between the tiers to improve channel utilization. Moreover, service type
is also essential for call assignment, since microcells at the lower tier usually support
a higher data rate. High-rate service requests can be assigned to the lower tier with
preference, while low-rate services are admitted to the upper tier if possible. In [65],
two service classes are considered, which differ in bandwidth requirement. Calls requir-
ing a larger bandwidth are preferably served at the lower tier, where a larger amount
of resources are usually available. Access to the upper tier is only attempted as a
consequence of call blocking or forced termination at the lower tier.
In [12], optimal and adaptive call assignment strategies are proposed for data service
in hierarchical overlay networks. Both user velocity and amount of data to transfer are
taken into account. The objective is to minimize the expected number of users in the
system and expected load seen by an incoming user. The idea behind the strategies is
to have admitted users depart from the system faster and thereby free more bandwidth
for remaining users. Optimal thresholds for velocity and data amount are derived,
which depend on not only the cell capacity, mean call arrival rate and average data
size, but also the distributions of user velocity and data size.
2.3.2 Call admission control
Furthermore, there are some comprehensive works on call admission control with dif-
ferent assignment strategies, overflow/take-back policies, and new/handoff traffic dif-
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ferentiation. The analytical model proposed in [66] studies a speed-sensitive assign-
ment strategy and two-way traffic overflow/take-back. Nonetheless, the model delays
take-back until microcell border crossing to render a tractable analysis. Moreover, it
considers only one service type, i.e., traditional voice telephony, and no guard chan-
nels are reserved for handoff calls. The analysis shows that the tiered network with
both overflow and take-back presents the best performance in comparison with schemes
without overflow or with only one-way overflow and take-back.
Similarly, the velocity-based scheme in [67] considers bidirectional call overflow but
no take-back of overflow traffic. In this model, guard channels are reserved in both
macrocells and microcells for handoff calls. In [5], mobility changes are taken into
account. Overflow and take-back are allowed only for slow mobiles, while fast mobiles
are assigned only to macrocells. In [65], a cut-off priority is applied by reserving certain
macrocell channels for calls in the area with only macrocell coverage. Thus, these calls
are privileged over calls from areas with also microcell coverage.
In [13], an optimal joint session admission control scheme is proposed for multimedia
traffic. It is based on a semi-Markov decision process (SMDP) to maximize the overall
network revenue with QoS constraints. Saturated traffic (i.e., there is always backlogged
data in the service queue of an active session) is considered for all service classes, whose
QoS requirements are differentiated by packet delay, saturation bandwidth, and signal-
to-interference ratio (SIR). However, the specific traffic details and user-perceived QoS
metrics are neglected.
2.4 Multi-Service Provisioning
As an essential requirement for future wireless networks, multi-service support is also
an important motivation for cellular/WLAN interworking. Four service classes are
defined for UMTS systems in [68], i.e., the conversational, streaming, interactive, and
background classes. The main distinguishing factor of the classification is the delay
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sensitivity. The conversational class is highly delay-sensitive, while the background
class is the most delay tolerant.
2.4.1 Conversational class
The conversational class is characterized by a two-way conversational communication
pattern. A typical example is voice telephony, which has been extensively studied and
widely deployed.
2.4.2 Interactive class
The interactive class comprises non-real time services with a request-response pattern,
such as Web browsing, voice messaging, and file transfer. A main QoS criterion is the
transfer delay (also known as response time) to measure the responsiveness, e.g., how
fast a Web page is successfully downloaded and appears after it has been requested, or
equivalently the call throughput, which is the ratio of file size over the transfer delay
[69]. Although the transfer delay should be bounded to maintain fluent interactions,
the delay requirement is much less stringent than that of conversational services [70].
A transfer delay of 2− 4 seconds per page is the proposed bound for Web browsing
and a desirable target is 0.5 seconds.
Interactive sessions exhibit the on-off dynamics [71] shown in Figure 2.2. If the
download of a Web page or a data file is viewed as a packet data call, an interactive
session consists of a sequence of data calls (the “on” phases). After downloading a
Web page, the user may take a “reading time” (the “off” phase), denoted by Sr, before
requesting the next page, and finish the session after reading a number of pages. The
reading time is assumed to be exponentially distributed, and the number of data calls
in a session (denoted by Md) is geometrically distributed.
For interactive data services such as Web browsing and file transfer, it is observed
that the packet-level traffic presents asymptotic self-similarity and high variability over
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Figure 2.2: Structure of interactive data sessions.
a wide range of time scales [72]. This property is attributed to the heavy-tailed file size
and burstiness induced by traffic control mechanisms such as closed-loop congestion
control [73]. Although the complex packet-level traffic characterization may prevent
feasible performance analysis, the QoS metrics of interest are actually more dependent
on higher flow-level or session-level behaviors and less relevant to packet-level dynam-
ics. For example, the mean response time depends on flow fluctuation and bandwidth
sharing manner among in-progress flows [69]. As an essential call-level traffic character-
istic, the heavy-tailedness of data file size has been extensively studied in the literature.
There are many models to capture the statistics of real file size with well-known heavy-
tailed distributions such as log-normal, Weibull, and Pareto distributions.
A non-negative random variable X with cumulative distribution function (CDF)
F (x) is said to be heavy-tailed if
lim
x→∞
eλxF (x) =∞, for all λ > 0 (2.1)
where F (x) = 1− F (x) is the survival function, also known as reliability function and
complementary CDF. In particular, X is said to have a long right tail if
lim
x→∞
1− F (x+ y)
1− F (x)
= 1, x ≥ 0, y ≥ 0. (2.2)
It indicates that if X exceeds a large value x, it is likely to be greater than any larger
value x+ y as well. All long-tailed distributions are heavy-tailed, but the converse is
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false as it is possible to construct heavy-tailed distributions that are not long-tailed.
Moreover, all commonly used heavy-tailed distributions have subexponentiality. All
subexponential distributions are long-tailed, but examples can be constructed of long-
tailed distributions that are not subexponential. The distribution of X is subexponen-
tial if
F ∗2(x) ∼ 2F (x), as x→∞ (2.3)
where F ∗2(x) = 1− F ∗2(x) with F ∗2 being the 2-fold convolutions of probability dis-
tributions. For two independent, identically distributed (i.i.d.) random variables X1
and X2 with common distribution function F (·), the convolution of F with itself, F
∗2,
is defined as
F ∗2(x) = Pr[X1 +X2 ≤ x] =
∫ ∞
−∞
F (x− y)F (y) dy. (2.4)
Then, the subexponentiality implies that, for any n ≥ 1,
F ∗n(x) ∼ nF (x), as x→∞ (2.5)
where the n-fold convolution F ∗n is defined similar to (2.4). The probabilistic interpre-
tation of this is that, for a sum of n i.i.d. random variables X1, ..., Xn,
Pr[X1 + ... +Xn > x] ∼ Pr[max(X1, ..., Xn) > x], as x→∞ (2.6)
which is often known as the principle of the single big jump. In other words, if Xi is the
ith claim of an insurance portfolio, the tails of the distribution of the sum and of the
maximum of the first n claims are asymptotically of the same order [74]. The survival
functions F (x) of subexponential distributions go to 0 more slowly than exponentially
in the case of an exponential distribution [75]. In particular, a heavy-tailed distribution
is said to be power-tailed, if the survival function decays according to a power law, i.e.,
F (x) = Pr[X > x] ∼ x−α, α > 0, x ≥ 0, as x→∞. (2.7)
Power-tailed distributions are heavy-tailed but the reverse is not true, as their survival
functions do not necessarily decay as slowly as a power-law function. The Pareto
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distribution is both heavy-tailed and power-tailed, while the log-normal distribution is
heavy-tailed but not power-tailed. A Weibull distribution is only heavy-tailed with a
shape parameter within the range of (0, 1), but not power-tailed.
In [76], the data file size Ld is modeled by a Weibull distribution, whose probability









αd , 0 < αd ≤ 1, βd > 0, x > 0 (2.8)
where αd is the shape parameter and βd is the scale parameter. The PDF of the
Weibull distribution is denoted by Wb(x, αd, βd) for simplicity. The mean of Ld is given
by E[Ld] , Ld = βd Γ(1 +
1
αd
), where Γ(·) is the Gamma function. The exponential
distribution is actually a special case of the Weibull distribution with αd = 1, while
the Weibull distribution is heavy-tailed if 0 < αd < 1. The smaller the αd value, the
heavier the tail that occurs in a given Weibull distribution. To assess the degree of















where FLd(·) is the CDF of Ld and Fexp(·) is the CDF of an exponential distribution.
For a Weibull distribution, the Weibull factor actually equals the shape parameter αd.
In the specification of 3GPP TS 30.03 [71] for the evaluation of UMTS systems, the




















ds, x = ud
(2.10)
where γd (1 < γd < 2) is the shape parameter, [ld, ud] is the size range, and the mean
data call size is given by
E[Ld] , Ld =
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It is known that performance analysis tends to be extremely difficult with heavy-
tailed distributions involved in the system model. For example, a Pareto distribution
has an infinite mean if the shape parameter is less than 1 and an infinite variance if the
shape parameter is less than 2. To render effective and tractable analysis, it is proposed
in [77] to fit a large class of heavy-tailed distributions (including Pareto and Weibull
distributions) with hyper-exponential distributions. Hyper-exponential distributions
are a special class of phase-type distributions, which are a very general mixture of
exponential distributions and have been used to approximate general distributions. In
particular, for a distribution with a coefficient of variance (CV) larger than 1, a hyper-
exponential distribution can be used since the CV of a hyper-exponential distribution
is always larger than 1. As observed from real measurements, the data file size usually
has a typical CV larger than 1, and thereby can be well approximated with a hyper-
exponential distribution.
An important feature of heavy-tailedness is the so-called “mice-elephants” phe-
nomenon [78]. With respect to the data call size, it implies that most data calls have
a quite short length while a small fraction of data calls have an extremely large size.
To reduce the number of parameters and render tractable analysis, the data call size
can also be approximated by a two-stage hyper-exponential distribution [79, 80], whose

























, b ≥ 1, x > 0 (2.12)
where the parameters b and Ld can be obtained by the first and second moments
fitting. In particular, b can completely characterize the “mice-elephants” feature. A
larger value of b corresponds to a data call size with a higher variability. Furthermore,
since the hyper-exponential distribution consists of a linear mixture of exponentials,
the analytical study involving (2.12) can be extended to higher-order hyper-exponential
distributions with more exponential components, which can more accurately approach
the original heavy-tailed distribution. Hence, hyper-exponential approximation can
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not only provide analytical tractability but also well capture the essential properties of
heavy-tailed distributions.
2.4.3 Streaming class
The streaming class includes many appealing services such as video streaming and
becomes very popular in wireless networks [81]. A primary feature of the streaming
class is that the content is played back at the receiver during the delivery. Instead of
satisfying a low delay bound as for conversational services [82], streaming services need
to maintain a continuous steady flow for smooth playback at the receiver. A playout
buffer is introduced at the receiver and the playout starts after a pre-roll time (Sp).
The playout buffer can counter against traffic burstiness and also absorb delay jitter
resulting from network bandwidth variations. If a frame to play has not been completely
delivered to the buffer at a fetch time, underflow occurs and the playback halts. Before
the playback restarts, the receiver rebuffers for certain time Sb to accumulate enough
data that can be played for a duration Sf [83]. We can see that two key QoS metrics
are the pre-roll time and rebuffer time. A reasonable start-up pre-roll time should be
less than 10 seconds as specified in [70]. To measure the playback smoothness, another





which is the ratio of the total rebuffer time over video clip duration Ts and should be
bounded to guarantee acceptable service quality.
According to the statistics of streaming media stored on the Web [85], the median
of video clip duration is about 2 minutes and very likely to be heavy-tailed. The video
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ds, t = us
(2.14)
where γs is the shape parameter and [ls, us] is the duration range.
As video clips capture moving images at fixed frame rates to display fluent motion,
the video traffic is inherently long-range dependent and adjacent frames are highly
correlated. Compression algorithms are necessary to remove the redundancy in order
to store and transmit video sequences efficiently. In UMTS systems, H.263 is the
mandatory codecs for packet-switched video streaming. Advanced video coding (AVC),
MPEG-4 Part 10, also known as H.264, is recommended for higher-quality video [86].
Predicative coding is used in H.263 and MPEG-4 to remove temporal redundancy [87].
Intracoded frames (compressed versions of raw frames independent of other frames) are
interleaved with forward/bidirectionally predicted frames (referring preceding and/or
succeeding frames). The encoded frame size and in turn the encoding bit rate have
large variability, which also depends on the video content such as texture details, scene
change, and object motion speed.
In [88], the video source is modeled with a gamma-beta autoregressive (GBAR)
process. Let Ln denote the frame size of the n
th frame, which is approximated by a





e−x/ηs , αs, ηs > 0, x > 0 (2.15)
where αs and ηs are the shape and scale parameters, respectively, the mean and variance




s , respectively. Then, Ln is modeled by a GBAR
process with
Ln = BLn−1 + A (2.16)
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Figure 2.3: Video frame size based on GBAR model.
where A also follows a gamma marginal distribution Ga(αs − βs, ηs) and B has a beta
marginal distribution Be(βs, αs − βs) with parameters βs and αs − βs. The PDF of a




xp−1(1− x)q−1, p, q > 0, 0 < x < 1. (2.17)
The parameters αs and ηs can be estimated from the mean and variance of collected
statistics of frame sizes, while βs can be obtained from the autocorrelation function of





, k = 0, 1, 2, · · · . (2.18)
Figure 2.3 shows the sample frame sizes generated from the GBAR process with
L = 400 bytes, σX = 272.8 bytes, and
βs
αs
= 0.984. It can be seen that the video traffic
generated at a constant frame rate is very bursty due to highly variable frame sizes.
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The traffic variation is similar to the alternate on-off in voice traffic, although there is
no complete “silence” to sustain a continuous video stream.
2.5 Summary
The cellular/WLAN interworking issues such as integration architecture and vertical
handoff management have been well explored in previous works. Nonetheless, not many
research efforts have been devoted to resource allocation aspects, which are vital to effi-
ciently utilize the overall resources of the integrated network for QoS provisioning. For
this heterogeneous wireless overlay network, an essential resource allocation technique
is the aforementioned call assignment with admission control and call reassignment via
vertical handoff. The complementary strength and overlay structure can be exploited
to properly share the incoming traffic load between the interworked systems. This
technique has been extensively studied and used in hierarchical cellular networks with
a similar overlay topology. However, it is still an open issue for cellular/WLAN in-
terworking as the network heterogeneity introduces many new challenges. The unique
characteristics of the cellular/WLAN integrated network should be carefully addressed
in resource allocation. In particular, many previous works in this area neglect multi-
service provisioning, which has become an essential requirement for wireless networks.
Actually, multi-service support is a key motivation for cellular/WLAN interworking as
the two networks present complementary strength in serving different services. This
research will investigate the impact of multi-service provisioning on the interworking.
Chapter 3
System Model and Research Topics
In this study, we consider the interworking of a 3G cellular network and WLANs with
physical and MAC specification similar to that of IEEE 802.11 standards. The cellular
network provides ubiquitous coverage but a relatively small bandwidth. Fine-grained
QoS is enabled for multiple services with a centralized infrastructure and CDMA-based
multiple access. On the other hand, WLANs occupy a larger license-exempt frequency
band and the channel access is based on a random access protocol. Although WLANs
are originally designed for best-effort service, there has been extensive research on QoS
enhancement to WLANs. It is reasonable to consider WLANs equipped with better
QoS support such as effective admission control.
As observed in Chapter 2, most recent research on cellular/WLAN interwork-
ing focuses on issues such as integration architecture and vertical handoff manage-
ment. Resource allocation is another essentially important aspect of the interworking.
The heterogeneous overlay network necessitates effective mechanisms for call assign-
ment/reassignment together with admission control and vertical handoff. Many pre-
vious works in this area do not address multi-service support or neglect the unique
characteristics of the integrated network. The system model under consideration cap-
tures the multi-service traffic characteristics and location-dependent user mobility.
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3.1 The Cellular/WLAN Integrated Network
Currently, most widely deployed WLANs employ simple contention-based protocols
for medium access control. In the original IEEE 802.11 standard, a per-node queue
with per-node backoff is used for channel contention and collision resolution. This per-
node based principle penalizes heavy-loaded nodes with many flows (e.g., the access
point). It is unfair and ineffective to support multimedia traffic with various QoS
requirements. On the other hand, the MACAW [89] uses per-flow queue with per-flow
backoff for channel contention. By this means, a node with multiple flows is viewed as
multiple virtual nodes, each having one flow. A similar principle is adopted in IEEE
802.11e, where each node has multiple service queues for different access categories.
Given the advantage of per-flow contention in multi-service support, we consider per-
flow contention-based WLANs, which follow 802.11 DCF for contention and collision
resolution. Actually, although contention-free channel access can provide hard QoS
guarantee more than differentiated QoS, the interworking performance with contention-
free WLANs may not be better due to inefficient polling schemes [90].
As WLANs operate at license-exempt frequency bands, a large bandwidth is avail-
able to support a high date rate, e.g., up to 11 Mbit/s in IEEE 802.11b. In contrast,
current widely deployed 3G cellular networks support a relatively low data rate. For
example, the UMTS system (Release 1999) can provide a data rate up to 2 Mbit/s
for low-mobility applications (up to 10 km/hr) [91]. There are also some enhance-
ment technologies such as the high speed packet access (HSPA), which can promote
the downlink packet rate of UMTS access network up to 14 Mbit/s. However, these
broadband wireless technologies are still not widely applied to the cellular networks in
operation. Also, the deployment of microcells or picocells in hotspots is not so cost-
effective as WLAN deployment. Hence, we focus on the interworking of WLANs and
3G cellular networks with a much smaller cell capacity.
As shown in Figure 3.1, the 3G cellular network provides ubiquitous connectivity
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Figure 3.1: System model for a cellular/WLAN integration network.
over wide-area coverage, while WLANs are deployed disjointly in hotspot local areas.
To begin with a simple topology, we consider in this study that there is one overlay
WLAN in a cell and the WLAN is overlaid with one and only one cell. The cell and its
overlay WLAN are referred to as a cell/WLAN cluster. The mobile devices are dual-
mode and equipped with network interfaces to both the cellular network and WLAN [8].
Thus, both cellular access and WLAN access are available to dual-mode mobiles within
the WLAN-covered areas, which are referred to as double-coverage areas. Since the two
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networks operate at different frequency bands, the two network interfaces can be active
simultaneously to assist vertical handoff [92]. In contrast, the areas with only cellular
coverage are referred to as cellular-only areas.
To maximize the interworking gain, joint resource allocation can be applied to effi-
ciently utilize the shared resources in the overlay network for QoS provisioning [31]. The
complementary characteristics and dynamics of both networks should be considered so
as to enhance their strength and compensate for the restriction. As discussed in Sec-
tion 2.1, tight coupling is ideally suitable for cellular operators to integrate self-deployed
WLANs. A central controller can access sufficient timely information of neighboring
cells/WLANs, such as in-progress traffic load, link performance, and channel occu-
pancy. Hence, joint resource allocation is intrinsically enabled with a tight coupling.
A large interworking gain is achievable at the cost of a relatively high complexity.
On the other hand, loose coupling is very popular due to the low implementa-
tion complexity and deployment flexibility. In a loosely coupled cellular/WLAN net-
work, basic network information can still be exchanged in between via effective control
signaling mechanisms. The signaling messages should be appropriately designed and
compressed to avoid an excessive load. Also, the relatively long latency across the two
networks needs to be overcome to ensure timely update of network information. On the
whole, joint resource allocation is also feasible for loose coupling. In view of the above
observation, this study is not restricted to a specific tight-coupling or loose-coupling
integration architecture.
3.2 Multi-Service Traffic Model
As discussed in Section 2.4, four service classes are defined for UMTS systems, namely,
the conversational, streaming, interactive, and background classes. Both the conver-
sational class and streaming class are meant for real-time services. Typically, some
conversational-class services may require a constant bandwidth to satisfy very demand-
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ing QoS constraints. The streaming class can accept a range of bandwidth adaptation,
whereas the call duration is independent of the occupied bandwidth. A smaller band-
width does not lead to a longer transmission time but quality degradation [93]. The
interactive class and background class include traditional Internet applications such as
Web browsing, file transfer, Telnet, and E-mail. As non-real time services, they are
tolerant of elastic bandwidth. The call duration depends on the data size and occupied
bandwidth. As the background class (e.g., E-mail) is of a best-effort service nature, we
only consider the first three classes requiring certain QoS assurance.
In this study, voice service is considered as a representative service of the con-
versational class. Voice calls are assumed to arrive as a Poisson process, having an
exponentially distributed duration Tv with mean in the order of several minutes.
For interactive data service, the session arrivals are also assumed to be Poisson,
as the sessions are invoked independently by a large number of independent users.
Each interactive session exhibits the on-off dynamics shown in Figure 2.2. We also
take into account the heavy-tailedness of data call size. To investigate the impact of
traffic variability on interworking performance, we use a two-stage hyper-exponential
distribution given in (2.12). The “mice-elephants” feature of heavy-tailed distributions
is captured in a simple way to render tractable analysis. Further, a Weibull distribution
in (2.8) is used when the heavy-tailedness needs to be explored more accurately. The
simulation study in Chapter 7 considers the traffic model specified for the evaluation
of UMTS systems [71]. In particular, the data call size is characterized by a truncated
Pareto distribution as given in (2.10).
For the streaming class, we consider video streaming service as a representative
service, which is the most challenging in comparison with data or audio streaming.
Depending on whether the video clips to be streamed are encoded on-line or pre-stored
in the media server, there is live streaming or stored on-demand streaming [94]. In
this study, we consider on-demand streaming with primarily unidirectional traffic flow,
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which comprises a significant fraction of streaming traffic. Session information (such
as video clip duration, total amount of data to stream, and bit variability) is known a
priori and can be exploited for QoS provisioning. To cope with the large bandwidth
variation due to heterogeneous accesses, encoding bit rate adaptation is incorporated to
protect against buffer underflow and maintain steady streaming flow. Here, we model
the video source with a GBAR process proposed in [88]. Given a constant frame rate
(in frames/s), denoted by fs, the frame sizes of a video clip are modeled with the GBAR
process defined in (2.16). It properly captures the high variability and correlation of
the frames in a video clip. The video clip duration is assumed to follow a truncated
Pareto distribution given in (2.14), which has been validated by statistics of streaming
media stored on the Web [85].
3.3 Location-Dependent User Mobility Model
It is known that most WLANs are deployed in indoor environments like cafés, offices,
and airports. Users within these areas are mostly static or only maintain a pedestrian-
level mobility. Thus, it becomes not reasonable to apply a homogeneous mobility
model for mobiles within the coverage of a large cell. For example, when a user drives
to the office, its mobility level may change from a high vehicular speed on the highway
to being almost static in the office. To statistically characterize user mobility, user
residence time should vary with the location, which is either within the cellular-only
coverage or double coverage.
With a statistical equilibrium assumption, we focus on a single cell with an overlay
WLAN, i.e., a cell/WLAN cluster. As shown in [6], the indoor deployment and low
user mobility result in a heavy-tailed user residence time within a WLAN. To avoid the
complexity of directly applying heavy-tailed distributions in performance analysis, the
user residence time within a WLAN, denoted by Twr , is modeled with an approximate
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hyper-exponential distribution [79], whose PDF is given by




















t, a ≥ 1, t > 0 (3.1)
where the mean and squared coefficient of variance are respectively








This model well captures the “mice-elephants” property of heavy-tailedness. A large
fraction a
a+1




, while the other
1
a+1
of the users have a mean residence time of a · 1
ηw
. Increasing the parameter a results
in Twr with higher variability.
On the other hand, the user residence time in the area of a cell with only cellular
access, denoted by T cr , is assumed to be exponentially distributed with parameter η
c.
Users moving out of the cellular-only area enter neighboring cells with a probability
pcc and enter the coverage of the overlay WLAN in the target cell with a probability
pcw = 1− pcc. Therefore, the residence time of users admitted in the cell follows more
complicate phase-type distributions as shown in Figure 3.2. Let T cr1 and T
c
r2 denote
the cell residence time of a call from the cellular-only area and that of a call from the
double-coverage area, respectively. The moment generating functions (MGFs) of T cr1














where ψ(·) is the MGF of T cr + T
w































Chapter 3. System Model and Research Topics 39
=
Denote sum of two independent exponentially distributed random
variables with parameters     and     .
Denote a random variable which with probability      follows an exponential distribution with
parameter      and with probability      follows a generalized hyperexponential distribution with
















































































Figure 3.2: Modeling of user mobility within a cell/WLAN cluster.
3.4 Research Topics
This research is to contribute toward efficient resource allocation for a cellular/WLAN
integrated network shown in Figure 3.1. In such a heterogeneous wireless overlay net-
work, efficient resource allocation is vital for a high resource utilization and effective
QoS provisioning to multiple services. Many challenges are introduced by the hetero-
geneous accesses, multi-service traffic, and location-dependent mobility. As discussed
in Section 2.3, call assignment and admission control is an essential resource allocation
technique to share the traffic load between interworked systems. As the cellular network
and WLANs differ in capacity, mobility support, and QoS provisioning, call assignment
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and admission decision can have a substantial impact on overall QoS satisfaction and
resource utilization.
Most previous works in this area only address single service and cannot effectively
exploit the interworking gain. As an essential requirement for wireless networks, multi-
service support induces many challenging issues such as traffic characterization, service-
specific QoS mechanisms, and resource sharing among multiple services. Further, this
call assignment and admission control problem is complicated by the heterogeneous
QoS provisioning capability of underlying networks. While fine-grained QoS is enabled
in the cellular network with the centralized control and reservation-based resource allo-
cation, QoS provisioning of WLANs is rather limited due to contention-based random
access. Nevertheless, not enough research attention has been directed to exploiting
the complementary QoS provisioning with multi-service traffic load. Finally, the most
popular speed-sensitive assignment strategy for hierarchical cellular networks is not
applicable to cellular/WLAN interworking. This is because the indoor deployment of
most WLANs results in very low mobility in WLANs. Moreover, the user residence
time within a WLAN becomes heavy-tailed and user mobility within a large cell is
location-dependent, as shown in Figure 3.2. The unique mobility characteristics also
affect call assignment/reassignment strategies and admission control policies. In more
detail, this research will study the following topics:
• Initial call assignment strategy: Given the overlay structure in the cellu-
lar/WLAN integrated network, both cellular access and WLAN access are avail-
able in the double-coverage area. According to the call assignment strategy, an
incoming call is initially assigned to its preferred cell/WLAN to request admission.
From both the network and mobile user’s perspectives, the initial call assignment
should take into account various factors such as system capacity, service type,
traffic characteristics, QoS requirements, user mobility and network bandwidth
occupancy. Also, it is crucial to jointly consider the multi-service traffic load in
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the assignment, so that the shared resources of the two networks are allocated
as a whole to exploit the interworking gain. On the other hand, we also need to
investigate distributed call assignment strategy to render feasible implementation
in a loosely coupled network.
• Call admission control policy: Following initial call assignment, an incoming
call is accepted or rejected according to the admission control policy of the target
system (either a cell or a WLAN). The maximum admissible traffic load should be
limited by admission control. Sufficient resources can then be reserved to satisfy
QoS requirements of admitted traffic, such as bounded voice delay, mean data
response time, and underflow ratio of video streaming. Also, the constraints on
new call blocking probability and handoff call dropping probability need to be
met to maximize resource utilization.
With cellular/WLAN interworking, there are downward vertical handoff from the
cell to the overlay WLAN and upward vertical handoff from the WLAN to the
overlay cell. As seen in Figure 3.1, downward vertical handoff is optional since
dual accesses are available in the double-coverage area. Hence, the admission
control policy needs to properly differentiate new calls, horizontal handoff calls,
and downward/upward vertical handoff calls. On the other hand, in contrast to
the cellular-only area, the WLAN offers a resource backup for the double-coverage
area to support a higher traffic density. To maintain fair access, it is also necessary
to differentiate calls of different areas in the admission control policy.
To ensure QoS satisfaction to admitted traffic, admission parameters should be
determined properly based on the system capacity region, which is dependent on
traffic characteristics, QoS requirements, and also underlying scheduling schemes.
The system capacity can be improved by employing efficient scheduling schemes
with affordable complexity. For example, the processor sharing (PS) and shortest
remaining processing time (SRPT) disciplines can take a good advantage of the
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data traffic elasticity and heavy-tailedness.
• Call reassignment via vertical handoff: In addition to initial call assignment,
ongoing traffic load can also be dynamically transferred between the interworked
systems by means of vertical handoff, for purposes such as QoS enhancement, con-
gestion relief, load balancing, and so on. The call reassignment can be activated
by user movement and performed at WLAN border crossing. Also, depending
on network states, call reassignment can be enabled within the WLAN whenever
sufficient spare capacity becomes available in the preferred network.
As large bandwidth variations are possible with handover between heterogeneous
accesses, it is also imperative to apply QoS adaptation corresponding to call
reassignment. The adaptive QoS delivery is especially favorable to enhance service
quality with available bandwidth. Nonetheless, a higher signaling overhead may
be involved with call reassignment. Therefore, call reassignment is preferably
considered for long-lived voice and video streaming calls, as the mean transfer
delay of interactive data calls are bounded within a short duration of seconds.
3.5 Summary
In this chapter, our system model and research topics are outlined. We consider a
heterogeneous wireless overlay network integrating a 3G CDMA cellular network and
contention-based WLANs. Resource allocation is essentially important to efficiently
utilize the overall resources in the integrated network. In particular, this research
will explore the topics such as call assignment/reassignment and admission control for
effective load sharing between the interworked systems. Multi-service QoS provisioning
can be enhanced by exploiting the complementary strength of underlying networks.
Also, the location-dependent user mobility should be properly addressed in the resource
allocation. As discussed in Section 3.4, these research topics are closely related and




As discussed in Chapter 3, the cellular network and WLANs are complementary in
terms of QoS support for different services. To maximize the overall resource utilization,
it is necessary to differentiate the service type in assigning an incoming call to the
overlay cell and WLAN. The target network decides whether to accept or reject the
incoming call according to its admission control policy. The admission parameters
should be properly determined so that a maximum traffic load can be admitted with
QoS satisfaction.
4.1 Capacity Model
To ensure QoS satisfaction to admitted traffic, the traffic load in the cell or the WLAN
should be properly limited within the corresponding capacity region. In this work,
we consider both conversational voice service and interactive data service, which are
provisioned different QoS support in the cellular network and WLANs.
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CDMA-based cell capacity
Consider a CDMA cellular system with integrated voice and data services. Suppose
voice traffic is delivered with dedicated channels (DCH), while data traffic can be
transported over the downlink shared channels (DSCH). As data services such as Web
browsing may lead to load asymmetry for the uplink and downlink, the capacity of the
more congested downlink is analyzed in the following. The numbers of admitted users
are limited to bound the interference level and satisfy user QoS requirements for the
ratio of bit energy to noise and interference power spectral density, Eb
N0
. The downlink
capacity in terms of the maximum numbers of simultaneously admitted voice and data






























where ncv and n
c
d are the number of voice and data users, respectively, ρ is the orthog-
onality factor, fDL is the ratio between intercell interference and total intracell power
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requirements of voice and data users, respectively. Then, the power limitation



































with Lp,i being the path loss for the i
th user, Pp the power devoted to common control
channels, PN the background noise power, and PT,max the maximum transmitted power
of the base station. From (4.1) - (4.3), we can derive the cell capacity region in terms
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of (ncv, n
c
d) vectors, in which the
Eb
N0
requirements of voice and data users are satisfied
with the limited transmission power of the base station.
WLAN capacity
Suppose there are nwv voice flows and n
w
d data flows admitted in a WLAN
1. Data
transmission follows the request to send (RTS)-clear to send (CTS)-DATA-ACK hand-
shaking for channel access, while voice flows follow the basic access method due to the
small payload size of voice packets.
Let λpv denote the mean rate (frames/slot) of packet arrivals from a voice source.
For data applications such as Web browsing, the data file to be transmitted is usually
pre-stored in the application server. There is always traffic during the lifetime of a
data call, referred to as saturated case. Also, the downlink data traffic can be regulated




d ) denote a data flow’s
packet input rate with nwv voice flows and n
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d data flows admitted in the WLAN. For
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d ). For simplicity, voice and data
packet sizes are assumed to be constant.
It is observed in [97] that there exists an optimal operating point for the WLAN
in the unsaturated case, beyond which the packet delay increases dramatically and
the throughput drops quickly. When the packet service rate is larger than the arrival
rate (network stability constraint) and the collision probability is small enough (e.g.,
less than 0.1), the service queue of a flow is almost empty and the packet delay is
sufficiently small (say, less than 30 ms) to meet the requirement of real-time voice
service. Therefore, we derive the WLAN capacity region in terms of the feasible set of
1Each voice call in the WLAN has two voice flows from and to the mobile, while each data call has
a one-way data flow to the mobile.
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where the packet service rates ξwv (·) and ξ
w
d (·) can be obtained with the analytical
approach given in Appendix A.
























Figure 4.1: WLAN throughput with different numbers of voice and data calls.
It has been observed in many works that the WLAN capacity is dependent on
the traffic characteristics and contention status. Following the WLAN parameters in
Table A.1, Figure 4.1 shows the data throughput when different numbers of voice
and data calls are accommodated in the WLAN. The curve on the top illustrates the
case without voice calls, while the curves below are given by increasing the number
of admitted voice calls one by one. It can be seen that the maximum achievable
throughput when there is no voice call in service is around 5.4 Mbit/s over a 11 Mbit/s
physical channel. When more data calls contend for access, the achievable throughput
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is degraded due to a larger overhead from severer contention. As observed from the
gap between adjacent curves, the data throughput is reduced by around 112 kbit/s to
admit one more voice call, although the packet stream out of the voice codec only has
a mean rate of 8 kbit/s in this example. As a result, the numbers of calls admitted
in the WLAN are rather limited to maintain a small collision probability and satisfy
the delay requirement of voice service. Meanwhile, a high throughput is achievable for
each data call.
4.2 Admission Scheme with Service-Differentiated
Assignment
For a new call originating within the double-coverage area, a decision needs to be
made on whether to assign the incoming call to the covering cell or the WLAN. If the
admission request is rejected by the preferred network, it can overflow to the other
network to request admission. Moreover, when a mobile moves from the cellular-only
area to the double-coverage area, its associated call can be handed over to the WLAN
for load balancing, QoS enhancement, or cost reduction. If there is not sufficient spare
capacity in the WLAN to accommodate the handoff call, the call can stay in the
cellular network. Due to heterogeneous underlying technologies, the admission choice
can have a significant impact on overall resource utilization and QoS satisfaction. A
higher utilization and better QoS assurance becomes achievable, if the resources of both
networks are allocated by jointly considering factors such as network capacity, traffic
characteristics, user mobility, and QoS support capability.
4.2.1 Assignment strategy with service differentiation
It is known that the evolution of cellular networks has been motivated by voice tele-
phony service, which is very mature and still dominates the operators’ revenue. The
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centralized infrastructure enables dedicated resource allocation, which can provide hard
QoS guarantee to services requiring constant bandwidth. The large cell size and ubiq-
uitous cellular coverage can reduce handoff frequency and in turn the impact of handoff
latency on delay-sensitive real-time traffic. In contrast, as WLANs suffer from a large
overhead for contention and collision resolution, only a very limited number of voice
calls can be admitted. The achievable throughput may also be severely jeopardized to
support the real-time voice calls. Further, the small and disjoint coverage of WLANs
has an adverse effect on voice calls as frequent vertical handoff may be involved.
On the other hand, interactive data calls can accept elastic bandwidth. A larger
bandwidth leads to a faster departure from the system. The large WLAN bandwidth
can be efficiently utilized by elastic data traffic to improve the multiplexing gain. A
data call is very likely to complete within the WLAN and does not need to hand over
to the cell when the mobile moves out of the WLAN coverage. As such, the data traffic
load is effectively relieved from the cell. In view of the above consideration, we develop
the following call assignment/reassignment strategies with service differentiation.
• In the cellular-only area, both new and handoff calls can only request the cell for
admission. The cell accepts or rejects an incoming call according to its admission
control policy.
• A new voice call originating in the double-coverage area first attempts to get
admission to the cell. If rejected by the cell according to its admission control
policy, the call overflows to the WLAN to request admission. Only when rejected
by both the cell and the WLAN will the call leave the system. A similar strategy
is applied to new data calls in the double-coverage area except that data calls
first try the WLAN for admission.
• When a mobile moves from the cellular-only area into the WLAN coverage, its
associated voice calls are not handed over from the cell to the WLAN. No reas-
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signment strategy is applied to avoid QoS degradation induced by vertical handoff
and the inefficient real-time service support of the WLAN. In contrast, ongoing
data calls served by the cell will attempt to hand over to the WLAN. A handoff
data call is admitted if there is sufficient spare capacity in the WLAN to accom-
modate the data call without QoS violation to existing traffic. Otherwise, the
data call remains served by the cell.
4.2.2 Admission control policies
An important aspect of multi-service support is to properly share the total bandwidth
among different services. For contention-based WLANs, the resources are actually
shared in a complete sharing (CS) manner by multiple services. The CS resource
sharing penalizes services with a larger bandwidth requirement and privileges services
requiring a smaller bandwidth and those with aggressive traffic [98]. Admission control
can provide certain QoS protection by restricting the bandwidth occupancy of each
service, which actually corresponds to partitioning the shared resources in a sense.
This conservative policy may lower the resource utilization.
In the cellular network, the centralized control enables reservation-based resource
sharing, which can compensate for the limitation of WLANs in service differentiation.
It is known that voice calls have stringent delay requirement, while interactive data
traffic is much more delay-tolerant and accepts elastic bandwidth. A restricted access
mechanism [99] can be used to share the cell bandwidth between voice and data services.
Voice service is offered preemptive priority over data service and only occupies up to
a minimum amount of bandwidth to meet its QoS requirements. As data traffic can
adapt to elastic bandwidth, all the bandwidth unused by voice traffic is shared equally
by active data calls. By this means, the restricted access mechanism achieves a highest
utilization in comparison with complete sharing and complete partitioning (CP) [100].
Also, one service is offered certain QoS protection against traffic overload of the other.
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On the other hand, handoff calls should be prioritized over new calls as handoff
dropping is more undesirable than new call blocking. Moreover, calls from different
areas of the overlay network should be differentiated in accessing the available band-
width. In the double-coverage area, a rejected call can overflow to the other network to
request admission, whereas a call in the cellular-only area is cleared from the system if
rejected by the cell. Thus, we consider a limited fractional guard channel policy shown
in Figure 4.2 to provide new and handoff traffic in the cellular-only area a priority over
new traffic in the double-coverage area. Because call blocking and dropping probabili-
ties are very sensitive to the amount of reserved bandwidth, the guard bandwidth for
higher-priority traffic is here fractional other than an integer number of guard chan-
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v) is a real number
indicating the guard bandwidth reserved for voice calls in the cellular-only area and
inaccessible to new voice calls in the double-coverage area, while Gcv1 (≤ G
c
v2) indicates
the guard bandwidth reserved only for handoff voice traffic in the cellular-only area.
For instance, a new voice call in the cellular-only area is accepted if the number of voice















v⌋. Correspondingly, data admission region of the cell is given by




d2), so that data traffic is also prioritized according to mobile location and
new/handoff call differentiation.
In Section 4.1, we derive the WLAN capacity region in terms of the maximum
numbers of voice and data calls that can be simultaneously accommodated in the




d ) (in bit/s) is obtained for
each vector (nwv , n
w







dramatically with a larger nwv , which implies the inefficient voice support of WLANs.
To avoid the inefficiency region, a best operating point can be selected to limit the
maximum numbers of voice and data calls admitted in the WLAN by Nwv and N
w
d ,
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Bandwidth for new voice calls in 
double-coverage area
Bandwidth for new voice calls in cellular-only area
Bandwidth for handoff voice calls to cellular-only area
: Guard bandwidth for handoff
voice calls to cellular-only area
: Guard bandwidth for handoff and



















Figure 4.2: Limited fractional guard channel policy for voice calls in the cell.
respectively. As vertical handoff from the cell to the WLAN is optional, we introduce
two other admission parameters Gwv and G
w
d to denote the WLAN bandwidth reserved




d = 0, as no
voice calls are handed over to the WLAN while the handoff proceeds for a data call if
there is spare capacity in the WLAN.
Given different QoS support and resource sharing policies in the underlying net-
works, the admission regions of the cell and the WLAN should be configured properly
to satisfy the corresponding QoS requirements. In this work, call blocking and drop-
ping probabilities are required to be bounded by QPB and QPD, respectively. Also,
the mean response time of data calls is constrained to be not greater than QT to guar-
antee the interactive service. Let Bcv1 (B
c
v2) denote the voice call blocking probability
of the cell in the cellular-only (double-coverage) area, Bcd1 (B
c
d2) the data call blocking
probability of the cell in the cellular-only (double-coverage) area, Bwv (B
w
d ) the voice
(data) call blocking probability of the WLAN, Dcv (D
c
d) the voice (data) call dropping




d ) the mean response time of data calls carried by the
cell (WLAN). Due to user mobility and the overlay structure, user QoS experience is
jointly dependent on the servicing cell and WLAN. The admission regions of the cell
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and the WLAN should be determined subject to the following constraints:
Bwv · B
c
v2 ≤ QPB, B
c
v1 ≤ QPB, D
c
v ≤ QPD (4.5)
Bwd · B
c
d2 ≤ QPB, B
c
d1 ≤ QPB, D
c
d ≤ QPD, T
c
d ≤ QT , T
w
d ≤ QT .
It can be seen in Section 4.4 that the admission regions can significantly affect the
overall resource utilization.
4.3 Performance Analysis of the Proposed Scheme
To properly determine the admission regions, i.e., (Nwv , N
w











d2) for the cell, we propose a search algorithm given in Table 4.1.
First, we derive the cell and WLAN capacity regions based on the analysis in Section 4.1
and Appendix A, respectively. Then, we determine the admission parameters for voice










v2 ≤ QPB, B
c
v1 ≤ QPB,














Bcd1 ≤ QPD, D
c
d ≤ QPD, T
c
d ≤ QT , and T
w
d ≤ QT . As seen from steps 6 and 11, the QoS
metrics in terms of call blocking/dropping probabilities and mean data response time
need to be evaluated effectively in each search round. The evaluation is actually quite
complex because multiple dimensions are involved with the coupling between the cell
and the WLAN, resource sharing between voice and data services, and differentiation
of new and handoff traffic in different areas. The following approach employs proper
decomposition and statistical averaging techniques to simplify the analysis. It is also
applicable to analyze other call assignment strategies such as the randomized strategy
discussed in Chapter 5 and the WLAN-first scheme in [16], in which voice and data
calls always first try to get admitted to the available WLAN.
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Table 4.1: Search algorithm for admission regions.
1: Derive the cell capacity region in terms of vectors (ncv, n
c





2: Derive the WLAN capacity region in terms of vectors (nwv , n
w
d ) to meet the stability constraints
as shown in Appendix A






d ) ∈ WLAN capacity region






d) ∈ cell capacity region
5: for Nwv = 0, ..., N
w
v,max do // Evaluation for voice traffic.









v2 ≤ QPB, B
c
v1 ≤ QPB, and D
c
v ≤ QPD
7: Nwd,max = max(n
w





8: for Nwd = 0, ..., N
w
d,max do // Evaluation for data traffic.
9: Initialize λd,min and λd,max
10: λd ← (λd,min + λd,max)/2 // Denote the mean arrival rate of data calls by λd.




d2) and the acceptable mean data call ar-




d2 ≤ QPB, B
c
d1 ≤ QPD, D
c
d ≤ QPD, T
c








d2) exist then // The given traffic load λd is acceptable.
13: λd,min ← λd; λd ← (λd,min + λd,max)/2
14: else
15: λd,max ← λd; λd ← (λd,min + λd,max)/2
16: end if
17: if The acceptable λd converges then
18: Exit loop
19: end if
20: Record the maximum acceptable λd
21: end for
22: end for














d2) which maximize the acceptable λd with
QoS satisfaction
4.3.1 QoS evaluation for voice service
First, we evaluate the QoS metrics of voice traffic in the WLAN. Let λv1 and λv2 denote
the mean arrival rate of new voice calls in the cellular-only area and the double-coverage
area, respectively. Then, the voice traffic load offered to the WLAN comprises new calls
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from the double-coverage area with a mean rate λwnv and handoff calls from the overlay
cell with a mean rate λcwhv . According to our call assignment strategy, λ
w
nv = λv2 B
c
v2.
The channel holding time of voice calls in the WLAN is Twv = min(Tv, T
w
r ), whose PDF
can be derived from (3.1) as









where µv = E
−1[Tv] and Ex(·) is the PDF function of an exponential distribution, de-
fined as
Ex(λ) = λe
−λt, λ > 0, t > 0. (4.7)

















, ν1 > 0, ν2 > 0. (4.9)
For tractability, both new and handoff call arrivals to the WLAN are assumed to be
Poisson. Then, voice calls in the WLAN can be modeled by an M/G/K/K queueing
system. As the steady-state probabilities of an M/G/K/K queue are insensitive to












, kwv = 1, ..., N
w
v (4.10)








v , and λ
w






v + 1 ≤ i ≤






v ), and the






Due to the limited fractional guard channel policy and varying mobility within the
cell, QoS evaluation for the cell is more complicate. We model voice calls in the cell
with a two-dimensional Markov process. The state (kcv1, k
c
v2) denotes the numbers of
Chapter 4. Admission Control with Service-Differentiated Assignment 55
existing voice calls in the cellular-only area and the double-coverage area, respectively,




v . The state transition rate diagram is shown in Figure 4.3.
For presentation clarity, the diagram is divided into several areas and only example
transitions are shown in each area between a tagged state and its neighboring states.
Under the Poisson assumption for call arrivals, the mean arrival rate of voice calls








hv denote the mean rates
of handoff voice calls from neighboring cells and the overlay WLAN, respectively. Let
λcnv2 denote the mean arrival rate of new voice calls in the double-coverage area. For
the admission scheme under study, λcnv2 = λv2, i.e., all new voice calls in the double-
coverage area first try the cell to get admitted. According to the limited fractional




v1 + 1, k
c





v1 + 1, k
c
v2) : (4.11)




























(3) λcchv + λ
wc
























v2 + 1) : (4.12)






















On the other hand, call completion or handoff also result in a state transition. For
a voice call in the cellular-only area, it may depart from the cell due to call completion
or handoff to neighboring cells. As both voice call duration and user residence time





v1 ≥ 1) to (k
c
v1 − 1, k
c
v2) if a voice call ends, hands over to a neighboring



































(1) ¸gh+ ¸iijg+ ¸kijg
(2) [1¡ (Gigh¡ bGighc)] ¢ ¸gh+ ¸iijg+ ¸kijg
(3) ¸iijg+ ¸kijg
(4) ¸ilgm
(5) [1¡ (Gigm¡ bGigmc)] ¢ ¸ilgm
(6) knop¢ [¹o+ (pnn+ pnq¢ (1¡Dqo))´n]
(7) knop¢ pnq́ nDqo
(8) knor¢ ¹o
(9) knor¢ (¹qo ¡ ¹o)
(1)
Figure 4.3: State transition rate diagram for voice calls in the cell.
cell, or gets admitted to the overlay WLAN2. Thus, the transition rate from (kcv1, k
c
v2)
2In the proposed admission scheme, there is no voice handoff to the WLAN. This case can be
modeled by setting Gwv = N
w
v , which results in a 100% rejection probability.
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to (kcv1 − 1, k
c







v2) : (6) k
c
v1 · [µv +(p
cc+pcw ·(1−Dwv ))η
c], if kcv1 ≥ 1. (4.13)




v1 ≥ 1) to (k
c
v1 − 1, k
c
v2 + 1) is induced by





v1 − 1, k
c
v2 + 1) : (7) k
c
v1 · p
cwηcDwv , if k
c
v1 ≥ 1. (4.14)









v2 − 1) or to (k
c
v1 + 1, k
c







v2 − 1) : (8) k
c







v1 + 1, k
c








where µwv is given by (4.8), which is the total departure rate of a voice call leaving the
double-coverage area due to either call completion or user movement. While voice call






v2 − 1) with rate k
c
v2 · µv, the




v1 + 1, k
c





By solving the balance equations of this two-dimensional Markov process, we can
obtain the steady-state probability of (kcv1, k
c
















v − i), k
c
v = 0, 1, ..., N
c
v . (4.16)




v). The blocking probabilities
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As seen from the preceding analysis, the call blocking/dropping probabilities are
directly dependent on handoff traffic load. With an equilibrium assumption for the
system, each cell is statistically the same as any other one. Then, the mean rate of
incoming handoff voice calls from neighboring cells λcchv is equal to that of outgoing








i · pccηc · pcv(i, j). (4.19)
Similarly, the mean rate of potential handoff voice calls into the WLAN coverage is




j=0 i · p
cwηc · pcv(i, j). On the other hand, a voice call admitted
to the WLAN may complete within the WLAN, or it may need to hand over to the cell
if it is not finished when the mobile moves out of the WLAN coverage. This handoff
probability is derived as follows:








































v . With the inter-dependence between handoff traffic
load and steady-state probabilities, the QoS metrics need to be evaluated recursively.
4.3.2 QoS evaluation for data service
For interactive data services such as Web browsing, the mean data response time is
bounded within seconds to guarantee fluent interaction. In contrast to voice calls with
a duration of minutes, data calls arrive and depart in a much smaller time scale. In
an extreme case that there are no voice call arrivals or departures during a data call
duration, the QoS evaluation for data service can be decomposed from voice service. In
particular, this limiting behavior for a Markov process is referred to as nearly complete
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decomposability [101]. Thus, we can first analyze the data performance conditioned on
the number of voice calls in the system and then obtain the QoS approximation by
averaging over the steady-state probabilities of voice calls.
Consider data service in the WLAN. Let (kwv , k
w
d ) denote the current state of the
WLAN with kwv voice calls and k
w
d data calls. Assume data call arrivals to the WLAN
are a Poisson process with a mean rate λwd . Then, the new and handoff data calls to the





λwd , respectively, and exponentially distributed service requirements with mean
1
b
· Ld and b · Ld, respectively [102]. From the WLAN capacity analysis, we can obtain








d ). As shown
in [97], when the WLAN works in the proper operating range, the packet collision
probability is quite small and each packet sees an approximately constant service rate.
Hence, taking into account both call completion and handoff out of the WLAN, the





























































and AI(·) is defined in (4.9). The offered data traffic load
at state (kwv , k
w





























































hd being the mean arrival rates of new and handoff data calls
to the WLAN, respectively. For the call assignment strategy under study, λwnd = λd2
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and Gwd = 0. Therefore, the probability of having k
w














d (i, j), k
w
d = 0, 1, ..., N
w
d (4.24)
where πwv (·) is the steady-state probabilities of voice calls in the WLAN given by (4.10).




d ), while data call







πwd (i). According to the Little’s law, the mean



















λwnd · (1− B
w






Next, data calls in the cell are modeled by a two-dimensional Markov process shown
in Figure 4.4. Similar to the analysis for voice traffic, it captures the variability of user







d2 denoting the numbers of data calls in the cellular-only
area and the double-coverage area of the cell, respectively. Due to call arrivals in the











d1 + 1, k
c
d2) : (4.26)




























(3) λcchd + λ
wc











where λcchd and λ
wc
hd are the mean arrival rates of handoff data calls from neighboring cells






d2 + 1) is
incurred by call arrivals to the cell in the double-coverage area. Let λcnd2 denote the
mean arrival rate of new data calls to the cell from the double-coverage area. For the
admission scheme under study, λcnd2 = λd2B
w
d , as only data calls rejected by the WLAN
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d2 + 1) : (4.27)






















The state transitions due to departure events are more complex with the hyper-
exponentially distributed data call size and WLAN residence time. First, state (kcd1, k
c
d2)
can transit to (kcd1 − 1, k
c
d2) when a data call completes within the cell, hands over to
a neighboring cell, or hands over to the overlay WLAN with sufficient spare capacity
to admit the call. Given that a data call finds sufficient spare capacity in the WLAN
with a probability (1−Dwd ), the conditional user residence time in the cellular-only
area, denoted by T̃ cr , can be modeled by an exponential distribution with parameter
η̃c = [pcc + (1 −Dwd )p
cw]ηc. On the other hand, given kcv voice calls and k
c
d data calls
carried by the cell, the time that a data call stays with the cell before it completes,







































with Rcb,d being the data service




d1 − 1, k
c
d2), the
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d1 ≥ 1. (4.30)
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(2) [1¡ (G¡ bGc)] ¢ ¸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(3) ¸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(4) ¸
(5) [1¡ (G¡ bG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(6) k¢ Á(k; k+ k)
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(9) k¢ [Á(k; k+ k)¡ ¹(k; k+ k)]
(1)
Figure 4.4: State transition rate diagram for data calls in the cell.




d1 − 1, k
c
d2 + 1) indicates that a data call attempts
to hand over to the WLAN but rejected by the WLAN. So it remains served by the
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d1 − 1, k
c
d2 + 1) : (7) k
c
d1 · p
cwηcDwd , if k
c
d1 ≥ 1. (4.31)








































d2)]. When the cell carries k
c
v voice calls
and kcd data calls, for a data call in the double-coverage area and served by the cell,
the channel holding time before it completes within this area or moves out of this area
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d2 − 1) or (k
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To take advantage of the data traffic elasticity, data calls in the cell are served un-
der the PS discipline, i.e., all active data calls equally share the bandwidth unused
by ongoing voice calls. With admission control in place, the system is similar to an
M/G/1/K − PS queue, whose steady-state probabilities are insensitive to service re-
quirement [103]. Although the time that the cell stays at state (kcd1, k
c
d2) before tran-
siting to (kcd1 + 1, k
c
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By numerically solving the balance equations of the Markov process in Figure 4.4,




v voice calls carried by






v). Then, the probability of having k
c
d data calls in the














d − j|i), k
c
d = 0, 1, ..., N
c
d (4.36)
where πcv(·) is the steady-state probabilities of voice in the cell given by (4.16). The




d). The blocking probabilities of
the cell for new data calls in the cellular-only area and the double-coverage area (Bcd1
and Bcd2, respectively) can be obtained in a way similar to that of (4.17) and (4.18).

















(j + k) · p̃cd(j, k|i)












Similar to the analysis for voice traffic, we can obtain the mean rates of handoff
data calls at the equilibrium state. The mean arrival rate of handoff data calls out of






i · ηw · πwd (i). (4.38)
The mean arrival rate of handoff data calls between neighboring cells and that from






























j · pcwηc · p̃cd(j, k|i). (4.39)
Again, the inter-dependence among handoff arrival rates and steady-state probabilities
of data calls necessitates recursive computation to obtain the QoS metrics.
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Table 4.2: System parameters.
Parameter Value Parameter Value
(ηc)−1 10 min (ηw)−1 14 min
pcc 0.76 pcw 0.24
Wc 3.84 Mchips/s C
w 11 Mbit/s
(µv)
−1 140 s Rcb,v 12.2 kbit/s
λv1 0.12 calls/s λv2 0.18 calls/s
QPB 0.01 QPD 0.001
QT 4.0 s Ld 64 kbytes
ρ 0.4 fDL 0.55
αv 0.43 PT,max 43 dB













4.4 Numerical Results and Discussion
In the section, we discuss some important observations obtained from the numerical
results. Given in Table 4.2 are the system parameters. Figure 4.5 illustrates how the
acceptable data traffic load (mean data call arrival rate λd = λd1 + λd2) varies with
the maximum number of data calls allowed in the WLAN (Nwd ) when the maximum
number of voice calls allowed in the WLAN (Nwv ) is fixed to different values. It is
observed from Figure 4.5 that the acceptable data traffic load increases with Nwd when
Nwd is relatively small. This can be explained as follows. Generally, with the coupling
between the cell and its overlay WLAN, both the time that a data call is carried by
the cell and the WLAN contributes to the total transfer delay. However, as shown
in the WLAN capacity analysis, only a limited number of data calls can be admitted
to ensure a small collision probability and guarantee the delay requirement of voice
traffic. As a result, a high throughput is offered to each data call and most data
calls can finish within the WLAN. Therefore, when fewer data calls are allowed in
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No voice in the WLAN
Maximum number of voice calls in the WLAN is 2
Maximum number of voice calls in the WLAN is 4
Maximum number of voice calls in the WLAN is 6
Maximum number of voice calls in the WLAN is 8
Maximum number of voice calls in the WLAN is 10
Maximum number of voice calls in the WLAN is 12
(a)






























Maximum number of voice calls in the WLAN is 14
Maximum number of voice calls in the WLAN is 16
Maximum number of voice calls in the WLAN is 18
Maximum number of voice calls in the WLAN is 20
Maximum number of voice calls in the WLAN is 22
(b)
Figure 4.5: Acceptable data traffic load (λd) versus maximum number of data calls
allowed in the WLAN (Nwd ) under QoS constraints.
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the WLAN by choosing a smaller Nwd , more data calls still need to be accommodated
by the cell to bound the data call blocking and dropping probabilities. That is, the
WLAN resources are not fully utilized to balance the data traffic load from the cell.
Therefore, it is desirable to increase Nwd and admit into the WLAN as many data
calls as allowed by the WLAN capacity region. The mean transfer delay is still well
bounded, because a high throughput is available for each admitted data call with the
large WLAN bandwidth.
As illustrated in Figure 4.5, the increase of acceptable data traffic load with Nwd
becomes unnoticeable when Nwd is large (say, more than 15). Indeed, with a larger N
w
d ,
more data traffic is assigned to the WLAN and balanced from the cell. Nonetheless,
when the data traffic load is further increased, more guard bandwidth needs to be
reserved for new and handoff data calls in the cellular-only area. Because the cell
bandwidth is much smaller than the WLAN bandwidth, the cell becomes the bottleneck
of the integrated system. Hence, the acceptable data traffic load cannot be continuously
increased without QoS violation to data calls in the cellular-only area. The acceptable
data traffic load is almost the same with large values of Nwd .
For each curve in Figure 4.5, there is a maximum data traffic load acceptable with
a certain value of Nwd . From these curves, we can obtain Figure 4.6, which shows
the relationship between the acceptable data traffic load and the maximum number of
voice calls allowed in the WLAN (Nwv ). It is observed that there exists a value of N
w
v
(i.e., 14 in the example) which maximizes the acceptable data traffic load. With this
configuration, Nwv is less than the WLAN capacity for voice service, which is 29 in this
example. That is, voice traffic in the double-coverage area should be restricted not to
occupy all the WLAN bandwidth. This is attributed to the cellular/WLAN coupling
and voice/data resource sharing. First, since a larger value of Nwv indicates that more
voice traffic in the double-coverage area is assigned to the WLAN and relieved from
the cell, more cell bandwidth can be used for data traffic in the cellular-only area,
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 ≤ 0.01,  D
d
 ≤ 0.001,  E[ T
d
 ] ≤ 4.0;
 a = 1.0,  b = 1.0.
Figure 4.6: Acceptable data traffic load (λd) versus maximum number of voice calls
allowed in the WLAN (Nwv ) under QoS constraints for voice call blocking/dropping
probabilities (Bv and Dv, respectively), data call blocking/dropping probabilities (Bd
and Dd, respectively), and mean data response time (E[Td]).
and the overall data transfer time is reduced (load balancing effect). This leads to a
larger acceptable data traffic load. Second, when Nwv is further increased to approach
the WLAN capacity, the acceptable data traffic load decreases. When more voice
calls are admitted to the WLAN, the number of data calls that can be simultaneously
accommodated by the WLAN decreases and the data service rate drops. As a result,
the maximum number of data calls allowed in the cell (N cd) needs to be increased so
that the overall data call blocking and dropping probabilities meet the corresponding
constraints. Due to the much smaller cell bandwidth, an increased traffic load assigned
to the cell results in a longer data transfer time. When this penalty incurred by
voice support in WLANs overwhelms the advantage of the load balancing effect, the
acceptable data traffic load begins to decrease.
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4.5 Summary
In this chapter, we have proposed and analyzed an admission control scheme with
service-differentiated call assignment for cellular/WLAN interworking. Considering
the complementary mobility and QoS support of the coupled networks, voice calls are
preferably assigned to the cell, while data calls first try the available WLAN for ad-
mission. New and handoff calls in different areas are prioritized with limited fractional
guard channel policies. To compensate for the limited QoS differentiation capability of
WLANs, restricted access mechanism is applied in the cell for resource sharing between
voice and data services. The PS service discipline further takes a good advantage of
data traffic elasticity to improve utilization. The main contributions of this work are
as follows:
• An analytical model based on two-dimensional Markov processes is developed to
evaluate QoS metrics in terms of call blocking/dropping probabilities and mean
data response time. The model properly captures the unique characteristics of
an integrated cell/WLAN cluster, such as the location-dependent user mobility,
highly variable data call size, and user residence time within the WLAN.
• The admission regions can be determined by applying the QoS evaluation in
a search algorithm. It is observed from the numerical results that the overall
resource utilization closely depends on the configuration of admission regions. In
a best case, the maximum number of voice calls allowed in a WLAN is less than the
WLAN capacity for voice service. That is, voice traffic in the double-coverage area
should be restricted not to occupy all the WLAN bandwidth. Indeed, because
data traffic is adaptive to elastic bandwidth, it can take a good advantage of the




In Chapter 4, we introduce an admission scheme with service-differentiated call assign-
ment for cellular/WLAN interworking. The admission parameters are determined in
such a way to maximize the overall resource utilization. Actually, the rationale behind
is to properly distribute the multi-service traffic load to the integrated cell and WLAN
so as to effectively exploit their complementary strength. In this chapter, we further
generalize the admission scheme with randomized assignment to enable distributed im-
plementation. Moreover, a more effective analytical approach is developed for QoS
evaluation by means of moment generating functions (MGFs). Based on the analyti-
cal model, we further investigate the impact of mobility and traffic variability on the
determination of assignment parameters.
5.1 Decentralization with Randomized Assignment
With the heterogeneous QoS support of the underlying integrated network, voice and
data traffic in the double-coverage area should be properly directed to the cell and the
70
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WLAN. Due to the heterogeneity, especially when the two systems are loosely cou-
pled, it is challenging for a central controller to timely obtain updated information of
both systems (e.g., the numbers of ongoing calls in the cell and overlay WLANs) to
make an optimal decision for each admission request. Also, there is a high control
overhead since signaling messages have to traverse a long path involving many network
elements. To reduce signaling overhead, frequent information exchanges may not be
affordable; but outdated network information is adverse to decision accuracy. Conse-
quently, in a loosely coupled cellular/WLAN network, distributed call assignment and
admission control is more practical, although the decision may not be optimal in terms
of maximizing resource utilization with QoS guarantee.
Instead of applying complex criteria for call assignment, we consider a simple ad-
mission scheme to investigate the dependence of resource utilization on load sharing
and the impact of mobility and traffic characteristics. An incoming voice (data) call in
the double-coverage area requests admission to the cell with a probability θcv (θ
c
d), while




d = 1− θ
c
d). The






d ) are determined for a given traffic load
and broadcast to the associated mobiles. Then, a mobile can make a decision on its own
according to these parameters and send the admission request to the corresponding tar-
get network. With the simplicity, the proposed admission scheme can be implemented
in a distributed manner. Also, as the network elements involved in the admission deci-
sion are limited to be as few as possible, the signaling overhead is reduced. The cellular
network and the integrated WLANs only need to exchange information and update
the above assignment parameters with traffic variation. It is especially suited for the
cases that it is not affordable to base each admission decision on the system states of
both networks. By controlling the assignment probabilities, the incoming traffic load is
properly shared by the integrated cell and WLAN. Although the proposed scheme en-
ables simple implementation, it may not fully exploit the performance gain achievable
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from the interworking.
This assignment strategy can be extended and applied in combination with other
call assignment criteria. For example, the cellular network also differs from WLANs
in pricing rates. The service cost in the WLAN is generally much lower than that in
the cellular network. A mobile user may prefer to get admitted to the WLAN for the
low cost or to the cellular network if the service quality is more important. Suppose
that an incoming call requests admission to the WLAN with a probability γw, while
it requests admission to the cell with a probability γc = 1− γw. Let ωi, i = 1, 2, ..., r,
denote the relative weights of r different criteria and θwi (θ
c
i ) the probability of selecting



















ωi = 1, θ
w
i = 1− θ
c
i , i = 1, 2, ..., r. (5.2)
For example, when the overall utilization maximization and user preference are consid-
ered, the probabilities of selecting the WLAN and the cell as the admission target are
respectively given by
γw = ω1 · θ
w
1 + ω2 · θ
w
2 , γ
c = ω1 · θ
c
1 + ω2 · θ
c
2 = 1− γw (5.3)














v for a voice
call; θw2 and θ
c
2 can be configured according to whether the user prefers the low cost
and high data rate of the WLAN or the guaranteed real-time service quality of the cell;
the weights ω1 and ω2 are based on the relative importance of the two criteria.
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5.2 Determination of Assignment Parameters Based
on MGFs
Similar to the admission scheme discussed in Chapter 4, the assignment parameters θwv




d) are determined to properly distribute the voice
and data traffic load to the overlay cell and WLAN. First, the voice traffic load should
be measured and estimated, as voice calls fluctuate in a larger time scale. Given the
voice traffic load, the assignment parameters can then be determined to maximize the














v2 ≤ QPB, B
c









d2 ≤ QPB, B
c
d1 ≤ QPB, D
c
d ≤ QPD, T
c









v2 is the blocking probability in the double-coverage area for new






d2 is that for new data calls. The analytical model pro-
posed in Section 4.3 is also applicable to the QoS evaluation for this case. The mean








d · λd2. (5.5)
Similarly, the mean arrival rates of new voice and data calls to the WLAN from the
double-coverage area are respectively
λwnv = θ
w




d · λd2. (5.6)
Nonetheless, as the QoS evaluation for the cell is based on two-dimensional Markov pro-
cesses, the computation complexity increases with the size of state space. In this work,
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we circumvent the computation complexity of solving large-scale balance equations by
means of moment generating functions (MGFs).
In general, suppose X and Y are two independent random variables with X being
exponentially distributed with parameter λ. Then,






λe−λxdx dy = ΨY (−λ) (5.7)
where fY (·) and ΨY (·) are the PDF and MGF of Y , respectively. Letting Z =
min(X, Y ), the PDF of Z is given by fZ(z) = fX(z)[1 − FY (z)] + fY (z)[1 − FX(z)],
where fX(·), FX(·), and FY (·) denote the PDF and CDF of X, and the CDF of Y ,














Due to the location-dependent mobility within a cell, calls in the cellular-only area
and the double-coverage area differ in channel holding time. Depending on the WLAN
state, the average channel holding time of voice calls in the cellular-only area can be
























when there is not sufficient spare capacity in the WLAN for a voice call; and it
is 1/(µv + η
c) when the incoming voice call can be admitted to the WLAN. Simi-
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where Φ2(·) is given by (3.4). To simplify analysis, we take an average for the mean
service rates of voice calls in the cellular-only area and the double-coverage area, which



















Since voice traffic admitted to the cell from the cellular-only area and the double-
coverage area has different average channel holding time approximated by (µ̃cv1)
−1 and
(µ̃cv2)
−1, respectively, the cell can be viewed as a multi-service loss system [104]. A
product-form steady-state distribution exists and is insensitive to service time distri-
butions, provided that the resource sharing among services is under coordinate convex
policies. This requires that transitions between states come in pairs. For loss systems
with trunk reservation (e.g., the guard channel policy), the insensitivity property and
product-form solution are destroyed due to one-way transitions at some states. A re-
cursive method is proposed in [98] to approximate the steady-state distribution, which
is shown to be accurate for a wide range of traffic intensities and when the service rates
(such as µ̃cv1 and µ̃
c
v2) do not greatly differ from each other. Moreover, call blocking
probabilities are almost insensitive to service time distributions. Hence, we use the
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v = 0, 1, ..., N
c
v .
Given the inter-dependence between the QoS metrics and handoff traffic load, the
mean arrival rates of handoff calls out of the cell can be derived recursively. The handoff
arrival rates are dependent on handoff probabilities, which are the probabilities that
at least one more handoff is required before call completion. The handoff probability
of voice calls in the cellular-only area to neighboring cells, denoted by Hccv , can be
obtained according to (5.7) as
Hccv = p




Similarly, the handoff probability of voice calls in the cellular-only area to the overlay
WLAN, denoted by Hcwv , is given by H
cw
v = p
cwΦ1(−µv). Then, the handoff traffic
between neighboring cells (λcchv), and that between the cell and the overlay WLAN (λ
cw
hv
























































To evaluate the QoS metrics of data calls in the cell, two other important aspects
need to be properly addressed. First, with the restricted access mechanism, the data call
service rates become dependent on both voice and data calls in the cell, as all bandwidth
unused by current voice traffic is shared equally by active data calls. Second, the high
variability of data call size should be properly dealt with in the QoS evaluation. Under
the assumption of nearly complete decomposition of data traffic from voice, when there
are j voice calls and k data calls carried by the cell, the cell operates like a symmetric
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queue [105] for data calls with




l = 1, 2, ..., k, k = 1, 2, ..., N cd
where φ(k) (φ(k) > 0 if k > 0) is the total service rate when there are k customers (data
calls) in the queue in positions l = 1, 2, ..., k; µ̃cd(·) is the service rate dedicated to each
customer; γ(l, k) is the fraction of the service rate directed to the customer in position
l (
∑k
l=1 γ(l, k) = 1); δ(l, k + 1) = γ(l, k + 1) (symmetric condition) is the probability
that an arriving customer moves into position l. A data call carried by the cell may
depart due to a handoff to another cell or WLAN. This departure is independent of
the queuing position of the data call and behaves like in a multi-server loss system
without waiting room. In addition, a data call may also depart from the cell due to
call completion. Since the remaining bandwidth unused by current voice calls is shared
equally by existing data calls in a PS manner, a fair share of the total service rate
is dedicated to each data call irrelevant to its queueing position. A data call arrival
or completion affects the amount of resources allocated to each data call, but each
data call still keeps a fair share. Therefore, δ(l, k) and γ(l, k) are independent of the
queueing positions (i.e., l) of data calls and satisfy the symmetric condition. Hence,
data service in the cell can be modeled by a symmetric queue with multiple classes.
The service rate µ̃cd(·) in (5.20) needs to be extended to each class as follows.
Similar to the QoS evaluation for data traffic in Section 4.3.2, data calls admitted in
the cell are differentiated into two virtual classes with exponentially distributed service
requirements with mean 1
b
· Ld and b · Ld, respectively [102]. Then, data service in the
cell is modeled by a symmetric queue serving multiple classes. Given j voice calls and k
data calls in the cell, as in (5.11) and (5.12), the service rates of the two virtual classes
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of data calls in the cellular-only area can be approximated by




























with Rcb,d given by (4.1) and
µc1d1(j, k) =
b · νcd(j, k)
1− Φ1(−b · ν
c
d(j, k))






Similarly, the service rates of the two virtual classes of data calls admitted to the cell
from the double-coverage area can be obtained as




d1(j, k) + (1−D
w
d )
b · νcd(j, k)
1− ψ(−b · νcd(j, k))
(5.24)












b · νcd(j, k)
1− Φ2(−b · νcd(j, k))




For symmetric queues such as processor-sharing queues and multi-server queues
without waiting room (i.e., loss systems), a product-form stationary queue occupancy
distribution exists and is applicable to arbitrarily distributed service requirements [105].
Hence, given kcv voice calls in the cell, the equilibrium distribution of the symmetric











































where λcd1(·) and λ
c
d2(·) are the mean arrival rates of data calls from the cellular-only
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d = 0, 1, ..., N
c
d . The data call blocking and dropping probabilities
and mean data response time can be obtained from πcd as in Section 4.3.
5.3 Numerical Results and Discussion
In this section, we first validate the accuracy of the QoS evaluation approaches based
on Markov processes and MGFs. Further, we investigate the impact of traffic and mo-
bility variability on the determination of assignment parameters and resulting resource
utilization. The same system parameters are used as given in Table 4.2.
5.3.1 Accuracy validation of QoS evaluation approaches
In Section 4.3, we propose a QoS evaluation approach based on two-dimensional Markov
processes. Possible approximation errors may be induced due to the location-dependent
user mobility model within the cell, traffic prioritization by the limited fractional guard
channel policies, and correlation between voice and data traffic. Here, we conduct com-
puter simulation to verify the analysis accuracy. Figure 5.1 - Figure 5.3 compare the
analytical results based on two-dimensional Markov processes and computer simula-
tion results under different user mobility and traffic conditions. Figure 5.1 illustrates
the results for voice call blocking and dropping probabilities. With a larger mobility
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variability parameter a, the user residence time in the WLAN deviates more from the
exponential distribution and has a higher variability. It can be seen in Figure 5.1 that
the analytical results agree well with the simulation results for different values of a.































Analytical - Voice call blocking probability in cellular-only area
Simulation - Voice call blocking probability in cellular-only area
Analytical - Voice call blocking probability in double-coverage area
Simulation - Voice call blocking probability in double-coverage area
Analytical - Voice call dropping probability
Simulation - Voice call dropping probability
Figure 5.1: Analytical and simulation results of voice call blocking and dropping prob-
abilities.
Figure 5.2 - Figure 5.3 show the analytical and simulation results for data call QoS
metrics such as data call blocking/dropping probabilities and mean data response time.
It is observed that the analytical results are very close to the simulation results. The
gap is much less than 10%, although it increases slightly with the data call variability
parameter b for mean data response time in the cell (T
c
d). The error is induced by
the assumption of nearly complete decomposability to decouple the analysis for data
calls from voice. To take advantage of the data traffic elasticity, data calls are served
under the PS discipline. The mean data response time is insensitive to data call size
distribution if the total service capacity is fixed. However, the insensitivity is generally
lost with a varying capacity, and the call-level QoS improves with a higher variability
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Data call variability parameter ( b )
Analytical results with  a = 1.0
Simulation results with  a = 1.0
Analytical results with  a = 4.0
Simulation results with  a = 4.0
Analytical results with  a = 8.0
Simulation results with  a = 8.0
(a)


































Data call variability parameter ( b )
Analytical results with  a = 1.0
Simulation results with  a = 1.0
Analytical results with  a = 4.0
Simulation results with  a = 4.0
Analytical results with  a = 8.0
Simulation results with  a = 8.0
(b)
Figure 5.2: Analytical and simulation results of data call blocking and dropping prob-
abilities. (a) Blocking probability of new data calls in the cellular-only area (Bcd1). (b)
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Data call variability parameter ( b )
Analytical results with  a = 1.0
Simulation results with  a = 1.0
Analytical results with  a = 4.0
Simulation results with  a = 4.0
Analytical results with  a = 8.0
Simulation results with  a = 8.0
(c)
Figure 5.2: Analytical and simulation results of data call blocking and dropping prob-
abilities. (c) Data call dropping probability (Dcd).
for data call size [106]. With the proposed admission scheme, the bandwidth available
to data traffic actually fluctuates with voice call arrivals and departures. As a result,
the mean data response time T
c
d is overestimated with a larger value of b. Nonetheless,
the analysis is still quite accurate especially when data calls arrive and depart in a
much smaller time scale than voice calls.
In this work, we simplify the analytical model based on two-dimensional Markov
processes by means of MGFs. Figure 5.4 - Figure 5.6 compare the analytical results
of the two approaches. As shown in Figure 5.4, the analytical results for voice call
blocking and dropping probabilities match well and are tightly bounded by the corre-
sponding requirements. The approach based on MGFs evaluates the QoS metrics with
closed-form approximation, which makes it possible to have the assignment parameters
adaptive to time-varying traffic load.
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Data call variability parameter ( b )
Analytical results with  a = 1.0
Simulation results with  a = 1.0
Analytical results with  a = 4.0
Simulation results with  a = 4.0
Analytical results with  a = 8.0
Simulation results with  a = 8.0
(a)






























Data call variability parameter ( b )
Analytical results with  a = 1.0
Simulation results with  a = 1.0
Analytical results with  a = 4.0
Simulation results with  a = 4.0
Analytical results with  a = 8.0
Simulation results with  a = 8.0
(b)
Figure 5.3: Analytical and simulation results of mean data response time. (a) Mean
response time of data calls in the cell (T
c
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MGF-based - Voice call blocking probability in cellular-only area
Markov-based - Voice call blocking probability in cellular-only area
MGF-based - Voice call blocking probability in double-coverage area
Markov-based - Voice call blocking probability in double-coverage area
MGF-based - Voice call dropping probability
Markov-based - Voice call dropping probability
Figure 5.4: Analytical results of Markov-based and MGF-based approaches for voice
call blocking and dropping probabilities.
Figure 5.5 - Figure 5.6 show the analytical results of the two evaluation approaches
for data call blocking/dropping probabilities and mean data response time. Similarly,
we can see that the MGF-based analytical approach presents an accurate evaluation
but with a much lower complexity. Moreover, it is observed that the data call variability
parameter b can significantly affect the data call QoS. As shown in Figure 5.5, the QoS
of data calls in the WLAN-covered area is improved with b not so much as that in
the cellular-only area. With the large WLAN bandwidth and conservative admission
control in place, the traffic variability can be well absorbed as a high throughput is
available to admitted data calls. On the other hand, when there is a higher data call
variability, not only is more traffic load relived from the cell by the WLAN, but also
most data calls in the cell have a shorter channel holding time and depart from the
system faster. As a result, the data call QoS in the cell is significantly improved.
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Mobility variability parameter ( a )
MGF-based approach with  b = 1.0
Markov-based approach with  b = 1.0
MGF-based approach with  b = 2.0
Markov-based approach with  b = 2.0
MGF-based approach with  b = 4.0
Markov-based approach with  b = 4.0
MGF-based approach with  b = 6.0
Markov-based approach with  b = 6.0
(a)






























Mobility variability parameter ( a )
MGF-based approach with  b = 1.0
Markov-based approach with  b = 1.0
MGF-based approach with  b = 2.0
Markov-based approach with  b = 2.0
MGF-based approach with  b = 4.0
Markov-based approach with  b = 4.0
MGF-based approach with  b = 6.0
Markov-based approach with  b = 6.0
(b)
Figure 5.5: Analytical results of data call QoS in the WLAN-covered area. (a) Blocking







response time of data calls in the WLAN (T
w
d ).
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Mobility variability parameter ( a )
MGF-based approach with  b = 1.0
Markov-based approach with  b = 1.0
MGF-based approach with  b = 2.0
Markov-based approach with  b = 2.0
MGF-based approach with  b = 4.0
Markov-based approach with  b = 4.0
MGF-based approach with  b = 6.0
Markov-based approach with  b = 6.0
(a)




















Mobility variability parameter ( a )
MGF-based approach with  b = 1.0
Markov-based approach with  b = 1.0
MGF-based approach with  b = 2.0
Markov-based approach with  b = 2.0
MGF-based approach with  b = 4.0
Markov-based approach with  b = 4.0
MGF-based approach with  b = 6.0
Markov-based approach with  b = 6.0
(b)





























Mobility variability parameter ( a )
MGF-based approach with  b = 1.0
Markov-based approach with  b = 1.0
MGF-based approach with  b = 2.0
Markov-based approach with  b = 2.0
MGF-based approach with  b = 4.0
Markov-based approach with  b = 4.0
MGF-based approach with  b = 6.0
Markov-based approach with  b = 6.0
(c)
Figure 5.6: Analytical results of data call QoS in the cellular-only area. (a) Blocking
probability of new data calls in the cellular-only area (Bcd1). (b) Dropping probability
of handoff data calls in the cellular-only area (Dcd). (c) Mean response time of data
calls in the cell (T
c
d).
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5.3.2 Dependence of utilization on assignment parameters
The MGF-based approach given in Section 5.2 evaluates QoS metrics accurately and
effectively. The assignment parameters θwv and θ
w
d can be determined by applying the
MGF-based QoS evaluation in a search algorithm similar to that given in Table 4.1.
The corresponding voice and data admission regions can also be obtained for the given
θwv and θ
w
d . The best configuration should maximize the traffic load acceptable to a
given cell/WLAN cluster.
Figure 5.7 shows the dependence of the acceptable data traffic load (λd) on the
admission parameter θwv , which is the probability that an incoming voice call in the
double-coverage area requests admission to the WLAN. It can be seen that there exist
optimal values of θwv that maximize the acceptable λd. Here, the voice traffic load is
fixed for investigation simplicity. Hence, a maximum λd indicates a maximum resource
utilization. As discussed in Section 4.4, this results from the load sharing of voice and
data traffic within the overlay cell and WLAN. On one hand, when more voice traffic in
the double-coverage area is directed to the WLAN with a larger θwv , more cell bandwidth
is available for data calls. The cell with a smaller bandwidth is actually the bottleneck
of the whole integrated system for data traffic. Hence, with the load balancing of the
WLAN, the congestion of the cell and in turn the whole system is effectively relieved.
On the other hand, with a larger θwv , the maximum number of voice calls allowed in the
WLAN (Nwv ) should also be larger to meet the voice call blocking/dropping probability
requirements. However, the WLAN is very inefficient in supporting voice traffic. The
small coverage of the WLAN also leads to frequent vertical handoffs between the cell
and the WLAN, which may degrade voice quality and increase call dropping possibility.
The break of a call into more service stages is also detrimental to multiplexing gain.
Although the voice traffic load to the cell is reduced to an extent, the number of data
calls that can be accommodated by the WLAN is also significantly reduced. As a result,
the total acceptable traffic load starts to decrease when θwv is larger than a threshold.
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Mobility variability parameter  a = 1.0
Mobility variability parameter  a = 4.0
Mobility variability parameter  a = 8.0
Figure 5.7: Acceptable data traffic load (λd) versus the fraction of voice traffic carried
by the WLAN (θwv ) with different mobility variability parameters (a).
Figure 5.8 shows the variation of the acceptable data traffic load (λd) with θ
w
d , i.e.,
the probability that a data call in the double-coverage area requests admission to the
WLAN, which is correlated with θwv . With a smaller θ
w
v to carry a less voice traffic
load in the WLAN, θwd can be larger to admit more data calls and provide enough
bandwidth for each admitted call. In Figure 5.7, before θwv reaches the point for a
maximum acceptable data traffic load, θwv is less than 0.74, and N
w
v less than 16 is
sufficient to meet the bounds for voice call blocking/dropping probabilities. For these
cases, a high data call throughput is achievable since the number of voice calls allowed
in the WLAN is quite restricted, and θwd can be as large as 90% to carry almost all the
data traffic in the double-coverage area. Within this region, a larger θwv alleviates more
voice traffic from the cell but does not affect much the data service in the WLAN, which
results in a larger acceptable λd. On the other hand, when θ
w
v and corresponding N
w
v
are further increased, θwd is even smaller and the WLAN cannot carry a large portion
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of the data traffic load in the double-coverage area. As a result, the bottleneck effect
of the cell becomes evident. Thus, as shown in Figure 5.8, the acceptable λd decreases
with a smaller θwd . In conclusion, the effectiveness of the WLAN as a complement to
the cell may be greatly jeopardized with a small θwd and a very large θ
w
v . To maximize
the utilization, θwv should be large enough to balance voice traffic load from the cell and
also small enough to avoid an inefficient utilization of the WLAN for voice support.






























Mobility variability parameter  a = 1.0
Mobility variability parameter  a = 8.0
Mobility variability parameter  a = 16.0
Figure 5.8: Acceptable data traffic load (λd) versus the fraction of data traffic carried
by the WLAN (θwd ) with different mobility variability parameters (a).
5.3.3 Impact of user mobility and traffic variability
The curves in Figure 5.7 and Figure 5.8 are obtained with different mobility variability
parameters (a). It is observed that the acceptable data traffic load (λd) is larger with
a larger value of a. That is, a higher utilization is achievable when the variability of
user mobility in the double-coverage area is higher. As illustrated in Figure 5.7, when
a = 1.0, 4.0, and 8.0, the highest utilization is achieved with θwv = 0.36, 0.48, and 0.74,
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Mobility variability parameter  a = 1.0
Mobility variability parameter  a = 4.0
Mobility variability parameter  a = 8.0
Figure 5.9: Fraction of voice traffic carried by the WLAN (θwv ) versus the maximum
number of voice calls allowed in the WLAN (Nwv ) with different mobility variability
parameters (a).
respectively. A larger parameter a indicates that more users staying within the WLAN
for a shorter time. Then, more voice calls may have a smaller channel holding time
and occupy the WLAN bandwidth for a less time. As shown in Figure 5.9, given a
fixed Nwv (i.e., the maximum number of voice calls allowed in the WLAN), when the
parameter a is larger, a larger fraction of voice calls in the double-coverage area can be
carried by the WLAN and relieved from the cell. Therefore, the data call throughput
in the cell is higher and more traffic is acceptable with QoS satisfaction.
The data call variability also affects the assignment parameters and resource uti-
lization. As shown in Figure 5.10, more data traffic is acceptable with a larger value
of b, which indicates a higher variability of data call size. For a fixed mean of data
call size, a larger value of b indicates that more data calls have a smaller size and less
have an extremely larger size. Hence, more data calls have a shorter channel holding
time and can be carried by the WLAN with a high throughput. Also, more data calls
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Data call variability parameter  b = 1.0
Data call variability parameter  b = 8.0
Data call variability parameter  b = 16.0
Figure 5.10: Acceptable data traffic load (λd) versus the fraction of data traffic carried
by the WLAN (θwd ) with different data call variability parameters (b).
are likely to complete service within the WLAN and do not need to hand over to the
cell when users move out of the WLAN coverage. Therefore, the WLAN bandwidth is
more effectively utilized to reduce the traffic load to the cell of small bandwidth. With
the MGF-based approach, we can take into account the variability of user mobility and
data traffic in determining the assignment parameters.
5.4 Summary
In this chapter, we have proposed a new admission control scheme with randomized call
assignment for cellular/WLAN interworking. An incoming call in the double-coverage
area is assigned to the overlay cell and WLAN according to properly defined assignment
probabilities. The main contributions of this work are as follows:
• The proposed scheme enables distributed control to render feasible implementa-
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tion in a loosely coupled network. The control overhead is reduced by avoiding
frequent signaling exchanges to update states of both networks.
• An MGF-based analytical approach is developed to effectively and accurately
evaluate the QoS metrics such as call blocking/dropping probabilities and mean
data response time. The assignment parameters can be determined with the
analytical approach to achieve a high utilization.
• We have investigated the impact of user mobility and data traffic variability on
resource utilization. It is observed that the high data traffic variability can be
exploited to improve the interworking effectiveness.
Chapter 6
Size-Based Assignment with SRPT
Scheduling
From the preceding study, we can see that traffic load sharing is essentially important
to maximize the interworking effectiveness. As discussed in Chapter 4 and Chapter 5,
the voice and data traffic load is distributed to the coupled systems via call assign-
ment and admission control, which properly differentiates upward/downward vertical
handoff calls, horizontal handoff calls, new calls in the cellular-only area and the double-
coverage area. The impact of user mobility on load sharing has also been investigated
in Chapter 5. Nonetheless, similar to most previous works, the research attention is
directed to vertical handoff calls crossing WLAN borders. Actually, call reassignment
can also be performed via dynamic vertical handoff within the overlay area. In [107],
there is some initial study on dynamic session transfer in hierarchical integrated net-
works as an analogy to task migration in distributed operating systems. However, not
many analytical works consider the dynamic vertical handoff within the overlay area
triggered by network states instead of user mobility. As the dynamics of both integrated
systems are involved, the load sharing problem becomes very complex, particularly for
a multi-service scenario.
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In this work, we propose a new load sharing scheme for voice and elastic data traffic
in the cellular/WLAN integrated network. The main contributions are as follows:
• In the proposed scheme, voice traffic load is preferably admitted into the cell by
means of both initial call assignment and call reassignment via dynamic vertical
handoff. A large multiplexing gain is achieved by pooling the free bandwidth in
the two systems to effectively serve elastic data traffic.
• The heavy-tailedness of data call size is exploited by an assignment strategy based
on a size threshold. Further, the system capacity is improved by using the efficient
shortest remaining processing time (SRPT) scheduling for data calls in the cell.
• The system performance is evaluated accurately with an analytical approach. It
characterizes the heavy-tailedness of data traffic and dynamic vertical handoff
triggered by network states. The data call size threshold can be determined with
the analytical model.
6.1 Assignment and Scheduling for Heavy-Tailed
Data Calls
As shown in Section 4.2, it is very inefficient to support real-time services in the WLAN
due to excessive control overhead. In contrast, the cellular network has strength in
real-time service provisioning. The large cell size and ubiquitous cellular coverage can
reduce handoff frequency and in turn the impact of handoff latency on the delay-
sensitive real-time traffic. Thus, an incoming voice call is preferably distributed to the
cell, and overflows to the WLAN only if there is not sufficient spare capacity in the
cell. In this work, we further consider call reassignment for voice calls via dynamic
vertical handoff from the WLAN to the cell, which can be performed whenever the
cell has spare capacity to accommodate more voice calls. As such, voice calls are more
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concentrated in the cell and provisioned fine QoS guarantee. The bandwidth unused
by voice traffic in the two systems can then be pooled to serve data calls. The rationale
behind the idea can be understood by viewing the integrated cell and WLAN as two
coupled queueing systems with service rates C1 and C2, respectively. By exploiting the
cellular/WLAN interworking and vertical handoff, the performance of the two coupled
systems within the overlay area can approach that of one queue with a larger service
rate (C1 + C2), which maximizes the multiplexing gain [108].
On the other hand, admitted calls in the WLAN are served under the PS discipline
with the contention-based access. The service queue with PS discipline exhibits unique
characteristics, which should be considered in the resource management and may signif-
icantly affect the utilization. Based on queueing analysis for M/G/1/K − PS queues,
Figure 6.1 can be obtained to illustrate the dependence of QoS on the offered traffic
load factor (ρd) and number of admitted data calls (Nd). It can be seen that the mean
response time Td increases relatively slowly with ρd, when the system is underloaded
with ρd ≪ 1. For a moderately large value of Nd, the data call blocking probability Bd
is very small and Td is almost independent of Nd. However, when overload occurs with
ρd ≥ 1, Td increases fast and almost linearly with ρd and Nd, while Bd converges fast to
the limit ρd−1
ρd
with a moderately large value of Nd [109]. Hence, admitting more calls
is not effective to reduce the blocking probability in overload but may significantly de-
grade the perceived performance. It is important to ensure that the system operates in
a normal load condition, so that the blocking probability is bounded and a sufficiently
high throughput is maintained for admitted calls [109].
Because voice calls are preferably distributed to the cell via initial call assignment
and call reassignment via dynamic vertical handoff, the average cell bandwidth available
to data traffic is relatively low when the voice traffic load is high. It is necessary and
feasible to serve data calls in the cell with a more efficient service discipline. In this
work, we consider the shortest remaining processing time (SRPT) discipline, which is
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Figure 6.1: Data call QoS in terms of mean response time (Td) and data call blocking
probability (Bd) under PS service discipline versus offered load factor (ρd) and number
of admitted data calls (Nd).
optimal in terms of minimizing the mean response time. Under the SRPT, only one
call with the least remaining data to transmit is scheduled first and receives service at
an instant. Given an incoming data call with a size smaller than the remaining data
size of the call in service, the ongoing call is preempted and waits in the queue, while
the new call is served subsequently. In contrast, under the PS, each ongoing call shares
an equal quantum of service. As such, smaller-size calls under the SRPT will not be
stuck in the system for such a long duration as when the bandwidth is shared with
data calls of a larger size.
It is known that the SRPT can significantly outperform the PS when the call size is
heavy-tailed and the load is high. It may be suspected that the improvement of SRPT
over PS comes at the expense of a longer response time for calls with a larger data size.
Thus, the SRPT is often thought to be unfair as it favors short calls and penalizes long
calls. An argument for this claim is the Kleinrock conservation law [110], which holds
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for service disciplines not making use of the size but is not necessarily true for size-based
disciplines such as the SRPT. It is proved in [111] that, for any load condition and any
continuous heavy-tailed size distribution with finite mean and variance, at least 99% of
the data calls have a smaller response time under the SRPT than under the PS. These
99% of calls actually do significantly better, and the unfairness of SRPT diminishes
with the heavy-tailed property. In addition, the control overhead of SRPT such as for
preemption is also not higher than that of PS [111]. In practical systems, the PS may
be implemented in a round-robin manner and each call is preempted after receiving
one quantum of service. In contrast, the preemption of SRPT only occurs when a new
call of a smaller size arrives, which involves less preemption overhead. As the SRPT
is applied at the call level instead of the packet level, the implementation complexity
and cost should be affordable.
In this study, we consider some specific elastic data applications such as Web brows-
ing and file transfer. They usually preserve a request-response pattern and are primarily
unidirectional from application servers to user terminals. The Web documents or data
files are pre-stored in a Web server or file server. It is possible to know the data call
size a priori from session signaling. For example, a session description protocol (SDP)
offer/answer mechanism has been proposed as an Internet draft for file transfer [112].
By introducing a set of new SDP attributes, it is possible to deliver some meta in-
formation of the file (such as content type and size) before the actual transfer. On
the other hand, cross-layer design has become very popular and essential in the wire-
less domain to address the unique challenges such as the scarce radio resources and
highly error-prone transmission conditions. The information exchange across different
protocol layers can further improve the system performance.
Hence, in our load sharing scheme, we exploit the meta information of data calls
that can be passed to the network layer. In particular, a data call is distributed to the
cell if the call size is not greater than a threshold Φd and the cell bandwidth available
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to data traffic is at least Rcd. Otherwise, that data call is assigned to the WLAN.
By properly determining the size threshold (to be discussed in Section 6.2.2), we can
improve the overall resource utilization without degrading the user QoS experience.
6.2 Performance Analysis of the Proposed Scheme
In this section, we analytically evaluate the QoS metrics such as voice/data call blocking
probabilities and mean data response time, based on which we can determine the data
call size threshold (Φd).
6.2.1 Analytical model for QoS evaluation
As discussed in Section 4.1, data calls in the WLAN share the available bandwidth
in a PS manner. Under the PS, the mean response time is insensitive to the call
size distribution if the overall service capacity is fixed. Nonetheless, due to the random
access in the WLAN, the bandwidth available to data traffic actually fluctuates not only
with voice call arrivals/departures but also with the contention status. The insensitivity
of mean response time is generally lost in case of a varying capacity [106]. For data
calls of a heavy-tailed size and high variability, the call-level performance even improves
over the case with an exponentially distributed data call size. However, with admission
control in place, the insensitivity can be retained for a high load condition, where proper
resource allocation and load control are critical to prevent QoS violation. In a light load
case, the call blocking probability is usually sufficiently low and all admitted calls are
provided satisfactory QoS. Hence, we assume that the QoS of data traffic in the WLAN
is insensitive to the heavy-tailed call size distribution. The insensitivity assumption is
validated by the numerical results given in Section 6.3, although conservative control
is possible for a light load due to QoS underestimation.
Similar to the previous study, we assume that voice and data call arrivals to the
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double-coverage area are independent Poisson processes with mean rates denoted by
λv and λd, respectively. Since data calls are assigned to the integrated cell and WLAN
based on the data call size and bandwidth occupancy, the data call arrivals to the
cell and the WLAN are still Poisson processes with mean rates denoted by λcd and
λwd , respectively. In addition, given the insensitivity assumption for data service in
the WLAN, we can model the integrated cell/WLAN cluster with a three-dimensional
Markov process, in which the state (i, j, k) denotes the numbers of voice and data calls
in the WLAN (i and j, respectively) and the number of voice calls in the cell (k). The
steady-state probability is denoted by π(i, j, k). Based on the bandwidth occupancy
of voice traffic in the cell and the overall data call size distribution given in (2.8), the
mean data call arrival rate to the cell can be derived as



















where δcd is the fraction of data calls with a size not greater than Φd, (1− χ
c
d) is the
probability that such a data call is blocked by the cell due to congestion, and Ccd(k)
is the maximum cell capacity available to data traffic when there are k voice calls in
progress. Similarly, the mean data call arrival rate to the WLAN can be obtained as
λwd = λd ·
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The corresponding state transition rates of the three-dimensional Markov process
are given at the top of next page, where N cv and N
w
v are the maximum numbers of voice
calls admitted in the cell and the WLAN, respectively, Nwd (i) is the maximum number
of data calls allowed in the WLAN with i voice calls in progress1, ξwd (i, j) is the mean
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w
v , and N
w
d (i) are obtained from the admission regions of the cell and the WLAN, i.e., the
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service rate provided to each data call when there are i voice calls and j data calls in
the WLAN, and gwd is the mean size of data calls flowing to the WLAN. Note that the
transition rate from state (i, j, k) to state (i− 1, j, k) consists of two components. One
is due to the completion of the i voice calls in the WLAN with a mean rate of i · µv,
and the other is due to the completion of the k voice calls in the cell with a mean
rate k · µv. When one of the k voice calls in the cell completes and makes room for a
new voice call, one of the i voice calls in the WLAN can be handed over to the cell.
According to the proposed scheme and the overall data call size distribution given in
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The first term in the numerator of (6.4) corresponds to data calls of a size not greater
than Φd, which are blocked by the cell due to congestion with a probability (1− χ
c
d) and
overflow to the WLAN. The second term in the numerator accounts for the data calls
that have a size larger than Φd and are assigned to the WLAN to request admission.
The denominator is a normalization constant for the size distribution of data calls
flowing to the WLAN.
Due to the interdependence between i and k as shown in the state transition rates
of (6.3), the size of the state space does not explode with the third dimension of the
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Markov process, i.e., the number of voice calls in the cell. The steady-state probabilities
π(i, j, k) can be obtained by solving a very sparse linear system of balance equations.
Then, the voice call blocking probability Bv is given by
Bv =
∑




π(i, j, N cv). (6.5)
That is, an incoming voice call is blocked if there are N cv voice calls in the cell and not
sufficient spare capacity is available for one more voice call, and if the WLAN is also
congested with i voice calls and j data calls, which means that, with the j data calls
already in progress, the admission of one more voice call in the WLAN will result in
delay violation to the admitted i voice calls.
As illustrated in Figure 6.1, when overload occurs, the mean response time under
the PS increases dramatically with the offered load and the number of admissible calls
(Nd), while the call blocking probability converges and cannot be reduced by increasing
Nd. In contrast, in an underload case, the call blocking probability is sufficiently small
with a reasonably large value of Nd and the mean response time is almost independent
of Nd. Similar phenomenon is observed for the SRPT discipline. Hence, the QoS of
data calls can be assured by maintaining an underload condition for data traffic in the
cell. This can be achieved by properly determining the size threshold Φd. Then, the
data call blocking probability Bd can be obtained as
Bd =
[
δcd · (1− χ
c











where Bwd is the data call blocking probability of the WLAN and is given by
Bwd =
∑







π(i, j, k). (6.7)
That is, the admission of a new data call should not degrade the WLAN capacity so
much that the bandwidth requirement of ongoing voice calls cannot be satisfied. From
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j · π(i, j, k). (6.8)
On the other hand, the mean response time of data calls admitted to the cell can
be obtained approximately from the M/G/1− SRPT queue. This is because data call
arrivals to the cell is still a Poisson process with a mean rate λcd given in (6.1). The data
call blocking probability is negligibly small if an underload condition is guaranteed by












Ccd(k) · π(i, j, k). (6.9)














fLd(x) (0 < x ≤ Φd) is the PDF of the data call size in the cell, and Γ
c
d(x) is


































d), 0 < t ≤ Φd/C
c
d. (6.13)
Here, gLd(·) denotes the PDF of a bounded Weibull distribution and GLd(·) the corre-
sponding CDF. In contrast to the data call size distribution Wb(x, αd, βd) given in (2.8),
the scale parameter βd is proportionally modified with C
c
d to switch the unit from data
call size to service time.
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For comparison purpose, when data calls in the cell are served under the PS disci-


























where ρcd is the average load factor of data traffic in the cell, which can be obtained
from (6.12), and N cd is the maximum number of data calls allowed in the cell. Taking
into account the size-based assignment for data traffic, the overall mean response time
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6.2.2 Determination of data call size threshold
In the proposed scheme, voice calls are preferably distributed to the cell for high effi-
ciency and fine QoS. Data traffic should be properly balanced between the two systems
correspondingly. Based on the observations in Section 6.1, there are some important
principles to follow in determining the data size threshold Φd.
First, an underload condition should be ensured for data traffic in the cell. That is,
the data load factor in the worst case, denoted by ρ̂cd, is less than 1. Similar to (6.12),





















0 < t ≤ Φd/R
c
d, denotes the PDF of a bounded Weibull distribution with shape param-
eter αd and scale parameter βd/R
c
d . Moreover, data calls with a smaller size usually
expect a shorter response time than those with a larger size. As data calls in the cell









d are given by (6.8) and (6.10),
respectively.
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Last, when determining the size threshold Φd, we should make a good trade-off
between user-perceived QoS such as mean data response time and GoS in terms of call




d)⇒ T d(Φd) > T d(Φ
∗
d), ∀ Φd 6= Φ
∗
d. (6.17)
That is, the size threshold Φd should be chosen so that the mean response time T d
is minimized without increasing the data call blocking probability Bd. As such, the
resource utilization is improved without degrading the QoS performance. As T d and Bd
can be evaluated analytically with the model given in Section 6.2, Φ∗d can be determined
with various search techniques such as the golden section search [114]. Also, as T d may
be sensitive to Φd in the range around Φ
∗
d, the above principles need to be applied
conservatively to guarantee system stability. In Section 6.3.2, we will discuss more
details about the dependence of T d and Bd on Φd and the determination of Φd.
6.3 Numerical Results and Discussion
In this section, we first validate the analytical model given in Section 6.2, and then
investigate the impact of data call size threshold on user-perceived QoS. Last, the per-
formance of the size-based load sharing scheme is compared with those of the admission
schemes with service-differentiated assignment and randomized assignment, discussed
in Chapter 4 and Chapter 5, respectively. System parameters in Table 4.2 are used in
the following numerical analysis. For investigation simplicity, we fix the voice traffic
load by taking the mean voice call arrival rate λv at 0.45 (calls/s).
6.3.1 Accuracy validation of the analytical model
Figure 6.2 shows the analytical and simulation results of voice and data call blocking
probabilities (Bv and Bd, respectively) and mean response time of data calls (T d) when











































Mean data call arrival rate (calls/s)
Analytical results of mean response time of data calls
Simulation results of mean response time of data calls
Analytical results of data call blocking probability
Simulation results of data call blocking probability
Analytical results of voice call blocking probability
Simulation results of voice call blocking probability
Figure 6.2: Analytical and simulation results of voice and data call blocking probabili-
ties (Bv and Bd, respectively) and mean data response time (T d) versus mean data call
arrival rate (λd) with an exponentially distributed data call size (WLd = 1.0).
the data call size is exponentially distributed, i.e., the Weibull factor WLd = 1. It can
be seen that the analytical results match well the simulation results under different load
conditions (λd). Figure 6.3(a) - Figure 6.3(c) further illustrate the cases with a heavy-
tailed data call size, i.e., 0 < WLd < 1. Similarly, the analytical results agree with the
simulation results, except that the voice and data call blocking probabilities are slightly
overestimated when WLd ≤ 0.3. This is due to the increase of heavy-tailedness with a
small WLd . In our analytical model given in Section 6.2, we assume that the QoS of
data calls in the WLAN is insensitive to the data call size distribution under the PS
service discipline. Due to the varying WLAN capacity, the insensitivity is impaired
and the call-level QoS may improve when a greater variability is induced with the
heavy-tailed call size [106]. Nonetheless, the insensitivity is expected to retain when
the call blocking probabilities are sufficiently small. For example, as seen in Figure 6.3,
with a relatively light traffic load and a smaller data call blocking probability, the gap
Resource Allocation for Cellular/WLAN Integrated Networks 106
between the analytical results and simulation results when WLd ≤ 0.3 is much smaller.
As the system is usually designed to ensure call blocking probabilities in the order of
10−3 - 10−2, the analytical model in Section 6.2 is valid for the following performance
analysis.

























Analytical results with  λd = 1.0  (calls/s)
Simulation results with  λd = 1.0  (calls/s)
Analytical results with  λd = 3.0  (calls/s)
Simulation results with  λd = 3.0  (calls/s)
Analytical results with  λd = 5.0  (calls/s)
Simulation results with  λd = 5.0  (calls/s)
(a)
Figure 6.3: Analytical and simulation results of voice and data call QoS versus Weibull
factor (WLd) for a heavy-tailed data call size with λd = 1.0, 3.0, and 5.0 (calls/s),
respectively. (a) Voice call blocking probability (Bv).
6.3.2 Impact of data call size threshold
As discussed in Section 6.2.2, the data size threshold Φd should be properly determined
to improve user-perceived QoS. Figure 6.4(a) - Figure 6.4(c) show the impact of Φd
on voice and data call blocking probabilities (Bv and Bd, respectively) and mean data
response time (T d) in different load conditions (λd). It is observed that Bv, Bd, and T d
only slightly decrease with Φd when Φd is relatively small. After a certain threshold (say,
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Simulation results with  λd = 3.0  (calls/s)
Analytical results with  λd = 5.0  (calls/s)
Simulation results with  λd = 5.0  (calls/s)
(c)
Figure 6.3: Analytical and simulation results of voice and data call QoS versus Weibull
factor (WLd) for a heavy-tailed data call size with λd = 1.0, 3.0, and 5.0 (calls/s),
respectively. (b) Data call blocking probability (Bd). (c) Mean data response time
(T d).
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Φd = 102.4 kbits), Bv and Bd begin to decrease faster with Φd. When Φd is sufficiently
large (e.g., Φd ≥ 640.0 kbits), T d even increases exponentially with Φd. The phenomena
observed in Figure 6.4 can be explained as follows. First, the explosive increase of T d
with a large value of Φd is due to congestion in the cell. As seen from (6.2), more data
traffic load is assigned to the cell when Φd is larger. Due to a small cell bandwidth and
high occupancy by voice calls, the data call performance is degraded substantially if
the cell is overloaded. On the other hand, when Φd is relatively small, the decrease of
T d with Φd is attributed to the fact that the cell bandwidth unused by voice traffic can
be efficiently utilized by small-size data calls under the SRPT. When Φd is sufficiently
small to meet the underload condition, the larger the value of Φd, the more the data
calls of a small size that can be assigned to the cell. Under the SRPT, the small-size
data calls in the cell will not stay in the system for such a long duration as in the case
where the bandwidth is shared among data calls of a large size in a PS manner.
Figure 6.5(a) - Figure 6.5(c) further demonstrate the impact of Φd with different
heavy-tailedness degrees of data call size. We vary the shape parameter αd (0 < αd ≤ 1)
in (2.8) and select the scale parameter βd accordingly to keep the same mean value Ld.
Let the Weibull factor WLd = αd denote the degree of heavy-tailedness. The smaller
the value of WLd, the heavier the tail of the distribution of data call size. It can be seen
in Figure 6.5(a) and Figure 6.5(b) that voice and data call blocking probabilities (Bv
and Bd, respectively) decrease with Φd more slowly if WLd is smaller. When the data
size threshold Φd is relatively small, Bv even increases with a larger WLd. On the other
hand, as shown in Figure 6.5(c), the mean data response time T d first slowly decreases
with Φd until a sufficiently large Φd leads to an explosive increase of T d due to system
overload. In contrast to Figure 6.4(c) with an exponentially distributed data call size,
the reduction of T d with Φd is more evident in the heavy-tailed case. For a smaller
WLd (say, 0.2), T d decreases more slowly and can achieve an even smaller lower bound.
This is due to the mice-elephants property of heavy-tailed distributions. A smaller WLd
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Analytical results with  λd = 2.5  (calls/s)
Analytical results with  λd = 3.0  (calls/s)
Analytical results with  λd = 4.0  (calls/s)
(a)
Figure 6.4: Voice and data call QoS versus data size threshold (Φd) with an ex-
ponentially distributed data call size (WLd = 1.0) and different load conditions of
λd = 2.5, 3.0, and 4.0 (calls/s), respectively. (a) Voice call blocking probability (Bv).
(i.e., a higher level of heavy-tailedness) implies that there is a larger fraction of even
shorter data calls and that less data calls have a much larger size. Given the same
size threshold Φd, more data calls can then be efficiently served under the SRPT in
the cell. As a result, a smaller T d is achievable with an appropriate size threshold.
From Figure 6.4 and Figure 6.5, we can conclude that the load conditions and traffic
characteristics should be properly incorporated in determining the data size threshold.
6.3.3 Performance improvement with the proposed scheme
To evaluate the effectiveness of the size-based load sharing scheme, we compare its per-
formance with those of the admission schemes with service-differentiated assignment
and randomized assignment, discussed in Chapter 4 and Chapter 5, respectively. Fig-
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Figure 6.4: Voice and data call QoS versus data size threshold (Φd) with an ex-
ponentially distributed data call size (WLd = 1.0) and different load conditions of
λd = 2.5, 3.0, and 4.0 (calls/s), respectively. (b) Data call blocking probability (Bd).
(c) Mean data response time (T d).
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(a)
Figure 6.5: Voice and data call QoS versus data size threshold (Φd) with mean data
call arrival rate λd = 3.6 (calls/s) and different heavy-tailedness of data call size, i.e.,
WLd = 0.2, 0.3, and 0.7, respectively. (a) Voice call blocking probability (Bv).
ure 6.6(a) - Figure 6.6(c) show the performance of the three schemes in terms of voice
and data call blocking probabilities (Bv and Bd, respectively) and mean data response
time (T d), respectively. Significant performance improvement is observed with the
size-based scheme. For example, in the case of λd = 3.6 (calls/s), Bv of the size-based
scheme is 71.4% smaller than that of the randomized scheme, while Bd is reduced by
more than 85.6% and T d is 46.8% lower. A performance gain of 45.4% and 74.8% is
achieved by the size-based scheme with respect to the service-differentiated scheme for
Bv and Bd, respectively, although T d of the two schemes is very close. In some cases,
T d of the scheme with service-differentiated assignment is even slightly lower than that
of the size-based load sharing scheme. However, this low mean data response time of
the service-differentiated scheme is achieved at the expense of much higher call block-
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(c)
Figure 6.5: Voice and data call QoS versus data size threshold (Φd) with mean data
call arrival rate λd = 3.6 (calls/s) and different heavy-tailedness of data call size, i.e.,
WLd = 0.2, 0.3, and 0.7, respectively. (b) Data call blocking probability (Bd). (c) Mean
data response time (T d).
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ing probabilities Bv and Bd. The size-based load sharing scheme still outperforms the
other two schemes.



























Figure 6.6: Performance of different load sharing schemes versus mean data call arrival
rate (λd) with an exponentially distributed data call size (WLd = 1.0). (a) Voice call
blocking probability (Bv).
Figure 6.7(a) - Figure 6.7(c) show the performance of the three schemes with dif-
ferent Weibull factors WLd, i.e., different heavy-tailedness degrees of the data call size.
It can be seen that an even larger performance gain is achievable with the size-based
scheme for Bd and T d when WLd is smaller, i.e., the data call size is distributed with a
heavier tail. For example, when WLd = 0.2, Bd of the size-based scheme is more than
95% smaller than those of the other two schemes, while the reduction is around 87.7%
when WLd = 0.8. Similarly, when WLd decreases from 0.8 to 0.2, the reduction of T d
with respect to the randomized scheme increases from 49.6% to 79.7%. In comparison
with the service-differentiated scheme, the size-based scheme reduces T d by 7.7% when
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Figure 6.6: Performance of different load sharing schemes versus mean data call arrival
rate (λd) with an exponentially distributed data call size (WLd = 1.0). (b) Data call
blocking probability (Bd). (c) Mean data response time (T d).
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WLd = 0.8 and by 32.8% when WLd = 0.2. In addition, the reduction of T d with WLd is
due to the much higher call blocking probabilities, which restrict the total admissible
traffic load to share the bandwidth.

























Figure 6.7: Performance of different load sharing schemes under a heavy-tailed data
call size versus Weibull factor (WLd) with mean data call arrival rate λd = 3.6 (calls/s).
(a) Voice call blocking probability (Bv).
The significant performance gain observed in Figure 6.6 and Figure 6.7 lies in the
fact that the size-based load sharing scheme not only takes advantage of the com-
plementary QoS of the integrated systems in initial call assignment, but also exploits
vertical handoff in call reassignment to maximize the multiplexing gain. Moreover, the
data size threshold can be appropriately determined with the approach given in Sec-
tion 6.2, which effectively takes into account the load conditions and heavy-tailedness
of data call size. Nonetheless, the size-based scheme requires that the data call size be
known a priori via session signaling. The signaling and control overhead for dynamic
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Figure 6.7: Performance of different load sharing schemes under a heavy-tailed data
call size versus Weibull factor (WLd) with mean data call arrival rate λd = 3.6 (calls/s).
(b) Data call blocking probability (Bd). (c) Mean data response time (T d).
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vertical handoff may increase the implementation complexity.
6.3.4 Overload protection via SRPT scheduling

























Under SRPT service discipline
Under PS service discipline
Figure 6.8: Mean response time (T d) of data calls with WLd = 1.0 under SRPT or PS
service discipline applied in the cell.
As discussed in Section 6.1, data calls in the cell are served under the SRPT, which
can be enabled by the centralized resource allocation and benefit the system with the
best performance achievable. The advantage of SRPT is particularly more evident in
system overload when it is more challenging for the cell of small bandwidth to provide
QoS guarantee. Figure 6.8 compares the mean data response time T d when the SRPT
or PS are applied respectively to serve data traffic in the cell. It can be seen that,
when system overload occurs, T d under the SRPT is significantly reduced in contrast
to that under the PS. At the same time, both service disciplines exhibit similar voice
and data call blocking probabilities. It is known that there exists a trade-off between
T d and call blocking probabilities. That is, when more calls are admitted and share a
Resource Allocation for Cellular/WLAN Integrated Networks 118
given bandwidth, T d increases although call blocking probabilities decrease. Hence, the
observation of a significantly reduced T d and close call blocking probabilities implies a
higher resource utilization under the SRPT.
6.4 Summary
In this chapter, we have proposed a new load sharing scheme for voice and elastic
data services in the cellular/WLAN integrated network. It takes into account both
initial call assignment and call reassignment via dynamic vertical handoff. The heavy-
tailed data call size is effectively exploited with the size-based call assignment and
SRPT scheduling. An effective analytical model is developed to determine the data
size threshold. It is observed from numerical results that the new size-based scheme
significantly outperforms two previously proposed schemes with service-differentiated
assignment and randomized assignment.
Chapter 7
Multi-Service Load Sharing with
Two-Way Reassignment
In this chapter, we extend our previous works on load sharing for cellular/WLAN inter-
working to a multi-service scenario. Video streaming is further considered in addition
to conversational voice service and interactive data service. The main contributions of
this work are as follows:
• A multi-service load sharing scheme is proposed for voice, data, and video stream-
ing traffic in the integrated network. The service-differentiated call assignment
strategy in Chapter 4 is extended to make a better use of the high WLAN through-
put with scalable layered video traffic. Further, two-way call reassignment via
vertical handoff is considered to migrate long-lived voice and video streaming
calls between the coupled cell and WLAN.
• Encoding bit rate adaptation is applied to video streams to cope with trans-
mission rate variation and protect against buffer underflow. Simulation analysis
is performed to evaluate the impact of rate-adaptiveness of video streaming on
interworking performance.
119
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7.1 Video Streaming Service
As discussed in Section 2.4.3, there are many appealing services in the streaming class
such as video streaming, which becomes very popular in wireless networks. For exam-
ple, the 3GPP packet-switched streaming (PSS) is one of the most mature streaming
standards in the wireless communications industry [115]. Although video streaming is
also real-time service similar to the conversational class, it is essential for video stream-
ing to preserve playback continuity and smoothness instead of maintaining a stringent
low delay. Hence, a certain range of bandwidth adaptation is acceptable for streaming
services, while some conversational-class services may require a constant bandwidth.
Similar to interactive data services such as Web browsing, video clips for on-demand
streaming are pre-stored in the media server. The saturated elastic traffic can be dy-
namically adapted to available bandwidth. Session-related information (such as video
clip duration, total amount of data to stream and bit variability) can be known a priori
and exploited for QoS provisioning.
In order to guarantee streaming service quality, it is imperative for the elements
involved in a streaming session to work cooperatively, which are the network resource
controller, media server for storing and distributing video clips, and user equipment
for video playback [116]. From the perspective of the network resource controller (e.g.,
the base station), it is not efficient to allocate dedicated resources to video sessions
with bursty traffic. The bandwidth allocation should be adapted (e.g., via scheduling
scheme) to feedback from user equipment and network measurement. At the receiver
client side, adaptive media playout (AMP) can be applied to improve the streaming
service quality. By default, a video stream is played back at the same rate as the
encoding frame rate. Nonetheless, the playout rate can be adjusted within a small range
without being noticeable [117]. Even for the challenging audio sequence, although an
increase or decrease of the sampling rate results in an audible change to the pitch, time
scale modification technique can shorten or elongate the audio stream while preserving
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the pitch. Subjective tests have shown that it is often unnoticeable to slow down the
playout rate of video and audio up to 25%. Thus, the initial data consumption rate can
be reduced to shorten the pre-roll time without increasing the underflow probability.
Although the above adaptive techniques at the network resource controller and user
equipment can counter against traffic burstiness and bandwidth variation, high imple-
mentation complexity may be involved. In this work, we only consider rate adaptation
at the media server to adapt the encoding bit rate of video streams to the transmission
rate. For stored video streaming, multirate encoding can be done prior to transmission
and the media server switches the bitstreams of different rates (bitstreaming switch-
ing) according to the available transmission rate. Another solution is stream thinning,
which removes nonreferenced video frames to adjust video encoding rate and in turn the
total amount of data to transmit [115]. MPEG-4 introduces a fine-granular scalability
(FGS) video encoding scheme, in which the video sequence is encoded into a base layer
and an enhancement layer. Then, a target encoding bit rate is achieved by truncating
the enhancement layer.
The encoding rate adaptation is especially crucial for networks with large bandwidth
variations, e.g., due to heterogeneous access technologies, network congestion, channel
fading, etc. An appropriate rate adaption can protect against buffer underflow and pro-
vide interrupt-free playback. The average decoding rate of video streams also needs to
be maximized for good video quality. At the same time, rate variation between consec-
utive video segments should be minimized to maintain smooth video quality [118]. To
achieve the above objective, the rate adaptation should take into account information
such as playback buffer occupancy at the receiver client, available network bandwidth,
radio link conditions, and potential handoff. Take the 3GPP PSS as an example. Fig-
ure 7.1 shows the protocol stack of media streaming services in UMTS. Video encoded
frames are segmented into packets of the real-time transport protocol (RTP), which
delivers the media streams over the user datagram protocol (UDP) with the aid of the
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Figure 7.1: Session information collection with 3GPP PSS.
real-time transport control protocol (RTCP). The session description protocol (SDP)
specifies the presentation description such as media encoding information, while the
real-time streaming protocol (RTSP) provides application-layer signaling for the es-
tablishment and delivery of streams between the media server and client. The RTSP
signaling enables feedback from the client for wireless link characteristics, maximum
playback buffer size, desired media content (in time) to be sustained in the buffer, etc.
More dynamics of the playback buffer (e.g., the remaining playout time of the buffered
media) can also be derived from RTCP signaling to assist encoding rate adaptation.
7.2 Multi-Service Load Sharing Scheme
As discussed in Section 2.4, the conversational, streaming, and interactive services differ
in traffic characteristics and QoS requirements. The multi-service traffic load in the
overlay area should be properly shared between the integrated systems to maximize
the interworking effectiveness.
7.2.1 Initial call assignment with service differentiation
As discussed in Section 4.2, new voice calls in the double-coverage area are preferably
assigned to the cell so as to benefit from the efficient voice support. On the other hand,
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for on-demand video streaming service and data service such as Web browsing, the video
clips or data files are pre-stored in the media server or Web server. The saturated elastic
traffic can be adapted to available bandwidth. Moreover, interactive data sessions
exhibit the on-off dynamics shown in Figure 2.2, whereas video traffic is much burstier
due to compression algorithms of video codecs. Although the mean response time of
data calls needs to be bounded, video streaming has a more stringent requirement for
underflow ratio. According to the WLAN capacity analysis in Section 4.1, the number
of admissible saturated calls is very limited to satisfy the stability constraint. As a
result, a high throughput is achievable to admitted calls. The high throughput can
guarantee a very low mean response time to data calls, and can also support scalable
video traffic with a high bit rate for good video quality. Since the mean response
time only needs to be sufficiently small to ensure fluent interaction, the high WLAN
throughput offers more merits to video streaming. Hence, it is reasonable to assign
video streaming calls first to the WLAN to request admission, while interactive data
sessions with elastic traffic and less stringent QoS requirements are preferably assigned
to the cell. Thus, a small collision probability is maintained in the WLAN for QoS
guarantee to real-time voice and video streaming calls.
In this work, we assume that FGS encoding [119] is applied to compress a video
stream to any arbitrary bit rate Rs over a range [Rl, Ru], given by
Rs = Rl + θs · (Ru −Rl) = RB + θs · RE (7.1)
Rl = RB, Ru = RB +RE , 0 ≤ θs ≤ 1 (7.2)
which consists of a base layer of bit rate RB and an adaptive enhancement layer of bit
rate θs · RE . The encoding bit rate Rs can be adapted to available network bandwidth
(transmission rate) and client buffer occupancy. As the cell bandwidth is preferably
allocated to voice traffic, video streams in the cell are delivered with base-layer encoding
to admit more voice calls. On the other hand, rate adaptation is necessary and feasible
for video streams in the WLAN to effectively utilize the high throughput. A simple
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rate adaptation algorithm is proposed in [120]. The rationale behind the algorithm is
that video bit rate is adjusted in a manner to maintain the playback buffer occupancy
(in media time) above a given threshold, referred to as target protection time in 3GPP
standards. The rate adaptation is performed for video segments of a fixed playback
duration. Nonetheless, it becomes invalid for the WLAN because the transmission rate
to serve a video stream fluctuates with contending calls during the streaming of a video
segment. There may be a conflict to use instantaneous playback buffer occupancy and
average transmission rate in deriving the target encoding rate. Also, the adaptation
strategy is rather conservative as it only attempts to avoid rate upshift prior to attaining
the buffer occupancy threshold. Hence, we extend the algorithm to evaluate the impact
of rate-adaptive video streaming service on cellular/WLAN interworking.
Let Q∗ denote the target protection time for playback buffer occupancy. The en-
coding bit rate Rs(tk) of a video stream at time tk is determined according to current
playback buffer occupancy Q(tk) and available transmission rate ξ
w
s (tk), which depends
on the numbers of active voice, data, and video streaming calls. As ξws (·) varies with
traffic load fluctuation, we estimate the expected interval between adjacent call arrivals




+Q(tk)− Ωt ≥ Q
∗ (7.3)







If the current buffer occupancy Q(tk) is below the target level Q
∗, the encoding bit rate










in order to avoid possible buffer underflow. In contrast, if the desired protection level
is achieved, the encoding rate can also be upshifted to improve the media presentation
quality. According to the media information obtained during session establishment,
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application requirements are mapped to QoS attributes (e.g., bounded underflow ra-
tio) and corresponding bandwidth requirement in the range of [Ψl,Ψu]. If Q(tk) is
further above the target level Q∗ so that 1 + Q
∗−Q(tk)
Ωt
< 0, we have Rs(tk) = Ru when
ξws (tk) ≥ Ψu. If Ψl ≤ ξ
w
s (tk) ≤ Ψu, Rs(tk) = RB + θs · RE , where θs should be properly
chosen to bound the underflow ratio. It varies with the specific video codec configura-
tion and video clip content, which is out of the scope of this work. Finally, the adapted
bit rate Rs(tk) should fit within the feasible range [Rl, Ru] by setting
Rs(tk)⇐ min{Ru,max{Rl, Rs(tk)}}. (7.6)
In Chapter 6, we have observed that data call QoS under the SRPT can be signif-
icantly improved over that under the PS. In this work, we further consider the on-off
dynamics of interactive sessions shown in Figure 2.2. In the cellular network, the re-
maining bandwidth unused by conversational and streaming sessions can be allocated
to data traffic to exploit data traffic elasticity. Then, the maximum number of inter-
active sessions admitted in the cell (denoted by N cd) should be restricted to bound the
mean data call transfer delay. To enable tractable analysis, we assume that the total
bandwidth available to data traffic is equally shared among active data calls of ongo-
ing interactive sessions. That is, data calls are served under the PS discipline. The
application of the SRPT in this scenario is left for further work.
To determine N cd adaptively with time-varying traffic load, we periodically estimate
the mean arrival rate of interactive sessions to the cell and the average cell bandwidth




d(tk), respectively, for the k
th control
period. Given the interactive session structure in Figure 2.2, the distribution of data
call interarrival time is approximately exponential when the session arrival intensity is
large [121]. The mean data call arrival rate is then Md λ
c
d(tk), where Md is the average
number of data calls in an interactive data session. Hence, we have the offered data
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As shown in Section 6.1, when the system is overloaded with ρcd ≥ 1 (the denotation
of the control period in the following is omitted for simplicity), the mean response time
of data calls T
c
d increases almost linearly with N
c











largest N cd satisfying the delay bound QT is given by






For an underload case with ρcd < 1, N
c
d is configured to be the largest value satisfying
T
c
d ≤ QT . Following an M/G/1/K − PS queueing model, T
c






















7.2.2 Two-way call reassignment via dynamic vertical handoff
In addition to the above initial call assignment with service differentiation, ongoing calls
can also be reassigned to the overlay cell or WLAN via dynamic vertical handoff. It is
known that interactive data calls are short-lived as the mean response time is bounded
within several seconds to maintain fluent interaction. Hence, we only consider the
long-lived voice and video streaming calls in the reassignment. Figure 7.2 illustrates
the flowchart of load sharing with call assignment/reassignment.
First, call completion or handoff out of the cell may release sufficient free bandwidth
to accommodate more voice calls in the cell. Then, certain ongoing voice calls carried by
the WLAN can be handed over to the cell. Second, video streaming calls may overflow
to the cell if the WLAN is rather congested at the initial admission time. However,
video streams can only be delivered with the base-layer encoding in the cell due to
bandwidth limitation. Thus, if call departures in the WLAN result in spare capacity for
more streaming calls, vertical handoff is triggered to reassign some ongoing streaming
calls from the cell to the WLAN. Video streams with the largest remaining data to
transfer are selected first for the migration. The involved streaming control signaling
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can provide basic information about the streaming call and the states of the client and
network. For example, the remaining video clip size to transfer can be derived from the
RTCP signaling. In this way, the real-time voice and video streaming calls are served
in the cell and WLAN, respectively, with preference.
7.3 Simulation Results and Discussion
In this section, we evaluate the performance of the proposed multi-service load shar-
ing scheme, which employs service-differentiated initial call assignment and two-way
call reassignment via vertical handoff. The performance is compared with that of the
WLAN-first scheme analyzed in [16]. For the WLAN-first scheme, all service calls are
preferably assigned to the available WLAN during admission. Only calls rejected by
the WLAN overflow to the overlay cell to request admission.
As seen in Section 2.4, video streaming service deals with very complex video traffic
varying with specific codecs and contents. The rate adaptation and rebuffering due
to buffer underflow further complicates the performance evaluation. Moreover, the
two integrated systems and three service classes involve too many analysis dimensions
to evaluate the QoS analytically. Hence, the following results are mainly based on
computer simulation. As observed in [122, 123], it is extremely slow for simulations
with a heavy-tailed workload to converge to steady states. This is especially true for
power-tailed cases, such as Pareto distributions with a shape parameter less than 2.
To improve the simulation confidence, we follow the approaches suggested in [123]
and use truncated Pareto distributions given in (2.10) and (2.14) instead of unbounded
ones. Also, separate random seeds and generation streams are used for different random
variables to guarantee independence. Given in Table 7.1 are the simulation parameters,
which are selected by referring to the evaluation specifications for UMTS [71, 124] and
cdma2000 c© systems [125], video statistics in [85, 87], and the video source model in [88].
Figure 7.3 shows the voice call blocking probability of the WLAN-first scheme.
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Table 7.1: System parameters for simulations.
Symbol Value Definition Symbol Value Definition
Cc 2.0 Cell bandwidth (Mbit/s) Cw 11.0
Physical channel rate of
WLAN (Mbit/s)
T v 180.0
Mean voice call duration
(s)
Rcb,v 12.2
Encoding bit rate of voice
calls (kbit/s)
fs 10
Constant frame rate of
video clips (frames/s)
L 400.0









Median video clip dura-
tion (min)
ls 1.0
Minimum video clip du-
ration (min)
us 60.0
Maximum video clip du-
ration (min)
γs 1.000161
Shape parameter for dis-
tribution of video clip du-
ration
QU 0.1
Bound for average un-




of video streaming calls
(s)
Sf 5.0




for playback buffer (s)
Rl 32.0
Minimum video encod-




ing bit rate (kbit/s)
Md 5
Mean number of data
calls in an interactive ses-
sion
Sr 5.0
Mean reading time in an
interactive session (s)
Ld 25.0




data call size (kbyte)
ld 4.5
Minimum data call size
(kbyte)
ud 2000
Maximum data call size
(kbyte)
γd 1.1
Shape parameter of data
call size distribution
QT 4.0
Bound for mean response
time of data calls (s)
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Figure 7.3: Voice call blocking probability of the WLAN-first scheme.
In each simulation round, around 106 voice call arrivals are generated. For the new
multi-service load sharing scheme, no voice call blocking is observed, which indicates
a negligibly small blocking probability. Actually, we see from the simulation results
that the blocking probabilities of data and video streaming calls are also significantly
reduced. The performance improvement validates the effectiveness of the new scheme,
in which multi-service calls are jointly considered and properly distributed to the over-
lay cell and WLAN. Two-way call reassignment via dynamic vertical handoff further
enhances the service quality by reassigning overflow traffic to the preferred network
whenever spare capacity is available. Nonetheless, a higher implementation complexity
can be induced as network state updates may be necessary to determine a good handoff
timing.
Figure 7.4 compares the mean response time and blocking probability of data calls.
For the new load sharing scheme, as no session blocking is observed among the 106
interactive data session arrivals of each simulation round, only the blocking probability
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Figure 7.4: Mean data response time (E[Td]) and blocking probability (Bd) of interactive
data sessions of the new multi-service load sharing scheme and the WLAN-first scheme.
of the WLAN-first scheme is shown, which is much higher than the negligibly small
blocking probability of the new scheme. Moreover, the new scheme guarantees a much
lower mean response time for data calls. Different from the call assignment strategy
discussed in Section 4.2, the new scheme preferably assigns data calls to the cell instead
of the WLAN in presence of video streaming calls. Although both services have elastic
traffic, video streaming calls are much more bandwidth demanding. Data calls with
relatively loose QoS requirements can more effectively utilize the free bandwidth unused
by real-time traffic in the cell of small bandwidth. The assignment of data calls to the
cell is also constructive to maintaining a small collision probability in the WLAN. More
spare capacity is then available in the WLAN to serve video streaming calls, which can
fully utilize the high throughput to improve video presentation quality to a large extent.
Figure 7.5 illustrates the video streaming QoS in terms of average underflow ratio
and encoding bit rate, where the latter is an indicator of video quality. As expected,
the average underflow ratio of video streams is well bounded with the extended rate
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Figure 7.5: Video streaming call QoS of the new multi-service load sharing scheme
and the WLAN-first scheme. (a) Average underflow ratio of video streaming calls. (b)
Average encoding bit rate of video streams.
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adaptation algorithm. A larger average video encoding rate is achieved with the new
scheme for a high traffic load, although it is slightly smaller than that of the WLAN-
first scheme in a light load condition. This is because the high traffic load can result in
severe contention in the WLAN without proper load sharing. The jeopardized WLAN
throughput will not only degrade video stream quality but also lead to a large call
blocking probability. Then, more video streaming calls overflow to the cell and are
only provisioned a base-layer encoding rate. Consequently, in high load conditions, the
overall average encoding bit rate of video streams is lower with the WLAN-first scheme.
For the light load cases, the higher encoding rate of the WLAN-first scheme is achieved
at the expense of a much larger blocking probability for video streaming calls. As the
WLAN-first scheme cannot effectively share the multi-service traffic load between the
cell and the WLAN, the numbers of real-time calls admitted in the WLAN need to be
very restricted to maintain a small collision probability.
7.4 Summary
In this chapter, we have studied the load sharing for voice, data, and video streaming
services in the cellular/WLAN integrated network. The proposed multi-service load
sharing scheme takes into account the essential traffic characteristics such as data traffic
elasticity and burstiness of video sources. The multi-service traffic load is effectively
shared between the integrated systems by means of service-differentiated initial call
assignment and two-way call reassignment via dynamic vertical handoff. The overall
system performance is improved by the new scheme in comparison with that of the
WLAN-first scheme. Call blocking probabilities and mean data response time are
significantly reduced, while the average encoding bit rate of video streams is increased
in high load conditions.
Chapter 8
Conclusions and Further Work
In this chapter, we summarize the main research results and discuss further work.
8.1 Major Research Results
The objective of this research is to investigate and develop resource allocation schemes
for the cellular/WLAN integrated network to efficiently utilize the overall resources. An
essential resource allocation technique for this heterogeneous wireless overlay network is
load sharing, which effectively distributes multi-service traffic load across the integrated
systems by means of initial call assignment with admission control and call reassignment
via vertical handoff. In this way, efficient resource allocation is achievable by taking
advantage of the overlay structure and complementary strength of underlying networks.
Specifically, the main research results are summarized as follows:
• System modeling for cellular/WLAN interworking: A system model is developed
for the integrated network to capture the essential characteristics and enable
tractable analysis. Especially, the contention-based WLAN is modeled accu-
rately to facilitate the investigation. Important QoS provisioning features of the
WLAN are properly characterized and considered in developing resource alloca-
134
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tion strategies.
• Analytical QoS evaluation approaches: To properly determine the admission and
assignment parameters, the QoS metrics such as call blocking/dropping proba-
bilities and mean data response time are evaluated analytically based on Markov
processes and further simplified with moment generating functions. The ana-
lytical approaches take into account the unique characteristics of the integrated
cell/WLAN cluster, such as the location-dependent user mobility, heavy-tailed
data call size and highly variable user residence time within the WLAN.
• Call assignment and admission control schemes for load sharing: After carefully
examining the characteristics of the heterogeneous overlay network, we have pro-
posed and analyzed three load sharing schemes, in which admission control is
coupled with different call assignment strategies. The traffic load is distributed
to the integrated cell and WLAN by matching a service request with the better
network support. The overall resources are jointly considered and allocated to
efficiently support the traffic load.
For the admission scheme with service-differentiated call assignment, conversa-
tional voice calls are preferably assigned to the cell so as to benefit from the
strength of the cellular network in real-time service. In contrast, interactive
data calls are first assigned to the WLAN to fully utilize the high throughput
with elastic traffic. The overall resource utilization can be improved by properly
determining the admission regions. Further, a randomized assignment strategy
is studied to achieve the desirable load sharing by controlling the assignment
probabilities. It enables distributed implementation, although the performance
may be compromised slightly. Moreover, the heavy-tailedness of data call size is
effectively exploited by a size-based assignment strategy and SRPT scheduling
discipline. As a result, the interworking performance is significantly improved.
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• Enhancement of load sharing by call reassignment via vertical handoff: In addi-
tion to initial call assignment at admission time, the load sharing can be further
enhanced by call reassignment via vertical handoff. First, we only consider call
reassignment at WLAN border crossing and focus on vertical handoff triggered
by user mobility. It is observed that the variability of user mobility has an impact
on the overall resource utilization. In the load sharing scheme with size-based call
assignment and SRPT scheduling, we further study dynamic vertical handoff to
reassign overflow voice calls in the WLAN to the preferred cell whenever there
is sufficient spare capacity in the cell. By this means, the traffic is efficiently
supported in the preferred network. Also, the free bandwidth of the integrated
systems is pooled to achieve a larger multiplexing gain. Finally, two-way call reas-
signment via dynamic vertical handoff is investigated for a multi-service scenario
with conversational voice service, interactive data service, and rate-adaptive video
streaming service. Video streaming calls can also be reassigned to the WLAN so
that the high throughput is utilized to improve video presentation quality. As
seen from the numerical and simulation results, call reassignment plays an im-
portant role in complementing initial call assignment to achieve the desired load
sharing.
8.2 Further Work
Although the complementary strength of the cellular network and WLANs has pro-
moted their interworking, the network heterogeneity also poses many research chal-
lenges to resource allocation. This research has investigated the call assignment and
admission control issues to take advantage of the cellular/WLAN interworking for load
sharing. There are still many open issues to extend the research in the following aspects:
• Although the overlay structure exists in a real integrated network, the network
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topology is actually much more complex. There may be multiple WLANs within
a cell and the overlapped WLANs can provide a relatively larger continuous cov-
erage. As a result, horizontal handoff between adjacent WLANs should be taken
into account. When a mobile moves out of the current WLAN, it becomes not
mandatory to hand over the associated calls to the overlay cell as neighboring
WLANs are also possible choices. Hence, call reassignment strategy needs to
be adapted to consider this handoff decision, which can affect the load sharing
similar to the vertical handoff studied in this thesis.
• It is known that the widely deployed WLAN products are based on IEEE 802.11b,
which has rather limited capability in QoS provisioning. Nonetheless, many state-
of-art techniques can introduce extended features to WLANs [4]. For example,
IEEE 802.11e supports differentiated services with enhanced distributed coordi-
nation function (EDCF) in the distributed mode. Also, controlled hybrid coor-
dination function (HCF) is augmented with admission control and scheduling to
enhance QoS guarantee in a centralized access mode. Hence, better QoS sup-
port is expected for real-time services in upgraded WLANs. On the other hand,
3G cellular networks are also evolving toward broadband access by employing
technologies such as Evolution-Data Optimized (EV-DO) for cdma2000 c© and
High-Speed Packet Access (HSPA) for UMTS. The data transmission (especially,
at the downlink) can be improved with techniques such as adaptive modulation
and coding and fast packet scheduling at the base station. With a much larger
network capacity, IP multimedia services such as video streaming becomes in-
creasingly popular in the mobile wireless domain [115], whereas the revenue from
traditional dominating voice and data services will shrink gradually. To support
the highly variable and bandwidth-intensive multimedia services, this heteroge-
neous interworking environment should address many new challenges. The re-
source allocation strategy needs to be revised accordingly, so that consistent QoS
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is maintained for smooth presentation.
• Load sharing within cellular/WLAN interworking has been studied in this thesis
for a multi-service scenario including voice, data, and video streaming services.
The proposed multi-service load sharing scheme can be extended further by tak-
ing advantage of the unique characteristics of video streaming service. A higher
resource utilization is achievable if more information can be properly used in
matching service demand with network support. For example, taking into ac-
count the heavy-tailed data call size, the proposed load sharing scheme with
size-based call assignment and SRPT scheduling significantly improves the sys-
tem performance. For video streaming service, session-related information such
as video clip length and variability of encoding bit rate can be derived from
control signaling. Therefore, we can also enhance the multi-service load sharing
performance by appropriately using the extracted information.
• Nowadays, there is an increasing level of decentralization in wireless networks.
Particularly, in the heterogeneous cellular/WLAN interworking environment, it
can be more cost-effective to distribute the intelligence of a centralized resource
controller among mobile nodes, which can be cooperated in a mesh mode. A
virtual hierarchy can be formed dynamically among mobile nodes with multihop
relay techniques. In comparison with the single-hop infrastructure, multihop relay
can extend coverage and enhance system capacity at a low cost. Mobile multihop
relay mode (MMR) is being drafted in IEEE 802.16j for wireless metropolitan
networks (WirelessMAN), which is also termed as WiMAX for worldwide inter-
operability for microwave access by the MiMAX Forum1. Also, IEEE 802.11s is
being specified to amend 802.11 WLAN with mesh networking, so that the 802.11
PHY/MAC layers can support both broadcast/multicast and unicast delivery over
1The MiMAX Forum is an industry group to promote and certify compatibility and interoperability
of broadband IEEE 802.16-based WirelessMAN products.
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self-configuring multi-hop topologies. In fact, multihop relay is even more favor-
able for cellular/WLAN interworking. As WLANs are usually deployed in disjoint
hotspots, the relay between feasible access points can eliminate the necessity of
single-hop connection to the cellular base station. Legacy single-mode mobile
terminals can also benefit from the relay of dual-mode mobile terminals [126].
Under such a multihop mesh infrastructure for cellular/WLAN interworking, load
sharing becomes critical and extremely challenging to provide QoS guarantee.
Strategies for distributed control can be applied at mobile nodes to determine
the preferred access, depending on information locally available such as broadcast
messages from a higher-level controller or peer nodes and real-time measurements.
Without global timely information and overall optimized planning, the distributed
control may lead to transient network instability and inconsistent service quality.
Also, the relay path routing may have a substantial impact on the traffic load
to mesh points and in turn affects the decision for load sharing. Hence, the load
sharing strategy should work cooperatively with relay path routing to take full
advantage of the heterogeneous networking and multihop relay.
Appendix A
WLAN Capacity Analysis
Following the notation in Section 4.1, this appendix gives the details of deriving the
WLAN capacity region. The feasible set of (nwv , n
w
d ) vectors can be obtained to satisfy






























When a packet from a voice flow transmits in a slot, a collision will happen if any
other voice/data flow transmits in the same slot. The collision probability is given by


























and τv and τd are the transmission probability of a voice flow and a data flow in a slot,
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1For the saturated case, ρpd = 1.0.
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with W = CWmin + 1 and CWmin being the initial backoff window, which is 31 in IEEE
802.11, m the retransmission limit, and m′ the maximum backoff stage. Similarly, the
collision probability for a data flow transmitting in a slot is







For data traffic, the time durations of a successful and collided transmission from a
data flow are respectively given by
Tsd = TDIFS + TRTS + TSIFS + TCTS + TSIFS + TD DATA + TSIFS + TACK (A.6)
Tcd = TDIFS + TRTS + TCTS TO (A.7)
where TD DATA, TRTS , TCTS, TACK , TDIFS, TSIFS, and TCTS TO are the transmission
time of a DATA frame from a data flow, RTS frame duration, CTS frame duration, trans-
mission time of an ACK frame, DCF interframe space (DIFS), short interframe space
(SIFS), and waiting time for a CTS TIMEOUT, respectively. On the other hand, the time
duration of a successful transmission from a voice flow is
Tsv = TDIFS + TV DATA + TSIFS + TACK (A.8)
with TV DATA being the transmission time of a voice DATA frame. The time for a
collided transmission from a voice flow, denoted by Tcv, depends on the traffic types
of the collided frames. A target voice frame may collide with only voice frames with









/pv. The target voice frame may








Tcv = (TDIFS + TV DATA + TACK TO) · qvv + Tcd · qvd (A.9)
where TACK TO is the waiting time for an ACK TIMEOUT.
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(A.11)
where k is the average number of voice/data flows involved in a collision, W v (W d) is
the average backoff time of a voice (data) flow, and T cv (T cd) is the average collision
time of a frame from a voice (data) flow. According to the contention procedure, W v
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Note that k is set to 1 in [128] and 2 in [129]. Actually, k can be evaluated more







with backlogged traffic, and the transmission probability of a voice or data flow can be
approximated by τ̄ = τv+τd
2
. Denote the probability that i flows transmit in a slot as






τ̄ i(1− τ̄)(n̄−i). Then, the average number of voice and data flows involved in
a collision is given by
k =
∑n̄







Based on (A.1), (A.3), (A.4), (A.5), (A.10), and (A.11), the voice and data packet










d ) can be derived recursively. The feasible set of
(nwv , n
w
d ) vectors satisfying the stability constraints are also obtained correspondingly.


































Analytical results with the averaging approach
Simulation results




d ) with n
w
d = 10
and nwv varying within the WLAN capacity region.
To verify the accuracy of the analysis, we compare our analytical results with com-
puter simulation results. Since quite a few bugs are found in the WLAN MAC imple-
mentation of ns-2 simulator [130], we develop a discrete event-driven simulator with
C/C++. In each simulation round, more than 106 voice and data packets are generated
so that the statistics on packet service rates are collected after the simulated system
attains the equilibrium state. The results of multiple simulation rounds are averaged
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Table A.1: WLAN parameters.
Parameter Value Parameter Value
m′ 5 m 7
CWmin 31 Slot 20 µs
TSIFS 10 µs TDIFS 50 µs
TRTS 13.6 slots TCTS 12.4 slots
TACK 10.2 slots λ
p
v 0.0004 frames/slot
Voice payload 50 bytes/packet Data payload 1000 bytes/packet
to remove randomness effect. Given in Table A.1 are the WLAN parameters, which are
selected by referring to the most popular IEEE 802.11b. As an example, Figure A.1
compares the analytical and simulation results of data packet service rate when nwd is
fixed to 10 and nwv varies in the analytically derived WLAN capacity region. It can be
seen that the analytical results agree well with the simulation results, which validates
the accuracy of our analytical model.
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