We extend the Carathéodory-Julia theorem on angular derivatives as well as its higher order analogue established recently in [4] to the setting of contractive valued functions analytic on the unit disk. Carathéodory-Julia type conditions for an operator valued Schur-class function w are shown to be equivalent to the requirement that every function from the de Branges-Rovnyak space associated with w has certain directional boundary angular derivatives.
contractive valued on D. We write "w-lim", "s-lim" and "lim" for nontangential convergence in the weak, strong, and uniform operator topologies, respectively. By "the limit exists" we always mean that the limit is equal to a finite number (in the scalar case) or to a bounded operator (in the operator case). For w ∈ S(U, Y), the quantities exist and satisfy w * 0 w 0 = I U (i.e., w 0 is an isometry) and D w (t 0 ) = f = q ≥ 0.
In the matrix-valued setting, Theorems 1.2 and 1.3 appear in [9, Section 8] and [11] , respectively. The proofs extend to the operator case in a fairly straightforward way; only establishing the existence of the strong limits w
Remark 1.4. Theorem 1.3 can be obtained by applying Theorem 1.2 to the function w(z) := w(z)
* ∈ S(Y, U), since condition (1.6) for w can be understood as a condition of (1.3) type for w.
If conditions (1.3) and (1.6) both hold, we have a result that looks very much like Theorem 1.1. and of D w (z) only on the subspace Ran w * 0 ⊂ U rather than on all of U. On the other hand, if dim Y = dim U < ∞, conditions (1.3) and (1.6) are equivalent; and in this case, one of them can be dropped in the formulation of Theorem 1.5.
In [4] , the Carathéodory-Julia theorem was extended in a different direction: condition (1.1) was replaced by its higher order analogue with n ≥ 0 a fixed integer. The significance of this condition for boundary interpolation theory was justified in [6] ; equivalent reformulations of (1.9) in terms of nontangential boundary limits of w and its derivatives at t 0 were given in [5] . In this paper, we focus on operator-valued analogues of condition (1.9),
∂z n ∂z n y, y
∂z n ∂z n u, u U < ∞ holding for every y ∈ Y and every u ∈ U, respectively. These conditions are the higher order counterparts of (1.3) and (1.6). In Section 2 we discuss the consequences of conditions (1.10) The definition and some basic properties of the space H w are recalled in Section 4. In Sections 5 and 6, we construct certain boundary kernels which exist and reproduce boundary derivatives of functions from the de Branges-Rovnyak space H w under Carathéodory-Julia type conditions. Using the reproducing properties of the boundary kernels, we give a straightforward proof of the main result in Section 7. Finally, in Section 8, we characterize the Carathéodory-Julia condition in terms of boundary behavior of functions from H w .
The higher order analogues
We start with a result which justifies in particular, the uniform convergence of the limit w 0 in (1.8). We write
respectively for a deleted and for a nontangential deleted neighborhood of t 0 ∈ T. Lemma 2.1.
Then the uniform limits
In particular, the statement holds if the weak limit w−lim
Proof. We start with the Taylor representation
/j! at a point ω ∈ U t0,ε and pick α such that ω ∈ Γ t0,α,ε . Since
the latter representation can be written as
The integral in (2.4) does not depend on the path of integration between ω and z. For brevity, we write (integrating along a rectifiable Jordan curve inside Γ t0,α,ε connecting z and ω)
and thus, for a fixed ω, the family {G ω,z } z∈Γt 0 ,α,ε is fundamental in the uniform operator topology. By the completeness of L(U, Y), the uniform limit
exists; and, since it exists for every α ∈ [0, π/2), it can be replaced by the nontangential limit:
G ω,z . Now let z to tend to t 0 nontangentially in (2.4) (for ω fixed) to conclude that the uniform limits
exist for j = 0, . . . , n − 1. To complete the proof of the lemma, it remains only to note that weak convergence implies boundedness in norm, i.e., that the existence of the weak limit f n (t 0 ) := w−lim z →t0 f n (z) implies (2.3).
To formulate higher order Carathéodory-Julia theorems, we first introduce some notation. With an operator valued function w (not necessarily in the Schur class) analytic at z ∈ D, we associate the operator block matrices
, (2.6) which we refer to as to Schwarz-Pick matrices. We extend definitions (2.5) and (2.6) to boundary points as follows: given a point t 0 ∈ T, the boundary Schwarz-Pick matrices are
provided the limits in (2.7) exist. A well-known property of Schur functions w ∈ S(U, Y) is that P w n (z) and P w n (z) are positive semidefinite for every n ≥ 0 and z ∈ D; therefore, the boundary Schwarz-Pick matrices (once they exist) are positive semidefinite as well. We also associate with w the Toeplitz and the Hankel operator block matrices
where w j (z) := w (j) (z)/j! stands for the j-th Taylor coefficient of w at z. If w is analytic on D and the nontangential boundary limits
exist at a boundary point t 0 ∈ T, we extend definitions (2.8) to t 0 by
and call w j (t 0 ) the j-th angular derivative of w at t 0 . Furthermore, if the limits (2.9) exist for j = 0, . . . , n, we introduce the (operator valued) polynomials p
and introduce the polynomial upper triangular block matrix 
(3) The weak limits
The proof is given later (see Remark 3.2 below). Here we make several remarks and point out some corollaries of Theorem 2.2. 
We omit the detailed formulation of this result and simply mention that (2.20) guarantees the existence of the boundary Schwarz-Pick matrix P w n (t 0 ) (see the second formula in (2.7)) and, in particular, implies (1.6).
Now we pass to the case where conditions (2.15) and (2.20) both hold. The next proposition shows that one of these two conditions can be slightly relaxed.
Proposition 2.5. Let w ∈ S(U, Y), t 0 ∈ T and assume that condition (2.15) holds, so that the limit w 0 (t 0 ) = w−lim z →t0
w(z) exists and is coisometric (by Theorem 2.2).
The following statements are equivalent:
Proof. Assume that condition (2.15) holds and that w 0 (t 0 ) is unitary. Letting z = t 0 in (2.12) gives p 
The next theorem is the higher order analogue of Theorem 1.5. Condition (1.6) in its formulation can be equivalently replaced by condition (2.20) or by the assumption that the boundary limit w 0 (t 0 ) is unitary. Theorem 2.6. Let w ∈ S(U, Y), t 0 ∈ T, n ∈ Z + and assume that conditions (1.6) and (2.15) hold. Then the following statements hold.
(1) The matrices P w n (t 0 ) and P w n (t 0 ) defined via the weak limits (2.7) exist. (2) There exist the uniform limits
and the weak limit w 2n+1 (t 0 ) := w−lim z →t0 w 2n+1 (z). Moreover, w 0 (t 0 ) is unitary and
where T w n (t 0 ) and H w n (t 0 ) are given by (2.10), (2.11) and Ψ is the upper triangular block matrix given by
Proof. We prove the theorem assuming that Theorem 2.2 is already proved. By Theorem 2.2, condition (2.15) alone guarantees the existence of P n (t 0 ) and of the limits (2.16)-(2.19). The boundary limit w 0 (t 0 ) is unitary, by Proposition 2.5; and P n (t 0 ) exists by Remark 2.4. Since U w n (z) converges in norm to a boundedly invertible operator U w n (t 0 ), it follows from (2.19) that the weak limit H n (t 0 ) in (2.11) exists. This implies, in particular, the existence of the weak limit w 2n+1 (t 0 ) which, in turn, implies the existence of the uniform limits (2.21), by Lemma 2.1. Since U w n (z) is a polynomial, it converges to U w n (t 0 ) in norm as z → t 0 ; therefore, the limits on the right hand sides of (2.18) and (2.19) can be evaluated as follows:
Next we show that
where M is defined in (2.17). Indeed, differentiating (2.12) k times and evaluating the result at z = t 0 leads us to explicit formulas for p w j,k (t 0 ) in terms of w (t 0 ):
which can be written in terms of the numbers (2.23) as
It is readily checked from the definitions of the matrices T w n (t 0 ), U w n (t 0 ), M, and Ψ that (2.26) is just the entrywise reformulation of the matrix equality (2.25). Now we combine (2.25) and (2.24) to get
and then (2.22) follows by the last statement in Theorem 2.2.
Specializing Theorems 2.2 and 2.6 to the matrix valued case (i.e., to the case where the coefficient spaces U and Y are finite dimensional) is of some interest. If dim U = dim Y, then condition (1.6) in the formulation of Theorem 2.6 is redundant (it follows from (2.15) by Proposition 2.5). Thus, for square matrix valued Schur functions, condition (2.15) alone implies the existence of the boundary SchwarzPick matrices P w n (t 0 ) and P w n (t 0 ) and of boundary angular derivatives w j (t 0 ) for j = 0, . . . , 2n + 1, which then are related as in (2.22) . Extracting the part relating P w n (t 0 ) with boundary angular derivatives w j (t 0 ) from Theorem 2.6, we get the "only if" part in the following result. In other words, condition (2.15) not only guarantees the existence of the boundary angular derivatives w j (t 0 ) but forces them to be quite special. The "if" direction in Theorem 2.7 can be proved under the weaker assumptions that w is analytic on D (not necessarily in the Schur class) and that the matrix
* is Hermitian; the proof is much the same as in the scalar-valued case (see [5] 
The main result
The main result of the paper is Theorem 3.1 below. It is a left-tangential version of Theorem 2.2 and contains the latter theorem as a particular case. This more general theorem also displays the bi-tangential nature of the operator valued Carathéodory-Julia theorem, which is not that explicit in the formulation of Theorem 2.2. For a Schur function w ∈ S(U, Y) and an L(Y, G)-valued function a(z) analytic at t 0 , define the tangential Schwarz-Pick matrix
This matrix is related to the matrix P w n (z) introduced in (2.5) via
where T a n (z) is defined according to (2.10) by
Definition (3.2) makes sense at every point z ∈ D where a is analytic; and (3.3) follows from definitions (2.5), (3.1) and (3.4) by the Leibnitz rule. The following theorem is the main result of the paper.
function analytic in a neighborhood of t 0 and let us assume that (3.5)
∂z n ∂z n a(z)
Then the following statements hold.
(1) The weak limit P 
and the operator
Let B j,i := p b j,i be the polynomials defined via formulas (2.12), (2.13) (see also the explicit formulas (5.32) and (6.1) below) and let U b n (z) be the upper triangular operator valued polynomial defined via (2.14): 
(4) The weak limits P w,a
exist, where T a n (z) and H w n (z) are given by (3.4), (2.8) and M is defined via formula (2.17) with the identity operator I Y replaced by I G . Moreover, (3.10) P w,a n (t 0 ) = P w,a
Note that statements (1)- (3) in Theorem 3.1 were proved in [3, Section 9] for matrix-valued Schur functions under the stronger (than (3.5)) assumption that P w,a nn (z) is uniformly bounded in a nontangential neighborhood of t 0 .
Remark 3.2. Theorem 2.2 follows from Theorem 3.1.
Indeed, if G = Y and a(z) ≡ I Y in Theorem 3.1, then condition (3.5) collapses to (2.15). Furthermore, P w,a
and it is readily seen that statements (1), (2) and (3) in Theorem 2.2 follow, respectively, from statements (1), (2) and (4) in Theorem 3.1.
Another special choice G = C and a(z) ≡ y ∈ Y in Theorem 3.1 gives the consequences of condition (2.15) holding just for a fixed vector y. We omit the precise formulation. The proof of Theorem 3.1 is presented in Section 6. The next three sections contain definitions and constructions needed for the proof.
de Branges-Rovnyak spaces and their reproducing kernels
In this section, we recall the definitions of the Hilbert spaces L w and H w [7, 8, 12] and their properties needed for the subsequent analysis. Given a separable Hilbert space U, we denote by L 2 (U) the space of U-valued measurable functions u(t) with 
Now we introduce the operator-valued functions
defined for z ∈ D and t ∈ T and, more generally, the vector-valued functions 
We conclude this section with three more lemmas. The proofs are much the same as in the scalar case (see Lemmas 2.6, 2.7 and 2.8 in [4] ) and are omitted. The first lemma gives a convenient representation of the kernels K be the functions defined in (4.7) . Then for every pair of vectors y ∈ Y and u ∈ U, (
Lemma 4.5. Let w ∈ S(U, Y) and h ∈ L w . Then for every t 0 ∈ T, z ∈ D and n ∈ N, the functions
belong to L w and tend to h in norm of L w as z →t 0 :
The kernels L (j) z and their boundary analogues
For a Schur function w ∈ S(U, Y) and an L(Y, G)-valued function a analytic at t 0 , let us introduce the kernels
where K z is defined as in (4.5). By the Leibnitz rule and the definition (4.7) of K
On the other hand, letting b(z) := a(z)w(z), we get from (4.5)
and another application of the Leibnitz rule leads us to
z only on the unit circle. The analytic (conjugate-analytic) continuations of its top (bottom) component inside the unit disk are given by
By definition (5.1), the kernels L 
Lemma 5.2. For every
This coincides with (5.7), since by (5.1) and (4.5),
and, on the other hand, a(z)L ( ) z,+ (z) = P w,a nn (z), by the last equality and (3.2). Letting = j = n in (5.7) gives (5.8).
It turns out that if condition (3.5) holds, then the kernels L (j) z converge to the "boundary kernels"
for j = 0, . . . , n as z →t 0 ∈ T, where
are the boundary analogues of the kernels (4.3) and b 0 (t 0 ) * , . . . , b n (t 0 ) * are defined via the limits
whose existence is also a consequence of (3.5).
Theorem 5.3. Let w ∈ S(U, Y), t 0 ∈ T, n ∈ Z + and let us assume that condition (3. t0 (t) defined for j = 0, . . . , n by formula (5.9) belong to the space
t0 g as z →t 0 for j = 0, . . . , n and every vector g ∈ G. Proof. According to (5.8), condition (3.5) tells us that lim inf
z g H w < ∞ for everyg ∈ G. Fix g ∈ G and pick a sequence {z i } of points in D approaching t 0 such that the sequence L (n) zi H w is bounded. Since every bounded set in a Hilbert space is weakly compact, there is a subsequence of {z i } (which we continue to denote by {z i }), such that the sequence {L (n) zi g} converges weakly in H w , say to
Since F g belongs to H w , we can use the reproducing properties (4.8), (4.9) (with j = 0) to conclude that
for every ζ ∈ D, y ∈ Y, and u ∈ U. Then, by the explicit formulas (5.4) and
zi,− , we have
It follows from (5.17) and formula (4.4) for k ,z that
Thus, the weak limit on the right hand side of (5.18) exists for every ζ ∈ D. Since the coefficients of a (vector-valued) polynomial of degree n are determined by its values at n + 1 points and depend on these values continuously, the existence of the latter weak limit implies that the sequences {b (z i ) * g} i converge weakly for every ∈ {0, . . . , n}. We set
Making use of (5.19), we can rewrite (5.16) and (5.17) as
Setting ζ = t ∈ T in the last two formulas and taking into account thatt · k j,t0 (t) * = k j,t0 (t) for t ∈ T, we get the following expression for F g :
Now we show that
To this end, we introduce auxiliary functions
, it follows by formula (4.12) in Lemma 4.4 that
Therefore, by (4.10) and (5.2),
On the other hand, since
uniformly in t ∈ T as z tends to t 0 and since a is analytic at t 0 so that
it is readily seen from (5.22) and (5.23) that
Furthermore, comparing formula (5.23) for h z with (5.2) gives 
which, together with (5.24), gives (5.21). Upon applying the standard estimates
This, together with (5.21), implies that
for every ζ ∈ D; thus,
Now we repeat the arguments used to derive (5.19) from (5.15). However, since now we start with the strong limit (5.27) rather than the weak subsequential limit (5.15), the conclusion strengthening (5.19) is that for every g ∈ G, the strong limits
It is clear that b j (t 0 ) * is a linear operator defined on all of G. Thus, by the BanachSteinhaus theorem, it is bounded. This proves statement (1) in the theorem. Again, let g ∈ G be fixed. Substituting u j = b j (t 0 ) * g into (5.20) and comparing the resulting formula with (5.9), we see that
t0 g, which completes the proof of statements (1) and of statement (2) for j = n. To complete the proof of statement (2), we take advantage of the recursive relation
verification of which is straightforward, and show that
t0 g ∈ L w ; and it follows from (5.28)
the function L (j−1)
Comparing the bottom components in (5.28), we get
thus, the assumption L
proved, the inverse induction arguments show that L (j) t0 g ∈ H w for every g ∈ G and j ∈ {0, . . . , n}. Repeating the arguments used to get (5.21) (now with j replacing n), we conclude that (5.12) holds for every j = 0, . . . , n.
To prove statement (3), we note that by formula (5.8) and in view of (5.12),
, which proves the existence of the weak limit in (5.13). Observe that the inequality
is obvious, since the first limit allows z to approach t 0 unrestrictedly in D (more precisely, unrestrictedly in the neighborhood U t0,ε of t 0 of the form (2.1) on which a is analytic), while the second limit is nontangential. To prove the reverse inequality, assume that {z j } is a sequence that leads to the limit inferior in (5.14) . Then the sequence of numbers L (n) zj g 2 H w converges to the limit inferior and, in particular, is bounded. Thus there exists a subsequence of the sequence {z j } (still denoted by
Combining the latter inequality with (5.30) gives
which, together with (5.31), implies (5.14) and completes the proof.
In the next section, we make extensive use of the polynomials
which can be written in terms of the formula (2.12) as p a j and p b j , respectively. Here we just note that formula (5.9) for L (j) t0 can be written in terms of these polynomials as
6 The kernels L The construction is carried out under the assumption (3.5), so that we have at our disposal the operators a
. . , n. Therefore, we can introduce the polynomials (5.32) for j = 0, . . . , n and their derivatives
Now we introduce the kernels
for j = 0, . . . , n, where K z is given by (4.6) and where the second equality follows by the Leibnitz rule. Making use of (4.6) and of the functions
we can write
another application of Leibnitz rule leads us to
Proof. 
to the analytic extension of L (j) t0,+ g inside the unit disk to get
Consequently,
Since g ∈ G is arbitrary, since A j is a polynomial and since by (6.2)
(6.9) implies (6.7) and (6.8).
Now we introduce the boundary kernels L (j) t0 upon letting z → t 0 in (6.5):
Since, by (6.2),
we can rewrite (6.10) as
Comparing the latter formula with (5.33) leads to the conclusion that
t0 (t) for j = 0, . . . , n. Then it follows by (6.12) , that
belongs to H w as well. Furthermore, by Lemma 4.5, Thus, to complete the proof, it suffices to show that (6.14)
To this end, we use the formula (6.11) for L (j) t0 to rewrite (6.13) in the form
By construction (6.2), A j is a polynomial in t ∈ T of degree j; thus the function
Then by formula (4.13) in Lemma 4.4,
Note that by (6.2),
Substituting the latter relation into (6.15) and then making use of (4.11), we get
On the other hand, differentiating the second equality in (6.2), we get
therefore,
Substituting the latter formula into (6.16), we obtain
which, together with (6.3), implies (6.14) . This completes the proof of the theorem.
Proof of Theorem 3.1
Now we are in a position to give a proof of Theorem 3.1. Since statements (2) t0 g defined via formulas (5.9) and (6.10) belong to H w for every j ∈ {0, . . . , n}, g ∈ G and, furthermore, Writing
. . . L holding for every vector g ∈ G n+1 .
Proof of statement (1).
We first note that (5.8) for the block entries P w,a i,j (z) of the tangential Schwarz-Pick matrix P w,a n (z) can be equivalently expressed as a single equality (7.5) L z g H w = P w,a n (z)g, g G n+1
holding for every g, g , where L z is given in (7.2) . By the first convergence in (7.4), we have
which together with (7.5) implies (since g and g are arbitrary) that the weak limit P w,a n (t 0 ) := w−lim z →t0 P w,a n (z) exists and is uniquely defined by the equality (7.6) P w,a
Substituting the latter equalities into the right hand side of (7.8) and making use of (7.7) leads to
z g H w = R ij (z)g, g G (i, j = 0, . . . , n; g, g ∈ G), which can be written equivalently in terms of (7.2) as
holding for all vectors g, g ∈ G n+1 . Since matrix M given by (2.17) is unitary, we can replace g by Mg to get
also holding for all g, g ∈ G n+1 . By (7.4), we can pass in (7.9) to the limits as z →t 0 to conclude (as in the proof of statement (1) above) that the weak limit P w,a n (t 0 ) in (3.8) exists and satisfies (7.10) P w,a
Note that relations (6.13) can be written in matrix form as (7.11) L t0 = L t0 M, using which we combine (7.10) and (7.6) to get P w,a
w,a n (t 0 )g, g .
Since the latter holds for every g, g ∈ G n+1 , we also have P w,a n (t 0 ) = P w,a n (t 0 ). By definitions (2.6) of P 1 − |z| 2 B j (z) , (7.12) where the second equality follows from (6.1) by the Leibnitz rule. On the other hand, letting f = L (i) z g (for an arbitrary fixed g ∈ G) in (6.6) gives Recently, Fricain and Mashreghi [10] showed that if a(z) ≡ 1 and
is a scalar Schur-class function, then (8.11) holds if and only if (8.14)
dμ(θ) |t 0 − e iθ | 2n+2 < ∞ (in case w is inner, this result was established in the remarkable paper [1] ). Thus, in the scalar valued case, condition (8.14) appears to be equivalent to the Carathéodory-Julia condition (1.9). A natural question concerning the operator valued analogue of (8.14) (supposedly equivalent to condition (3.5)) will be presented on a separate occasion.
