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Abstract— Similarity or distance measures is a well-known 
method and commonly used for calculating the distance between 
two samples of a dataset. Basically, the distance between the 
dataset samples is an important theory in multivariate analysis 
research. This paper proposes a tool that provides seven 
common distance methods that can be used in various research 
area. This tool is a web-based application which can be accessed 
through the internet browser. The objective of this tool is to 
introduce a web-based similarity distance application for many 
analysis and research purposes. Besides, a ranking method 
based on the Mean Average Precision is also implemented in this 
tool in order to increase the classification accuracies. This tool 
can process features that contain numerical values from any 
type of dataset. 
 
Index Terms— Accuracy; Similarity Distance; Ranking; 
Web-based. 
 
I. INTRODUCTION 
 
The similarity distance methods play such important roles in 
solving many pattern recognition problems such as data 
clustering, data classification and data retrieval. The concept 
of the distance is the most significant basis for classification. 
In an unsupervised learning work, there is no validation 
mechanism by resources of objects with known clusters. But,  
in supervised learning standard distances, it rarely can lead to 
generating significant results [1]. According to [2], the binary 
similarity and the distance measure approaches have been 
introduced in many fields such as biology [3], geology [4], 
image retrieval [5], chemistry [6] and taxonomy [7]. Besides 
that, similarity distances have also been applied actively in 
biometric research such as fingerprint and handwriting 
recognitions. The similarity distance has been implemented 
in [8] to handle different types of queries for content-based 
image retrieval. Meanwhile, the similarity distance such as 
Euclidean has been applied in [9] for image recognition-
related problems and a ranking method using Mean Average 
Precision [10]  was applied to increase the classification  
accuracies. [10] has concluded that the similarity distance is 
vital for the ranking method that is based on the Mean 
Average Precision. 
In this paper, several common distance methods that are 
Euclidean, Manhattan, Chebyshev, Canberra, Sorenson, 
Angular Separation and Minkowski are emphasized. These 
similarity distance methods are widely used by the 
researchers to calculate the distance between two samples of 
datasets. Therefore, this paper introduces a web-based 
similarity distance tool for diverse analysis and research 
purposes. This paper is organized as follows. In Section 2, the 
related work is discussed. The problems in existing software 
for similarity distance are discussed in Section 3. Then, the 
proposed method is analyzed in Section 4. Next, the proposed 
web-based tool interfaces are presented in Section 5. Finally, 
Section 6 concludes this paper. 
 
II. RELATED WORK 
 
A. Dynamic Similarity Distance with Mean Average 
Precision Tool 
SD Tool is an initial work that is developed by combining 
the similarity distance and the ranking method [11]. This tool 
provides seven similarity distance methods which are 
commonly used the previous research. The objective of this 
tool is to provide distance measurements capabilities in the 
analysis and recognition field. It is developed to assist the 
researcher in selecting the most suitable tool for each dataset 
they used. Following are the guidelines of the SD Tool. 
 
 SD Tool is only applicable to process Comma Separated 
Value (CSV) files.  
 SD Tool requires two types of data namely the test and the 
train (model) data.  
 SD Tool only accepts numerical values.  
 SD Tool can support a dynamic number of features where 
the column size of test and train must be equal. Otherwise, 
the calculation between two samples of the dataset cannot 
be processed due to unbalance size of features column.  
 
B. Other Works 
The similarity distance algorithms have been applied in 
various fields. A new Euclidean distance called IMage 
Euclidean Distance (IMED) was proposed by [12] in 2005. 
IMED is slightly different compared to the traditional 
Euclidean distance. IMED  focuses on the spatial 
relationships of pixels which makes it robust to the small 
disturbance of images [12]. The IMED can be embedded into 
any image recognition algorithm easily because most of the 
algorithms are developed based on the Euclidean distance 
such as Radial Basis Function Support Vector Machines 
(RBF SVMs) [13], Principal Component Analysis (PCA) and 
Bayesian similarity. The Euclidean similarity distance has 
been applied in [14] by embedding the generalized similarity 
measure (GSM) into the Euclidean distance as a catalyst and 
is applied in existing approximate nearest neighbour search 
(ANNS) methods. The author has also stated that GSM is a 
similarity measure which has been presented by a linear 
combination of the Mahalanobis distance and the bilinear 
similarity to obtain the recognition accuracies for face 
recognitions [13]. The mean average precision technique has 
been applied by [15] to increase the result of classification 
accuracies.  
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III. PROBLEMS IN EXISTING SOFTWARE FOR SIMILARITY 
DISTANCE 
 
The similarity method can be used to calculate the distance 
between two samples of datasets. Nowadays, the existing 
software such as Excel or MATLAB can be used to calculate 
the similarity distance as well. However, the input for 
similarity distance calculation is manually defined. The 
process of preparing the input requires knowledge to convert 
the mathematical formula to the distance algorithm. The 
software normally needs the researchers to insert the distance 
formula manually and transforms the formula to 
mathematical procedure before it can be used. However, 
unlike Excel or MATLAB, the Dynamic Similarity Distance 
with Mean Average Precision Tool (SD Tool) is developed to 
focus on  the distance method and the ranking calculation that 
is based on the Mean Average Precision (MAP) [10] only. 
The user can choose to calculate the distance using any 
distance methods from the selection menu. However, the 
existing tool like SD Tool, for example, was built on a 
standalone platform which requires the users to download it 
first before it can be used. Among the problems identified 
with the existing software for similarity distance method is as 
follow: 
 
 Spreadsheet such as Excel and mathematic software such 
as MATLAB requires the user to write or program the 
formula (similarity distance and mean average precision). 
The error might occur. 
 Software developed from previous research [11] required 
the user to download. The dedicated computer also 
required Java Runtime Environment (JRE).  
 
 
IV. PROPOSED WEBSDT 
 
The Web-based Dynamic Similarity Distance Tools 
(WebSDT) is developed on a web-based platform extending 
the previous work of Dynamic Similarity Distance with Mean 
Average Precision Tool (SD Tool) [11]. The proposed web-
based tool introduces simple and user-friendly interfaces that 
can aid the users to easily understand and use the web-based 
tool. By retaining the same functions as in the SD Tool, the 
proposed web-based tool is equipped with additional features 
that are beneficial to the users. The most suitable distance 
method for a dataset is depending on the dataset itself such as 
the characteristic of the dataset.   
The similarity distance algorithms are commonly used to 
match real time images with model images. Currently, there 
are a few well-known similarity distance algorithms such as 
i.Euclidean, ii.Manhattan, iii.Chebyshev, iv.Canberra, 
v.Sorenson, vi.Angular Separation and vii.Minkowski. 
However, these algorithms require knowledge to convert the 
mathematical equations into datasheets like Excel or 
mathematical software such as MATLAB or Mathematica. 
The WebSDT is developed to assist the users in applying any 
similarity distance algorithms to process CSV formatted input 
data. The WebSDT provides different mechanisms for 
processing the input data based on the types of similarity 
distance algorithms. It will calculate the distance from the 
input data file then lists the similarity results from the 
smallest value to the biggest value or vice versa. Furthermore, 
the WebSDT has an additional function that is the Mean 
Average Precision (MAP) method to rank the similarity 
results by weightage. Therefore, the matching or recognition 
results will be improved and significantly accepted.  
The WebSDT is built based on the web-based platform and 
Java Server Faces is used as the language programming. 
Previously, the SD Tool was built on the standalone platform 
which only applicable to be used with desktops. Since the 
current software was not developed for analysis and research 
purpose thus, the proposed web-based tool is developed to 
overcome the current limitations of the SD Tool. Besides that, 
the proposed web-based tool also offers hassle-free 
application for classification, recognition and ranking as the 
users can do the tasks online. 
 
A. The Workflows of the Proposed WebSDT 
 
 
 
Figure 1: The process of proposed WebSDT 
 
Figure 1 shows the workflow process of the proposed 
WebSDT. In general, two samples of datasets which are the 
test and the train data will be measured using the similarity 
distance method. The measured distances between the test 
and the train data will then be used in the ranking method. 
The ranking method is used to find the most suitable distance 
measurement based on the weight to determine whether the 
objects are naturally relevant to be in the same groups or 
clusters. This is relevant to the statement in [16] as the author 
has stated that the distance measurement plays an important 
part to obtain good results. 
 
B. Process of Ranking Method 
The Mean Average Precision (MAP) which has been 
introduced by [10] is used in the WebSDT to rank the result 
from the similarity distance measurements. The processes of 
the ranking method in the WebSDT are described as follows: 
 
1. The handwriting digit of BANGLA dataset [17] is used. 
There are 10 folders for training images which contained 
19,392 images while another 10 folders for testing images 
contained 4,000 images. Each of the folders was 
represented as digit class of BANGLA where BANGLA 
dataset had been classified based on folder name from 000 
until 009. In this experiment, we select randomly 20 test 
images of BANGLA dataset and compared them with 200 
training images of BANGLA dataset. 
2. The distance between the two samples dataset is 
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calculated using one of the distance method (the 
Euclidean method is demonstrated in this for example). 
The Euclidean distance formula can be referred in [18]. 
3. The distances between the data are compared and will be 
arranged in ascending order or descending order. The 
smallest distance between test and training data is 
matching for each calculation of Euclidean distance 
method. In this example, the Euclidean results is arranged 
in ascending order. 
4. However, the accuracy of matched data between the test 
and the train data shows non-promising results as shown 
in Figure 2. The figure illustrates the example image from 
class bangla1. However, the result shows the nearest class 
is from class bangla9 (position 1) after the Euclidean 
distance method is applied. 
5. To increase the accuracy result, the ranking method is 
applied by using the Mean Average Precision (MAP) 
algorithm. The MAP algorithm is used to get the rank 
positions, for example, 5, 10 and 15. The detail 
description of the MAP formula can be found in [10]. 
Figure 3 illustrates the ranking calculations using MAP. 
Before the MAP algorithm is applied, the accuracy result 
shows the image from class bangla9. However, after 
applying the algorithm, the accuracy result is pointed to 
the image from class bangla1 as shown in Figure 3. In the 
MAP calculation, the ranking is based on the highest 
weight. In this example, we use 10 ranks as the ranking. 
 
 
 
 
Figure 2: Result using the Euclidean distance method 
 
 
 
 
Figure 3: MAP calculation for top 10 ranks 
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V. PROPOSED WEBSDT INTERFACE 
 
 
 
Figure 4: Web-based Similarity Distance Tool (WebSDT) 
 
 
Figure 5: Selected ranking result based on MAP method 
 
Figure 4 illustrates the web-based similarity distance tool 
(WebSDT) interface. There are three sections in WebSDT 
interface which are File Section (Figure 4 (1)), Distance 
Result Section (Figure 4 (2)) and Ranking Section (Figure 4 
(3)). In File Section, the user needs to input test and train data. 
Then, select any distance method in drop-down list menu 
where there are seven types of similarity distance are 
provided. Next, click “Get Distance” button for calculating 
the distance between test and train data. The distance result 
of the selected distance method will be displayed in Distance 
Result Section. To apply ranking method, the user can choose 
any number of top ranking, for example, 10 as top ranking. 
Then, click “Get rank” to process the ranking calculation 
where the Mean Average Precision method is applied to 
calculate the ranking. The overall ranking results will be 
displayed in Ranking Section. In Figure 4 (3), the ranking 
results for each test data will be displayed along with the class 
of dataset. The class of dataset is determined by the result of 
weight. In the MAP calculation, the ranking is based on the 
highest weight. Figure 5 shows the detail of ranking result 
based on selected test data. The user can click on the test 
filename (in Figure 4 (3)) for showing the detail of ranking 
result for selected test file data. The explanation in Figure 5 
can be referred in Section 4.2. (Note: the ranking result is not 
same as in Section 4.2 due to different distance method is 
used). 
 
VI. CONCLUSION 
 
This paper introduces the proposed web-based tool which 
has been extended from the previous work, the Dynamic 
Similarity Distance with Mean Average Precision Tool. The 
proposed tool is developed to overcome the current limitation 
where the researchers need to download the current existing 
software which has been developed as a stand-alone tool. The 
current software also provides limited similarity distance 
method which can be used for certain cases only. The 
proposed web-based tool however provides various similarity 
distances method along with the ranking method which is the 
Mean Average Precision. As it offers various methods of 
similarity distance, the tool will definitely can be used 
diversely. This web-based tool is built as a web-based 
application which provides the users free access online [19]. 
The WebSDT also provides the Application Programming 
Interface (API) for users or industries to embed the tool in 
their products or machines. Further research will be focused 
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on developing this tool in application mobile for ease use. 
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