We consider the M (t)/M (t)/S queue with catastrophes. The bounds of the rate of convergence to the limit regime and the estimates of the limit probabilities are obtained. We also study the bounds for the mean of the queue and consider an example.
INTRODUCTION
The simplest queueing models with catastrophes have been studied some years ago, see the motivation and first results in [1, 5] . Here we consider the essentially general situation of nonstationary Markovian queue M (t)/M (t)/S with catastrophes and obtain some interesting bounds and approximations.
Our approach is based on the method introduced by Gnedenko and Makarov (see [3] ) and successively worked out by one of the authors in [6] and [7] .
Let X = X(t), t ≥ 0 be a queue-length process for M (t)/M (t)/S queue with catastrophes with arrival, service, and catastrophe intensities λ(t), µ(t) and ξ(t), respectively.
Let pij(s, t) = P r {X(t) = j |X(s) = i } for i, j ≥ 0, 0 ≤ s ≤ t be the transition probability functions Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. of the process X = X(t) and pi(t) = P r {X(t) = i} for i ∈ ES, t > 0 be the state probabilities.
The probabilistic dynamics of the process is represented by the forward Kolmogorov system of differential equations:
We denote by p(t) = (p0(t), p1(t), . . . ) T , t > 0 the column vector of state probabilities and by A(t) = {aij(t), t ≥ 0} the matrix related to (1.1) where
and λi(t) = λ(t), µi(t) = µ(t) min (i, S).
Then we can rewrite the system (1.1) in the form
as a differential equation in the space of sequences l1, where g(t) = (ξ(t), 0, 0, . . . ) T .
Let Ω = {x : x ≥ 0, x 1 = 1}.
Throughout the whole paper we assume that λ(t), µ(t) and ξ(t) are locally integrable for t ≥ 0. Moreover, we suppose (only for simplicity) that these functions are bounded, namely
for almost all t ≥ 0.
Then
In [2] it is shown that the Cauchy problem for linear differential equations in Banach spaces with bounded and integrable operator functions has unique solutions for arbitrary initial conditions. This means that, under our assumptions, the existence and uniqueness of the solution do not pose any problem. Moreover, the Cauchy problem formed by (1.3) with the initial condition p(0) has the unique solution
where U (t, s) is the Cauchy operator of equation (1.3), see [2] .
Moreover, if p(s) ∈ Ω then p(t) ∈ Ω for any t ≥ s.
ERGODICITY
Then X(t) is weakly ergodic in uniform operator topology. Moreover, the following bound holds
for any initial conditions p * (0), p * * (0).
Proof. We use the notion of the logarithmic norm of operator function and the related estimates, see [4] and [8] . We have the equality
(2.9)
Hence we obtain the following (sharp!) bound:
for any 0 ≤ s ≤ t, and our claim.
Remark 1. Weak ergodicity of a Markov chain means that the state probability distribution (say, p(t)) does not depend on the initial "condition" p(0) as t → ∞.
Hence, in the general case we can consider any p * (t)
as the limit regime of state probability distribution.
However, if all intensities (λ(t), µ(t) and ξ(t)) are 1-periodic, then there exists 1-periodic limit regime, say π(t) = (π0(t), π1(t), . . . ) T which is the unique 1periodic solution (in Ω) of the differential equation
Consider now the family of truncated processes
Xn(t), n ≥ S on the state space En = {0, 1, . . . , n} with the same intensities for k ≤ n and intensity matrices An(t).
for any t ≥ 0 and any n ≥ S.
Proof. We will identify here vectors (x1, . . . , xn, 0, 0, . . . ) T and (x1, . . . , xn) T . Consider the forward Kolmogorov system (1.3) for original process in the following form for the truncated process.
We have
for p(0) = pn(0), and
16)
Further we have
for any n, t ≥ 0, τ ≤ t.
(2.18)
The first rows of matrix (A(t) − An(t)) with numbers 0, . . . , n − 1 are zeros. Hence
On the other hand, putting
and u(0) = 1 by assumption X(0) = Xn(0) = 0.
Then Remark 2. We can obtain the essential bounds for the limit characteristics (limit 1-periodic sojourn probabilities, and the limiting mean) of the considered process. Namely, let intensities (λ(t), µ(t) and ξ(t)) be 1-periodic and 1 0 ξ(t) dt > 0. Then there exists 1periodic limit regime π(t) = (π0(t), π1(t), . . . ) T , and Theorems 1, 2 give us the method of computing of limit 1-periodic sojourn probabilities J k (t) (this is probability that the length of the queue at the moment t does not exceed k) by the following way.
Let ε be an arbitrary positive number.
1.
Put p * (0) = π(0) (unknown!), and p * * (0) = e0.
Then we have in (2.8)
(2.24)
Choose integer m such that 6e
3. Solve the Cauchy problem for the truncated 
BEHAVIOUR OF THE MEAN
We shall study the following mean values 
for any t ≥ 0 and any p(0).
Proof. We have from (1.1):
(3.28) Definition 1. Markov chain X(t) has the limiting mean ϕ(t) if lim t→∞ (ϕ(t) − E k (t)) = 0 (3.31)
for any k.
Definition 2. The double mean of X(t) is defined by
32)
provided that the limit exists and does not depend on k.
Theorem 4. Let arrival, service, and catastrophe rates λ(t), µ(t), ξ(t) be 1-periodic. Let
Then X(t) has the 1-periodic limiting mean ϕ(t) and
double mean E.
Proof. Firstly note that there exists δ > 1 such
Consider the matrix D = diag 1, δ, δ 2 , . . . , (3.34) and the space of sequences B such that
and the forward Kolmogorov system (1.3) as an equation in the space B. Now we can estimate the logarithmic norm γ (A(t)) in B: 
Finally, we obtain
The right-hand side of (3.42) tends to zero as t → ∞ in accordance with (3.33). One can see that |ϕ(t)− E k (t)| → 0 as t → ∞ for any k. Hence, ϕ(t) is 1periodic limiting mean for X(t). The existence of double mean follows from periodicity of ϕ(t). Consider now the problem of approximation of the limit mean characteristics of X(t). Put x 1E = ∞ k=0 k|xi|, and denote by En,0(t) the respective mean for truncated process. 
Proof. We have now
and instead of (2.16)-(2.23) we obtain the following estimate (see also the reasoning of Theorem 2 [8] ) Remark 3. We can compute now the limiting 1periodic mean and double mean by the way of the previous Section.
EXAMPLE
Let X(t) be a queue-length process for M (t)/M (t)/100 queue with catastrophes, and let λ(t) = 3 + sin 2πt, µ(t) = 1 + cos 2πt, ξ(t) = 2 + sin 4πt be the respective birth, death, and catastrophe intensities.
Then S = 100, L = 9. Put δ = 1.2. Then in accordance with Theorem 4 there exist 1-periodic limiting characteristics of the Markov chain (limiting regime π(t) = (π0(t), π1(t), . . . ) T , the respective mean φ(t) = j≥0 jπj(t), the respective sojourn probabilities J k (t) = k j=0 jπj(t)) and double mean E. Now we obtain: M ≤ 3 in (3.39), W ≤ 2.1 in (3.39). For m = 6 and n = 108 we have |E − 1.036| < 10 −3 . In figures 1 -3 the limit 1-periodic characteristics of queue-length process (the mean φ(t) and the sojourn probabilities J k (t) for k = 0, 10) with error 10 −3 are drawn.
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