Ultrashallow seismic-reflection data were collected at a test site in Great Bend, Kansas. The purpose of the experiment was to image seasonal submeter-scale fluctuations in the water table over a period of one year to identify the factors important in monitoring the water table when using seismic-reflection techniques.
INTRODUCTION
Detailed characterization of the shallow subsurface is important in environmental, groundwater, and geotechnical engineering applications where the location and temporal behavior of the water table is important, such as during flooding, construction, or at remediation sites. Drilling or trenching to assist in characterization, however, is at times imprudent or prohibitively expensive. In such cases, characterizing the upper few meters of the earth cost-effectively and noninvasively becomes important. Ultrashallow seismic reflection (USR) imaging offers an alternative tool in instances where ground-penetrating radar or other geophysical techniques are not sufficient for detailed site characterization at shallow depths (i.e., within 3 m of the surface).
Recent advances in USR experiment design and data acquisition techniques (Baker et al., 2000) have allowed the collection of seismic-reflection data from multiple interfaces in the subsurface shallower then three meters. Baker et al. (1999) and Bachrach and Nur (1998; measuring tidal fluctuations) have also used reflection seismology to detect the top of the saturated zone in this depth range. Observations of data collected at a site in central Kansas in March, June, September, November, 1998 and March, 1999 , demonstrate that temporal variations in the elevation of the water table may not be accurately determined using only seismic time sections.
LOCAL GEOLOGY AND HYDROLOGY
The test site is located 8 km south-southwest of the Cheyenne Bottoms waterfowl refuge and 2 km east of the town of Great Bend, Kansas, on the south side of the Arkansas River (Fig. 1) . The near-surface strata (upper 10 m) at the test site are constrained by borehole information and consist of recent alluvial deposits (ranging from poorly-sorted, coarse gravel to silt).
The water table at the Great Bend test site was observed to be controlled by the level of the Arkansas River, not by local precipitation . This was reconfirmed by comparing water-table measurements at a monitoring well 30 m from the test site with a United States Geological Survey (USGS) river-level monitoring unit on the Arkansas River ~2 km upriver. Hydrologic Unit 11030004 of the USGS is located at 38°21'11" N latitude and 98°45'50" W longitude on the downstream side of the bridge on U.S. Highway 281, 0.8 km south of Great Bend, Kansas, 11.5 km upstream from Walnut Creek, and at highway mile marker 873.2. The datum of the gage is 559.36 m above sea level (levels by U.S. Army Corps of Engineers).
Water-table depths for the test site were measured at the monitoring well 30 m from the seismic line using a tape measure. The top of the monitoring well is at an elevation of 555.92 m . The 24-cm difference in elevation between the water table at the test site and the Arkansas River level 2 km upstream ( Figure 2 ) is interpreted as being caused by the river gradient and not by a difference in water-table level between the river level proximal t o the monitoring well and the and the monitoring well itself (Birkelo et al., 1987) . The USR data were collected along a 30-m profile roughly parallel to the Arkansas River on March 24, June 11, September 24, November 16, in 1998 and March 22, 1999. A .22-caliber rifle with subsonic .22-short ammunition fired downhole into 15-cm-deep prepunched holes at 10-cm increments was used as a source ( Figure 3 ). Mark Products L-40A 100-Hz geophones with 5-cm spacing were used to collect data for each of the five time periods. Spread length was 4.8 meters, and the source-receiver offset range was from 5 cm to 5 m (max).
The individual profiles for each time period were collected at lateral distances of no more than 20 cm from each other. The profiles were moved laterally The left-hand side of each shot gather is field data and the right-hand side is forward-modeled finitedifference synthetic data generated using the P-wave velocity model. Visual misfit between the field and synthetic data occurred when interface positions were moved vertically more than 5 cm or when layer velocities were changed by more than 5 m/s. Modified from Baker et al., 1999. a few centimeters each time to avoid sampling previously disturbed ground, except in September 1998, when the ground surface was extremely hard and the shot holes from June 1998 were reamed out and reused. Earlier experiments demonstrated that replanting geophones within 50 cm of the profile did not cause noticeable differences in data quality. The data were processed following the typical steps used in near-surface seismic CMP data processing (Baker, 1999) including: coherent-noise muting, frequency and f-k filtering, AGC scaling, iterative velocity analysis, NMO corrections, and stacking. Minimal post-stack processing (frequency filtering and scaling) was used. For each dataset, velocity analysis was performed by fitting hyperbolae to observed reflections on every 5 th CMP gather and then optimizing stacking coherency for individual reflectors along the profile using velocity panels (with 5 m/s velocity increments) for the whole dataset. Additionally, finite-difference models were used to anchor critical points along the profile (e.g., Figure 3) .
The resultant seismic time sections (Figure 4 ) were depth converted to obtain useful information about water-table elevation. Initially, the data were depthconverted using velocity information from the direct arriving P-wave energy and the average velocity to the water table from the water-table stacking velocities only (not shown). This velocity information was not sufficient to correct from time to depth because important velocity details between the surface layer and the water table were not incorporated.
The final depth sections for the five time periods were determined from detailed velocity profiles calculated using the direct-wave velocity information and the interval velocities for the multiple interfaces between the surface and the water table. The interval velocities were calculated using the Dix equation (Dix, 1955) to convert from stacking velocities to interval velocities. The results show a close correlation between the measured depth to the water table and the seismic depth sections ( Figure 5 ).
COMPARISON OF SEISMIC DATA AND WATER TABLE LEVELS
The measurements obtained from the monitoring well translate to water-table fluctuations between about 2-and 3-m depth at the location of the profiles during the series of experiments. Final stacked time sections of the seismic data show significant variation in data quality and frequency content. However, the water table was successfully imaged for each of the five time periods (see Figure 4) . Two positive-wavelet peaks characterize the source-pulse from the .22 rifle; thus, the water table is imaged as a doublet and should be interpreted as the first zero-crossing before the first peak.
Near-surface moisture conditions caused significant variations in the propagation velocity above the water Variability in data quality was associated with changes in near-surface moisture conditions. The water-table reflection is the doublet at ~20 ms two-way traveltime. During the year of the experiment, the water table fluctuated ~1 m, but this was not evident on the time sections.
DISCUSSION
An examination of Figures 4 and 5 reveals that the reflection from the water table was not flat along the profile. Changes in grain size-and the associated effects of surface tension-along the profile at the top of the saturated zone may have caused these deviations from flatness. Birkelo (1987) found that seismic reflections do not originate from the top of the region of 100% saturation, but rather from some threshold saturation. This threshold was experimentally found to bẽ 99% saturation (Biot, 1956; 1962) .
Small lateral changes in grain size along the profile could affect the elevation of the high-saturation region due to diff- erences in capillary action; however, differences in the thickness of the capillary fringe would not be expected to be as large as suggested by the data. It is more likely that subtle lateral variations in velocity structure above the water table had not been accurately determined during velocity analysis. Figure   6 shows the trace-by-trace picks for the water table taken from the depth-converted sections in Figure 5 . The general lateral trends in water- face layer and the water table that were not identified during velocity analysis. Changes in velocity as small as 5 m/s-which is the accuracy of our finite-difference modeling-could account for nearly all of the lateral variations observed. Despite the lateral variations in the apparent depth to the water table, however, the depths calculated using seismic reflection data were correct within two standard deviations at all times (Table 1) . Being unable to extract detailed lateral velocity variations did reduced measurement accuracy so that the average standard deviation of the depth to the water table using the USR data across the entire profile was ~12 cm.
CONCLUSIONS
Detailed velocity information is critical when using seismic reflection data to determine depths to the water table.
The experiment described yielded unprecedented seismic P-wave velocity control in the upper 3 m of the subsurface but was still only usable t o determine the depth to the water table within ±12 cm. If additional information (i.e., other geophysical data or more dense borehole coverage) had been used, more accurate control might have been achieved.
Clearly, seismic time sections should not be used t o examine the water table at depths shallower than 3 m at sites where near-surface velocity structure is complicated or time varying. The USR time-sections described here did not yield usable information about the depth of the water table, even in a relative sense. Also, a time-to-depth conversion using only the directwave velocity and the water table reflection information did not provide accurate sections. Correct monitoring of the water table was only possible when additional velocity information about the velocity structure of the entire volume above the water table using multiple interfaces was used. 
