The notions of the dual double vector bundle and the dual double vector bundle morphism are defined. Theorems on canonical isomorphisms are formulated and proved. Several examples are given.
is commutative.
We introduce the following notation:
(1) m r , m l ,m r , andm l will denote the operation of addition in K r , K l , E, and F respectively. (2) we use also v + r w for m r (v, w), v + l w for m l (v, w), and simply + for all other additions, (3) 0 r , 0 l ,0 r ,0 l will denote the zero sections of τ r , τ l ,τ r , andτ l respectively.
Let us suppose that the pair (τ r ,τ r ) is a vector bundle morphism K l → E. It follows that K × E K is a vector subbundle of K l ⊕ K l with (τ l × τ l )(K × E K) = F × M F . We denote this subbundle by K l ⊕ E K l . Moreover, the addition m r : K × E K → K is a fiber bundle morphism which projects tom r : F × M F → F .
Definition 1.
A double vector bundle K is a system (K r , K l , E, F) of vector bundles K r = (K, τ r , E), K l = (K, τ l , F ), E = (E,τ l , M ) and F = (F,τ r , M ) such that the diagram (1) is commutative and the following conditions are satisfied:
(1) pairs (τ l ,τ l ), (τ r ,τ r ) are vector bundle morphisms, (2) pairs of additions (m l ,m l ) and (m r ,m r ) are vector bundle morphisms K r × F K r → K r and K l × E K l → K l respectively, (3) zero sections 0 r : E → K l , 0 l : F → K r are vector bundle morphisms.
In the following we use the diagram (1) to represent the double vector bundle K. and, consequently,
Thus, we have a vector bundle C = (C, τ, M ), where τ =τ l • τ r =τ r • τ l . This vector bundle is called the core of K.
Proposition 3.
(1) ker τ r with the vector bundle structure induced from K r is canonically isomorphic to the Whitney sum F ⊕ M C. (2) ker τ r with the vector bundle structure induced from K l is canonically isomorphic to the vector bundle F × M C, i.e., to the pull-back of C by the projectionτ r . (3) ker τ l with the vector bundle structure induced from K l is canonically isomorphic to the Whitney sum E ⊕ M C. (4) ker τ l with the vector bundle structure induced from K r is canonically isomorphic to the vector bundle E × M C, i.e., to the pull-back of C by the projectionτ l .
Proof:
(1) Since the zero section 0 l is a vector bundle morphism
its image 0 l (F ) is a vector subbundle of K r , contained in ker τ r and isomorphic to F. Let v ∈ ker τ r and let m =τ l • τ r (v) =τ r • τ l (v). We have τ r (v) =0 l and, since v ∈ ker τ r , τ r (0 l (τ l (v))) =0 l (τ r • τ l (v)) =0 l (m).
It follows, that the pair (v, 0 l (τ l (v))) is in the domain of m r . Now, we can define two mappings ¶ C , ¶ F : ker τ r → ker τ r by the formulae
It is evident that ¶ It follows that ¶ F , ¶ C are projectors, which define a splitting of ker τ r . We have that ¶ C (v) ∈ ker τ r and τ l ( ¶ C (v)) = τ l (v) − τ l (0 l (τ l (v))) =0 l (m), and, consequently, ¶ C (v) ∈ C.
It is obvious that, for each m ∈ M , the intersection of fibers over m of 0 l (F ) and C is trival and equal to {0 r (m)}. Since the image of ¶ F is canonically isomorphic to F, we conclude, finally, that ker τ r is canonically isomorphic to F ⊕ M C.
(2) From (1) we have that ker τ r can be identified (as a manifold) with F × M C. With this identification τ l is the canonical projection on F and the zero section 0 l is given by 0 l : F → F × M C: f → (f, 0).
The addition m l defines a vector bundle morphism
(3,4) The proof is analogous.
The following two propositions will be useful in the next section. 
There exists k ∈ C such that τ (k) =τ l (e) =τ r (f ) and, using the identifications of Proposition 3,
Proof: We have τ l (v − r w) = f − f = 0 and τ r (v − l w) = e − e = 0. It follows from Proposition 3 that there exist k, k
we have (linearity of m r )
From Proposition 4 we have also
be a coordinate system on M . In the bundles E, F, we introduce coordinate systems (( 
is a vector bundle coordinate system in C. The operation of addition + r is characterized by the following equalities
The operation of addition + l is characterized by
Examples.
be vector bundles and let K = F × M C × M E. By K(F, C, E) we denote a double vector bundle represented by the diagram
where
projections. The right and left vector bundle structures are obvious:
The core of K(F, C, E) can be identified with C.
2. Let E = (E, τ, M ) be a vector bundle. The tangent manifold TE has two vector bundle structures ( [5] ): the canonical vector bundle structure of the tangent bundle, on the canonical fibration τ E : TE → E, the tangent vector bundle structure on the tangent fibration Tτ : TE → TM .
It is easy task to verify that the diagram
represents a double vector bundle. We denote this double vector bundle by TE. The core consists of vertical tangent vectors at the zero section of E. Thus, it can be identified, in an obvious way, with E.
3. Let K be a double vector bundle represented by the diagram
represents a double vector bundle. We denote it by J(K).
In examples (1) and (2), we identified canonically the core with a certain vector bundle. We shall write in the following a diagram
instead of the diagram (1), if we identify the core of (1) with the vector bundle C. In the case of K = TE we write then the diagram
Morphisms of double vector bundles.
Let
be double vector bundles with cores C and C ′ respectively. A morphism Φ: K → K ′ of double vector bundles is a family
We have thus a commutative diagram
Proposition 6. Let Φ: K → K ′ be a morphism of double vector bundles. Then
Proof: SinceΦ r : E → E ′ is a morphism of vector bundles, it maps the zero section of E into the zero section of E ′ . It follows that Φ(ker τ r ) ⊂ ker τ We denote by Φ c = (Φ c ,Φ) the morphism of vector bundles C and C ′ induced by Φ. Let (x i , e a , f A , c α ) be an adapted local coordinate system on K and let (xī,ēā,fĀ,cᾱ) be an adapted coordinate system in K ′ . We havē
where Φī, Φā b , ΦĀ B , Φᾱ β , Φᾱ aA are functions on the domain of (x i ) in M .
Examples. 3. Let K = K(F, C, E) and
where the mapping Ψ:
The right dual.
Let K * r be the vector bundle, dual to K r . We denote by K * r the total fiber bundle space and by π l the projection
Let a ∈ K * r and k ∈ C satisfy τ (k) =τ l (π l (a)). We can evaluate a on a vector (π l (a), k) of ker τ l . We define a mapping π r : K * r → C * by the formula
It follows directly from this construction that
The mapping π r : K * r → C * is a morphism of vector bundles
We define a relation
Proof: P (m l ) is univalent, because for each w we can find v, v ′ such that m l (v, v ′ ) = w and, consequently, c is completely determined by the condition
Let k ∈ C and c = P (m l )(a, b). From the definition of π r we have, using identifications of Proposition 3,
It follows that π r (a) = π r (b). Moreover,
Hence, π r (a) = π r (c).
and, consequently,
This proves that c is a well defined function on (τ r ) −1 (e + e ′ ). Now, we have to show that this function is linear. Let be w = w 1 + r w 2 and
and
The function c is additive and, consequently, linear. We have then the operation P (m l ) in fibers of π r . In the following, we shall use also + r instead of P (m l ) to denote this opeation. The multiplication · r is defined by the formula
We show in the following proposition that with these operations K * r becomes a vector bundle over C * .
Proposition 10. On each fiber of π r the operation P (m l ) defines the structure of an Abelian group.
Commutativity. Obvious. Neutral element. Let us choose an element α ∈ C * . Since ker τ r , with the vector bundle structure of K r , is identified with F ⊕ M C, we can define an element e α ∈ K * r by
For each a ∈ K * r such that π r (a) = α and for each w ∈ K such that τ r (w) = π l (a), we have w, a + r e α = w + l (f, 0), a + r e α = w, a + (f, 0), e α = w, a ,
Local coordinates. Let (x i , e a , f A , c α ) be an adapted coordinate system on K and let (x i , e a , p A , q α ) be the adopted coordinate system on the dual bundle K * r , i. e., the canonical evaluation is given by the formula
We use (x i , c α ) as a coordinate system on C and (x i , q α ) as a coordinate system on C * . In these coordinate systems, we have
It follows that (K * r , π r , C * ) is a vector bundle. We denote it by K * r r . The vector bundle (K * r , π l , E) we denote by K * r l . Theorem 11. The system K * r = (K * r r , K * r l , C * , E) is a double vector bundle. Proof: We have to show that the projection, zero section and the operation of addition related to one vector bundle structure is linear with respect to another one.
Projections. Linearity of π r : K * r l → C * follows directly from its definition. Linearity of the projection π l : K * r r → E is contained in the definition of P (m l ). Zero sections. Linearity of 0 l : E → K * r r follows directly from the definition of P (m l ). Now, let 0 r : C * → K * r l = (K r ) * be the zero section. For α ∈ C * , e α = 0 r (α) is an element of the space dual to τ
Hence linearity.
Additions. First, we show that + l is a morphism of vector bundles
Let a, b, a ′ , b ′ ∈ K * r be such that
Since π l : K * r r → E is linear, we have
The operation + l is additive with respect to + r and + r is additive with respect to + l if for each quadruple (a, b, a
To show this equality let us take w, v, v
We identify the kernel ker τ r with F ⊕ M C and, consequently, the kernel of π l with C * ⊕ M F * . With this identifications, we have that
and that π r is the canonical projection C * ⊕ F * → C * . It follows that the core of K * r can be identified with F * and that ker π r = E ⊕ F * .
Proposition 12. Let a = (e, f * ) ∈ ker π r and b ∈ K * r . Then, for v, w ∈ K such that τ r (v) = e and w = (e, c) ∈ ker τ l , e = π l (b), we have
, and a = (e, f * ) = (e, 0) + r (0, f * ). But, from the definition of + r in K * r and from (18), it follows that
The proof of the second equality is analogous. Now, we can write the diagram for K * r . If K is represented by the diagram
then the right dual K * r is represented by the diagram
The left dual. A construction, similar to that of K * r , can be applied to the left dual K * l .
As the result, we obtain the structure of a double vector bundle on K * l . We denote it by
There is an obvious identity
be vector bundles and let ϕ: A → A ′ and ϕ: M → M ′ be mappings such that the pair ϕ = (ϕ, ϕ) is a morphism of vector bundles. The dual morphism ϕ * : A ′ → A is not composed of mappings, but relations, unless it is an isomorphism.
In order to avoid the use of relations instead of mappings, we restrict further considerations to the case of isomorphism only. It follows from the formulae (10) that Φ is an isomorphism of double vector bundles if and only ifΦ r ,Φ l andΦ c are isomorphisms of vector bundles.
Let Φ: K → K ′ be an isomorphism of double vector bundles, Φ = (Φ, Φ r , Φ l ,Φ). Consequently, Φ r = (Φ, Φ r ) is an isomorphism of vector bundles,
The dual vector bundle morphism
is also an isomorphism. Let us denote by Φ * r the mapping of bundle spaces, Φ * r : K ′ * r → K * r . We have (Φ r ) * = (Φ * r , Φ −1 r ). Proposition 13. Φ * r defines an isomorphism of vector bundles K ′ * r r and K * r r . Proof: First, we show that Φ * r respects fibrations π ′ r and π r . Let a, b ∈ K ′ * r be such that π ′ r (a) = π ′ r (b). The kernel ker τ ′ l is, with the right bundle structure, isomorphic to E ′ × M C ′ and, with the left bundle structure, it is isomorphic to
Since Φ is linear with respect to both, the right and left, vector bundle structures, we have
Linearity of Φ * r with respect to the right vector bundle structure follows from
Corollary 14. We have the following equalities for Ψ = Φ * r
Proof: ker τ r and ker τ ′ r , with the right vector bundle structures, are isomorphic to F⊕ M C and F ′ ⊕ M ′ C ′ respectively. The existence of these isomorphisms implies that the restriction of Φ to ker τ r is identifiable withΦ l ⊕Φ c . It follows that, with these identifications, the dual mapping
We have also that ker π l and ker π ′ l , with the left vector bundle structure, are isomorphic to (C) * ⊕ M (F) * and (C ′ ) * ⊕ M (F ′ ) * respectively. With these isomorphisms the restriction of Φ * r to ker π ′ l is identifiable withΨ r ⊕Ψ c . It follows thatΨ r = (Φ c ) * ,Ψ c = (Φ l ) * . The third equality in (29) is obvious.
Examples.
1
Since we identify K * r with K(E, F * , C * ) and (
One can easily verify the equality
and Ψ * is the vector bundle mapping dual to Ψ with respect to the left argument, i.e., with respect to f ∈ F .
2.([5])
We have (Section 3.) an isomorphism of double vector bundles
The right dual (κ M ) * r : TT * M → T * TM is usually denoted by α M and plays a crucial role in the Lagrangian formulation of the dynamics of mechanical systems.
Canonical isomorphisms.
Proposition 15. The three double vector bundles
are canonically isomorphic.
Proof: It follows from the construction in Section 4 that we can identify manifolds (K * r ) * l and K. Also the right vector bundle structures coincide. Let Φ: K → (K * r ) * l be the canonical diffeomorphism and let ϑ r , ϑ l be projections in (K * r ) * l . For f * ∈ F * = ker π r ∩ ker π l , we have
. Equality of the left vector bundle structures follows from
In the following, we show that there is a canonical isomorphism of double vector bundles K and ((K * r ) * r ) * r . Through this section we denote by (τ r , τ l ), (π r , π l ), (ξ r , ξ l ), and (ϑ r , ϑ l ) the right and left projections in K, K * r , (K * r ) * r , and ((K * r ) * r ) * r respectively. Identifying vector bundles with their second duals, we have
The core of (K * r ) * r is E * and the core of ((K * r ) * r ) * r is (C * ) * = C. We define a relation R K ⊂ K × ((K * r ) * r ) * r in the following way: Let v ∈ K, ϕ ∈ ((K * r ) * r ) * r be such thatτ l (τ r (v)) =θ l (ϑ r (ϕ)). We say that (v, ϕ) ∈ R K if for each a ∈ K * r and α ∈ (K * r ) * r such that
we have a, α = v, a + α, ϕ .
Theorem 16. The relation R K is a mapping which defines an isomorphism of double vector bundles.
Proof: Let (v, ϕ) ∈ R K , e = τ r (v), and f = ϑ l (ϕ). We show first that τ r (v) = ϑ r (ϕ) and τ l (v) = ϑ l (ϕ). For a = (e, f * ) ∈ ker π r and α = (f, e * ) ∈ ker ξ l equality (33) assumes the form a, α = f, f * + e, e * = v, a + α, ϕ = τ l (v), f * + ϑ r (ϕ), e * .
in view of (18) and Proposition 12. It follows that
since e * and f * are arbitrary.
In the next step we show that R K restricted to either right or left fiber is a linear relation.
Let a, α be such that π l (a) = τ r (v), π r (a) = ξ l (α) and ξ r (α) = ϑ l (ϕ + r ϕ ′ ). We can find β, β ′ ∈ K * r * r such that ξ r (β) = ϑ l (ϕ), ξ r (β ′ ) = ϑ l (ϕ ′ ), and α = β + l β ′ . We have then
and, by the definition of the right vector bundle structure on (K * r * r ) * r ,
It follows that
and, consequently, (v + r v ′ , ϕ + r ϕ ′ ) ∈ R K . Similar arguments show that R K is invariant with respect to the left addition and also with respect to the right and left multiplications by a number. The dimensions of K and ((K * r ) * r ) * r are equal n + n E + n F + n C . Thus it remains to show that the kernel and cokernel of R K are trivial, and that the domain of R K is the whole K.
It will prove that R K is an injective mapping and, consequently, an isomorphism of double vector bundles.
Since we identify ker τ l and ker ϑ l with E × M C, we can write v − r v ′ = (e, k) and ϕ − r ϕ = (e, 0).
Let a ∈ K * r and α ∈ K * r * r be such that
It follows that α ∈ ker ξ r = C * × M E * . Let α = (k * , e * ) in this representation. We have from Proposition 12 that a, α = e, e * ,
α, ϕ − r ϕ = ϑ r (ϕ − r ϕ), e * = e, e * .
It follows that the equality
assumes the form e, e * = k, k * + e, e * .
Hence k, k * = 0 for each k * and, consequently, k = 0. The kernel of R K is trivial. Similarly, we prove that the cokernel is trivial. Now, let v ∈ K and let α ∈ K * r * r with ξ r (α) = τ l (v). We have to show that the formula
where π l (a) = τ r (v) and π r (a) = ξ l (α), defines an element ϕ ∈ K * r * r * r . It is enough to prove that the right hand side of this formula does not depend on the choice of a. Let a, a ′ be such that π l (a) = π l (a ′ ) = τ r (v) and π r (a) = π r (a ′ ) = ξ l (α). Then
Let a− r a ′ = (k * , f * ) and a− l a ′ = (e, f ′ * ). The linearity of the left vector bundle structure on K * r , with respect to the right vector bundle structure implies that
and, consequently, f * = f ′ * . We get from Proposition 12
We conclude that ϕ is well defined and, consequently, (v, ϕ) ∈ R K .
If we replace the right-hand side of (33) by a different combination of v, a and α, ϕ , we obtain another isomorphism. The isomorphism corresponding to v, a − α, ϕ will be denoted by R ± K , the isomorphism corresponding to − v, a + α, ϕ will be denoted by R ∓ K , and the isomorphism corresponding to − v, a − α, ϕ will be denoted by R = K . Proposition 17.
Proof: The proof is an immediate consequence of the equalities
and the fact that R K defines an isomorphism of double vector bundles.
In an analogous way we introduce isomorphisms
K of K * l * l * l and K. Examples.
1. Let K = K(F, C, E). Using the identification K * r = K(E, F * , C * ) and also the identifications E * * = E, F * * = F, and C * * = C, we get K * r * r = K(C * , E * , F) and K * r * r * r = K(F, C, E).
Thus, we have obtained another identification of K and K * r * r * r . With this identification the formula (33) assumes the form (e, ϕ, γ), (γ, ε,f ) = (f, c, e), (e, ϕ, γ) + (γ, ε,f ), (f ,c,ē) ,
where e,ē ∈ E, f,f ∈ F, c,c ∈ C, ε ∈ E * , ϕ ∈ F * , ψ ∈ C * . Hence, e =ē, f =f , c = −c, and, consequently,
Analogously,
2. Let K be the double vector bundle T * E represented by the diagram
Then the first, second, and third right duals can be identified with double vector bundles J(TE), TE * and J(T * E), represented by diagrams
K define diffeomorphisms from T * E * to T * E. These diffeomorphisms are antisymplectomorphisms with respect to the canonical symplectic structure of the cotangent bundle for R K , R = K and symplectomorphisms for R
′ be an isomorphism of double vector bundles. We have Φ * r * r * r : (K ′ ) * r * r * r → K * r * r * r .
Using one of the introduced isomorphisms of a double vector bundle and its third right dual, we can compare Φ and its third right dual.
Proposition 18. We have the following equality
Proof: Let ϕ ∈ K * r * r * r , ϕ ′ ∈ (K ′ ) * r * r * r , v ∈ K, and v ′ ∈ K ′ be such that
Then, as in (33), we have a
and, for a = Φ * r (a ′ ), α = (Φ * r * r ) −1 (α ′ ), we have
From the formula (33) and from (45), we derive the following identities
Φ * r * r * r (ϕ ′ ) = ϕ which make the formula (45) equivalent to
Equalities similar to (42) hold for pairs of relations (R
Remark. In the case of K = K(F, C, E) and
we have another isomorphisms of K and K * r * r * r , K ′ and (K ′ ) * r * r * r (see Example 1 of this section). In contrast to (42), Φ * r * r * r does not correspond, with respect to these isomorphisms, to Φ −1 .
Examples and applications.
7.1. Vector and co-vector fields on a vector bundle. Let E = (E, τ, M ) be a vector bundle and let X be a vector field on E. By X we denote the corresponding function on T * E.
Theorem 19. The following three conditions are equivalent.
(1) For each function f on E, linear on fibers, the function X, df is linear on fibers.
(2) The mapping X: E → TE is a vector bundle morphism from E to (TE, Tτ, TM ).
(3) The function X is linear with respect to the right and left vector bundle structures on T * E.
Proof: Let f be a linear function on E and let v, v ′ ∈ TE be such that Tτ v = Tτ v ′ . We can choose curves γ, γ ′ on E which represent v, v ′ , respectively, and satisfy the following condition:
i.e., df (e + e ′ ) = df (e) + l df (e ′ ).
(1 ⇒ 2) First, we have to show that, if τ (e) = τ (e ′ ), then Tτ (X(e)) = Tτ (X(e ′ )). It is enough to show that for each function g on E, which is constant on fibers,
Let f be a linear function on E and and let g be a function on E, constant on fibers. The function f g is linear on fibers, hence X(f g) is also linear. Since
and gX(f ) is linear on fibers, it follows that f X(g) is linear and, consequently, X(g) is constant on fibers and X(g)(e) = X(g)(e ′ ).
Since X(g)(e) = X(e), dg(e) , we get (47). Now, we show that X is linear on fibers. Let µ be a covector from T * e+e ′ E, where e + e ′ = 0. There exists a function F µ on E which is linear on fibers and such that dF µ (e + e ′ ) = µ. We have from (46)
The above calculation gives, for every µ,
and, consequently X(e + e ′ ) = X(e) + X(e ′ ) for e + e ′ = 0. By the continuity argument, we get the desired equality for all e, e ′ . Similar arguments show that X(αe) = α · l X(e). (2 ⇒ 3) Let τ (e) = τ (e ′ ). Since X is a vector bundle morphism, we have
and X(e + e ′ ) = X(e) + l X(e ′ ),
Let µ and ν be two covectors on E, µ ∈ T * e E and ν ∈ T * e ′ E, such that T * τ µ = T * τ ν. From the definition of the vector bundle structure on (T * E, T * τ, E * ), we have
The above calculation shows that X, treated as a function on T * E, is linear with respect to the vector bundle structure (T * E, T * τ, E * ). It is obviously linear with respect to the canonical vector bundle structure on (T * E, π E , E).
It follows from (46) that for a linear function f X(e + e ′ ), df (e + e ′ ) = X(e) + l X(e ′ ), df (e) + l df (e ′ ) = X(e), df (e) + X(e ′ ), df (e ′ ) .
We say that a vector field X is of degree zero if one of the conditions of this theorem is satisfied.
Let (X i , e a ) be an adapted coordinate system on E. A vector field X on E is of degree zero if, in local coordinates,
where X i , X i a are functions of (x i ) only. Now, let θ be a 1-form on E and let θ be the corresponding function on TE. (1) For each vector field X of degree zero, the function X, θ is linear on fibers.
(2) The mapping θ: E → T * E is a vector bundle morphism from E to (T * E, T * τ, E * ). (3) The function θ is linear with respect to the right and left vector bundle structures on TE.
(1 ⇒ 2) Let X be a vertical vector field on E, constant on fibers. For every linear function f on E the vector field f X is polynomial of degree 0 (see (48)). The function f X, θ is then linear on E and, since f X, θ = f X, θ , the function X, θ (·) is constant on fibers. It follows that T * τ θ(e) and T * τ θ(e ′ ) are equal if τ (e) = τ (e ′ ) and, consequently, that θ is a fiber preserving mapping from E to (T * E, T * τ, E * ). In order to prove the linearity of θ on fibers, i.e., that
it is enough to prove the first equality for e, e ′ such that e + e ′ = 0. Let e + e ′ = 0. For every vector v ∈ T e+e ′ E there exists a vector field X of degree 0, such that X(e + e ′ ) = v. We have then v, θ(e + e ′ ) = X(e + e ′ ), θ(e + e ′ ) = = X(e), θ(e) + X(e ′ ), θ(e ′ ) = X(e) + l X(e ′ ), θ(e) + l θ(e ′ ) = = X(e + e ′ ), θ(e) + l θ(e ′ ) = v, θ(e) + l θ(e ′ ) .
Since it holds for every v in T e+e ′ E, we have
(2 ⇒ 3) Let v ∈ T e E, w ∈ T e ′ E, τ (e) = τ (e ′ ) and Tτ (v) = Tτ (w). We have
i.e., θ is a linear function on TE with respect to the tangent vector bundle structure on TE. Linearity with respect to the canonical vector bundle structure on (TE, τ E , E) is obvious. (3 ⇒ 1) Let X be a vector field on E of degree 0. It follows from Theorem 19 that X, θ (e + e ′ ) = X(e + e ′ ), θ(e + e ′ ) = X(e) + l X(e ′ ), θ(e + e ′ ) = θ(X(e) + l X(e ′ )) = = θ(X(e)) + θ(X(e ′ )) = X(e), θ(e) + X(e ′ ), θ(e ′ ) = X, θ (e) + X, θ (e ′ )
Similarly, X, θ (αe) = X(αe), θ(αe) = α · l X(e), θ(αe) = α X(e), θ(e) = α X, θ (e).
We say that θ is of degree 1 (linear) if one of the equivalent conditions of the theorem above is satisfied. In a local coordinate system, a linear 1-form θ has the following form
where θ a , θ ia are functions of (x i ) only.
Linear Poisson structures.
A Poisson structure on a vector bundle E is called linear if, for every two functions f, g, linear on fibers of E, the Poisson bracket {f, g} is also linear on fibers. It follows that for f linear on fibers and g, g ′ constant on fibers the bracket {f, g} is costant on fibers and {g, g ′ } = 0. Let Λ be a Poisson bivector field on E and let Λ: T * E → TE be the correspondig mapping of vector bundles.
Proposition 21. Λ defines a linear Poisson structure on E if and only if Λ defines a morphism of double vector bundles T * E → TE.

Proof:
Let Λ be the bivector field of a linear Poisson structure. In the proof of Theorem 19 we have shown that for a linear function f on E the differential df is linear, i.e., df (e + e ′ ) = df (e) + l df (e ′ ).
The vector field Λ(df ) is a linear vector field because it satisfies the condition (1) from the theorem 19. It means that
On the other hand, for a function g, constant on fibers, the vector field Λ(dg) is vertical and constant on fibers (we identify spaces of vertical vectors at different points in a fiber). For every pair of covectors µ, ν such that µ ∈ T * e E, ν ∈ T * e ′ E and they have the same projection on E * , there exist a linear function f and a function g, costant on fibers, such that df (e) = µ and df (e ′ ) + dg(e ′ ) = ν. Therefore, we have, in view of (51)
Now, let the Poisson bivector Λ be a morphism of double vector bundles. It follows that, for every pair of covectors µ, ν such that their left projections are equal, we have
Let f, g be linear on fibers. Consequently, df, dg are linear one forms. We have then {f, g}(e + e ′ ) = Λ(df (e + e ′ )), dg(e + e ′ ) = Λ(df (e) + l df (e ′ )), dg(e) + l dg(e ′ ) = Λ(df (e)) + l Λ(df (e ′ )), dg(e) + l dg(e ′ ) = Λ(df (e)), dg(e) + Λ(df (e ′ )), dg(e ′ ) = {f, g}(e) + {f, g}(e ′ ).
7.3. Special symplectic manifolds. Let E = (E, τ, M ) be a vector bundle and let ω be a 2-form on E. By ω we denote the corresponding vector bundle morphism
We say that ω is linear with respect to the vector bundle structure E if ω is a morphism of double vector bundles ω: TE → T * E.
If ω is linear, then there are three derived vector bundle morphisms:
Of course, ω r = id E and, because ω is skew-symmetric, we have, from (29),
Proposition 22. ω is closed if and only if the pull-back of the canonical symplectic form
Proof: Let (x i , e a ) be a local coordinate system on E and let (x i , e a ,ẋ j ,ė b ), (x i , e a , p j , f b ) be adopted coordinate systems on TE, T * E respectively. For a 2-form ω on E,
we have
The linearity of ω implies, in view of (10),
The exterior derivative of ω assumes then the form:
Therefore the external derivative dω equals 0 if and only if the following two conditions are satisfied:
The second condition is an immediate consequence of the first one.
On the other hand, the mapping ω c is given in the coordinate system, by the formula
Consequently, the pull-back of the canonical symplectic form ω M = dp i ∧ dx i by ω c is given by
It follows that ω = ω * c ω M if and only if the condition
which is equivalent to (55), is satisfied.
If ω is nondegenerate, i.e., if ω is an isomorphism of vector bundles, then also ω c is an isomorphism. In that case ω c is a symplectomorphism. Thus, we can consider the pair (E, ω) as a special symplectic manifold ( [6] , [7] ).
Vertical lifts and complete lifts.
In this section, we present concepts of vertical and complete lifts of a vector field ( [9] , [1] ) in the general framework of double vector bundles.
Let K = (K r , K l , E, F) be a double vector bundle with the core C. Let γ be a section of the core. Using the double vector bundle structure of K we assign to γ two sections V r γ and V l γ of τ r and τ l respectively.
From Proposition 3 we have ker τ r = F × M C and ker τ l = E × M C. Sections V r γ and V l γ are defined by the following formulae:
and V r γ: E → K: e → (e, γ(τ l (e))) ∈ ker τ l ⊂ K.
Sections V r γ and V l γ are called vertical lifts of γ with respect to the right and left projections.
(1) Let K = TE. The core of TE is isomorphic to E We can therefore lift the section of τ to the section of τ E and Tτ . In local coordinate system (x i , e a ,ẋ j ,ė b ) vertical lifts are given by the fomulae
(2) Let K = T * E. The core we identify with T * M . The right vertical lift of a 1-form θ is the pull-back of θ by the projection τ . Now, let X: F → K be a section of τ l . We say that this section is linear if it projects to a mapping X: M → E and the pair X = (X, X) is a vector bundle morphism
In a similar way we define linear sections of τ r . l (X(m)) ⊂ K * r . If n E , n F , n C are the dimensions of fibers of E, F, C respectively then the dimension of X
• (m) is equal n C .
We show that X • (m) projects to the whole fiber of C * (which is of dimension n C ). Since the projection π r is linear with respect to the left vector bundle structure, it is enough to show that π r , restricted to the anihilator X
• (m), is an injection. Let a be an element of ker π r ∩ X
• (m). We represent a by a pair (e, ϕ) ∈ E × M F * , where e = X(m). Since (e, ϕ) is an element of the anihilator X
• (m) then X(f ), (ξ(m), ϕ) should be equal to zero for all f . The following calculation shows that, in this case, ϕ must be zero:
It follows that X • (m) is the image of a section of π r over π Let (x i , e a , f A , k α ) be a local coordinate system on K and let (x i , e a , ϕ A , κ α ) be the adopted local coordinate system on K * r . A section of τ l is linear if it is of the form
A linear section Y of π r which have the same projection onto section ofτ r can be written as:
The condition X, Y = 0 gives
Of special interest is the case of K = J(TE). The left projection is the canonical projection τ E : TE → E and a section X of this projection is a vector field on E. The right dual to J(TE) we identify with TE * (Example 3 of Section 4) and a section of the right projection is a vector field on E * . Linear sections of τ E , τ E * are vector fields of degree 0. Proposition 23 establishes the ono-to-one correspondence between vector fields of degree 0 on E and vector fields of degree 0 on E * . In particular, for E = TM , the complete tangent lift d T X of a vector field on M is a vector fields of degree 0 on TM (see [9] , [1] ). One can easily recognize the corresponding vector field Y on the cotangent bundle T * M as the complete cotangent lift of X. In local coordinates, for X = X i ∂ ∂x i , we have
7.5. Linear connections and the dual connections. A connection on a vector fibration E is given by the horizontal distribution and can be represented by a section δ of the fibration
The connection is linear if δ is a morphism of vector bundles
where j 1 (E) is a vector fibration over M . A connection on E defines a splitting of the tangent bundle TE into the vertical and horizontal parts. Since the bundle VE of vertical vectors can be identified with the product E × M E, we can look at the splitting map as an isomorphism of vector bundles
over the identity of E. 
such that the corresponding mappings
are identities.
Let D be the the splitting of a linear connection on E. The transposed left dual to D defines an isomorphism
and, because of (59) and (45), D * r , D * l , D * c are identities. Thus D * is the splitting of a linear connection on E * . We call it the dual connection.
Let g: E → E * be a metric on E (g is a self-adjoint isomorphism of vector bundles). The splitting D is the splitting of a metric connection if the following diagram is commutative
7.6. Symmetric connections. In this section E = TM . We have then the canonical isomorphism
We introduce also an isomorphism
Proposition 25. A connection D is symmetric (torsion-free) if and only if
i. e., if the following diagram is commutative
Proof: Let (x i ,ẋ j , x ′ k ,ẋ ′l ) be an adopted coordinate system on TTM and let (y i ,ẏ In order to obtain conditions for a connection to be symmetric, in terms of the dual connection, let us consider first a more general commutative diagram of isomorphisms of double vector bundles.
The left dual to this diagram is the commutative diagram (see (21))
Using the canonical isomorphisms of K, L and K * r * l , L * r * l , we obtain K * r = L ± K * r (K * r * l * l * l ) = L ± K * r (K * l * l )
With these identifications, we can replace the diagram (67) by an equivalent one:
or
where β
. In the case of K = TTM and L = K(TM, TM, TM ), we have, as in (41),
and the canonical evaluation between L * l and L * l * l is given by the formula (v, f, g), (w, h, g) = v, h + w, f . 
The commutative diagram (71) is then equivalent to
The isomorphism L ± L * r is given by the formula ((39)) L ± L * r : (v, f, g) → (−v, f, g) and L ± K * r : T * T * M → J(T * TM ) is a symplectomorphism such that it projects to the identity on T * M and the core isomorphism is also the identity on T * M . The isomorphism α M : TT * M → T * TM is a symplectomorphism between the tangent canonical symplectic structure on TT * M and the canonical symplectic structure on T * TM which projects to the identity on T * M and the core isomorphism is also the identity on T * M ([1], [5] ) . It follows that β = J(β L ): (v, f, g) → (−v, f, g) and that β K is a symplectomorphism such that it projects to the identity on T * M and the core isomorphism is also the identity on T * M . We conclude that β K is the canonical symplectic structure on T * M . We get the diagram 
Let X, Y be vector spaces, T : X → Y a linear mapping and Z ⊂ X a vector subspace. We have the equality T * ((F (Z))
It follows that, since
and, consequently, the equality (78) is equivalent to
We have proved the following theorem.
