Multi-modal data analysis techniques, such as the Parallel Independent Component Analysis (pICA), are essential in neuroscience, medical imaging and genetic studies. The pICA algorithm allows the simultaneous decomposition of up to two data modalities achieving better performance than separate ICA decompositions and enabling the discovery of links between modalities. However, advances in data acquisition techniques facilitate the collection of more than two data modalities from each subject. Examples of commonly measured modalities include genetic information, structural magnetic resonance imaging (MRI) and functional MRI. In order to take full advantage of the available data, this work extends the pICA approach to incorporate three modalities in one comprehensive analysis. Simulations demonstrate the three-way pICA performance in identifying pairwise links between modalities and estimating independent components which more closely resemble the true sources than components found by pICA or separate ICA analyses. In addition, the three-way pICA algorithm is applied to real experimental data obtained from a study that investigate genetic effects on alcohol dependence. Considered data modalities include functional MRI (contrast images during alcohol exposure paradigm), gray matter concentration images from structural MRI and genetic single nucleotide polymorphism (SNP). The three-way pICA approach identified links between a SNP component (pointing to brain function and mental disorder associated genes, including BDNF, GRIN2B and NRG1), a functional component related to increased activation in the precuneus area, and a gray matter component comprising part of the default mode network and the caudate. Although such findings need further verification, the simulation and in-vivo results validate the three-way pICA algorithm presented here as a useful tool in biomedical data fusion applications.
Introduction
It is becoming increasingly common in neuroscience, medical imaging and genetic studies to acquire several data modalities from each subject. In these situations, the different data modalities might be related to each other constituting a set of complementary observations of the same phenomenon. The incorporation of all modalities in one comprehensive analysis has the potential to enhance discovery and improve significance when compared to methods that analyze each modality separated. An example is the influence of genetic factors on brain structure (Thompson et al., 2001) , important in understanding normal brain development and mental disorders. Associations between these two data modalities are relevant in the study of Alzheimer disease (Stein et al., 2010) and have been studied using the multi-modal method known as Parallel Independent Component Analysis (pICA) (Meda et al., 2012) . Other modalities of interest for this type of studies include genetic information, structural magnetic resonance imaging (sMRI), functional MRI (fMRI), and behavioral assessments. The need for multi-modal methods is evident since they are capable of leveraging potentially useful information from complementary modalities.
Multi-modal methods can be divided into hypothesis-driven and data-driven approaches. Hypothesis-driven approaches such as structural equation modeling (Bollen, 1989) allow simultaneous testing of multiple connections between brain MRI data and genetic variations (Baaré et al., 2001) , which would be missed using a unimodal method. However, these approaches may suffer when important associations are not included in the initial hypothesis. Unlike hypothesis-driven methods, data-driven approaches rely on the structure of latent variables to reveal associations between modalities. Data-driven approaches based on the Independent Component Analysis (ICA) are beginning to be widely applied Calhoun et al., 2006 Groves et al., 2011) to identify links between brain imaging networks from multiple modalities (e.g. structure and function). Another variant described by Sui et al. (2010 Sui et al. ( , 2011 combines canonical correlation analysis (CCA) (Hardoon et al., 2004) and ICA to form a multimodal fusion framework. By using CCA to "prefuse" the data, this technique can be extended to many modalities (Takane et al., 2008) without convergence issues. The framework used by Martinez-Montes et al. (2004) applies partial least squares (PLS) to fuse electroencephalography (EEG) and fMRI data. A similar pairwise fusion algorithm was proposed in Yang et al. (2010) that combines ICA with a support vector machine (SVM) to fuse fMRI and genetic data. A useful review of these and other existing methods for multimodal data fusion can be found in Sui et al. (2012) . Although all of these methods offer attractive features, they have either not been widely applied to more than two modalities, or they do not explicitly incorporate the information provided by all modalities in one comprehensive data decomposition. This is often a limitation when genetic, structural and functional data are collected together.
The pICA algorithm (J.Y. Liu et al., 2008) builds upon the blind matrix factorization techniques used in ICA to simultaneously extract latent statistically independent components and jointly identify mutual relationship between modalities. It allows the integration of data from different contexts and feature spaces. This flexibility is of great advantage, especially when working with MRI and genetic data modalities which usually have very different numbers of variables and data ranges. The pICA algorithm analyzes two data modalities concurrently, weights both modalities equally, process each data type according to their own characteristics and allows for the extraction of a different numbers of embedded components. We propose to further generalize the pICA concept by including three modalities. Simulation results demonstrate the three-way pICA ability to uncover connections between all three modalities and resolve components within each modality better than the pICA and ICA decompositions. In addition, we applied our algorithm to an experimental data set consisting of fMRI, collected during an alcohol exposure paradigm (Claus et al., 2011) , sMRI and genetic information from 315 subjects participating in an alcohol study. The results obtained from three-way pICA, pICA and ICA are compared to further understand the advantages of the three-way pICA in processing three modalities rather than two or one.
Methods
We first discuss the mathematical underpinnings of the three-way pICA algorithm, then detail our simulation design and finally describe how data was collected from a 315 subject's cohort and for each of the three different modalities considered in this work. In the following, we will form one observation matrix for each data modality where subjects are arranged as rows and variables (voxels or loci) as columns. This way, the number of rows of any observation matrix is the same and the other matrix dimension is modality dependent.
Three-way pICA
The standard ICA problem (Comon, 1994 ) factorizes a matrix of observations X into a matrix A of loading coefficients and a matrix S representing statistically independent components in the measurement space. Elements in A account for the individual contribution that each component in S overturns to X. The canonical procedure suggested by Bell and Sejnowski (1995) to perform this factorization is to find the matrix A † that maximizes some objective function J A † X measuring statistical independence, where A † is the Moore-Penrose pseudo inverse of A and S = A † X. The extension of the ICA problem to include two modalities, say X
(1) = A (1) S (1) and X (2) = A (2) S (2) , consists on constraining the ICA optimization to increase the correlation strength between selected columns of loading matrices A (1) and A (2) (J.Y. Liu et al., 2008) . We propose a three-way pICA consisting of three ICA factorizations
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, respectively. Following the development of the pICA, based on Infomax ICA, the entropy H(⋅) and the squared correlation ρ 2 (⋅) are used to implement cost functions J and G respectively. In addition, we propose to set the function f i,j,k as the largest mean value of the squared pairwise column correlations ρ ij 2 , ρ jk 2 and ρ ki 2 over all possible combinations of columns from A
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. The three-way pICA implemented for further simulations and data analyses in this manuscript is specifically based on the following maximization
where the coefficients α 1 , α 2 , and α 3 can be set to 1/3 (mean value) or adjusted to regulate the relative importance of each correlation term. Gradient update equations for this optimization is similar to what have already been presented in J.Y. Liu et al. (2008) , consisting of a two-step update task, one corresponding to entropies and the other to correlations. The entropies for each modality, indexed by p, can be updated by the following equation,
The second set of updates improves similarities across modalities measured by the correlation terms. These updates are based on the Pearson correlation gradient (Strickert et al., 2008) . This linkage between the three modalities is what separates this multi-modal algorithm from other data fusion techniques. First, determine columns i, j and k that correspond to the largest arithmetic mean f i,j,k . This can be achieved by evaluating f i,j,k for all possible column combinations and finding the largest value. Once the columns with the strongest correlation are known, update the found columns sequentially and in the following order:
Here λ q are the individual learning rates (where q indexes each of the three modalities) also used to adaptively adjust the impact on the entropy maximization Eq. (3). The coefficients η q are the step sizes calculated using the Wolfe conditions (Wright and Nocedal, 1999) . The function Á is the arithmetic mean, σ(⋅) is the standard deviation and σ 2 (⋅) is the variance. The additional updates in this second step may violate the ICA convergence assumptions and can potentially overestimate connections between components. However, adverse convergence behaviors can be minimized and eradicated as λ q → 0. In fact, the algorithm degenerate to three independent one mode ICAs if λ q = 0. Thus, we can use the learning rates λ q to control for these problems. We monitor the entropy change ΔH p for each modality online and adaptively anneal the corresponding λ q if ΔH p is negative, to ensure that our convergence assumptions are not violated. Stepwise measurements of the entropies H p reveal information about the impact that additional loading updates from Eq. (4) have on the overall cost function. When annealing is required, the relevant learning rate λ q is multiplied by an annealing factor δ b 1 (in our implementation defaulted to 0.9) such that λ q ← δλ q . These online adjustments guarantee the convergence of the three-way pICA.
The basic algorithm flow is shown in Fig. 1 and in general the algorithm proceeds as follows:
1. Use a standard ICA algorithm to maximize each independence cost function
. In this case we use the Infomax algorithm (Bell and Sejnowski, 1995) with entropy cost function
).
2. At each ICA step find the strongest related triplet {A i
(
among all possible column combinations. In this case we use the mean statistics for the triplet relationship f i,j,k and the squared correlation for pairwise relationship performance. 3. Sequentially update the columns {A i
(1) , A j
, A k (3) } using updates in Eq. (4). Adjust learning rates λ q and step sizes η q as necessary to assure convergence. 4. If the ICA of a given modality p converged then further improvement on J p is possible. Stop updates for that modality. The algorithm stops when all modalities converge.
The three way pICA algorithm was implemented using the software for numerical computation MATLAB (http://www.mathworks.com/ products/mat/) and the code is made available for public use through http://mialab.mrn.org/. Simulations and the in-vivo data example were also processed using this environment.
Simulation design
In this simulation, a comparison among three-way pICA, pICA and single ICA was conducted considering fMRI, sMRI and single nucleotide polymorphism (SNP) modalities. Data for the three different modalities were simulated from sources that emulate real data behavior and loading matrices with normally distributed elements. The number of sources for all modalities was set to 10. The observation matrices result from the linear combination of loadings and sources plus a noise term for a signalto-noise ratio (SNR) of 10 dB. The simulated connections among the three modalities included two connections varying from weak to strong (fMRI with SNP and sMRI with SNP) and one fixed weak connection (not statistically significant p N 0.05) between sMRI and fMRI. Correlation significance was computed using the default ρ to t transformation and t-student distribution build in MATLAB functions.
Ten simulated sources were generated for each MRI modality using SimTB (Erhardt et al., 2012) , a MATLAB toolbox for the generation of sources and data sets, with similar properties and dimensionalities as those found in fMRI and sMRI sources. Simulated MRI images consisted of 200 K voxels for structural and 50 K voxels for functional data. Simulated SNP data consisted of 200 K markers generated using discrete values (-1, 0, and 1) (J. Liu et al., 2008) . A set of 125 markers in each simulated SNP source represented the relevant risk alleles of interest. There was no overlap among the 10 simulated sources. The statistics of simulated sources was controlled by adding zero mean Gaussian distributed values to allow for a maximum kurtosis of 3.5.
Loading matrices were built considering a total population of 300 samples, expressed as rows, and ten columns (the number of sources selected for each modality). A multivariate normal distribution with zero mean and identity covariance matrix was used to generate the three loading matrices. The connection strength between modalities was set by randomly replacing one column from each loading matrix
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Step with specific designed modality linkage columns. The correlations between linked columns of SNP vs. sMRI and SNP vs. fMRI (the SNP linkage column is the same in both cases) were varied between 0.2 and 0.7. In contrast, the correlation between sMRI and fMRI linked columns was kept constant with a value of 0.1. SNP observations were subject-wise quantized to integer values -1, 0 and 1 resembling SNP genotype data. Simulated observations were utilized to feed the ICA algorithms aiming at reconstructing the original sources. In the case of pICA and three-way pICA, we also intended to recover the preset correlation strength between modalities. Threeway pICA and regular ICA delivered one set of answers for each modality. However, the outcome from pICA consisted of two sets of results per modality since three pICAs were required for the three pair-wise tests.
Subjects and data collection
SNP, sMRI and fMRI data were collected from 315 subjects between the ages of 21 and 56 (32 ± 9.8) participating in a study that investigated genetic effects on alcohol dependence (Claus et al., 2011) . Male subjects total 220 while the number of females totals 95. Subjects had a regular pattern of alcohol binge drinking (five or more drinks per episode for men, four or more drinks for women). These binge-drinking episodes had to occur at least five times within the past month. Besides binge drinking, subjects do not suffer other ailments nor have history of severe brain injury or brain-related medical problems and no symptoms of psychosis during a diagnostic interview. Participants provided written informed consent for the collection of samples and subsequent analyses.
All participants underwent functional and structural MRI scans and also provided saliva for DNA extraction and genotyping. Genotyping was performed at the Mind Research Network using the Illumina Infinium Human 1M-Duo assay covering 1,199,187 SNP loci. BeadStudio was used to make the final genotype calls. Then, the PLINK software package (Purcell et al., 2007) (http://pngu.mgh.harvard.edu/purcell/plink/) was used to perform a series of quality control procedures (Anderson et al., 2010) including missing data control, heterozygosity control, relatedness control, Hardy-Weinberg Equilibrium, minor allele frequency (N 0.05) and population stratification using the EIGENSTRAT method (Price et al., 2006) . This resulted in 717,129 SNP loci. The number of SNPs was further reduced by removing SNPs at intergenic regions and proceeding with linkage disequilibrium pruning using r 2 = 0.5. After this additional data reduction 117,590 SNP loci remained and were used in further analysis. A T1-weighted structural MRI was acquired using a MP-RAGE sequence on a 3-T scanner. Image registration, bias correction, tissue classification, and spatial normalization to the MNI space were performed using voxel based morphometry (VBM) (Ashburner and Friston, 2005) in SPM5 (http://www.fil.ion.ucl.ac.uk/spm). Un-modulated normalized parameters were used for segmentation as previously applied in a large VBM study (Segall et al., 2009 ) to segment the brain into white matter, gray matter (GM), and cerebral spinal fluid probabilistic maps. At any given voxel the GM map indicates the percentage of GM content at that voxel.
The functional MRI data were collected using a well-established alcohol cue exposure paradigm used to assess brain functional changes related to craving for alcohol (Claus et al., 2011) . Participants were exposed to the taste of alcohol (subject's preferred alcoholic beverage) versus the taste of a control (litchi juice). Functional MRI images were collected during pseudo-randomized alcohol and control taste trials. Each trial consisted of a delivery period, followed by a washout period to allow the liquid taste to dissipate before the next trial. A Siemens trio 3 T MRI scanner was used with configuration of TR = 2 s, TE = 29 ms, flip angle = 75°, voxel size = 3.75 mm × 3.75 mm × 4.55 mm. The contrast images between alcohol trials versus control trials were extracted using FSL (Smith et al., 2004) (http://www.fmrib.ox.ac.uk/fsl/), after standard motion correction, normalization to the Montreal Neurological Institute space and smoothing with an 8 mm Gaussian model preprocessing steps. Fig. 2 shows performance results for the single ICA, pICA and the three-way pICA algorithms under varying connection strengths. Given that our simulated sample size is equal to 300, correlations smaller than 0.11 will not be significant at the 5% level. A threshold line with value ρ crit = 0.11 was included in Fig. 2 in order to better interpret the connection strengths shown in the plots. The simulated correlation between the two connected modalities, SNP vs. sMRI and SNP vs. fMRI, varies between 0.2 and 0.7 as displayed in the x-axis of all plots. In the case of pICA and three-way pICA, the annealing factor δ was set to 0.9. The three-way pICA finds the optimal component triplet, one component from each modality, and corresponding loading matrix columns exhibiting the strongest connection among all possible combinations.
Results

Simulations
Figs. 2(a-c) shows source estimation accuracy for each of the three modalities. The accuracy of the SNP component is measured in terms of the sensitivity and specificity based on the 125 markers loci defined for the original sources. The specificities of ICA, pICA and three-way pICA are indistinguishable of each other (larger than 0.98) and thus are not shown in the plot, however their sensitivities are noticeably different. The accuracy of structural and functional components is calculated by the correlation between the true simulated sources and the corresponding estimated components. The three algorithms show similar performance when all links are weak as in the case of correlation between linked modalities of 0.2, but pICA and three-way pICA improve their source estimation along with the strength of the connection between modalities. The two SNP components derived from the two pICAs in Fig. 2(a) exhibit similar accuracies since the simulation was designed with strong connections between the SNP and the two MRI modalities. Since the link between sMRI versus fMRI is weak, there is a difference of pICA results in Figs. 2(b-c) . All pICA components resulting from a connection to the genetic modality have similar, but somewhat lower, accuracy as the three-way pICA. All pICA components obtained from sMRI versus fMRI have lower accuracy and similar to what regular ICA delivers.
Figs. 2(d-f) displays the intermodality correlations for each ICA method and among all three modality pairs. The performance for all three decompositions is similar for weak intermodality linkages as in Fig. 2(e) where the fMRI-to-sMRI connection was designed with a low and non-significant correlation. Correlations are better estimated by pICA because the algorithm is able to combine information from two modalities. Again, three-way pICA results are closest to the simulated connection between modalities (ground truth) than the other two algorithms as it combines information from the three available modalities.
Application to in-vivo data
Since the number of true sources from in-vivo data is in principle unknown, it is necessary to estimate an adequate number of components before proceeding with any ICA factorization. The number of components estimated for each modality was 8 from functional MRI, 13 from structural MRI and 10 from SNP data. These component numbers were obtained using corresponding consistency maps and confirmed as a good estimate using ICASSO (Himberg and Hyvarinen, 2003) . Data from the three modalities was fed to the three-way pICA, pICA and regular ICA. The annealing factor δ was set to 0.9 for pICA and three-way pICA. All voxels outside the brain or with missing measurements were excluded. The three-way pICA components were compared to those obtained from regular ICA and pICA.
Figs. 3(a-c) shows the fMRI, sMRI and SNP components found by the three-way pICA as the strongest connected triplet. Figs. 3(a) and 3(b) are thresholded by |Z| N 2.0 to show the main brain regions, and Fig. 3(c) displays the top one hundred SNPs in red circles. Fig. 3(d) displays the pair-wise correlation between loading matrix columns corresponding to each of the selected components. All p-values in Fig. 3 are corrected for Bonferroni multi-comparison at the 5% significance level. The average correlation over all three modalities is 0.27.
In order to understand the SNP component, the set of one hundred genes, corresponding to the SNPs with the largest ICA component weights, was subject to a Pathway Analysis (PA) using the Interactive Pathway Analysis (www.ingenuity.com). The top identified genetic network is associated with function related to neurological diseases and nervous system development. The top canonical pathways point to neuronal regulation, signaling and growth. The main contributing genes to such function include BDNF (Brain-derived Neurotrophic Factor), BDNF-AS (BDNF antisense RNA), GABRA5 (Gamma-aminobutyric acid A receptor, alpha 5), GRIN2B (Glutamate [NMDA] receptor subunit epsilon-2), NRG1 (Neuregulin 1), HLA-G (major histocompatibility complex, class I, G), DAB1 (Disabled, Drosophila, homolog of 1) and ALCAM (Activated Leukocyte Cell Adhesion Molecule). All these genes have demonstrated close relation with neurodevelopmental functions. BDNF (member of the nerve growth factor family) regulates neuronal survival, growth and differentiation (Yang et al., 2013) and particularly plays a vital role in regulating dopaminergic neurons (Cellerino et al., 1998; Zuccato et al., 2001 ). GABA is the major inhibitory neurotransmitter in the brain, and GABRA5 has been associated with unipolar recurrent major depression (Oruč et al., 1997) . Glutamate is the major excitatory transmitter in the brain, and the expression of gene GRIN2B has been related to excitatory postsynaptic potentials and The link between sMRI vs. fMRI is statistically nonsignificant and kept constant at 0.1 as displayed in (e). Given the simulated sample size of 300, correlations below the critical value ρ crit = 0.11 are not significant at the 5% level. Plots (a-c) show component accuracy for SNP, sMRI and fMRI respectively. Plots (d-f) show the estimated correlation between modalities. In all plots the three-way pICA algorithm is more accurate at extracting the underlying components and estimating the intermodality correlations than other methods.
thus modulates the efficiency of synaptic plasticity (Chen et al., 1999) . Neuregulins and their receptors are essential for neuronal and organ development (Cahill et al., 2013; Law et al., 2004) . Together with the ErbB4 receptor, NGR1 constitute a major player in regulating various signaling pathways (Yao et al., 2013) . The protein encoded by DAB1 is thought to be a Reelin's signal transducer that regulates neuronal positioning in the developing brain. In mice, DAB1 plays a central role in neuronal layering in the cerebral cortex, hippocampus, and cerebellum (Howell et al., 1997) . Two other genes, HLA-G and ALCAM are related to the immune system and modulate general inflammatory response. HLA-G expression in brain specimens from patients with multiple sclerosis implies HLA-G as a contributor to the mechanisms regulating immune reactivity in the central nervous system (Wiendl et al., 2005) . ALCAM fulfills important functions in the recruitment of leukocytes into the brain (Cayrol et al., 2008) . A list of all one hundred genes used in the Pathway analysis is provided in the Supplementary Table 1 . Fig. 3 . This figure shows the top associated structural MRI, functional MRI and genetic SNP components resulting from the three-way pICA analysis of real data. Structural and functional MRI images were Z-scored and plotted with a threshold greater than |Z| ≥ 2.0. The SNP component was also Z-scored. The top 100 SNPs, highlighted in red, were used for further analysis. Plot (c) also highlights four neurodevelopmental genes discussed in the text. All correlations are significant and the p-values have been Bonferroni corrected at the 5% significance level.
Genetics
Table 1
Talairach coordinates for the structural MRI component in Fig. 3(a) . Inferior frontal gyrus 9, 46, 11, 47 1.5/1.9 5.9 (-34, 7, 27)/4.4 (36, 9, 27) Middle frontal gyrus 9, 46, 11, 10, 6 0.8/0. (Buckner et al., 2008) , the caudate (an important dopaminergic area regulating reward and emotion), inferior frontal gyrus, dorsolateral PreFrontal Cortex (dlPFC) (Brodmann areas 8, 9, 10 and 46, important for the executive control function), cerebellar Pyramis (aiding in coordination and movement), gray matter increase in superior and middle temporal gyri. In contrast to the structural component, the functional component contained only positive activated regions. The largest and highest activated region in the functional component is the Precuneus, often identified as part of the DMN (Raichle and Snyder, 2007) , followed by adjacent superior parietal and postcentral gyrus areas. Talairach coordinates for the structural and function components discussed above can be seen in Tables 1 and 2 . The Talairach coordinates for other sMRI and fMRI components are included in Supplementary Tables 2 and 3 .
When applied to the real data, ICA and pICA resolved spatially similar (but not identical) sets of components and with no significant correlation among modalities, except for one pair of fMRI vs. sMRI pICA results (correlation of 0.2 with corrected p-value of 0.02 after multiple comparison correction). There was no major content difference with respect to the fMRI components obtained from three-way pICA, pICA and ICA. This consistency of fMRI components were evaluated visually and through component correlation (N0.95 in all cases). In the case of the SNP components with the strongest link to the fMRI and sMRI components, important genes related to neurological development such as GRIN2B and NRG1 consistently appeared regardless of the ICA method used. However, it is worth to point out that some important neurodevelopmental genes, such as BDNF and BDNF-AS, were detected only by the three-way pICA method. Most of the brain regions within the sMRI component correlating to the SNP component were also consistent across ICA methods except for the caudate and the dlPFC areas. The sMRI components from ICA and SNP vs. sMRI pICA included SFG, cingulate, temporal and pyramis areas. The sMRI component from fMRI vs. sMRI pICA highlighted the caudate and dlPFC among other brain areas. The three-way pICA sMRI component included all relevant brain areas detected by ICA and pICA delivering the strongest intermodality connections of all three methods. The sMRI results from all ICA methods in consideration are displayed in Supplementary Fig. 1 .
Discussion
The results in Fig. 2 show a gradual improvement starting from ICA and ending with the more accurate performance obtained from the three-way pICA. At first glance, it is clear that ICA is not designed to accommodate information from complementary modalities, a task better performed by pICA and three-way pICA. The pICA algorithm is designed to pick up the most correlated components from two modalities. In the case of considering three modalities, pICA has to be performed three times (for three possible modality pairs) and resolves two sets of components per data modality with each set emphasizing different modality connections. In this scenario, it is possible for two sets of components of the same modality, but from different pICAs, to differ greatly. Thus, when sorting and matching components from the three pICA results, we may encounter no match. On the other hand, the three-way pICA resolves only one set of components per modality. Since the three-way pICA components characterize the coupled connection strength among three modalities, these components might differ from those components obtained with three pICAs. For instance, pICA can select the most correlated fMRI and sMRI components, but since only two modalities are processed at one time, these components might not be related to the SNP modality. In contrast, three-way pICA will include fMRI, sMRI and SNP information in the process and identify an optimal three-way linkage.
On each of the individual modalities in the simulated results, seen in Figs. 2(a-c) , the three-way pICA components are more correlated with simulated true sources than the other two methods. This confirms the three-way pICA capability in using extra information, provided by cross modal relationships, to guide the optimization search. In addition to the encouraging three-way pICA results for strongly connected modalities, weakly connected modalities do not impair the three-way pICA faculty to resolve independent components. This can be confirmed by considering the weakest linkage case of our simulations, a correlation between modalities of 0.2, because the three ICA methods deliver similar accuracy performance for component estimation. It is important to mention that while the algorithm optimizes the overall three-way connection, three-way pICA did not overestimate the weakly simulated two-way connection between sMRI and fMRI modalities. This fact can be seen in Fig. 2(e) where all three decomposition methods show comparable results.
We need to mention that several conditions were explored when designing the simulations for Fig. 2 . In the ideal case of high kurtosis sources all ICA methods were able to recover the sources with high accuracy and robustness against the SNR level (except for SNR of zero or smaller). However, real data does not always fit this ideal condition. At low kurtosis levels, simulated by limiting the kurtosis to be less than 3.5, the three-way pICA showed better performance as illustrated in Fig. 2 and exhibited great robustness for SNR values above 7 dB. Below 7 dB SNR we could observe some performance degradation for all three ICA decompositions. Empirically, we suggest applying threeway pICA to data with at least 7 dB SNR. The influence of the number of samples was tested and a lower limit was experimentally determined at about 200 samples for 200 kSNPs. This lower limit indicates that three-way pICA is limited to genetic data sizes of 1 kSNP/sample, considering that we simulated the SNP sources of 125 markers and individual marker's mean effect size of 6.0 ± 2.0% variance explained for sMRI or fMRI components. However, it is safer to stay below the 1 kSNP/ sample limit in real data applications. In our real data example, we reduced the number of SNPs down to 117 k markers (about 0.3 kSNP/ sample), which is well within the capability of the three-way pICA algorithm. The current version of the three-way pICA only constrains one component triplet (one for each modality). As a proof-of-concept, in this paper we only reported and discussed the most correlated triplet. Future versions of the algorithm might allow for more than one triplet. Another setting closely related to convergence time is the adjustment of the annealing factor δ. If the annealing factor is too high, or close to one, then the convergence of three-way pICA is compromised. If the annealing factor is too low then the algorithm will stop before finding the Table 2 Talairach coordinates for the functional MRI component in Fig. 3(b) .
Area
Brodmann area Volume (cc) L/R Random effects: max value (x, y, z) L/R All positive Precuneus 7, 19, 61)/5.9 (3, 61) Postcentral gyrus 1, 2, 3, 5, 7, 66)/5.6 (6, 66 ) Superior parietal lobule 5, 7 3.8/4.5 4.9 (-3, -64, 56)/5.4 (12, -67, 56) Functional talairach table optimal strongest correlations among modalities. In practice it is convenient to start with a high value, around 0.9, and decrease δ if the algorithm doesn't converge within 512 steps. When applying the three-way pICA algorithm to 315 alcohol binge drinkers' functional images, gray matter concentration and SNP data, we identified a significant three-way connection that could be interpreted as genetic influences on gray matter and functional activation in brain regions. Although the same fMRI brain region was identified by all ICA methods in consideration, the complete picture of a three-way relationship with the other two modalities is uncovered only by the three-way pICA, thanks to the constraints posed through the intermodality correlations. Notice that a subset of SNPs only appears in the three-way pICA results, including important neurodevelopmental genes such as BDNF and BDNF-AS. This result could be interpreted as the three-way pICA's ability to highlight genetic information relevant to the two other MRI modalities. The discovery of extra SNP information increases the significance and improves the detection of intermodality linkage. A similar effect can be observed when comparing the different structural MRI components. The structural components found by the three-way pICA and regular ICA (see Supplementary Figs. 1(a-b) ), associated with the same fMRI component, are approximately the same. However, the three-way pICA detected brain regions (the caudate and dlPFC) ignored by regular ICA, but important for the three-way connection among considered modalities.
As observed in the real data application results (see Supplementary  Fig. 1 ), the two pICAs of fMRI vs. sMRI and SNP vs. sMRI resolved two distinct sMRI components. The first sMRI component is significantly associated to the fMRI component, but the second one is not significantly correlated to the SNP component. Notice that negative areas in the sMRI component derived from the pICA fMRI vs. sMRI ( Supplementary  Fig. 1(d) ), corresponding to caudate and dlPFC (BA9), are not present in the sMRI component derived from pICA SNP vs. sMRI ( Supplementary  Fig. 1(c) ). However, the three-way pICA result (in Supplementary  Fig. 1(a) ) is more comprehensive, including brain areas integrated from regular ICA and the two pICAs. This is a real data example of the possible discrepancies that might be found when using pICA for more than two modalities. We can see that the three-way pICA resolves only one sMRI component that includes all relevant features for the threeway data decomposition.
As seen in Fig. 3(c) , the genetic component does not exhibit dominant weights on any particular chromosome regions, but they are distributed across the genome. This is not surprising since the structural component includes regions associated to distinct brain networks, including default mode, executive control, reward/emotion regulation and motion regulation. Most likely, many genes expressed in the brain have some level of contribution to this component. Similarly, many genes involved in neurotransmission, basic cell function, and neurodevelopment likely contribute to brain function even though mainly from the precuneus region. Most importantly, the pairwise correlations between the genetic effects and the functional and structural components are also consistent with previously reported genetic influences on the default mode network (Glahn et al., 2010) where the heritability of the default mode network connectivity was reported at 0.424 ± 0.17. This overall genetic contribution was confirmed by the PA that associated several genes in the SNP component with neurological diseases including autism, schizophrenia, Parkinson's, motor neuropathy and hypertrophy of dopaminergic neurons. Found pathways highlight a set of genes important to neurological development among which we can mention BDNF-AS, BDNF, GRIN2B and NRG1. The gene Brain-derived Neurotropic Factors (BDNF) and the gene BDNF-AS, which inhibits the effects of BDNF (Modarresi et al., 2012) , are known to modulate neurotransmitter activity, cellular growth and have a role in neuronal plasticity. Through intraocular injections of BDNF, BDNF have been linked to hypertrophy (an increase of 41% in the soma area) of dopaminergic neurons, with intense tyrosine hydroxylase (TH) immunoreactivity, in the retina of rodents (Cellerino et al., 1998) . Similarly, TH immunoreactive neurons can be found in the frontal lobe and the striatum (Dubach, 1994) , regions highlighted by the structural component. In relation with schizophrenia, the expression of gene GRIN2B is altered in the temporal lobe (Bowden et al., 2008) . The NRG1 mRNA is expressed in many regions through the brain and clearly detected in the prefrontal cortex and cerebellum (Law et al., 2004) .
In relation to the link between structural and functional MRI, there is no obvious spatial overlap between the gray matter concentration and functional activation. However, the three-way pICA results suggest a relationship between brain structural changes in several regions of the DMN and activation in the precuneus region. Some studies provide indication for the existence of this relationship. A circuitry involving the precuneus, medial frontal and posterior cingulate cortices were related to an increase in alcohol odor sensitivity (Bragulat et al., 2008) . More directly, deactivation on the precuneus has been connected with a higher availability of dopamine active transporters in the striatum (Tomasi et al., 2009) . A decrease in dopamine receptors, thus a decrease on dopamine availability, located in the striatal region was associated with alcohol dependence (Martinez et al., 2005) . Although more evidence is needed and given that our sample was drawn from an alcohol study, the negative structural component regions found by the threeway pICA, specially caudate and prefrontal, could reflect decreased dopamine availability in the mesocorticolimbic system of alcoholics which in turn influences an increased activation in the precuneus region. Although such relations need to be further verified, obtained results serve as a proof of concept since the three-way pICA was able to extract very interesting and promising information regarding the relationship among brain function, structure and genetics, which might not be observed with separate ICA of each modality and pICA on pairs of modalities.
Conclusion
Increased interest in data fusion of MRI and genetic data as well as increased prevalence of intermediate phenotype imaging paradigms (Glahn et al., 2007) led us to develop this extension of the pICA algorithm. In particular, linking genetic contributions to changes in brain function and structure has been of special interest to many researchers (Hariri and Weinberger, 2003) , since the completion of the Human Genome Project. Compared to pICA, the three-way pICA algorithm allows one to jointly analyze three modalities. Simulation indicates that three-way pICA algorithm is able to extract components more correlated with the ground truth, represented by the simulated sources, than pICA or ICA and also reproduce the underlying connection between modalities. In the absence of intermodality linkage, three-way pICA can also find the components without overestimation of intermodality connections. Although the real data application is very limited, as a proof-of concept, our application to sMRI, fMRI and SNP data from the alcohol study samples exemplifies these valuable properties. The results suggest that three-way pICA has the ability of uncovering important interrelated features from the three modalities. The parallel of brain regions and genetic content in our results with other alcohol related findings in the literature confirms the three-way pICA as a proficient tool for the concurrent analysis of the brain structure, function and genetic data.
Supplementary data to this article can be found online at http://dx. doi.org/10.1016/j.neuroimage.2014.04.060.
