Our aim in this paper is to develop a Schrödinger-type identity for a Schrödinger free boundary problem in R n . As an application, we establish necessary and sufficient conditions for the product of some distributional functions to satisfy the Schrödinger-type identity. As a consequence, our results significantly improve and generalize previous work.
Introduction and main results
Schrödinger-type identities have been studied extensively in the literature (see [1, 12, 13, 18] for the Schrödinger equation, [5, 14] for Schrödinger systems).
In recent years, many exciting phenomena were found by careful experiments on light waves propagating in nonlinear periodic lattices. These phenomena are governed by the following Schrödinger equation:
in R n , where n ≥ 2, α ∈ (0, 1), (-) α stands for the fractional Laplacian, V is a positive continuous potential, h ∈ C(R 2 × R, R). The fractional Laplacian (-) α with α ∈ (0, 1) of a function ι ∈ S is defined by
where S denotes the Schwartz space of rapidly decreasing C ∞ functions in R n and
The Schrödinger transform Sch α is defined as the following singular integral:
where x ∈ R.
The Schrödinger-type identity for Schrödinger free boundary problems Sch α (fg) = fSch α (g) was first studied in [2] [3] [4] 6] . It was proved that the above identity holds if h, g ∈ L 2 (R) satisfy suppf ⊆ R + (R + = [0, ∞)) and suppĝ ⊆ R + in [20] . In 2015, Wan also obtained more general sufficient conditions by weakening the above condition in [19] . Recently, Lv and Ulker and Huang established the first necessary and sufficient condition in the time domain and a parallel result in the frequency domain for the Poisson inequality in [10, 14] . It is natural that there have been attempts to define the complex signal and prove the Schrödinger-type identity in the multidimensional case.
Definition 1.1
The partial Schrödinger transform Sch α j of f is given by
where f ∈ L p (R n ) and 1 ≤ p < ∞.
The total Schrödinger transform Sch α of f is defined as follows:
where f ∈ L p (R n ) and 1 ≤ p < ∞. The property
was proved in [8] . The iterative nature of it in L p (R n ) was shown in [16] , where p > 1. It was shown that
Sch α j .
The operations Sch α i and Sch α j commute with each other, where i, j = 1, 2, . . . , n. Now we define the Schrödingerean Fourier transformf of f (see [17] ) bŷ
and
We denote by
where α, β ∈ Z n + . The Schrödingerean Fourier transformφ is a linear homeomorphism from S(R n ) onto itself. Meanwhile, the following identity holds:
where ϕ ∈ S(R n ).
The Schrödingerean Fourier transform F :
as follows:
which is a linear isomorphism from S (R n ) onto itself. For the detailed properties of S(R n ) and S (R n ), see [3, 7, 15] .
, it is easy to check that
is the inverse Schrödingerean Fourier transform defined as follows:
Therefore in the distributional sense, we obtaiñ =ˆ .
Following the definition in [4] , a function λ belongs to the space
and only if
In the sequel, we denote by
As a consequence, we have
Then the Schrödinger transform of f is defined as follows:
In [10] , Huang proved that the total Schrödinger transform is a linear homeomorphism from
where λ ∈ S(R n ).
Therefore in the distributional sense
where t is a nonzero real number and is a nonempty subset of R. Hence we have
for any nonzero real number t.
This part is motivated by the need of defining multidimensional complex signals. We define the complex signal of f ∈ L p (R n ) through the total Schrödinger transform Sch α as
In this section we investigate the multidimensional Schrödinger-type identity
In particular, several necessary and sufficient conditions are obtained. 
Theorem 2.1 Suppose that f ∈ S(R
Proof According to [10] , we use the following equalities:
, which leads to
Note that (see [19] )
For any t ∈ 0, T , this yields
for any t ∈ 0, T , where
Since the Schrödingerean Fourier transform is injective from S into itself, fg,
which is equivalent to
where
Let a j and b j denote nonnegative real numbers in the rest of the paper, where j = 1, 2, . . . , n.
Corollary 2.1 Let f ∈ S(R
then the Schrödinger-type identity Sch α (fg) = fSch α (g) holds.
Proof We first prove
Let x ∈ D + , if t ∈ D + , the integrand is vanish so (2.1) holds. If t ∈ D 0 , (2.1) holds since the integration is over a set of measure zero. As for the case t ∈ D -, assume that there exists
Since D -∩ D + = ∅, there exists j ∈ {1, 2, . . . , n} such that x j t j ≤ 0. We may assume that x j > 0 and t j ≤ 0. Thanks to (2.2), we have t j ≤ -b j and x j -t j ≤ b j , which is impossible.
By repeating this argument for x ∈ D -and x ∈ D 0 (see [6] ), we find the same conclusion.
Proof Let y i = 1, where i = 1, 2, . . . , n -1. Then
where k ∈ (0, 1). So
where k ∈ (0, 1), which yields 1, 1 
and 1, 1, . . . , 1, 1) 1, 1, . . . , 1, 1), 
It follows that 1, 1, . . . , 1)
where t ∈ (0, 1). Then we prove that T : Q e × Q e → Q e is a mixed monotone operator. We have
Thus T(v, w)(t) is nondecreasing in v for any w ∈ Q e . Let w 1 , w 2 ∈ Q e and w 1 ≥ w 2 . Then
i.e.,
Therefore T(v, w)(t) is nonincreasing in w for any v ∈ Q e . We shall show that the operator T has a fixed point. It follows that
we obtain
which shows that there exist functions g n ∈ S(R n ) such that
Thus in the distributional sense
On the other hand
We define
where j = 1, 2, . . . , n. It follows that if ξ ∈ Q σ k and η ∈ -Q σ k , then sgn(ξ ) = sgn(η) when n is an even, and sgn(ξ ) = -sgn(η) when n is an odd.
With these notations we have the following.
Theorem 2.2 Let n be an odd and f ∈ S(R
. . , n) and
Proof Suppose that Q σ k is the first octant in R n , that is to say, all the σ k (j) = 1, where
Consider the fractional differential equation 2 is a closed, bounded and convex set, where
The operator A : 2 → E 2 is defined by
Now, we show that A is a completely continuous operator. It follows that (Av)(s)
We prove that the fractional differential equation has at least one positive solution. Suppose that d(s) is a solution of (2.4) (see [9] ), then By (2.6) it is clear that
This together with (2.7) implies that
