This work derives new results on the strong-consistency of a componentwise estimator of the autocorrelation operator, and its associated plug-in predictor, in the context of autoregressive processes of order one, in a real separable Banach space B (ARB (1) 
Preliminaries
Let (B, · B ) be a real separable Banach space, with the norm · B . Consider X = {X n , n ∈ Z} to be a zero-mean B-valued stochastic process on the basic probability space (Ω, A, P) satisfying the following equation (see [9] ): X n = ρ (X n−1 ) + ε n , n ∈ Z, ρ ∈ L(B),
where ρ denotes the autocorrelation operator of X. In equation (1), the B-valued innovation process ε = {ε n , n ∈ Z} on (Ω, A, P) is assumed to be strong white noise, uncorrelated with the random initial condition. Thus, ε is a zero-mean Banach-valued stationary process, with independent and identically distributed components, and with σ 2 ε = E ε n 2 B < ∞, n ∈ Z. Bosq [9] provides sufficient conditions for the existence and uniqueness of a stationary solution to equation (1) . Specifically, if there exists an integer j 0 ≥ 1 such that
then, equation (1) admits an unique strictly stationary solution given by X n = ∞ j=0 ρ j (ε n−j ) , with σ 2 X = E X n 2 B < ∞, for each n ∈ Z. Under (2), the autocovariance operator C of an ARB(1) process X is given by the autocovariance operator of X 0 ∈ L 2 B (Ω, A, P ), defined as
The cross-covariance operator D is given by
Then,
Since C is assumed to be a nuclear operator, there exists a sequence {x j , j ≥ 1} ⊂ B such that, for every x * ∈ B * (see [9] , Eq. (6.24), p. 156):
D is also assumed to be a nuclear operator. Then, there exist sequences {y j , j ≥ 1} ⊂ B and x * * j , j ≥ 1 ⊂ B * * such that, for every x * ∈ B * ,
x * * j y j < ∞,
where · denotes uniform norm in B * * , the dual of B ⋆ (see also [9, Eq. (6.23) , p. 156]). Empirical estimators of C and D are respectively given by (see [9, Eqs. (6.45 ) and (6.58), pp. 164-168]), for n ≥ 2,
Continuous embedding from B to a Hilbert space
As commented in the Introduction, the proof of the main results in this paper are based on Lemma 2.1 in [18] , now summarized.
Lemma 1 If B is a real separable Banach space with norm · B , then, there exists an inner product ·, · on B such that the norm · , generated by ·, · , is weaker than · B . The completion of B under the inner product norm · defines the Hilbert space H, where B is continuously embedded.
In the following, the above inner product is denoted as ·, · H , and the associated norm as · H .
Proof.
Separability of B implies the existence of a dense sequence {x n , n ∈ N} ⊂ B. Let {F n , n ∈ N} ⊂ B * be a sequence of bounded linear functionals on B, satisfying F n (x n ) = x n B , F n = 1,
with
for any x ∈ B. Let now {t n , n ∈ N} , be a sequence of positive numbers such that ∞ n=1 t n = 1. Define the following inner product:
t n F n (x)F n (y), x, y ∈ H.
Then, for any x ∈ B,
Main assumptions and preliminary results
In view of Lemma 1, for every n ∈ Z, X n ∈ B ֒→ H satisfies a.s.
for any orthonormal basis {v j , j ≥ 1} of H. The trace auto-covariance ope-
process is a trace operator in H, admitting the diagonal spectral representation
where {C j , j ≥ 1} and {φ j , j ≥ 1} respectively denote the system of eigenvalues and eigenvectors of C in H. Summarizing, the following notation will be considered, for the operators on H :
where, for n ≥ 2, {φ n,j , j ≥ 1} is a complete orthonormal system in H.
In the derivation of the main results in this paper the following assumptions will be considered:
Assumption A2. Let X 0 be the random initial condition in equation (1) . Assume that E X 0 4 H < ∞. Assumption A3. X 0 H is bounded, and the autocovariance operator C in (15) satisfies
Under Assumption A3, we can define the following quantities:
Assumption A4. In equation (16) 
Remark 1 Note that, for n sufficiently large,
Assumption A5. The following supremum
is finite, and
Under (23) in Assumption A5, from equation (1),
Assumption A6. The following continuous embeddings hold:
where H(X) is assumed to be a dense subspace in H ⋆ .
Remark 2 Under Assumption A6, t j /C j → 0, j → ∞, and the inner product in H ⋆ can be defined as follows:
Assumption A7. Let {F m , m ≥ 1} be defined as in Lemma 1. Then,
Remark 3 Under Assumption A7, from equation (26),
Assumption A8. The sequence {N m , m ≥ 1} in (28) satisfies
An upper bound for c B×B =
Lemma 2 Under Assumptions A6-A8, the following inequality holds:
where L( H) denotes the space of bounded linear operators on H, and · L( H) the usual uniform norm on such a space.
The following preliminary results are considered from [9] . 116-117, in [9] ) Under Assumptions A1-A2, for each β > (ln(n))
and, if X 0 H is bounded,
where · S( H) is the norm of the Hilbert-Schmidt operators on H, and → a.s. denotes almost surely convergence.
Lemma 4 Under Assumptions A1-A2, consider {C j , j ≥ 1} and {C n,j , j ≥ 1} respectively introduced in (15) and (16), for all β > 1/2, as n → ∞,
Lemma 5 Under Assumptions A1-A5, consider Λ kn
for a given truncation parameter k n satisfying (20) . Assume that
where, for j ≥ 1, and n ≥ 2,
with 1 · being the indicator function.
The following spectra kernel will be considered in the next lemma:
Remark 4 Under Assumptions A1-A5, from Lemmas 3-5, for n sufficiently large, the RKHSs H n (X) and H(X), respectively generated by kernels c n and c, have equivalent norms.
Lemma 6
Under Assumptions A1-A8, for n sufficiently large such that {φ n,j , j ≥ 1} is a dense system in H(X), the following a.s. inequality holds:
where M (n) is a positive constant such that M (n) → 1, n → ∞, and N has been introduced in (29).
ARB(1) estimation and prediction. Strong-consistency results
For every x ∈ B ⊂ H, the following componentwise estimator ρ kn of ρ will be considered:
where C n , C n,j , φ n,j and D n have been introduced in equations (16) and (17), respectively. Here,
x, φ n,j H φ n,j , ∀x ∈ B ⊂ H.
As before, for each n ≥ 2, the truncation parameter k n satisfies (20) .
Lemma 7 Under Assumptions A1-A8, for n large enough,
where V and N have respectively been introduced in (22) and (29).
Remark 5 Note that
. From equation (40), if C and k n , are such that, for certain β > 1/2,
Furthermore, if C and k n , are such that, for certain β > 1/2,
then,
where a j has been introduced in (19) , for j ≥ 1.
Proof.
For every x ∈ B,
Let us first analyze
From (45),
Now, applying Cauchy-Schwarz's inequality,
where, for n sufficiently large, d n is defined in H ⊗ H as
The series (48) is almost surely convergent in B × B, for n sufficiently large. Namely, under A7-A8, by
Cauchy-Schwarz's inequality, from Lemma 3,
Note also that, from Lemma 3,
for n sufficiently large. Applying again Cauchy-Schwarz's inequality, in a similar way, we have
with d n B×B < ∞ almost surely, for n sufficiently large. One can also obtain
We now prove that
has B × B norm almost surely finite. Specifically, applying again Cauchy-Schwarz's inequality, from Lemma 5, for n sufficiently large,
for β > 1/2, with U(n) → 1, n → ∞. From equation (112), in the Appendix, the last inequality in equation (53) follows, since
Futhermore, from Lemma 3 ,
hence, from (53), there exists a positive constant M(n), with M(n) → 1, as n → ∞, such that
From equations (46)-(55), since φ n,j H = |φ ′ n,j H = 1,
We now proceed to obtain some upper bounds for the terms appearing in equation (56). Specifically, under Assumptions A7 and A8, in a similar way to equation (50), we can derive the following inequalities:
For n sufficiently large such that equation (123) holds, and from (57), Cauchy-Schwarz's inequality, and Lemma 3, keeping in mind that
In addition, applying again Cauchy-Schwarz's inequality, under condition (43), from Lemma 3, for every
One can obtain, in a similar way, under condition (43), from Lemma 3, the following two equations,
for every x ∈ B such that x B ≤ 1,
Under the conditions assumed, from equations (56)-(61), (43) implies
In equation (44), we now consider the norm in B of
which is upper bounded as follows. For every x ∈ B such that x B ≤ 1, under Assumption A5, using ρ ∈ L(B),
Keeping in mind that, from Lemma 7, for n large enough,
and that, under Condition (43),
from (64)- (66), applying Lemmas 3 and 5,
Since
(ln(n)) β , n → ∞, applying Remark 5,
Under Condition (43), from equation (68), Lemma 8 leads to
From equations (44), (62), (67) and (69),
Corollary 1 Under the conditions of Proposition 1, assume that
Proof. The proof follows straightforward from Proposition 1. Specifically, from this proposition,
Remark 6 (see p.228 in [9] ) Note also that, for η > 0, applying Chebyshev's inequality,
, for an arbitrary small ξ > 0, one can get, for n sufficiently large, from Proposition 1,
Thus,
Theorem 1 Let X be, as before, a standard ARB(1) process. Under the conditions of Lemmas 7 and 8,
where d 1 (η) and d 2 (η) are positive constants. Hence, if, as n → ∞,
Proof.
Note that ρ kn (x − π kn (x)) = 0. Hence, from equations (124) in the proof of Lemma 7 and (126) in the proof of Lemma 8 (see Appendix), denoting
From equation (77), applying Theorem 4.2 in [9] , with
Let us now consider B n (x) in equation (76), which can be descomposed as follows:
with a n (x) B ≤ 4 i=1 a ni (x) and b n (x) being defined as in equations (44) and (46) in Proposition 1. From equations (46) and (57), for x ∈ B, such that x B ≤ 1,
Applying now inequalities in (123), under the condition C n − C L( H) < C kn 2 , we obtain from equation (80), for every x ∈ B, such that x B ≤ 1,
and
Thus, from equations (123)-(82),
From equation (83), applying again Theorem 4.2 in [9] , one can get, for n sufficiently large,
with, as before, α 1 and β 1 being positive numbers, depending on ρ and P ε0 , introduced in Theorem 4.2 in [9] , and
Moreover, from equation (59), applying Theorem 4.2 in [9] ,
Similarly, from equation (60),
Finally, from equation (61), applying Theorem 4.8 in [9] , we have
where γ and δ are positive numbers, depending on ρ and P ε0 , which have been introduced in Theorem 4.8 in [9] . Now, regarding the term b n (x), involved in the definition of B n (x) in equation (79), from equation (124), applying, triangle and Cauchy-Schwarz's inequalities,
From equation (88), applying again Theorem 4.2 in [9] , and denoting
we obtain 
The proof follows straightforward from Theorem 1, keeping in mind that Hölder spaces (see [27] ). Consider now orthogonal wavelets on the interval [0, 1]. Adapting wavelets to a finite interval requires some modifications as described in [13] . . The associated reconstruction formula is given by:
where
The Besov spaces B 
Consider B to be a Besov space, in the scale {B α p,q ([0, 1]), α ∈ R, 1 ≤ p, q < ∞}, that will be specified letter. Let X be an ARB(1) process with covariance operator C having kernel c defined by:
where, for each j ≥ J, λ j > 0, and j≥J λ j 2 j < ∞. In particular, we consider λ j = 2 −2js , for s > 1/2, and suppose, as before, that ϕ and ψ, the father and mother wavelets define an [s] + 1-regular MRA.
Then the RKHS H(X) generated by c coincides with the Sobolev space H 
In what follows, consider {v l } l≥1 to be the wavelet basis in (96), and define the kernel t of T as, for
Note that T with kernel (98) satisfies the required conditions above. Then, for s and β sufficiently large, from Sobolev embedding theorems , we can consider, in Assumption A6,
, with 2 ≤ p ≤ ∞, q ≥ 1, for α < β < s, sufficiently small, in relation to parameter β,
(see, for example, [6] and [27] ). Thus, equation (25) is satisfied, since, for 2 ≤ p ≤ ∞, q ≥ 1, for α < β < s,
In Lemma 1, we can then define
Furthermore, the sequence
involved in the definition of the inner product in H, is given by:
In view of Proposition 2.1 in [3] , the choice (100)- (101) 1/q + 1/q ′ = 1, and 2 ≤ p < ∞, 1 ≤ q < ∞, for α < β < s, 1/2 < β < s.
From the above development, Assumption A6 holds with 
Final comments
It is well-known that Lemma 2.1 in [18] provides the construction of a Hilbert space H with weaker topology than a given real separable Banach space B with norm · B . This paper formulates sufficient conditions (see Assumptions A6-A8) on the elements involved in Kuelbs [18] lemma, for the strongconsistency, in the norm of L(B), of the componentwise estimator of ρ, considered in [9] . The strongconsistency of the corresponding ARB(1) plug-in predictor then follows in the norm of B.
On the other hand, Section 5 illustrates the flexibility of Kuelbs [18] construction. Specifically, the abstract Banach context considered here is not only applicable for inference on continuous time stochastic processes, satisfying certain regularity conditions, like the solutions of stochastic differential equations, but also for inference on generalized singular processes, like the solutions to fractional pseudodifferential equations.
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Appendix. Proof of lemmas

Proof of Lemma 2
Proof. Under Assumptions A6-A7, from equation (28), applying Cauchy-Schwarz inequality, for every
Under Assumption A8, from equations (29) and (103),
Proof of Lemma 4
Proof. From Lemma 3, applying Lemma 4.2 on p. 103 in [9] , as n → ∞,
(ln(n))
Proof of Lemma 5
Proof. Since X 0 H is bounded under Assumption A3, from equation (4.44) in Lemma 4.3, on page 104 in [9] , and, from Theorem 4.2, on pages 99-100 in [9] , for any β > 1/2,
where γ 1 and δ 1 are positive numbers given in Theorem 4.2 of [9] , depending only on ρ and P ε0 . Fur-
From (106)-(107), Borel-Cantelli Lemma leads to the a.s. convergence.
Proof of Lemma 6
Proof. Under Assumptions A6-A8, applying Cauchy-Schwarz inequality, from equation (28), for n sufficiently large,
From Lemma 5 (see equation (35)),
which implies,
uniformly in k, j ≥ 1. That is,
uniformly in k, j ≥ 1. Therefore, as n → ∞,
uniformly in l. Thus, the following a.s. limit holds:
In addition, from equation (33), in Lemma 4,
uniformly in j ≥ 1. From equations (112) and (114), as n → ∞,
Now, from equations (108)-(115), as n → ∞,
Finally, under Assumption A6-A8, one can get, from equation (116), for n sufficiently large, for
Proof of Lemma 7
Proof. Let us first consider the following a.s. equalities C n,j φ n,j − φ ′ n,j = C n (φ n,j ) − C n,j φ ′ n,j = (C n − C) (φ n,j ) + C φ n,j − φ ′ n,j + (C j − C n,j ) φ ′ n,j .
From equation (118),
For n sufficiently large, from Lemmas 2 and 6, keeping in mind Assumption A5, and applying Cauchy-Schwarz inequality, for every j ≥ 1,
(120)
n,j H c B×B ≤ φ n,j − φ ′ n,j H N C S( H) , a.s.
(121)
In addition, from Lemma 3, C n,j → a.s. C j , n → ∞, and
for ε = C kn /2, we can find n 0 such that for n ≥ n 0 , C n − C L( H) ≤ ε = C kn /2, a.s.
From equations (119)-(122), for n large enough such that equation (123) 
