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Covariance-matrix-based features were applied to the detection of popcorn infected by a fungus that
causes a symptom called ‘‘blue-eye’’. This infection of popcorn kernels causes economic losses due to
the kernels’ poor appearance and the frequently disagreeable ﬂavor of the popped kernels. Images of ker-
nels were obtained to distinguish damaged from undamaged kernels using image-processing techniques.
Features for distinguishing blue-eye-damaged from undamaged popcorn kernel images were extracted
from covariance matrices computed using various image pixel properties. The covariance matrices were
formed using different property vectors that consisted of the image coordinate values, their intensity val-
ues and the ﬁrst and second derivatives of the vertical and horizontal directions of different color chan-
nels. Support Vector Machines (SVM) were used for classiﬁcation purposes. An overall recognition rate of
96.5% was achieved using these covariance based features. Relatively low false positive values of 2.4%
were obtained which is important to reduce economic loss due to healthy kernels being discarded as fun-
gal damaged. The image processing method is not computationally expensive so that it could be imple-
mented in real-time sorting systems to separate damaged popcorn or other grains that have textural
differences.
 2012 Elsevier B.V. All rights reserved.1. Introduction
The drying of grain kernels is an important issue in agriculture
that requires precise timing. Grain kernels that are not dried prop-
erly may become infected by fungi, thereby greatly reducing the
economic value of the product. In popcorn kernels, one of these
problematic infections is called blue-eye damage and is caused
by fungi from the Penicillium genus. Fungi can spread over the ker-
nels after harvesting if they are not dried rapidly enough. However,
popcorn cannot be dried rapidly with the use of high heat because
it may crack and be unable to pop. If a balance between the time
until storage and the time for proper drying is not achieved suc-
cessfully, kernels may still be wet when they are sent for binning,
thereby creating a favorable environment for fungal infections to
spread. Blue-eye damage changes the taste of popped kernels
and causes consumers to reject them, reducing the consumption
of popcorn and resulting in economic losses for the popcorn indus-
try. Although damaged kernels do not occur with high frequency,
one bad kernel can cause a consumer to stop eating the remaining
popcorn in a bowl even though the remaining popcorn may not
have been infected and do not contain off-ﬂavors. It can also cause
the consumer not to buy a particular brand of popcorn.ll rights reserved.
; fax: +90 312 266 4192.
ulmaz).Blue-eye-infected popcorn kernels have a small blue blemish on
the kernels at the center of the germ. This blemish makes it possi-
ble to approximate the location of the infection and to detect in-
fected kernels from images taken by regular color cameras. Fig. 1
shows images of undamaged and damaged popcorn kernels that
were obtained with a Canon Powershot G11 digital camera.
There have been various studies on the subject of separating
blue-eye-damaged and undamaged kernels. Pearson (2009) devel-
oped a machine to detect the damaged kernels as they slide down a
chute. Three cameras located around the perimeter of the kernel
simultaneously obtained images while a Field-Programmable Gate
Array (FPGA) processed each image in real time. The array looked
for rows in the image matrix in which the intensity values were
greater at the borders of the germ and lower in the middle of the
germ. The detection of this valley-like shape in image intensity val-
ues along a line of the image was used to conﬁrm the existence of
blue-eye damage. In this approach, the red channels of the images
of the kernels were used, because the kernels are red-yellow, and
the damage is more visible in this channel. However, the accuracy
of this system, 74% for the blue-eye damaged popcorn, was not
adequate for the system to be useful for the popcorn industry.
Another approach for detecting blue-eye damaged popcorn
using cepstral features was proposed by Yorulmaz et al. (2011).
Cepstral feature extractions are the most widely used analytical
methods in speech processing (Quatieri, 2001). These features are
also used for the representation of impact sounds in agricultural
Fig. 1. Images of blue-eye-damaged (left) and undamaged (right) popcorn kernels.
(For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
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tral features have also been used in image representation (Narwaria
et al., 2012). A two-dimensional (2D) cepstrum is deﬁned as the 2D
inverse Fourier transform of the logarithm of the absolute magni-
tude of the 2D Fourier transform of an image x, as follows:
~xðp; qÞ ¼ F12 ðlogðjXðu;vÞj2ÞÞ; ð1Þ
where X(u,v) is the Discrete Fourier Transform (DFT) coefﬁcient
matrix of a given image x, ~xðp; qÞ is the resulting cepstral features
matrix, and F12 represents the 2D Inverse Discrete Fourier Trans-
form (IDFT) operation.
Cepstral analysis is useful when comparing two similar signals
in which one signal is an amplitude-scaled version of the other one.
In this case, the two images x and ax have the same cepstrum, ex-
cept for x(0,0) (Narwaria et al., 2012) because of the logarithmic
operation. Because it is based on the magnitude of the Fourier
transform, this cepstrum is also shift-invariant. In practice, modi-
ﬁed versions of cepstral parameters are used for image representa-
tion. This technique has been successfully applied to face
recognition (Cakir and Cetin, 2011) and man-made object recogni-
tion applications (Eryildirim and Onaran, 2011). The cepstrum-
based method in Yorulmaz et al. (2011) groups Fourier coefﬁcients
before computing the inverse DFT. In this approach, non-uniform
grids are used to reduce the number of cepstral features by com-
bining them. A grid is applied to the Fourier domain coefﬁcients,
and the mean values of the magnitudes of the Fourier coefﬁcients
inside the bins of the grids are obtained as standalone Fourier
values before their logarithms and inverse DFTs are computed. This
approach reduces the number of cepstral parameters. In mel-
cepstrum, the bin sizes are smaller and are obtained from low fre-
quencies, rather than from high frequencies because most natural
signals and images are low-pass in nature (their signal energy is
concentrated in low frequencies). Finally, classiﬁcation using ceps-
tral features was performed using a Support Vector Machine
(SVM).
The objective of this study is to apply image-intensity-based
covariance features to the blue-eye detection problem, and to de-
velop a method that can classify damaged and undamaged popcorn
kernels in real time. The success rates of this study is compared to
the results of the cepstrum-based features from Yorulmaz et al.
(2011). Covariance features were proposed and used for object
detection by Tuzel et al. (2006). Duman et al. (2009) and Duman
and Çetin (2010) applied covariance features to synthetic aperture
radar (SAR) images for object detection purposes. Covariance fea-
tures were introduced as a general solution to object detection
problems (Tuzel et al., 2006), where seven image-intensity-based
parameters were extracted from the pixels in image frames, and
their covariance matrix was used as a feature matrix to represent
an image or an image region. The distance between two covariance
matrices was computed using generalized eigenvalues in Tuzelet al. (2006). However, this operation is computationally costly.
To adapt the algorithm to real-time processing, Duman et al.
(2009) and Habiboglu et al. (2011a) used the upper diagonal ele-
ments of the covariance matrix as features.
The remainder of the paper is organized as follows: in Section
2, the intensity-based pixel properties, which are based on Tuzel
et al. (2006) and Habiboglu et al. (2011a), and were used to calcu-
late the covariance matrices will be introduced. The covariance
feature extraction method used in this paper is also explained in
this section. In Section 3, the SVM classiﬁcation method that
was used in this study is presented. The popcorn test set, image
acquisition and image pre-treatments will be detailed in Section
4. The experimental results and a comparison with earlier meth-
ods for the detection of blue-eye damaged popcorn will be given
in Section 5.
2. Feature extraction from popcorn images
2.1. Covariance matrix of intensity and color-based property vectors
Tuzel et al. (2006) applied covariance feature extraction meth-
ods to object detection in videos. Tuna et al. (2009) used this meth-
od for image texture classiﬁcation and forest ﬁre smoke detection
in videos. Damaged popcorn kernels have an image texture that is
different from that of undamaged kernels. The germ of the kernel
has a distinguishing dark or gray region, or simply the darker re-
gion in the middle is larger than that of healthy kernels. The exact
location of this region changes for each kernel and the orientation.
Therefore, it is proposed that a texture classiﬁcation method can be
used to distinguish damaged kernels from undamaged kernels.
The ﬁrst step is to calculate the property vector of each pixel in
the image. Next, the covariance matrix of all property vectors is ob-
tained to represent an image or an image region. Typically, the
property vector Hi;j of the (i, j)th pixel is composed of gray-scale
intensity values or color-based properties and their ﬁrst and sec-
ond derivatives. After the property vectors are computed, the
covariance matrix of an image is estimated by the following
operation:
R^ ¼ 1
N  1
X
i
X
j
ðHi;j  HÞðHi;j  HÞT ; ð2Þ
where R^ is the estimated covariance matrix; N is the number of pix-
els in the region; Hi;j is the property vector of the pixel located at
coordinates i and j; and H is the mean of Hi;j in the given image re-
gion, which is calculated as follows:
H ¼ 1
N
X
i
X
j
Hi;j: ð3Þ
In this study, various property vectors were tested, and the clas-
siﬁcation performances of different combinations of properties
were compared. The gray-scale intensity values may not contribute
signiﬁcantly to the popcorn classiﬁcation results. However, the
property values from separate color channels may improve the rec-
ognition rates. As was performed by Tuzel et al. (2006), the color
and gray-scale intensity-based properties were combined to build
property vectors and were shown to give superior classiﬁcation re-
sults in some applications.
In addition to the red- and blue-channel pixel values, the contri-
butions of the ﬁrst and second derivative values in the vertical and
horizontal directions were tested by including them in the prop-
erty vectors. The pixel locations were included and excluded in
vector deﬁnitions to test their contributions to the results. The
eight property vectors that were tested are given in Eqs. (4)–(11)
as follows:
Fig. 2. Illustration of the feature selection from covariance matrices. Features
extracted from the property covariance matrices are shown as black dots: (a) Eqs.
(4) and (5), (b) Eqs. (6) and (7), (c) Eqs. (8) and (9), and (d) Eqs. (10) and (11).
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where R(i,j) and B(i,j) are, respectively, the red- and blue-channel
color values of the pixel located at coordinates i and j. For the ﬁrst
and second derivatives, different sizes of derivative ﬁlters are
tested, and it is observed that the results do not change signiﬁ-
cantly. Therefore to keep the computation time minimal, derivative
ﬁlters with small lengths were selected. First and second derivatives
of the red- and blue-channel values were calculated by convolution
with the [101] and [121] ﬁlters, respectively; i.e., the image was
horizontally (vertically) convolved with the [101] vector to com-
pute the horizontal (vertical) derivative. The resulting covariance
matrices had sizes of 5  5 for Eqs. (4) and (5), 6  6 for Eqs. (6)
and (7), 7  7 for Eqs. (8) and (9), and 8  8 for Eqs. (10) and (11),
respectively.
Coordinate values were also included in the feature vectors (8),
(9), (10) and (11) because the blue-eye damage is usually located
at the center of the popcorn kernel image. As a result, index-
sensitive covariance parameters can be obtained from the feature
matrix. Feature vectors (4)–(7) produced location-invariant feature
matrices.
2.2. Covariance and correlation matrix-based image region
classiﬁcation
The covariance matrices of the image and video regions in either
2D or 3-dimensional spaces can be used as representative features
of an object, and they can be compared for classiﬁcation purposes.
As stated in Tuzel et al. (2006), covariance features do not lie in
Euclidean space, and, therefore, the distances between covariance
matrices cannot be calculated as if they are in Euclidean space. To
overcome this problem, Forstner et al. (1999) developed a method
based on generalized eigenvalues and used it to measure the simi-
larity of matrices in Tuzel et al. (2006). However, this operation
was computationally costly, and because real-time applications re-
quire computational efﬁciency, the elements of the covariancematrices were calculated as if they were feature values in Euclidean
space Habiboglu et al. (2011a).
In Habiboglu et al. (2011a), an SVM (Boser et al., 1992) was used
as the classiﬁer. The presence of the ﬁve elements in the property
vectors that were deﬁned in Eqs. (4) and (5) results in 5  5 = 25
features in the covariance matrix. Similarly, covariance matrices
constructed from the property vectors in Eqs. (6) and (7) had 36
features; Eqs. (8) and (9) produced 49 features, and Eqs. (10) and
(11) resulted in a total of 64 features. However, because the covari-
ance matrices are symmetrical with respect to their diagonal ele-
ments, only the upper or lower diagonal elements were included
in the classiﬁcation process. The elements of the covariance matri-
ces corresponding to the covariance values of xy, xx and yy (at loca-
tions (1,1), (1,2) or (2,1), and (2,2), respectively) were omitted from
the covariance matrices that were calculated by Eqs. (8)–(11) be-
cause those values do not provide any relevant information about
the distributions of intensities. Fig. 2 illustrates the feature selec-
tion from covariance matrices that was achieved by Eqs. (4)–(11).
In addition to the covariance matrix features, correlation coefﬁ-
cient descriptors that were deﬁned in Habiboglu et al. (2011b)
were also applied to the classiﬁcation problem. Correlation coefﬁ-
cient-based features were obtained by normalizing the covariance
parameters from Eqs. (4)–(11) that were calculated from image
pixel values. The correlation coefﬁcient C(a,b) of the (a,b)th entry
of the correlation coefﬁcient matrix was calculated as follows:
Cða; bÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rða; bÞ
p
; a ¼ bﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rða;bÞ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rða;aÞRðb;bÞ
p ; otherwise ;
8<
: ð12Þ
where Rða; bÞ is the (a,b)th entry of the covariance matrix R^:
Rða; bÞ ¼ 1
N  1
X
i
X
j
Hi;jðaÞHi;jðbÞ  cNða; bÞ; ð13Þ
where Hi;jðaÞ is the property value located in the ath index of the
property vector of the pixel with the coordinate values i and j, and
cNða; bÞ ¼ 1N
X
i
X
j
Hi;jðaÞ
 ! X
i
X
j
Hi;jðbÞ
 !
: ð14Þ3. Classiﬁcation
For both the covariance and correlation methods, the classiﬁca-
tion of kernels as blue-eye damaged or non-damaged was achieved
through an SVM, and the results were compared with those ob-
tained using the mel-cepstrum-based method. The SVM is a super-
vised classiﬁcation technique that was developed by Vladimir
Vapnik (Boser et al., 1992). The algorithm was implemented as a
Matlab library in Chang and Lin (2011) and was also used for this
study. The SVM algorithm projects the points in a space into
higher-dimensional spaces in which a superior differentiation be-
tween classes can be achieved using the Radial Basis Function
(RBF) Gaussian kernel. Next, the algorithm ﬁnds vectors from the
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called support vectors and, using these vectors, classiﬁes the
remaining samples. For this work, the RBF kernel of the SVM algo-
rithm was applied. The default parameters of the SVM were used
except for the cost (Chang and Lin, 2011). The cost is the parameter
that forces the training set to result in more support vectors in or-
der to reduce the training classiﬁcation mistakes. Very high cost
values have a danger of over-ﬁtting. Low cost values may result
in under-ﬁtting. In this study, cost value was assigned to be rela-
tively high (500) in order to get better ﬁtted curves in the higher
dimensions since we have plenty of training data. As it is a super-
vised classiﬁcation method, an SVM must be trained using previ-
ously labeled data. For this work, the datasets for training and
testing the SVM were randomly divided into 10 subsets of equal
size, and with the leave-one out principle, SVM was trained and
tested accordingly.
4. Image acquisition and pre-treatment
In this study, the image datasets that are tested in Yorulmaz
et al. (2011) are used, which included different varieties of popcorn
kernels from various years. Samples of popcorn grown in western
Iowa from two growing years (2007 and 2008) and from ﬁve differ-
ent storage bins were collected so that a reasonable range of kernel
color and kernel morphology could be studied. Samples were
drawn from bins known to have high levels (5%) of blue-eye dam-
age. Each sample was approximately one kg. Approximately 100 g
from all samples were blended, then divided using a Boerner divi-
der (#34, Seedburo Co., Des Plaines, IL) until the sample size was
reduced to about 500 kernels which were then used for imaging.
The varieties were unknown as they were pulled from bins of com-
mercial corn. Most likely, they comprised several varieties. The
infesting mold spores were naturally present at the time of harvest,
no spores were introduced to the grain as they were loaded into
the bins. The ground truth was determined by visual inspection
of the popcorn and inspection of the transmittance images. By
doing so, there is a danger that slightly infested kernels are not
seen, but it is highly unlikely that these would be classiﬁed as dam-
aged using the imaging algorithms.
The images of kernels were obtained by placing the kernels in a
grid array on a document scanner (Expression 1680, Epson Amer-
ica, Long Beach, CA). Images are taken in two different manners:
reﬂectance and transmittance modes. Reﬂectance mode images
are similar to regular camera images. In this mode, the light re-
ﬂected from the kernels is captured. In the transmittance mode,
the light that passes through the popcorn kernels is captured.
The scanner was equipped with a transparency, or negative ﬁlm
attachment to acquire transmittance images. To acquire usable
transmittance images of popcorn, the brightness was simply set
to the maximum value using the software supplied with the
scanner. Single kernels were extracted from the larger original
images using a Matlab program. Using this program, a threshold
was applied to the red pixels, and the connected pixels that
exceeded this threshold were selected as single kernels for theFig. 3. (a) Damaged popcorn kernel images acquired in the reﬂectance (left) and
transmittance (right) modes. (b) Undamaged popcorn kernel images acquired in the
reﬂectance (left) and transmittance (right) modes.reﬂectance-mode images. For the transmittance mode images,
the pixels that were below the threshold were selected to be kernel
objects. In this dataset, there were 510 undamaged and 398 blue-
eye damaged popcorn kernel images. It was observed that the
damage was more visible in transmittance mode images. Examples
of transmittance-mode and reﬂectance-mode images are shown in
Fig. 3.
Because of this process, different sizes and shapes of kernel
images were obtained. Typically, the kernel image sizes were 200
by 300 pixels. Because the covariance and correlation features do
not depend on the number of pixels, the images do not need to
be the same size.
As shown in Fig. 3, the background is included in a typical pop-
corn kernel image because the image data was obtained in a rect-
angular manner. To reduce the effects of the background pixel
intensities, the approximate location of possible blue-eye damage
was cropped from each popcorn image. This operation was per-
formed in proportion to the size of the kernel image. Because
blue-eye damage is mostly located in the upper part of a popcorn
kernel, the left and right margins were set to be 20% of the original
image width, whereas the top margin was set to 25% of the image
height, and the bottom margin was set at 50% of the image height,
as shown in Fig. 4. Using this approach, a small rectangular region
of each image was extracted.
In the popcorn image data sets used in this study, popcorn ker-
nels were oriented manually such that the tips of the germwere on
the upper side of the image. However, in real-time sorting applica-
tions, popcorn kernels may have different orientations. Therefore,
the direction detection algorithm presented by Narwaria et al.
(2012) was used to detect the tip of the kernel. For this purpose,
the image of each kernel was thresholded and the silhouette of
the kernel was determined. The center of the kernel was calculated
by taking the mean of threshold passing pixels and the boundary
was found by high pass ﬁltering the silhouette image. The high
pass ﬁlter coefﬁcients do not carry much signiﬁcance since the im-
age is binary. The distance from the center to the boundary was
calculated by spanning 360 in 64 steps and the second derivative
of this distance function was found by the high pass ﬁlter
gHP ½n ¼ ½1 0 0 2 0 0 1 . The maximum value of the
absolute value of the second derivative of this distance function
was considered to be the tip of the kernel. Therefore, by estimating
the tip of the kernel, it was possible to rotate the kernels before the
procedure, if they are not oriented manually.
5. Experimental results
Covariance and correlation matrix classiﬁcation results were
compared with the Fourier domain cepstral methods developed
to identify blue-eye damaged popcorn in Yorulmaz et al. (2011).
In that study, cepstrum-based features were also applied to the
same transmittance and reﬂectance mode images used in this
study. For the covariance and correlation section of the study, fea-
tures were extracted using the eight different property vector
types that were deﬁned in Eqs. (4)–(11). For comparison with the
cepstral features, the property vectors deﬁned in Eqs. (10) andFig. 4. The cropping operation was performed in proportion to the size of each
kernel image.
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methods to calculate features because they resulted in the best
overall recognition rates for both the transmittance and reﬂectance
mode images. As in Yorulmaz et al. (2011), the overall success rates
on test set was also calculated by weighting the test results accord-
ing to the number of test images of two different kernel classes, as
shown in Table 1.
In Table 1, the highest recognition rates are highlighted in bold.
For transmittance mode images, the correlation features using
properties deﬁned in Eq. (11) provided the best overall recogni-
tion: 96.5%. The best overall success rate using cepstrum features
for this mode was 93.9%, indicating an improvement of 2.5% in
the overall success rate when using the correlation features for this
mode. However, the classiﬁcation accuracies were more uniform
for the covariance and correlation methods than for the
cepstrum-based feature methods. For example, in the reﬂectance
mode for the mel-cepstrum results, the recognition rates to cor-
rectly identify undamaged and damaged kernels varied from 79%
to 86%, whereas those for the covariance- or correlation-based fea-
tures varied from 89% to 93%. High recognition in undamaged ker-
nels also indicates low false positive rates which reduces the
economic loss by reducing the quantity of healthy kernels being
classiﬁed as low value fungal damaged kernels.Table 1
Comparison of the cepstrum-based results (Yorulmaz et al., 2011) and the covariance meth
with bold font.
Reﬂectance mode success rate (%)
Overall Undamaged Dam
Mel-Cepstrum 83.1 86.3 78.9
Correlation Eq. (11) 91.9 93.4 89.0
Covariance Eq. (10) 94.1 94.4 93.6
Table 2
Comparison of the kernel recognition success rates on test sets using the property vectors
highest rates for each of the column are emphasized with bold font.
Kernel recognition success rate for reﬂectance mode images
Covariance features
Property vector Overall Undamaged Dam
Eq. (4) 89.2 91.2 86.6
Eq. (5) 85.6 87.6 83.0
Eq. (6) 90.4 91.9 88.5
Eq. (7) 86.1 89.0 82.3
Eq. (8) 92.6 93.6 91.3
Eq. (9) 91.9 93.9 89.3
Eq. (10) 94.0 94.4 93.5
Eq. (11) 91.9 93.4 99.0
Table 3
Comparison of the kernel recognition success rates on test sets using the property vectors
The highest rates for each of the column are emphasized with bold font.
Kernel recognition success rate for transmittance mode images
Covariance features
Property vector Overall Undamaged Dam
Eq. (4) 92.6 94.5 90.3
Eq. (5) 94.7 95.1 94.2
Eq. (6) 93.7 95.3 91.7
Eq. (7) 96.0 97.4 94.3
Eq. (8) 93.9 95.6 91.8
Eq. (9) 96.3 97.1 95.4
Eq. (10) 96.1 96.4 95.7
Eq. (11) 96.5 97.6 95.1The best classiﬁcation accuracy using covariance features, 94%
overall, was observed using reﬂectance-mode images. Table 1 sug-
gests that the use of covariance features improved the overall
success rates of blue-eye damage detection in reﬂectance mode
images by approximately 11% compared with mel-cepstrum fea-
tures. This result is important because transmittance-mode images
are more difﬁcult to obtain, and it is almost impossible to use this
mode in real-time applications. Reﬂectance-mode imaging, how-
ever, is a simplermethod and can be achieved using simple cameras
and lighting. An overall recognition rate of 94% on reﬂectancemode
images is important due to this fact.
Another advantage of the covariancemethod is the higher speed
of the algorithm. Although there are fast algorithms for calculating a
Fourier transform and its inverse, their usage complicates the per-
formance of real-time applications. However, covariance features
are calculated via convolution with small vectors using a small sub-
set of pixels. The ﬁlter vector lengths are short for both the ﬁrst and
second derivative calculations, which provide efﬁcient real-time
processing using low-cost FPGA hardware. Furthermore, for SVM
training and testing, cepstral-based feature vectors have greater
lengths. To achieve the best results with cepstral features, a grid
with a size of 29  29 was required, resulting in a feature matrix
with 435 values (Yorulmaz et al., 2011). Conversely, covarianceods proposed in this paper. The highest rates for each of the column are emphasized
Transmittance mode success rate (%)
aged Overall Undamaged Damaged
93.9 97.4 89.4
96.5 97.6 95.1
94.6 95.4 93.6
deﬁned in Eqs. (4)–(11) to derive image features from reﬂectance-mode images. The
Correlation features
aged Overall Undamaged Damaged
83.6 84.8 82.1
81.7 87.7 74.1
88.1 89.7 86.1
81.4 84.2 77.8
92.5 93.7 91.0
86.8 87.8 85.6
94.1 94.4 93.6
88.6 88.9 88.2
deﬁned in Eqs. ()(4)–(11) to derive image features from transmittance-mode images.
Correlation features
aged Overall Undamaged Damaged
92.9 95.1 90.2
87.6 90.0 84.5
93.9 94.3 93.4
89.7 91.1 87.8
93.7 94.9 92.2
91.5 92.6 90.2
94.6 95.4 93.6
94.3 96.5 91.6
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dimensions results in faster calculations of support vectors, faster
decision times for test images and, probably, a more robust classiﬁ-
cation performance.
A disadvantage of the covariance-based features is that they are
not shift-invariant, while cepstrum-based algorithms are. With the
use of the absolute value of an FFT, the mel-cepstrum had a trans-
lational invariance and added a rotational invariance because of its
log-polar conversion. However, the use of the i and j coordinate
values causes the covariance method variant to have translational
changes. Conversely, shift invariance was achieved in Eqs. (4)–(7),
which excluded these properties. Moreover, all of the property vec-
tor deﬁnitions used for the experiments in this study were rota-
tionally variant because they included the derivative values in
the vertical and horizontal directions. Recent advances in kernel-
handling mechanisms (Pearson et al., 2011) enabled the rotation
of kernels to be constrained; therefore, rotationally variant fea-
tures are not an overwhelming problem.
A comparison of the results obtained using different property
vector deﬁnitions is provided in Tables 2 and 3 for reﬂectance-
and transmittance-mode images, respectively. For reﬂectance
mode, overall accuracies ranged from 85.6% to 94%. While Eq.
(10) had the highest overall accuracy, it used 33 property values
in the SVM for classiﬁcation. Eq. (4) had an overall accuracy of
89.2% but only used 15 property values. Further research on a lar-
ger data set is needed to determine the robustness of the property
vectors and the selection of the most robust equation. For trans-
mittance images, the range of property vector accuracies was smal-
ler, with values of 92.6–96.5%. The covariance feature property set
based on Eq. (5) had an overall accuracy of 94.7% on the test set
and, in accordance with Eq. (4), only consists of 15 covariance val-
ues. However, the covariance feature set based on Eq. (11) uses 33
parameters.
Tables 2 and 3 suggest that it is favorable to select different
property-vector deﬁnitions to calculate covariance and correlation
features depending on the image mode. To achieve the best detec-
tion rates when using transmittance mode images, Eq. (10) should
be selected, and if the images are taken in the reﬂectance mode,
the best results would be achieved with Eq. (11). The only differ-
ence between Eqs. (10) and (11) is in the derivative values used
in the property vectors. In Eq. (10), the ﬁrst and second derivatives
are calculated using the red channel, whereas in Eq. (11), they are
calculated with the blue channel. In addition, the best results when
using the reﬂectance mode were achieved with covariance-based
features, while the best results for the transmittance mode were
obtained with a correlation method. Therefore, depending on the
mode that the images are taken in, the success rates for kernel rec-
ognition can be maximized by selecting the appropriate method.
6. Conclusions
The classiﬁcation results obtained in this study indicate that im-
age property covariance features provide a highly accurate solution
for detection of popcorn kernels infected by the blue-eye fungus.
The recognition rates that can be achieved using covariance-based
features are superior for reﬂectance- and transmittance-mode
images compared with previous methods. For both modes, overall
recognition rates of more than 94% can be achieved by selecting
different classiﬁcation methods deﬁned with different property
vectors. This ﬁnding is important because the low recognition rates
for reﬂectance mode images was an important problem, which,
from an optics point of view, are easier to acquire. Higher recogni-
tion rates for transmittance mode images are currently of littlepractical value because it is difﬁcult to acquire transmittance
images for real-time applications. Additionally, the recognition
rates of undamaged and damaged kernel images were similar in
this study. The results indicate that detection of blue-eye damaged
popcorn is possible with sufﬁcient accuracy to be of use to popcorn
processors. Future study will focus on real-time implementation of
the algorithm.
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