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ABSTRACT 
 
The Great Deluge Algorithm (GDA) is a local search algorithm introduced by Dueck. It is an analogy with a 
flood: the “water level” rises continuously and the proposed solution must lie above the “surface” in order to 
survive. The crucial parameter is the “rain speed”, which controls convergence of the algorithm similarly to 
Simulated Annealing’s annealing schedule. This algorithm is applied to the reactor core design optimization 
problem, which consists in adjusting several reactor cell parameters, such as dimensions, enrichment and 
materials, in order to minimize the average peak-factor in a 3-enrichment-zone reactor, considering restrictions 
on the average thermal flux, criticality and sub-moderation. This problem was previously attacked by the 
canonical genetic algorithm (GA) and by a niching genetic algorithm (NGA). NGAs were designed to force the 
genetic algorithm to maintain a heterogeneous population throughout the evolutionary process, avoiding the 
phenomenon known as genetic drift, where all the individuals converge to a single solution. The results 
obtained by the Great Deluge Algorithm are compared to those obtained by both algorithms mentioned above. 
The three algorithms are submitted to the same computational effort and GDA reaches the best results, showing 
its potential for other applications in the nuclear engineering field as, for instance, the nuclear core reload 
optimization problem. One of the great advantages of this algorithm over the GA is that it does not require 
special operators for discrete optimization. 
 
 
1. INTRODUCTION 
 
Stochastic optimization methods based on the simulated annealing paradigm [1] have been 
actively developed in the last 30 years and successfully applied to many complex 
optimization problems. An algorithm conceptually similar to simulated annealing that is 
presented here is the Great Deluge Algorithm (GDA) [2]. It is an analogy with a flood: the 
“water level” rises continuously and the proposed solution must lie above the “surface” in 
order to survive. The user must specify two parameters: the “rain speed”, which controls 
convergence of the algorithm similarly to SA’s annealing schedule, and the initial rain level, 
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analogous to SA’s initial temperature. The main advantage of this algorithm in relation to 
simulated annealing is its robustness to parameter specification [3], as the former algorithm’s 
performance is too sensitive to the choice of the annealing schedule. 
 
The GDA is applied to a nuclear reactor design optimization problem that was previously 
attacked using the standard genetic algorithm [4] and the niching genetic algorithm [5]. GAs 
[6] are biologically motivated adaptive systems that have been applied to solve complex 
problems with few a priori information. The standard GA is liable to “drift” to a sub-optimal 
solution so NGAs [7] were created to overcome this problem by maintaining the population 
diversity along the generations. The niching method which will be referred herein is Fuzzy 
Clearing [5], where the individuals are clustered using an algorithm called “Fuzzy Clustering 
Means” [8] and the individual with best fitness (dominant) is determined for each cluster or 
class, using Fuzzy Logic [9] terminology. Following that, the dominant’s fitness is preserved 
and all the others individuals have their fitnesses zeroed (in the case of a maximization 
problem).  
 
The three algorithms are submitted to the same computational effort and their results are 
compared. 
 
The remainder of the paper is organized as follows. In the next section the Great Deluge 
Algorithm is presented. In section 3 the reactor design optimization problem is described. In 
section 4, the implementation of the algorithms is briefly described and the results are shown. 
Finally, in section 5, the concluding remarks are made. 
 
 
2. THE GREAT DELUGE ALGORITHM 
 
As mentioned above, the Great Deluge Algorithm is an analogy with a flood. As well as in 
Simulated Annealing, GDA may accept worse candidate solutions than the current best 
during its run. First an initial configuration is chosen; then there is a modification of the old 
configuration into a new one. The qualities of the two configurations are compared. A 
decision then is made on whether the new configuration is “acceptable”. If it is, it serves as 
the old configuration for the next step. If it is not acceptable, the algorithm proceeds with a 
new change of the old configuration. The crucial parameter is the “rain speed”, which 
controls convergence of the algorithm similarly to SA’s annealing schedule.  The worse 
solution is accepted if its fitness is higher than the water level, which is the control parameter.  
 
The water level WL receives an initial value WL0 which is increased iteratively by the “rain 
speed”. We used the rain speed, Up, suggested by Bykov [3], which is given by equation (1), 
below:    
 
0( ') ,f x WLUp
N
−=  
 
(1)
 
 
where f(x’) is a goal value and N is the number of iterations. This goal value can be estimated 
by some quick technique (e.g. Hill-Climbing) or by some previously-known results. The 
initial water level can be set as the lower boundary of the results. But as mentioned, this 
algorithm is robust to this parameter. 
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Figure 1 shows GDA’s pseudo code. The algorithm’s default is for maximization problems. 
For minimization problems, fitness values must be multiplied by -1. 
 
 
 
 
 
 
 
 
 
Figure 1.  GDA’s pseudo code. 
 
 
3. PROBLEM DESCRIPTION 
 
Our optimization problem will be briefly described here: consider a cylindrical 3-enrichment-
zone PWR, with typical cell composed by moderator (light water), cladding and fuel. The 
problem consists in adjusting several reactor cell parameters, such as dimensions, enrichment 
and materials, in order to minimize the average peak-factor in a 3-enrichment-zone reactor, 
considering restrictions on the average thermal flux, criticality and sub-moderation.   
 
The design parameters that may be changed in the optimization process, as well as their 
variation ranges are shown in Table 1. 
 
 
Table 1.  Parameters range 
 
Parameter Symbol Range 
Fuel Radius (cm) Rf 0.508 to 1.270 
Cladding Thickness (cm) ∆c 0.025 to 0.254 
Moderator Thickness (cm) Re 0.025 to 0.762 
Enrichment of Zone 1 (%) E1 2.0 to 5.0 
Enrichment of Zone 2 (%) E2 2.0 to 5.0 
Enrichment of Zone 3 (%) E3 2.0 to 5.0 
Fuel Material Mf {U-Metal or UO2} 
Cladding Material Mc {Zircaloy-2, Aluminum or Stainless-304}
 
Choose an initial configuration Old_Config   
Choose WL0 and Up 
For n = 0 to # of iterations 
 Generate a small stochastic perturbation New_Config of the solution 
 If Fitness(New_Config) > WL 
  Old_Config := New_Config 
 End If 
 WL = WL + Up 
End For 
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The objective of the optimization problem is to minimize the average peak-factor, fp, of the 
proposed reactor, considering that the reactor must be critical (keff = 1.0 ± 1%) and sub-
moderated, providing a given average flux φ0. For further details, please refer to [4].  
 
 
4. IMPLEMENTATION AND RESULTS 
4.1. Implementation 
 
In our tests, the GA setup was the same as in [5], including random seeds. All the algorithms 
were set up for 100,000 iterations, so that the results were obtained with the same 
computational effort. GDA’s rain speed was set up using an initial rain level of -1.35 (a 
below-the-average solution) and an estimated final level of -1.28 (equal to the best results so 
far).  
 
Following Pereira’s implementation [4], the optimization algorithm sends to the Reactor 
Physics code HAMMER [10] a solution and receives back power-peaking, average thermal 
flux and the effective multiplication factor. This information is translated to the algorithm by 
means of a fitness function that, if all constraints are satisfied, has the value of the average 
peak factor. Otherwise, it is penalized proportionally to the discrepancy on the constraint.  
 
4.2. Results 
 
Table 2 shows the results obtained by GDA in comparison to the SGA and the NGA.   
 
 
Table 2.  Results for 50,000 and 100,000 iterations. 
 
 SGA NGA GDA 
Experiment 5·104 iter. 1·105 iter. 5·104 iter. 1·105 iter. 5·104 iter. 1·105 iter.
#1 1.3185 1.3185 1.2916 1.2916 1.2806 1.2806 
#2 1.3116 1.3116 1.3069 1.3069 1.2913 1.2913 
#3 1.3300 1.3300 1.3003 1.3003 1.2856 1.2856 
#4 1.3294 1.3294 1.2874 1.2844 1.2909 1.2891 
#5 1.3595 1.3595 1.2956 1.2895 1.2874 1.2863 
#6 1.3562 1.3562 1.3014 1.3014 1.2845 1.2845 
#7 1.3372 1.3372 1.3190 1.2872 1.2897 1.2897 
#8 1.3523 1.3523 1.3075 1.3050 1.2953 1.2842 
#9 1.3614 1.3614 1.2974 1.2959 1.2900 1.2895 
#10 1.3467 1.3467 1.3077 1.3077 1.2930 1.2827 
Average 1.3402 1.3402 1.3015 1.2970 1.2888 1.2864 
Std. Dev. 0.0175 0.0175 0.0093 0.0085 0.0044 0.0035 
INAC 2005, Santos, SP, Brazil. 
 
Table 3 shows the best configurations obtained by the SGA [4] with 300 individuals until 
convergence, by the NGA with 100 individuals and 500 generations [5] and by GDA in 
100,000 iterations, when applied exactly to the same problem. 
 
 
Table 3.  Comparison with previous works. 
 
 SGA NGA GDA 
Fitness 1.310 1.287 1.281 
Minimum average 
peak factor 
1.310 1.287 1.281 
Average Flux 8.02 x 10-5 8.04 x 10-5 7.95 x 10-5 
 
Objectives 
and 
Constraints 
keff 1.000 1.000 0.990 
Rf (cm) 0.5621 0.5441 0.5913 
∆r (cm) 0.1770 0.1064 0.0638 
∆m (cm) 0.6581 0.5997 0.5992 
E1 (%) 2.756 2.5906 2.1485 
E2 (%) 4.032 2.7559 2.2585 
E3 (%) 4.457 4.6220 3.8590 
Mf U-metal U-metal U-metal 
 
 
 
Parameters 
Mc Stainless-304 Stainless-304 Stainless-304
 
 
5. CONCLUSIONS  
 
The comparative performances of GDA with the genetic algorithm show that the former 
algorithm is quite promising and should be applied to other optimization problems in the 
nuclear engineering field as, for instance, the nuclear core reload optimization problem [11].  
 
An advantage over the canonical GA is that the Simulated-Annealing-family algorithms do 
not converge prematurely, as comparative tests show [11]. Furthermore, GDA can be applied 
to continuous or discrete optimization problems just changing the perturbation function. In 
genetic algorithms it is necessary to apply special operators for discrete optimization 
problems [12]. Last but not least, it is extremely easy to implement. 
 
We are currently developing a populational GDA, where the particles would interact to obtain 
better solutions, in a fashion similar to Particle Swarm Optimization [13].  
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