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Conditionally specified Gaussian Markov random field (GMRF) models with adja-
cency- or distance-based neighbourhood weight matrix, commonly known as neigh-
bourhood-based GMRF models, have been the mainstream approach to spatial smooth-
ing in Bayesian Disease mapping (DM).
In the present work, we propose a conditionally specified Gaussian random field
(GRF) model with a similarity-based non-spatial weight matrix to facilitate non-spatial
smoothing in Bayesian DM. The model, named similarity-based GRF, is motivated
for modeling DM data in situations where the underlying small area relative risks
and the associated determinant factors do not varying systematically in space, and the
similarity is defined by “similarity” with respect to the associated disease determinant
factors.
The neighbourhood-based GMRF and the similarity-based GRF are compared and
assessed via a simulation study and by two case studies, using new data on alcohol
abuse in Portugal collected by the World Mental Health Survey Initiative (WMHSI)
and the well-known lip cancer data in Scotland.
In the presence of disease data with no evidence of positive spatial correlation, the
simulation study showed a consistent gain in efficiency from the similarity-based GRF,
compared with the adjacency-based GMRF with the determinant risk factors as covari-
ate. This new approach broadens the scope of the existing Conditional autocorrelation
(CAR) models.
Keywords: Neigbourhood matrix, GMRF and GRF models, similarity-based smooth-




Modelos especificados condicionalmente, denominados campos aleatórios Markovi-
anos Gaussianos (CAMG), com matrices de vizinhanças ponderadoras baseadas em
adjacências ou distâncias, comumente conhecidos como modelos CAMG baseados em
vizinhanças, têm sido a aproximação principal utilizada no alisamento e inferência
Bayesiana espacial em mapeamento de doenças.
Neste trabalho, propomos um modelo especificado condicionalmente, um campo
aleatório Gaussiano com uma matrix ponderadora não espacial, mas baseada em simila-
ridade para permitir o alisamento e inferência Bayesiana não espacial em mapeamento
de doenças. O modelo, chamado CAG baseado em similaridade, foi motivado para a
modelação em mapeamento de doenças em situações em que os riscos subjacentes em
cada uma das pequenas áreas e seus factores determinantes associados não variam
sistematicamente no espaço, e a similaridade é definida por "semelhança" com respeito
aos factores determinantes associados à doença.
O modelo CAMG baseado em vizinhanças e o modelo CAG baseado em similari-
dade são comparados e avaliados através de um estudo de simulação e através de dois
casos de estudo, usando os novos dados relativos ao abuso do álcool em Portugal reco-
lhidos pelo estudo World Mental Health Survey Initiative e os dados, já bem conhecidos,
do cancro dos lábios na Escócia.
Na presença de dados de doenças que não exibem uma correlação espacial positiva,
o estudo de simulação mostra um constante ganho de eficiência pelo modelo CAG base-
ado em similaridade quando comparado com o modelo CAMG baseado em adjacência
com os factores de risco como co-variáveis. Esta nova aproximação alarga o campo de
utilização dos existentes modelos condicionais de autocorrelação.
Palavras-chave: Matriz de vizinhanças, CAMG e CAG, alisamento baseado em simila-
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The availability of disease data in sets of non-overlapping and contiguous spatial areal
units has increased over the last few decades. Concepts such as Small area estimation
(SAE), DM and Ecological-spatial regression (ESR) are linked and are used in the
context of the analysis of this type of data.
Firstly, we clarify the above concepts, and secondly, after focusing on DM, we apply
several models to Portuguese Alcohol Abuse Disorder (AAD) data, collected by the
WMHSI, as specified in Xavier et al. [94] and in Chapter 3.
The goal of DM is to estimate the spatial pattern in disease risk over a geographical
region, so that small areas with elevated risk can be identified. Spatial DM models are
being extensively used to describe geographical patterns of mortality and morbidity
rates. Information provided by these models is considered invaluable by health re-
searchers and policy-makers as it allows, for example, to allocate funds effectively in
high risk areas, and/or to plan for localized prevention/intervention programmes.
The term DM was first used in Clayton and Kaldor [15]. It uses the spatial setting
and assumes positive spatial correlation between observations, essentially “borrowing”
more information from neighboring areas than from areas far away, smoothing local
rates toward local neighboring values [84].
In cases of rare diseases and/or low populated areas, the classical estimators of the
morbidity rates show high variability, and spatial DM models overcome that using the
above mentioned characteristic. Models used in DM are usually Generalized linear
mixed model (GLMM) formulated within a hierarchical Bayesian framework, and
Poisson likelihood is often assumed for data in the form of counts of cases for each areal
unit. Neighbourhood information is explicitly incorporated into the model by means
of an appropriate prior specification. The seminal work of Besag, York and Mollié [9]
provides a pair of area-specific random effects to model unstructured heterogeneity
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CHAPTER 1. INTRODUCTION
(extra-Poisson variation) and spatial similarity. The BYM model is an extension of
the Intrinsic conditional autocorrelation (ICAR) model, a well known GMRF prior in
DM [9]. One important aspect of the CAR modelling is the definition of the so-called
neighbourhood matrix, which characterizes the spatial structure of the data at hand,
and is based on the concept of neighbours. Griffith [32] highlights the importance of
the selected specification of the neighbourhood in spatial analysis of areal data.
The debate on the definition of neighbours can be traced back to Besag [8]. The
author suggests that sites that comprise a finite system of closed irregular regions
in the form of a mosaic, such as counties or states in a country, it will usually be
natural to consider as neighbours of a given site, the sites that are adjacent to it. In
a subsequent work, motivated by image analysis, where values from adjacent picture
elements (pixels) influence the colour or grey-scale assigned to each pixel, Besag et
al. [9] again define neighbours as those regions sharing a common boundary, the so-
called adjacency-based GMRF matrix.
Best et al. [11] introduce a new definition of neighbourhood matrix based on dis-
tances between geographical centroids of local areas, the so-called distance-based
GMRF matrix. Earnest et al. [24] propose examining the influence of different neigh-
bourhood weight matrix structures on the amount of smoothing performed by the
CAR model. By using four adjacency-based GMRF weight matrices and eight distance-
based GMRF weight matrices, the authors report on considerable differences in the
smoothing properties of the CAR model by the types of neighbourhood matrices spec-
ified.
Congdon [17] and Lee and Mitchell [50] work on cases in which one area is dis-
parate from its neighbours. In these cases the global smoothing implemented by the
CAR model may not be appropriate, and a local adaptive spatial smoothing is intro-
duced. Contiguous areas showing clear discontinuities in the spatial patterns of health
events are therefore considered conditionally independent. The authors move away
from fixed adjacency-based GMRF matrices to estimated adjacency-based GMRF ma-
trices.
Most of the research in DM is related with diseases resulting from environmental
exposures, such as respiratory complications and cancer. Those extrinsic disease de-
terminant factors are spatially smoothed, and using some kind of spatial proximity,
either by adjacency or by distance, between areas in the definition of neighbours has
therefore provided good results. In cases in which no spatial positive autocorrelation is
displayed by the data, the neighbourhood matrix as it exists today may not be adequate.
We propose a similarity-based GRF approach to replace the neighbourhood-based
GMRF approach. The structure of the conditionals is maintained, but the smooth-
ing and borrowing strength mechanisms are now based on the similarity of the areas,
regardless of their relative location in space.
Our illustrating examples are two. Firstly, our motivating example is AAD occur-
rence in Portugal, a non-communicable disorder. Recent work [30] concludes that
2
alcohol abuse is a psychiatric disorder and not a socially defined consequence, and
therefore its determinant factors are intrinsic. Secondly, we will use the much cited
Scottish lip cancer data [11], which involves counts of lip cancer cases in the 56 dis-
tricts of Scotland for 1975-1980. The choice of this dataset allows us to compare our
results with those already published and assess adequacy of the proposed matrix when
the disease determinant factors are extrinsic.
In Chapter 2, the DM definition highlighting the differences and common aspects
among DM, SAE and ESR is provided. The main hierarchical Bayesian models, the
CAR prior, and the actual neighbourhood matrices definitions are also presented. In
Chapter 3 the data used for our motivating example are presented. This chapter ends
with the presentation of the results achieved by the application of the several types
of models (presented in Chapter 2) to the AAD data. In Chapter 4 the new approach
for the weight matrix, the similarity-based GRF matrix, is explained. A simulation
study is presented to demonstrate the performance of the proposed model. The two














The contents of this chapter is based on the paper: Alcohol abuse disorder prevalence
and its distribution across Portugal. A disease mapping approach [7].
DM is linked to two other scientific areas: SAE and ESR. This chapter reviews
similarities and differences among them. Bayesian hierarchical models are typically
used in this context, using a combination of covariate data and a set of spatial random
effects to represent the risk surface. The random effects are typically modeled by a
CAR prior distribution, and a number of alternative specifications have been proposed
in the literature. Four models will be assessed here.
Section 2.2 provides the DM definition highlighting the differences and common
aspects among DM, SAE and ESR. Section 2.3 introduces the concept of Standardized
morbidity ratio (SMR). Section 2.4 deals with the most common and widely used mod-
els for DM, providing some basic information on those, as well as some challenges and
recent methodological advances. Section 2.5 presents the most widely used neighbour-
hood matrices in the DM context. Finally, Section 2.6 contains concluding remarks.
2.2 Small area estimation, Disease mapping and
Ecological-spatial regression
DM joins together three different disciplines: statistics/biostatistics, epidemiology and
geography. DM focuses on the challenge of obtaining reliable statistical estimates
(statistics/biostatistics) of local disease risk based on counts of observed cases (epi-
demiology) within small administrative districts or regions (geography) coupled with
5
CHAPTER 2. DISEASE MAPPING
potentially relevant background information. DM goals are twofold: obtain statisti-
cally precise local estimates of disease risk for each region and maintain the regions
“small” in order to keep the geographic resolution. The areas are not only small in
size (relative to the area of the full spatial domain of interest), but are also small in
terms of local sample size, resulting in deteriorated local statistical precision. To solve
this problem the classical design-based solutions are often infeasible since the local
sample sizes within each region, required for the desired level of statistical precision,
are often unavailable or unattainable. The model-based approaches can help overcome
this problem by the mechanism of “borrowing strength” across small areas to improve
local estimates.
2.2.1 DM as a special case of SAE
Nowadays sample survey data are extensively used to provide reliable direct estimates
of parameters of interest for the whole population. When it comes to getting the same
estimates for domains of that population, and due to the small sample sizes in those
domains, direct survey estimates are likely to yield unacceptably large standard errors.
This makes it necessary to combine survey data collected from the small areas with
auxiliary information from sources external to the survey. In this context, named as
SAE, several indirect estimators have been extensively used. Some of the most common
are the traditional indirect estimators based on implicit models, which include syn-
thetic and composite estimators, and the Empirical Best Linear Unbiased Prediction
approach. Most of these approaches also consider a contiguity matrix that describes
the neighborhood structure between small areas “borrowing strength” from related ar-
eas to find more accurate estimates for a given area. The works of Rao [70] and Coelho
and Pereira [16] provide respectively an overview of the foundations of SAE and a com-
parison between several traditional estimators and some proposed estimators using a
Monte Carlo simulation.
DM is a special case of SAE, since the goal is to find reliable statistical estimates of
local disease risk. As mentioned by Waller and Carlin [84] DM refers to a collection
of methods extending SAE to directly utilize the spatial setting and assumed positive
spatial correlation between observations. The data used are aggregated or averaged
values at the small area level, representing disease incidence, prevalence or mortality
rates, frequently not coming from surveys but coming from counts of disease cases
from hospital admissions [52, 59]), counts of cancer cases or cancer deaths [9, 47, 82]),
and mortality data [20, 59, 60]). In our motivating example we use counts of disease
cases from a survey.
2.2.2 DM and ESR apply the same methodologies to reach different goals
By combining data from administrative registries and/or surveys with auxiliary data,
DM goal is to predict area-level outcome summaries, to identify areas of elevated risk.
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ESR uses the same type of data and the same methodologies but its objective is the
estimation of associations between covariates and the disease cases.
Therefore, two common problems found in ESR are not of a concern in DM: (a) eco-
logical bias and (b) the inclusion of spatially correlated errors changing the association
between disease cases and fixed effects.
Ecological bias is the difference between estimated associations on ecological- and
individual-level data [83]. Data used in DM and ESR, both for the number of cases and
for the covariates are found rarely at individual-level, mainly due to confidentiality
reasons, and therefore the association found at the aggregated level might not be the
same if we would have used individual-level data. Aggregated data is usually desig-
nated as areal data [5]. The objective of DM is not to estimate the associations between
the cases and the covariates or to improve predictions, and therefore ecological bias is
not a concern (for more details on the subject see Wakefield and Lyons [83]).
The inclusion of spatially correlated errors, changing the association between dis-
ease cases and fixed effects, has been studied by Wakefield [82] and Hodges and Re-
ich [36]. Often the study of ESR has provided estimates of the fixed-effect coefficients
substantially different from those of ecological regressions. ESR is an ecological regres-
sion augmented with the inclusion of random effects modeled by a globally smooth
conditional autoregressive model. If the covariates are also globally smooth, collinear-
ity problems might change dramatically the coefficients of the fixed-effects. As before,
the coefficients of association are not of direct interest in DM, and therefore this aspect
is not a concern.
2.3 Standardized morbidity ratio
As said before, in DM we typically have count data per area. Those area count data are
thought of as random variables. To assess the disease risk of each area the number of
cases expected needs to be calculated. Those expected disease count data are thought of
as fixed and known functions of the number of people in risk in each area. If we expect
that the disease rate is constant in every area, those expected count data correspond to
a kind of “null hypothesis”. This process is called the age standardization process.
The age standardization process, as defined in Waller and Gotway [85], can be
direct or indirect. The choice between direct and indirect standardization is usually
defined by the type of data available. Is direct when age-specific rates for each of the
small areas is available. Is indirect when those age-specific rates are only available for
the whole population.
The age standardization process, can also be internal or external. Is internal when
the survey used to collect the disease cases is also used to calculated the age-specific
rates. External standardization only occurs when standard tables of age-specific rates
for the disease are available. As mentioned in Banerjee et al. [5] internal standardiza-
tion is “cheating” in some sense, since “a degree of freedom is lost” by estimating the
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age-specific disease rate from the current data.
Accordingly, for an internal indirect standardization, the following notations and
definitions are introduced:
a. Yk the random variable representing the number of observed cases (yk) in each k
age group;




representing the observed prevalence proportion for each k age group;
d. nik representing the number of people at risk in each k age group in the i
th small
area;
e. Eik and yik representing the expected and observed number of cases for the k age








yik representing the total number of expected and ob-




, the standardized morbidity ratio, representing the risk of each ith small
area. A value of SMR greater (less) than one indicates that the area i has a higher
(lower) than average disease risk. If the SMRi = 1.15, it can be said that area i has a
15% increased risk of the disease.
The use of SMRs can create various challenges, namely:
1. Because SMRs are given as ratios, is possible that to large changes of risk estimate
only small changes are produced in the expected value of cases;
2. Zero SMRs do not distinguish variation in the corresponding expected count;
3. The standard errors of SMRs are inversely proportional to the expected number
of cases.
In frequentist terms, the SMR is the maximum likelihood estimate of the disease
risk in each small area, with a ˆVAR(SMRi) = Yi/E
2
i . This permits calculation of tradi-
tional Confidence intervals (CI) for the risk, as well as hypothesis tests. Assuming that
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2.4 Disease mapping models
DM methodologies are explained in Waller and Carlin [84] and Banerjee et al. [5]. DM
methodologies for areal data are usually divided in frequentist methods and hierarchi-
cal Bayesian models [5]. To provide a wide comparison of methods, Lawson et al. [46]
presents some preliminary results concerning the goodness-of-fit of a variety of DM
methods applied to simulated disease incidence data. These simulated models cover
simple risk gradients and more complex true risk structures, including spatial corre-
lation. Authors conclude that full Bayesian hierarchical models are the most robust
across a range of diverse models.
A number of hierarchical Bayesian models have been proposed in the literature,
including the following two, which have been widely used: a) the model developed by
Besag, York and Mollié [9]), from now on designated as BYM model and b) the model
developed by Leroux, Lei and Breslow [55], from now on designated as LLB model.
These two models will be used in Section 3.5. Best, Richardson and Thomson [12]
review the main classes of Bayesian models, among which the BYM model is included
(but not the LLB model) and conclude that the BYM model has good properties for
modeling a single disease and “appears to be the only fully Bayesian spatial model to
have been used in published applications of disease mapping outside of the statistical
literature” (page 57). Recently, some authors [47, 59] published comparisons between
hierarchical Bayesian models and both conclude that the LLB model is the best overall,
because it produces consistently good results across a range of spatial correlation
scenarios, is more parsimonious on parameters, and has less undesirable features
(this subject will be further developed in Subsection 2.4.1).
One of the challenges posed at the DM level arises from its basic goal, the smooth-
ing of local rates toward local neighboring values. When real discontinuities exist
between neighboring areas, the models will lead to oversmoothing blurring the edges,
which may not be appropriate. If the goal is to identify boundaries or regions of rapid
change, the methods of boundary analysis or wombling need to be applied. For more
detail see the recent works of Lee and Mitchell [49, 50].
A general formulation for the first level of the hierarchical Bayesian models used
in DM is given by
Yi |Ei ,Ri ∼ P oisson(EiRi) for i = 1, ...,n,
ln(Ri) = µ+ x
T
i β +φi , (2.1)
If Ei is not too large (as it is the case of rare diseases) or the regions i are suffi-
ciently small, the usual model for the Yi is a Poisson model [5]). In the model, Ri
denotes the risk of disease in area i, which is modeled by an intercept term µ, a set
of p covariates xTi = (xi1, ...,xip) multiplied by the corresponding vector of regression
parameters β = (β1, . . . ,βp), and a random effect φi . The random effects are included
to model any overdispersion and/or spatial correlation that might remain in the data
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after having being accounted for by the included covariate information. Most studies
of this type show overdispersion, meaning that V ar[Yi] > E[Yi], which has several pos-
sible causes: subject heterogeneity; correlation between individual responses; omitted
unobserved variables; and/or excess zero counts. Inference for this type of model
is based on Markov chain Monte-Carlo (McMC) simulation, using a combination of
Gibbs sampling and Metropolis-Hastings steps and more recently using Integrated
nested Laplace approximations (INLA) [76].
The random effects φ = (φ1, ...,φn) are usually modeled by the class of CAR prior
distributions [5] , which are a type of GMRF [35]. Instead of a specification of a single
multivariate distribution f (φ), the above models are specified by a set of univariate full
conditional distributions f (φi |φ−i), where φ−i = (φ1, ...,φi−1,φi+1, ...,φn). To determine
the spatial correlation between the random effects, is usually used the neighborhood
matrix W, which is a binary n×n matrix, with elements wji :
wji =
 1, if j ∼ i0, otherwise,
where j ∼ i represents contiguous areas, and therefore j and i are considered neighbors.
Other adjacency-based weights are available but are much less widely applied [84]). If
two areas are neighbors their random effects are correlated, while non-neighboring
areas are modeled as being conditionally independent given the remaining elements
of φ. We will return to this subject in Chapter 4.
2.4.1 BYM model
The BYM model combines the ICAR with an additional set of independent random
effects.
The full conditional distributions of ICAR, as proposed by Besag et al. [9] are given
by








The conditional expectation of ui is equal to the mean of the random effects in
neighborhood areas, while the conditional variance is inversely proportional to the
number of neighbors ni . The variance parameter σ2 controls the amount of variation
between the random effects. The ICAR model has three main drawbacks:
1. its simplicity turns it into a very restrictive prior. Its single parameter does not
determine the strength of the spatial correlation (for example multiplying each
ui by 10, will only increase σ2 leaving the spatial correlation unchanged). If data
are weakly correlated, the ICAR is not the most appropriate model [47];
2. the joint distribution for f (u) corresponding to (2.2) is improper (it does not
determine a legitimate probability distribution, one that integrates to 1). Never-
theless, this is easily solved by enforcing a constrain such as,
∑n
j=1uj = 0, which
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can be numerically imposed by recentering each sampled u vector around its own
mean following each Gibbs iteration [5];
3. according to MacNab [59] the ICAR has an undesirable global (i.e. large-scale)
property of tending to a negative pair-wise risk dependance as the “spatial prox-
imity” of the two regions is further apart.
The BYM model defines φ in (2.1) by
φi = θi +ψi , (2.3)
θi |σ2θ ∼N (0,σ
2
θ ),
ψ = (ψ1, ...,ψn)|W,σ2ψ ∼ ICAR(W,σ
2
ψ),
where W is defined in Section 2.4. More details on the BYM model are provided by
Lee [47] and Besag et al. [9].
The set of random effects θ = (θ1, ...,θn) is independent between areas. Different
strengths of spatial correlation can be represented by varying the relative sizes of the
two components (θ,ψ). In practice, it will often be the case that either θ or ψ domi-
nates the other depending upon the strength of the spatial structure and the relative
sizes of σ2θ and the σ
2
ψ. This flexibility is also a disadvantage, as each data point is
represented by two random effects while only their sum (θi +ψi) is identifiable. In
order to attain model identification and achieve convergence when McMC is used, at
least one considerably informative hyper prior has to be assumed either for σ2θ or σ
2
ψ.
Several authors have studied this aspect [5, 84]), and MacNab [59] implemented a
model that can “attain model identifiability, allow the data to inform risk decompo-
sition, and facilitate principled attribution of the relative risk variability to spatially
varying clustering effects and randomly varying heterogeneity effects based on the given
data” (page 66), hereafter called Modified Besag-York-Mollié model (MBYM). This





1−λθ, ψ ⊥ θ, λ ∈ (0,1). (2.4)
One interpretation of the above is that it represents a re-parameterized BYM prior with
σ2ψ = λσ
2 and σ2θ = (1−λ)σ
2. The new prior interpolates between the ICAR prior and
the Gaussian prior for θ. λ serves as a spatial smoothing parameter and determines
the proportion of the spatially structured risk variability over the total risk variability.
2.4.2 LLB model
The Leroux-Lei-Breslow model (LLB) model is based on a single set of random effects
φ = (φ1, ...,φn), represented by a multivariate Gaussian distribution
φ|W,σ2,ρ,µ ∼N (µ,σ2[ρW∗ + (1− ρ)In]−1). (2.5)
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The prior above has a constant non-zero mean µ = (µ, ...,µ), avoiding the use of the
intercept term in (2.1). In the matrix, σ2[ρW∗+(1−ρ)In]−1, In is an n×n identity matrix
and the elements of W∗ are equal to
w∗ji =

ni , if j = i
−1, if j ∼ i
0, otherwise.
The precision matrix is a weighted average of the spatially dependent correlation
structures, represented by the matrix W∗, the independent correlation structures, rep-
resented by the identity matrix, and the weight represented by the parameter ρ. When
ρ = 0 the model becomes a simple independent random effects model and when ρ = 1
the model becomes the ICAR as in (2.2). When 0 6 ρ < 1 the joint distribution (2.5) is













The conditional expectation is the weighted average of the random effects in the
neighboring areas and the overall mean µ. The conditional variance, in the presence
of strong spatial correlation is approximately σ2/ni , the same as the ICAR, but if the
random effects are independent then it is a constant (σ2).
2.4.3 Localized Conditional Autoregressive model (LCAR)
All three models defined above use priors that are globally smooth. The random ef-
fects are forced to exhibit a single global level of spatial smoothness determined only
by geographical adjacency. With real data such a uniform level of smoothness for
the entire region is unrealistic. It is more realistic to think that sub-areas of spatial
autocorrelation co-exist with areas of discontinuity. As an example, areas of wealth
and poverty, sharing boundaries, are very common in the biggest cities of the world,
showing different patterns in the disease risk. A possible solution to this problem is
presented by Lee, Rushworth and Sahu [52], and is called Bayesian Localized Condi-
tional Autoregressive model (LCAR), LCAR from now on. This model was initially
applied to a ESR, but as explained in Subsection 2.2.2 the same methodology can be
applied in the DM field.
The LCAR treats the elements in the neighborhood matrix, representing contiguous
areas, as a set of binary random quantities and not as fixed values. The elements of
this new neighborhood matrix, W̃ , continue to be set to zero for non adjacent areas
but adjacency is no longer the only reason for those elements to be set to one. When
all adjacencies are kept, the model simplifies to the ICAR, while if all adjacencies
are removed the random effects are independent. The model defines φ in (2.2) as
φ̃ = (φ,φ~) where φ~ is a global random effect that is potentially common to all areas
and prevents any unit from having no information to “borrow strength” from. Based
12
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on the extended matrix, the proposal is to model φ̃ as φ̃ ∼N (0,σ2Q(W̃,ε)−1), with the
precision matrix given by
Q(W̃ ,ε) = diag(W̃ I )− W̃ + εI , (2.7)
The component diag(W̃I) − W̃ corresponds to the ICAR model applied to the ex-
tended random effects vector φ̃ and the component ε ensures that the matrix is diago-
nally invertible. This restriction is now needed because Q ˜(W) is no longer fixed. The
parameter ε is recommended to be set as ε = 0.001. The full conditional distributions




i=1wij +wi~ + ε
,
σ2∑n
i=1wij +wi~ + ε
)










In (2.8) the conditional expectation is a weighted average of the global random
effect φ~ and the random effects in the neighboring areas, with the binary weights
depending on the current value of W̃. The conditional variance is approximately
(due to ε) inversely proportional to the number of neighbors remaining in the model,
including the global random effect φ~.
The matrix W̃ is treated by the LCAR model as a single random quantity, which
avoids several problems identified by other authors (for more details see Lee et al. [52],
section 3.2). The authors [51] propose eliciting the set of candidate values of W̃ from
data having a similar spatial structure as the response variable.
The increased flexibility provided by the LCAR model inevitably means that it is
more computationally demanding than the common BYM model.
2.5 Neighbourhood matrices
As mentioned above, DM uses areal data. There are three different types of data [5]
when it comes to spatial data sets, point-referenced data, areal data and point pattern
data:
1. point-referenced data, where Y (s) is a random vector at a location s ∈ Rr , where s
varies continuously over D, a fixed subset of Rr that contains an r-dimensional
rectangle of positive volume;
2. areal data, where D is again a fixed subset (of regular or irregular shape), but now
partitioned into a finite number of areal units with well-defined boundaries;
3. point pattern data, where now D is itself random; its index set gives the locations
of random events that are spatial point patterns. Y (s) itself can simply equal one
for all s ∈D (indicating occurrence of the event), or possibly give some additional
covariate information (producing a marked point pattern process).
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Point-referenced data are also called geocoded or geostatistical data, and are built
of specific locations of, for example, air-pollution sites, hospitals, etc.. The classical
approach to spatial prediction in the point-referenced data setting is kriging. An in-
teresting comparison between Poisson kriging and the BYM model can be found in
Goovaerts and Gebreab [31].
An example of the third type of data can be residences of people suffering from
a particular disease, and the questions of interest typically centre on whether the
data are clustered more or less than would be expected if locations were determined
completely by chance. Statistics that measure clustering are often use in this context,
with the most common being Ripley’s K function. More details can be found in Diggle’s
book [23].
Most areal data are summaries over an irregular lattice, like a collection of counties
or districts. As mentioned by Banerjee et al. [5], the primary concept in the initial
exploration of areal unit data is the proximity matrix. Below we detail the several types
of matrices actually used in the literature.
2.5.1 Adjacency matrices
During the description of the DM models (see section 2.4) we have already introduced
one type of neighbourhood matrix, the one that is most widely used, the adjacency ma-
trix. Based on the Markovian property, this matrix assumes conditional independence
beyond space neighbourhood.
We presented three different matrices, the one used in the BYM model, the one
used in the LLB model, and the one used in the LCAR model (see previous section for
the matrix elements definition).
Adjacency matrices can be classified regarding the:
a. order, adjacency matrices can be of first-order, or "nearest-neighbour", second-order,
the "neighbours of the neighbours”, and so on to the nth-order.
b. Rook or Queen, adjacency matrices can be based on common points, using only
boundaries (Rook), or using both boundaries and vertices (Queen).
c. basis, adjacency matrices can define neighbourhood based on administrative zones
(created by authorities to meet goals that have little to do with disease etiology or
common risk factors) or by redefining the full area into small areas or grids.
d. fixed or estimated, adjacency matrices can be fixed, or random quantities resulting
from some kind of statistical process.
Examples of the above categories of matrices can be found in the literature. For
the order and Rook or Queen classification categories, Earnest et al. [24] use four
different matrices, using first- and second-order contiguity, boundaries only (Rook),
and boundaries and vertices (Queen). For the basis classification category a good
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example is presented in English et al. [25] in which the area was redefined in grids of
0.5 miles and neighbours chosen were the immediate north, south, east, and west of
each particular gridpoint. A good example of the estimated adjacency matrix is the
one used in the LCAR model [52].
As Raftery and Banfield [69] point out in the discussion of Besag et al. [9] seminal
work, whilst the adjacency definition seems to be acceptable when the partition of
areas is not too dissimilar to a regular array of pixels (reflecting the original use of
such models in image analysis problems), it may be less appropriate for the much more
irregular spatial partitions found in DM applications.
2.5.2 Distance matrices
Another type of neighbourhood matrix is the distance matrix, created mostly with
the goal of overcoming the above-mentioned problem of the irregularity in the areas.
In this matrix definition the conditional dependency between two areas decreases
quickly as the distance in space increases. Several types of specifications have been
used, usually all parametric functions of distance [11, 19].
Also, here the concept of order can be introduced, by creating distance bins, say
(0,d1], (d1,d2], (d2,d3] and so on, enabling the notion of first-order neighbours of unit i,
meaning all units within distance d1 of i, second-order neighbours, meaning all units
more than d1 but at most d2 from i, and so on.
We will detail here the distance matrix defined in Best et al. [11], as this is the
matrix that will be used later in this work. Defining the matrix by D, with elements
dij = dji , where
dij = e
−kij /δ
for kij = distance in kilometres between the geographic centroids (the Euclidean dis-
tance) of district i and j. Authors defined δ as a fixed value, arbitrarily chosen to give a
relative weight of 1% to an area j, whose centroid has the mean inter-district distance
for the full area from area i.
To find matrices based on non-Euclidean distances, we need to leave DM and
go into the geographical sciences and spatial econometrics spaces. Geographically
weighted regression [26] is an important local technique for exploring spatial hetero-
geneity in data relationships. Geographically weighted regression makes a point-wise
calibration concerning a “bump of influence”: around each regression point where
nearer observations have more influence in estimating the local set of coefficients than
observations farther away. In the estimation of the regression coefficients a diagonal
matrix denoting the geographical weighting of each observed data for regression point
i is used. While geographically weighted methods deal with spatial non-stationarity,
spatially autoregressive methods [3] deal with spatial dependence. Both are a function
of many factors, including the nature of the phenomena under investigation and the
representation of space underpinning the model. One of the most crucial parameters
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on that representation, affecting the analytical results, is the distance measurement
method.
A geographical space is usually too complicated to be measured simply by Eu-
clidean metrics (to build the neighbourhood matrix), which may fail to reflect true
spatial proximity and instead, non-Euclidean metrics should be used, such as road
network distance, travel time, water distance or landscape distance.
One example of a geographically weighted regression with a non-Euclidean dis-
tance metric is presented by Lu et al. [56]. A case study, a London house price data
set coupled with hedonic independent variables, where models are calibrated with
Euclidean distance, road network distance and travel time metrics. Authors conclude
that non-Euclidean distances improve model fit, and provide additional and useful
insights.
One example of a spatial autoregressive model using different types of distance
estimation is provided by Shahid et al. [78] on a study in spatial analytical modelling
for health care planning. Euclidean, Manhattan and Minkowski distance metrics are
used to estimate distances from patient residence to hospital. Distances estimated
with each metric are contrasted with road distance and travel time measurements.
Authors conclude that the Minkowski method produces more reliable results than the
traditional Euclidean metric. Formally, the Euclidean, Manhattan, and Minkowski
distance can be calculated by the formula:
d =
[
(xi − xj )p + (yi − yj )p
]1/p
(2.9)
where, x and y are the geographical coordinates of the centroids of point i and point
j. The generic p in equation 2.9 is replaced by the value 2 to yield Euclidean distance;
the value 1 would yield the Manhattan distance, and all intermediate values in the
[1 < p < 2] interval yield an array of Minkowski distances.
2.5.3 Measures of spatial association
Finally, we introduce here the two standard statistics used to measure the spatial
association among areal units [74], Moran’s I and Geary’s C.











i (Yi − Ȳ )
2 , (2.10)











i (Yi − Ȳ )
2 . (2.11)
I is not strictly supported on the interval [−1,1] and is a ratio of quadratic form
in Y. Under the null model where Yi are independent and identically distributed, I is
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asymptotically normally distributed with mean −1/(n− 1) and variance
V ar(I) =
n2(n− 1)S1 −n(n− 1)S2 − 2S20
(n+ 1)(n− 1)2S20
. (2.12)
In equation 2.12, S0 =
∑
i,jwij , S1 = 1/2
∑
i,j(wij +wji)








C is never negative, has a mean of one for the null model, and values [0,1] indicate
positive spatial association.
To run a true significance test using equation 2.10 or equation 2.11 a Monte Carlo
approach should be used. Under the null model the distribution of I (or C) is invariant
to permutations of Y ′i s. A Monte Carlo sample of, say 1 000 permutations, including
the observed one, will position the observed I (or C) relative to the remaining 999, to
determine whether it is extreme, via an empirical p-value.
2.6 Concluding remarks
In the past years hierarchical Bayesian models have been developed and refined to
achieve statistically precise local estimates of disease risk for each small region. In this
chapter four of those models are presented:
1. The BYM model as the most widely used.
2. The MBYM model which derives from the BYM model in an attempt to overcome
the known deficiency of the latter, the lack of identifiability. The MBYM is identi-
fiable and facilitates hierarchical modeling of the additive effects of unobserved
covariates that might be spatially and randomly varying [59]).
3. The LLB model as the one that has consistently shown [47, 59] good results across
a variety of cases.
4. The LCAR [52] model as the only model that does not take the neighborhoods as
fixed but those emerge from real data, as a random quantity.
There are still many opportunities for future work in this area. One of the most
evident is the global ICAR’s property of tending to negative pair-wise risk dependance
as the “spatial proximity” between two regions is further apart and its potential impact
on posterior inference has not been yet sufficiently explored and understood.
We also presented the neighbourhood matrices types actually used in DM. There
has not been a great deal of work dedicated to this subject, and the types of matrices
available are therefore restricted. Due to the type of data used, areal data, only spatial
adjacency or distance based matrices exist. The neighbourhood matrix provides the
mechanism for introducing spatial structure into the formal modelling. The elements
of the matrix can also be seen as weights, with more weight being associated to j ′s













The contents of this chapter is based on the paper: Implementing the World Men-
tal Health Survey Initiative in Portugal - rationale, design and fieldwork proce-
dures [94] and in the paper: Alcohol abuse disorder prevalence and its distribution
across Portugal. A disease mapping approach [7].
Recent epidemiological research shows that psychiatric disorders and other mental
health-related problems have become the main cause of disability, and one of the main
causes of morbidity and premature death throughout the world [67].
Mental disorders are responsible for more than 12% of the global burden of disease
in the world as a whole – a figure that rises to 23% in developed countries. Five
of the 10 main causes of long-term disability and dependency are neuropsychiatric
conditions: unipolar depression (11.8%), alcohol-use disorders (3.3%), schizophrenia
(2.8%), bipolar disorders (2.4%) and dementia (1.6%) [92]. In Europe, mental health
problems account for nearly 26.6% of the total burden of ill health, while suicide is one
of the top ten leading causes of premature death [72]. Estimates from the European
Brain Council indicate that 27.4% of the EU population aged 18 to 65 suffer from one
type or another of mental health problem during each one-year period [89], a number
that has been recently updated to 38.2% after the inclusion of data from a broader
childhood and adolescence assessment, as well as from new EU member states [90].
While there are people who have a diagnosable disorder, many others have mental
health problems that can be considered “subliminal”, meaning that they do not meet
the diagnostic criteria for psychiatric disorders, but are also in distress, and should
therefore benefit from intervention.
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Furthermore, people with mental health problems are more likely to have physical
health problems, leading to a significant impact on family life, social networking, job
performance, and employment, as well as to suffer from stigma, discrimination, and
social exclusion. In fact, there is reliable evidence that in several places basic human
rights may be denied to people with mental health problems [43]. Besides the burden
of disease associated with psychiatric conditions, economic impact should also be
taken into account: for instance, in the United Kingdom alone, the cost to the economy
(direct health costs, welfare benefits, lost productivity at work) was estimated at over
£77 billion every year [64].
In the last two decades, psychiatric epidemiological studies provided a relevant
contribution to unveil the dimension, determinants, social impact and treatment gap
of the psychiatric disorders.
Thanks to the refinement of survey methodology and questionnaire development,
it has been possible to carry out studies based on fully-structured interviews of large
samples of the general population, administered by trained lay-interviewers, such
as the Epidemiological Catchment Area Study [71] and the National Comorbidity
Survey [40], which showed rates of prevalence of psychiatric disorders close to 30% in
the year prior to the interview.
Ten years ago, the World Health Organization (WHO) and Harvard University
jointly decided to promote a worldwide initiative of population-based surveys using
the same methodologies – the WMHSI [22] – aiming to improve the knowledge on the
natural history, magnitude and impact of mental illnesses. Conducted in more than
30 countries worldwide (in the Americas, Africa, Europe, Western Pacific and South-
East Asia), with a total sample size that can exceed 154 000 people, this project has
provided so far, through more than 500 published papers, a huge amount of crucial
epidemiological information regarding the planning and implementation of mental
health policies (for further details please refer to the project’s website, available at:
http://www.hcp.med.harvard.edu/wmh).
In 2007, after the launching of a new national mental health plan, it was decided to
carry out a national survey in Portugal, in order to overcome the scarcity of representa-
tive data about the prevalence of psychiatric disorders and mental health problems in
the country. Grounded on the data from the European Brain Council Report entitled
“Costs of Disorders of the Brain in Europe”, it has been indirectly estimated that 1
557 054 (16.07% of the adult population - 18 to 65 years) have a mental disorder in
Portugal. According to this projection, 5.09% of the Portuguese adult population suf-
fer from affective disorders (including dysthimia), 9.46% from anxiety disorders, and
0.52% from psychotic disorders [89]. Beyond this projection, general psychological
morbidity data from the Eurobarometer survey has suggested that the prevalence of
mental health problems in Portugal could be higher than in other European countries
of similar characteristics, while the most vulnerable groups (women, the poor, the
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aged) seemed to exhibit also a higher risk of psychiatric caseness than in the rest of Eu-
rope [77]. Several other studies, although conducted with non-representative samples,
seem to point in the same direction [42, 44, 62].
Despite the available data suggesting the existence of significant levels of psychi-
atric morbidity and unmet needs for care throughout the Country, there are still no
sound published figures about the prevalence of psychiatric disorders in Portugal. To
collect comprehensive and representative epidemiological data, a survey following the
methodological framework of the WMHSI was carried out in Portugal, between 2008
and 2009. This study, overseen by the WHO and Harvard University, was coordinated
by the Nova Medical School (Department of Mental Health, NOVA University of Lis-
bon). This is the first rigorous general population survey carried out with a nationally
representative sample of the Portuguese population, aiming to evaluate the prevalence,
the correlates, the impact and the treatment patterns of mental disorders. This chap-
ter presents an overview of the methodology implemented in Portugal, covering the
main features of the study (design, fieldwork organization, sampling and weighting
procedures).
In Section 3.2 we look in depth to the methods used to collect the data. Section 3.3
presents some considerations on the challenges faced by the implementation team and
the importance of the study. In Sections 3.4 and 3.5 some results regarding AAD are
presented, using several different methodologies but special attention is dedicated to
the results of the models reviewed in Section 2.4.
3.2 Methods
3.2.1 Design and general framework
Following the original methodology designed by the WMHSI [22], the Portuguese men-
tal health survey is a cross-sectional study based on stratified multistage clustered area
probability household sample. It was carried out at the households of a Portuguese
nationally representative sample of respondents, between October 2008 and December
2009. The survey was administered by trained lay-interviewers on a face-to-face set-
ting, using the Computer-assisted personal interview (CAPI) methodology. The use of
CAPI rather than the Paper-and-pencil assisted personal interview (PAPI) version was a
decision from the WMHSI Data Collection Coordination Centre (Harvard University),
in order to avoid problems related with data input costs, increased length of interview
and dropping-out, as well as to facilitate quality control. Given the complexity of
the sampling procedures and the fieldwork, a highly specialized survey unit, Center
for Public Opinion Studies and Polls (CESOP) belonging to the Portuguese Catholic
University, was selected to implement the protocol throughout the Country, under the
scientific coordination of the Nova Medical School. The project was submitted to and




The National Census 2001, published by Statistics Portugal - Instituto Nacional de
Estatística (INE) [37], was used to estimate the target population of mainland Portugal
in 2008. The target population for the survey was defined as the usually resident, non-
institutionalized Portuguese-speaking population of Continental Portugal aged 18 or
above, residing in permanent private dwellings. This definition excluded: a) People
living in non-private dwellings, b) Residents of rest homes, hospitals and psychiatric
institutions, c) Military personnel not residing in a private dwelling, d) Prison inmates,
e) Non-Portuguese speakers and f) Other people unable to answer the questionnaire.
Recent data from the National Census 2011 [38] confirms that the population that
meet the criteria a) to d) represents 1.3% of the total population aged 20 years or more;
the population that meet the criteria e) is unknown, but Census 2011 estimates it at
around the 1% level. Anyway, two limitations have remained: 1. the above percentage
of 2.3% (1.3% + 1.0%) was measured in 2011 and not in 2008, although it is not
expected that major changes had occurred between 2008 and 2011 and 2. the size of
the population belonging to criteria f) is not known.
3.2.3 Sampling
This is a stratified four-stage clustered area probability design, using the “locality” as
the Primary sampling unit (PSU). Unlike what happens in several countries, which
have reliable lists of residents available for survey research – such as Sweden, for
example – or where there are reliable lists of households/addresses – such as the UK,
for example – in Portugal no such lists are available. Therefore, a multistage design
needs to be applied, in which the selection of localities forms the first stage. “Localities”
are territorial delimitations defined in the context of census operations by the INE,
consisting in population clusters with 10 or more residential dwellings and to which a
distinct place name is attached. For each locality, the number of households and people
15 years and older is known on the basis of census data. According to the Census 2001,
27 960 localities existed in Portugal mainland, with 7 719 986 inhabitants aged 18 or
more. At stage 1, 262 PSU were randomly selected with probability proportional to
size, as shown inTable 3.1. Selection was stratified by region (North, Centre, Lisbon,
Alentejo, and Algarve) and size of locality (1- ≤ 2 000 inhabitants; 2- 2 000 - 9 999
inhabitants; 3- 10 000 – 19 999 inhabitants; 4- 20 000 – 99 999 inhabitants; 5- ≥
100000 inhabitants). The number of non-empty strata created was of 23 (there were
no localities with 100 000 inhabitants or more in the regions of Alentejo and Algarve).
Out of the 262 PSUs selected, 52 PSUs entered the sample with certainty. The
certainty selection included all localities with population larger than 20 000 inhabi-
tants. Those 52 PSUs are referred to as “self-representing” PSUs because they were not
selected randomly to represent other localities, but they are so large that they repre-
sent themselves. The remaining ones are “non-self representative” because they were
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Region Size of number of inhabitants in the localities PSU
≤ 2000 2 000 - 9 999 10 000 - 19 999 20 000 - 99 999 ≥ 100 000
North 53 15 9 20 2
Center 48 9 5 6 1
Lisbon 12 18 11 17 2
Alentejo 10 8 2 2
Algarve 6 2 2 2
Total 262
Table 3.1: Number of localities randomly selected (stratified by region and locality
size).
Region Size of number of inhabitants in the localities PSU
≤ 2000 2 000 - 9 999 10 000 - 19 999 20 000 - 99 999 ≥ 100 000
North 54 9 16 19 2
Center 46 4 9 6 1
Lisbon 12 11 17 15 2
Alentejo 11 1 8 2
Algarve 6 2 1 2
Total 256
Table 3.2: Number of localities (stratified by region and locality size) where interviews
were conducted.
selected to be representative of smaller areas of the country. In the end, the PSUs with
interviews were distributed as shown in Table 3.2.
At stage 2, there was a selection of random-route starting points. By means of
aerial maps, coordinates were randomly selected. Initially, for PSUs with less than 100
000 inhabitants, a total of 4 to 6 routes starting points were selected. For the “self-
representing” PSUs above 100 000 inhabitants a number between 12 and 43 starting
points were selected.
At stage 3, the initial selection of households was conducted. Using the already
mentioned 2001 Census information on the number of households in each locality,
households were selected by applying intervals proportional to size of locality and
divided by number of random-route points to be selected in each locality. This design
creates a sample in which the probability of any individual Housing Unit (HU) being
selected to participate in the survey is equal to every HU in Portugal mainland. A total
of 10 067 addresses were selected.
At stage 4, information regarding the number of people aged 18 years old or more
living in the household was collected. The interviewers registered each selected ad-
dress and, if someone was present, registered gender and birth date of qualified mem-
bers of the population in each household, leaving information about survey and col-
lecting phone numbers. Following analysis of interviewer records and validation of
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choice of household and/or respondent by CESOP central coordinators, based on the
last birthday method (in which an interview is attempted with the adult in the house-
hold who had the most recent birthday), 8 253 respondents were selected, under the
expectation of a 50% cooperation rate.
3.2.4 Tools and measures
The interview tool is the World Mental Health - Composite International Diagnoses In-
terview (WMH-CIDI), a new expanded version of the WHO-Composite International
Diagnoses Interview (CIDI), developed by the WMHSI and the National Institute for
Mental Health [41]. The original CIDI is a fully structured questionnaire on the pres-
ence, persistence and intensity of clusters of psychiatric symptoms and provides, by
means of computerized algorithms, lifetime and 12-month mental disorders diagnoses
according to the International Classification of Diseases 10th Edition (ICD-10) [93] and
accordingly with the Diagnostic and Statistical Manual of Mental Disorders 4th Edition
(DSM - IV) [2]. The WMH-CIDI was developed in order to overcome detected short-
comings of the original version, and was extended to include accurate questions about
disorder severity, impairment, and treatment. Kessler et al. [41] and Haro et al. [33]
provided evidence that diagnoses of anxiety, mood, and substance disorders based
on CIDI 3.0 have generally good concordance with diagnoses based on blinded clini-
cal reappraisal interviews. The adaptation of the original WMH-CIDI to Portuguese
was conducted by a committee from the Nova Medical School, including 10 bilingual
experts with clinical experience, coordinated by two of the study responsibles (José
Caldas-de-Almeida (JCA) and Miguel Xaxier (MX)), in close contact with the WMHSI
Data Collection Coordination Centre. The process was driven according to 5 specific
dimensions: semantic equivalence (likeness of meaning of each item), content equiv-
alence (item cultural relevance), technical equivalence (use of the same measuring
techniques), conceptual equivalence (relationship of the theoretical constructs against
criteria known to be related) and criterion equivalence (similarity of the results of the
measure in the two cultures). To achieve the Portuguese final version, a step-by-step
procedure was used as detailed below.
1. The process started with a general review of all sections, aiming at the identifica-
tion of words, phrases and idiomatic expressions not commonly used in Portugal,
and listing of suggested language equivalents.
2. A specialized review of each section was conducted by two members of the com-
mittee, according to their specific areas of expertise. The reviewers were asked
to continue the identification of words, phrases and idiomatic expressions not
commonly used in Portugal, and to make recommendations for modifications to
the Portuguese version, aiming for equivalence (semantic, content, conceptual,
and technical) with the original English version.
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3. The instrument was then reviewed item by item by a group (JCA, MX and the
people responsible for the second review) focusing on the modifications made to
fit the vernacular use in Portugal and working for consensus on items that were
thought to be problematic.
4. All sections and items were crosschecked by the same group for consistency in
word use throughout the instrument.
5. A new version was created with all of the agreed upon cultural adaptations.
6. The entire newly adapted instrument was administered to 71 potential respon-
dents of the target population to test for respondents’ reactions and understand-
ing of particular questions that people do not seem to understand or seek clarifi-
cations on.
7. Last changes and confirmation of the final version by JCA and MX, after results
from the pilot test.
Disorders considered in the Portuguese version of the WMH-CIDI include anxiety
disorders (agoraphobia, generalized anxiety disorder, obsessive-compulsive disorder,
panic disorder, posttraumatic stress disorder, social phobia, specific phobia), mood
disorders (bipolar I and II disorders, dysthymia, major depressive disorder), disorders
that share a feature of problems with impulse control (bulimia, intermittent explo-
sive disorder - for all respondents - and adult persistence of childhood/adolescent
disorders- attention deficit/hyperactivity disorder, conduct disorder, and oppositional-
defiant disorder - only for respondents in the 18 to 44-year age range), and substance
disorders (alcohol abuse and dependence).
In addition, the instrument includes modules intended to assess, amongst others,
various areas of life, including marriage, work, financial issues and education. Other
modules included are the functioning and physical disorders (stigma, discrimination,
number of days unable to work, diseases severity, childhood adversities and suicide)
and the treatment (psychiatric treatment, other mental health treatment, any profes-
sional treatment, any health treatment, and reasons for no treatment).
Once prepared, the content of the Portuguese version was transferred to a CAPI
using the Blaise software [80], a task that involved reprogramming the codes received
from the WMHSI Data Collection Coordination Centre. Special attention was given to
the skips and jumps within and between sections, in order to fully respect the original
CAPI algorithms.
The instrument was pre-tested in 71 respondents living in the district of Lisbon.
The distribution of the people on the sample was based in the distribution of the
Portuguese population presented in the Census 2001, thus representing all adult age
groups, males and females, from different socio-economic strata. Interviews were
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conducted by 10 previously trained lay-interviewers, appointed by the CESOP survey
centre to carry on the supervision of the field work.
The data from the pilot study was sent to the WMHSI Data Collection Coordination
Centre on May 2008. During the data cleaning some skip errors were found both
within and between sections, which led to several amendments introduced in the final
version of the Portuguese WMH-CIDI CAPI.
Besides minor problems related with some questions considered as being confuse,
repetitive and too long, the main problem found was that the complete interview could
take up to 180 minutes. Internal sub sampling was used to reduce respondent burden
by dividing the questionnaire into two parts. During the field work, all respondents
completed Part I, which included screening questions and assessed core mental dis-
orders. All respondents that met the criteria for any DSM - IV disorder were then
administrated Part II, the diagnostic, additional disorders and correlates modules. Be-
yond that, Part II was also administrated to a probability sample of 25% randomly
selected by the Blaise Code of those who did not meet criteria for any disorder. There-
fore, to out of a total of 3 849 interviews, 2 060 were administrated the “long interview”
(Part I + Part II) and the remaining ones were administrated the “short interview” (Part
I).
3.2.5 Fieldwork organization and procedures
3.2.5.1 Procedures
After sample selection, each selected household received a brochure asking for par-
ticipation in the study, presenting the objectives, the work team and the free phone
number to contact the supervisors’ team. An introduction letter, signed by the Prin-
cipal Investigator, was sent at the same time. At the first visit, and after confirming
availability, household was centrally confirmed and a phone contact was undertaken
to schedule interview. If availability was not confirmed either new visits were con-
ducted or a refusal was registered (see below, for call procedures detailing fieldwork
guidelines regarding household visiting, interview scheduling and substitutions).
3.2.6 Call procedures (fieldwork guidelines regarding household visiting,
interview scheduling and substitutions)
a. If the household report available after first visit and selection of household is cen-
trally confirmed, contact by phone is made to schedule interview;
b. If household report not available after first visit, subsequent visit is made to fill




Sample distribution % (n) %
Interview 38.2 3 849 57.3
Refusal 28.5 2 865 42.7
Sub-total 6 714
No contact 14.0 1 408
Circunstancial 17.0 1 707
(outside the sample definition)
Others 2.3 238
Total 10 067
Table 3.3: Sample Distribution.
c. Number of established contacts with household with failure to contact selected
respondent before deemed “non-contact”: 5 phone contacts, and 4 household visits
before deemed “non-contact”;
d. Number of scheduled interviews with failure to attend by respondent before being
deemed “refusal”: 2;
e. No substitutions: all respondents are extracted from initially selected households.
Table 3.3 shows the final sample disposition. From the total 10 067 households
selected, 3 849 participated in the survey, representing 57.3% of total contacted (6
714).
The response rate achieved was close of that achieved in Belgium, France, Germany,
and Netherlands, but lower than that achieved on others countries, like the USA [13].
Informed consent was asked and obtained in every occasion, by means of a signed
form, previously accepted by the Nova Medical School Ethics Committee.
3.2.7 Data management and quality control
Once surveys were completed, data was sent to the World Mental Health (WMH)
Data Analysis Coordination Centre at the Department of Health Care Policy, Harvard
Medical School, for data cleaning. The first data file of the study was sent in July 2008,
containing 711 completed interviews. The cleaning process revealed minor problems
concerning a small number of CAPI outputs, namely due to incorrect skips between
questions/sections of the CIDI, that were easily corrected.
Once cleaning was completed, centralized coding and analysis were carried out.
Cleaned and coded data sets and the results of preliminary analysis were sent back to
the Portuguese team.
A comprehensive system of quality assurance was set from the starting of the field-
work, including several simultaneous mechanisms. Appointments were monitored by
random call-backs to households (10% of total) using part of the stem questions in the
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“Screening” section, as well as other questions created by the management team (ex.
“Did you receive the incentive? How much was it?”). During these random call-backs, su-
pervisors evaluated i. study eligibility i.e. if the appropriate respondent was correctly
interviewed (instead of another household resident), ii. response to key questionnaire
items, iii. date, time and total length of the interview (to cross-check with the duration
displayed by the software program), iv. respondent’s feedback on interviewer’s profes-
sionalism and v. compliance with the interviewing rules and guidelines set forth in
the training. The WMHSI Coordinating Centre provided a software that use the clocks
in the laptops to time data entry as a way to detect possible interviewer cheating, also
allowing the rapid analysis of computerized CAPI interviews to detect missing values
and other signs of low interview quality. A deliberate violation of interview guidelines
was found in one occasion, leading to immediate exclusion of the interviewer. Besides
the indirect evaluation, fieldwork supervisors from the CESOP directly observed up
to 10% of all interviewers’ work, selected randomly from the case register. Monitoring
was more frequent earlier in the study, but to ensure reliability supervisors continued
to monitor even the experienced interviewers till the end of the study, in addition to
the less experienced interviewers.
3.2.8 Weighting
When conducting a survey, having a representative sample of the population is of
paramount importance, but despite the best efforts some characteristics (such as age,
education, race, gender, etc.) of the sample might be accidentally oversampled or
under-sampled. Correction can be accomplished via a post-stratification.
On the present data, two different weightings were considered. Weight on total
sample (WT1) will be used when the total sample (n=3 849) is considered, while
Weight on reduced sample (WT2) will be used just for the respondents answering the
long interview (n=2 060).
WT1 weighting was calculated based on two different weights. Firstly, the number
of eligible respondents in each household was computed, allowing to the calculation
of the within-household weight (weight 1 of WT1). The within-household probability
of selection weight adjusts for the fact that the probability of selection of respondents
within the HU varies inversely with the number of people in the HU. This is true
because, as noted earlier, only one respondent was selected for interview in each HU.
Three variables in the household listing were included at the individual-level records:
respondent age and gender and number of eligible residents in the HU. If the number
of eligible respondents in the household was greater than 5, then 5 was used. This was
the weight 1 of the WT1.
To compute the second weight (weight 2 of WT1), and adjust for variation between
the joint distribution of age-gender in this weighted sample compared to the INE













Table 3.4: Unweighted sample composition and INE published data.
of the 5 regions of Portugal was done.
WT1 is equal to weight 1 × weight 2. The sum of the WT1 is now the population
size of the 5 regions in Portugal mainland, aged 18 or more, as it was published by
INE, as the annual Portuguese resident population for 2008, in September 15, 2009.
This weight was then normalized to the sample in order to obtain the final WT1. After
that, the upper and lower 3% of cases, in the final WT1, were trimmed by assigning
them the average value of the total weight and therefore obtaining the “weight trim”.
After this, the “weight trim” becomes the final WT1.
Comparison of the unweighted distributions of the sample with the INE published
data distributions provides information justifying the weighting above described. As
Table 3.4 shows, the sample overrepresented women and people with 35–64 years of
age – these distortions were corrected with the WT1 weight.
WT2 weighting was also calculated based on two different weights. Firstly, a group
was assign to each respondent, “core disorders” or “no core disorders”. 572 respon-
dents without core disorder got the long interview – in fact, they represent a total of 2
342 respondents that did not have a core disorder (572 without core disorder that got
the long interview + 1 770 without core disorders that did not got the long interview).
Therefore, weight1 of WT2 is “1” for the interviews that have a core disorder and
“572/2 342” for the ones who do not have a core disorder. After multiplying those
values by WT1, the final weight 1 of WT2 was obtained.
The weight 2 of WT2 was calculated exactly the same way as weight 2 of WT1
(based on age and gender, on regional level). WT2 was firstly calculated multiplying
weight 1 × weight 2, followed by normalization of the interview sample of 2 060 (long-
interviews).
Depending if a disorder is included in the long or short interview, WT1 or WT2
will be used accordingly in order to calculate the prevalence of each disorder.
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3.3 Challenges and Importance of the study
The implementation of the WMH survey in Portugal was a difficult process, but also
a very important challenge for the teams involved in the project. Generally, the type
of problems and limitations faced during the implementation were rather similar to
the ones already described by other countries belonging to the WMHSI [68]. Firstly,
this is a very demanding, time-consuming and costly project, with methodological re-
quirements highly specific and quite demanding. Cost-efectiveness has been pointed,
in fact, as one of the major problems of the WMH surveys, with some authors arguing
that these cross-sectional studies might not be cost-effective [86], once relying in po-
tentially biased retrospective reports. Secondly, it is plausible that people with serious
mental disorders could be more prone to refuse being interviewed (i.e., systematic non-
response), which could lead to bias regarding the estimation of disorder prevalence.
The same applies to non-reporting, an issue that is often relevant in very lengthy inter-
views, in which the respondents may get tired or bored. Looking from a more positive
perspective, the relatively small size of the country and the quality of the data provided
by Statistics Portugal were undoubtedly factors that facilitated the fieldwork. As well,
group cohesion and motivation ensured by the CESOP were crucial ingredients to the
success of the study, avoiding a high turn-over of interviewers and thus decreasing the
need for further CIDI training during the project. The coordination team was in close
contact with Harvard University during the whole study, which allowed an excellent
scientific support in the data management process, namely on data cleaning. Two of
study coordinators (JCA and MX) have participated in the Annual WMHSI Meetings
since 2008, presenting updated data on the implementation of the study in Portugal.
The results of this study may be of great importance to the Portuguese authorities,
as it will provide the Government with the first nationally representative data on the
magnitude and distribution of the mental health disorders in Portugal. In fact, despite
some indubitably positive aspects, due to lack of planning and consistent support in
the improvement of mental health services, Portugal is still lagging behind in this
field in relation to other European countries. Existing data and analysis of results
from research undertaken as part of the National Mental Health Plan Report show
that mental health services suffer from serious deficiencies, in terms of accessibility,
equity and quality of care. Many local mental health services continue to be limited
to hospitalization, outpatient consultations and, sometimes, day hospital, and have no
community mental healthcare teams, with integrated case management, crisis inter-
vention and programs involving families. On the other side, the number of people in
contact with public services shows that only a small part of those with mental health
problems have access to specialized mental health services. Even assuming that only
people with severe mental illnesses attend mental health services – which we know is
not the case – the number of contacts (17% of the population) is still extremely low in
relation to what should be expected.
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This study will provide currently unavailable sound data on patterns and correlates
of service use and barriers to obtaining available treatment.
This is the first general population survey of psychiatric morbidity conducted in
a nationally representative sample of the Portuguese population. The findings of this
study can have a major influence in mental health care policy planning efforts over
the next years, specially in a country that still has a significant level of unmet needs
regarding mental health services organization, delivery of care and epidemiological
research.
3.4 Alcohol Abuse Disorder - Exploratory results
This is a cross-sectional study, meaning that both disease cases and possible risk factors
are collected at the same time. As reported in Waller and Gotway [85] that restricts the
conclusions that can be drawn from the models. It is not possible to establish causal
relationships between disease cases and possible covariates.
Data collected by cross-sectional studies may have several types of biases, as al-
ready pointed. Other types of biases can be: a) the possibility of selection bias, as only
the non-institutionalized population and the population above 18 years of age was
selected, and accordingly to the WHO [88] the alcohol consumption is rising between
adolescents (13-18 years of age) and young adults. Therefore inferences can only be
made on the study population and not on the global Portuguese population; b) an-
other possible common bias is the misclassification bias, i.e., the incorrect assignment
of a disease to the study participants. This type of bias may occur in studies like this
one, because there is no intervention of a medical doctor during the questionnaire’s
self-administration. As already mentioned, this problem seems to have been solved
in France, Italy, Spain and United States of America, as Kessler et al. [41] and Haro et
al. [33] provide evidence that the diagnoses of substance abuse disorders identified by
the questionnaire used in this initiative, the CIDI 3.0 have generally good concordance
with diagnoses based on blinded clinical reappraisal interviews. Unfortunately those
tests have not been conducted in Portugal. Although the alcohol consumption and
related disorders are very much connected with cultural aspects [87], we think that the
performance while identifying the actual presence of disease has not been seriously
affected.
3.4.1 Prevalence
According to the WHO [88] approximately 5.1% of the global burden of disease, and
5.9% of all deaths worldwide are attributable to alcohol consumption. Furthermore,
harmful use of alcohol inflicts significant social and economic losses on individuals
and society at large.
31
CHAPTER 3. DATA
In accordance with the DSM - IV [2] criteria there are two possible diagnoses of
alcohol disorders, the alcohol abuse disorder and the alcohol dependence disorder. In
the six European countries [1] covered by the European Study of the Epidemiology of
Mental Disorders (ESEMeD) project1, 5.2% of the respondents report a lifetime history
of alcohol abuse and/or dependence disorders. From the data collected in Portugal
the prevalence rate of a lifetime history of alcohol abuse and/or dependence disorders
is 10.0%, while the last 12-month prevalence rate is 1.6%; the lifetime prevalence
rate of alcohol dependence disorder is 1.3%, while the last 12-month prevalence rate
is 0.26%; the lifetime prevalence rate of alcohol abuse disorder is 8.7%, whereas the
last 12-month prevalence rate is 1.3%. The high prevalence of alcohol abuse disorder
found in Portugal reiterates the need to maintain alcohol abuse as a public health
priority in the country, and therefore more detailed studies are needed.
3.4.2 Individual level covariates
Structured additive regression models, which among others include the Generalized
linear model (GLM) and the Generalized additive model (GAM), are perhaps the most
commonly used class of models in statistical applications [76]. The linear model,
“created” in the XIX century by Legendre and Gauss, has been continuously developed
since then. These developments intend to help explaining phenomena inadequately
explained before. Those developments led to the GLM, for which the comprehensive
reference is McCullagh and Nelder [61], and to the GAM, as defined by Hastie and
Tibshirani [34]. The theory developed in this subsection is based mostly on the work
of Wood [91].
A GLM model is defined as:
g(µi) = Xβ, (3.1)
Nowadays, the tendency has been to move away from the linear functions and
model the dependance of the response variable yi, a vector with i = 1, . . . ,n observations
on random variable Y , on the covariates in a nonparametric fashion [34]. A GAM is a
GLM in which a part of the linear predictor is specified in terms of smooth functions
(S) of the covariates Xi[91]. This adds some complexity to the model, because the
smooth functions need to be represented and the degree of smoothness needs to be
determined. Formally a GAM is:
g(µi) = Piβ + S(Xi), (3.2)
where µi = E(Yi), g is a canonical “link function”, β is a vector of unknown parameters,
Pi is the ith row of the model matrix for only parametric model components, and X
is a n × q model matrix of q non-parametric components, with P and X representing
1The ESEMeD Project was created to fully study the results of the WMHSI on the following countries:
Belgium, France, Germany, Italy, the Netherlands and Spain. As Portugal joined the WMHSI later than
others, most of the publications, including the above mentioned [1], do not include Portuguese results.
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the predictor variables. The link, g, is the function such that g(µi) = θi , where θi is the
canonical parameter of the distribution.
The GLM allows that the response variable Y follows any distribution among those
belonging to the exponential family. A distribution belongs to the exponential family
of distributions if its probability density (or mass) function, can be written as
fθ(y) = exp[(yθ − b(θ))/a(φ) + c(y,φ)],
where b, a, and c are arbitrary functions and φ is an arbitrary “scale” parameter. More-
over, E(Y ) = b′(θ) = µ and V (Y ) = V (µ)φ, where V (µ) denotes the variance function.
3.4.2.1 Socio-demographic model
Several authors have shown a list of the most common factors associated with AAD ([39,
53, 65, 81]). Those factors are mainly: being male and younger than 50 years old. The
employment status, such as being unemployed, and the civil status, such as being
single, also appear in some countries to be associated with AAD. A GAM is the ap-
propriate statistical tool to find out what the factors associated with AAD are in the
Portuguese population.
A possible definition, using model 3.2, called “GAM - Socio-demographic model”,
can be:
g(µi) = β0 + s1(di) + s2(pdi) + β1gei
+s3(ai) + β2csi + s4(ei) + β3ii
+β4esi , (3.3)
with i = 1, . . . ,2060, yi = 1,0 (see subsection 3.2.8 for more details). In this case, θi =
ln(µi/1−µi), the well known logistic regression. The response variable will take value
1 if the individual i suffers from AAD and will take value 0 if the individual i does
not suffer from AAD. Very few cases were included in some categories, so, to prevent
spurious conclusions, cases were trimmed,
• “Total mental disorders” is the total number of mental disorders per individual
with di varying between 0 and 10 (trimmed),
• “Total parent’s mental disorders” is the total number of mental disorders that
each individual’s parents suffer(ed) with pdi varying between 0 and 5 (trimmed),
• “Gender” is a two-level categorical variable with gei = 1 if the subject is male
and gei = 2 if the subject is female,
• “Age” is the age of the individual at the time of interview with ai varying between
18 and 80 years of age,
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• “Civil status” is a three-level categorical variable with:
csi =

1, if csi = Married or Cohabiting,
2, if csi = Separated, Widowed, or Divorced,
3, if csi = Never Married,
• “Education” is the number of educational years that each individual has with ei
varying between 0 to 17 years,
• “Income category” is a four-level categorical variable with:
ii =

1, if ii = Low income,
2, if ii = Average Low income,
3, if ii = Average High income,
4, if ii = High income,
• “Employment status” is a three-level categorical variable with:
esi =

1, if esi = Working,
2, if esi = Retired,
3, if esi = Other (incl. unemployed, disabled, students, etc.).
For the four factor variables described above (Gender, Civil status, Income cate-
gory and Employment status), identifiability constraints were imposed to prevent the
creation of a not full column rank model. The first level (=1) of each the variables was
removed from the model, implicitly treating the corresponding parameter as zero. The
logistic regression coefficients (β̂j ) were exponentiated to create Odds Ratio (OR) and
95% CI.
Some covariates have a smooth function, sk , with k = 1, . . . ,4, instead of having a
multiplicative parameter β because it is unknown if the continuous variables, "Total
mental disorders", "Total parent’s mental disorders", "Age", and "Education" enter the
model linearly. The relationship between those variables and the AAD cases can
thus be flexibly determined. Notice that smooth functions cannot be applied to non-
continuous variables, and therefore the model involves parametric and non-parametric
terms.
Figure 3.1 shows the smooth estimates for the continuous variables. From top-left
to bottom-right the covariates represented are: Total mental disorders; Total parent’s
mental disorders; Actual age; and Educational years. The “rug plot”, visible at the
bottom of the “age” graph, is used to show the covariate values. The graphs allow
visualizing the influence of each predictor variable in the response once the other
predictors have been controlled for. The plots show the estimated effects as solid
lines/curves. In the horizontal axis are the continuous variables on the scale of the pre-
dictor, on the vertical are the coefficients of the association. Between brackets are the
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Estimated Degrees of Freedom (EDF) for each covariate. EDFs show the complexity of
the non-linearity of the relationship, starting on one for linear relations and growing
from there. The number of other total mental disorders positively impacts the exis-
tence of AAD. However, the impact is not linear. It is relatively constant between one
and six other mental disorders and increases significantly thereafter, suggesting the
existence of a potentially meaningful cut point in the covariate. The effect of mental
disorders of parents of the individual is, in fact, a linear relationship, as proven not
only visually but also by the number of EDFs, one. While those suffering from other
mental disorders seems to suffer more from AAD, those whose parents suffer(ed) from
mental disorders seems to suffer less from AAD. Younger people tend to suffer the
most from AAD. The education factor has an impact, but only to differentiate be-
tween those who have no education at all from others who have at least an elementary
education (four years of education), suggesting again the existence of a cut point in
the covariate, demonstrating that a dichotomous categorization below and above that
point has some validity to understand the relationship between the variables [14]. In
fact, this result was expected due to the characteristics of the people with no education
in Portugal, only a few people older than 65 years of age are in this situation (younger
people suffer more AAD than do older people).
We can conclude from Table 3.5, that Portugal is much like other countries. In fact,
younger males are those who suffer the most from AAD. Those who are “separated,
widowed, or divorced” appear to suffer more than do married people, as in other
countries. The employment status is not related to AAD in Portugal and those with an
average income suffer less than those within the two extreme levels.
3.4.2.2 Co-morbidities model
It is clinically important to understand which mental disorders are most commonly
present with AAD. To answer this question, a GLM was fitted having as covariates all
other mental disorders.
A possible definition, using model 3.1, called “GLM - Co-morbidities model”, can
be:
g(µi) = β0 + β1hypi + β2soi + β3spi + β4mde
+β5mddhi + β6dysi + β7mndi + β8pati
+β9gadi + β10sadi + β11asai + β12ptsi
+β13aldi + β14cdi + β15oddi + β16oddi
+β17otheri , (3.4)
with i = 1, . . . ,2060, yi = 1,0 (see subsection 3.2.8 for more details). Again in this case,
θi = ln(µi/1−µi), the logistic regression model. The response variable will take value 1





β1 - Total number of mental disorders 0.00***
β2 - Total number of parents mental disorders 0.09.
β3 - 1. Male 1.00
β3 - 2. Female 0.05 0.00***
β4 - Age 0.00***
β5 - 1.Married or Cohabiting 1.00
β5 - 2. Divorced or Separated or Widowed 1.85 0.01**
β5 - 3. Never Married 0.95 0.76
β6 - Education 0.00***
β7 - 1. Low income 1.00
β7 - 2. Average Low income 0.76 0.05.
β7 - 3. Average High income 0.70 0.02*
β7 - 4. High income 0.76 0.19
β8 - 1. Working 1.00
β8 - 2. Retired 0.65 0.14
β8 - 3. Other 0.75 0.09
Table 3.5: Socio-demographic model results - GAM (all covariates included). AOR -
Adjusted OR to allow over dispersion. Significance codes: 0 “***”; 0.001 “**”; 0.01 “*”;
0.05 “.”.
suffer from AAD. All covariates will also take value 1 if the individual i suffers from
that specific mental disorder and will take value 0 if the individual i does not suffer
from that mental disorder.
Due to the very low prevalence rate, some mental disorders were grouped in a
class of "Others". These are: Mania, Panic Disorder, Obsessive-compulsive disorder,
Agoraphobia with and without panic, Bulimia, Binge, Pre-menstrual Disorder, and
Attention Deficit Disorder. A quasi-likelihood model was fitted and at a lower than 5%
significance level the following disorders have an OR greater than 1: Alcohol Depen-
dance (ald), Oppositional Defiant Disorder (odd), Hypomania (hyp), and Intermittent
Explosive Disorder (ied). At the same level of significance, one disorder is not asso-
ciated with AAD, with an OR lower than 1: Generalized Anxiety Disorder (gad). See
Figure 3.2 for more details. Figure 3.2 shows the β̂j values, and the standard errors as-
sociated with each of the mental disorders included in the GLM. The name attributed
to each of the other mental disorders with AAD in Figure 3.2 and in model 3.4 fol-
lows the rule: d_disorder_our. The list of disorders is: hyp: Hypomania; so: social
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Figure 3.1: Smooth estimates for the selected continuous variables.
phobia, sp: specific phobia; mde: major depressive episode, mddh: major depressive
disorder with hierarchical rules; dys: dysthymia; mnd: minor depressive episode; pat:
panic attack; gad: generalized anxiety disorder; sad: separation anxiety disorder; asa:
adult anxiety disorder; pts: post-traumatic disorder; ald: alcohol dependence disorder;
cd: conduct disorder; odd: oppositional-defiant disorder; idd: intermittent-defiant
disorder.
3.5 Alcohol Abuse Disorder distribution across Portugal
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AAD − And other Mental Disorders
Figure 3.2: β̂j values, and the standard errors associated with each of the mental
disorders included in the GLM.
3.5.1 Standardized morbidity ratio
The study region is mainland Portugal partitioned into 28 units called Nomenclatura
Comum das Unidades Territoriais Estatísticas (NUTS3)2, corresponding to the 3rd
level territorial units aggregation. There are 30 NUTS3 in Portugal, from which 28
are in mainland Portugal and 2 are in the Islands. The response variable is the number
of lifetime AAD cases per NUTS3. Differences in the size and demographic structure
of the population living in each NUTS3 are accounted for by computing the expected
number of AAD cases using indirect internal standardization. Age-specific rates for
the disease at each NUTS3 are not available and therefore the indirect method is used,
2In Portuguese as defined by Eurostat, the European statistical organization.
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by applying the age-specific disease rate for the global population to the NUTS3 age-
specific population, provided by INE for the year of 2008. As this standardization
is done using the AAD age-specific disease rate for the global population, as it was
collected by the survey itself, the standardization is internal.
Figure 3.3 shows the raw SMR values for the 28 NUTS3.
Figure 3.3: AAD Raw SMR per NUTS3. The four regions, which had originally missing
values, are shown already with the imputed mean values resulting from the GLM (see
Subsection 3.5.2).
Our illustrative example also considers two ecological covariates that, as seen be-
fore, are widely known as being associated with AAD, which are (a) proportion of
population aged 18 to 34, (b) proportion of males. These data are only available per
NUTS3, for the year of 2011, as provided by the latest census conducted in Portugal,
which we find to be temporally misaligned with WMHSI data used in this work. How-
ever as population age and gender structures do not significantly change in 3 years, no
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corrective measures have been implemented.
3.5.2 Disease mapping
The number of lifetime AAD cases vary between 2 679 (16A - Cova da Beira) and
136 789 (171 - Grande Lisboa). There are four NUTS3 (164 - Pinhal Interior Norte,
166 - Pinhal Interior Sul, 169 - Beira Interior Sul and 181 - Alentejo Litoral) where
no cases were identified. The national nature of the survey sampling design creates
situations where very small or even zero samples at the NUTS3 level occur. In this
situation it might happen that no cases are estimated, which does not mean that no
disease diagnoses exist. Therefore, these areas are treated as having missing values
and not as having a null number of cases. The first level of the Bayesian hierarchical
model, as seen in (2.1), involves complex calculations, very difficult to run on such
numbers, therefore numbers of cases per 100 inhabitants, as well as expected number
of cases per 100 inhabitants are used (this change does not eliminate the need of using
the expected number of cases because only the size of the population is accounted for,
not the structure).
The R software (version 3.1.1), with the package CARBayes [48] is used to fit
the hierarchical models. The main advantages of this package are: (1) the spatial
adjacency information is easy to specify as a binary neighborhood matrix; (2) given
the neighborhood matrix the models can be implemented by a single function call
in R; (3) maps with the disease risk estimates can easily be produced. The package
has predefined the following models that will be used: BYM, LLB and LCAR. By
running the same model on R and on the BUGS software [57]) the package’s author
shows that there is good agreement between the two sets of point estimates, as we
confirm in the present work. One disadvantage of the package is that it cannot handle
missing values at the response variable level. To overcome this, a GLM, Poisson (quasi-
likelihood) model [61]), is fitted using as response variable the number of lifetime
observed cases per NUTS3 and as covariates the ecological variables defined before,
namely the proportion of men and the proportion of population aged 18 to 34. The
mean estimated number of lifetime observed cases achieved for the four areas with
missing data are incorporated in the response variable vector Y. This methodology is
debatable and more work would have need to be done, in order to evaluate all possible
consequences of this approach, if in the meanwhile authors of the package would have
not changed it (see following chapters).
The MBYM model is fitted using the OpenBUGS software [57]). Even though the
Bayesian methodology could handle the missing values, for comparison purposes the
missing values are also replaced by the mean estimated values.
As mentioned in Subsection 2.4.3, the authors of LCAR propose that, for the elic-
itation of W̃ , data having a similar spatial structure as the response variable should
be used. In their case, the prior elicitation was based on response variable data from
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previous years. Our decision was to use the number of cases of four other related
mental disorders, chosen as per model 3.4 and therefore using the following disorders
as covariates: Alcohol Dependence, Oppositional Defiant Disorder, Hypomania, and
Intermittent Explosive Disorder. In the cases where values are missing the procedure
followed is the one defined before, using as covariates the remaining disorders. For
example, for alcohol dependence disorder as response variable, the covariates are:
alcohol abuse disorder, oppositional defiant disorder, hypomania and intermittent ex-
plosive disorder. The mean estimated number of cases are imputed in the response
variable vectors. There are two reasons to use a different approach in the present
case. First, in Portugal, data on AAD from previous surveys is not available. Second,
this work is on DM and not on ESR, therefore the decision is to use data from related
mental disorders.
3.5.2.1 Hyperpriors
Table 3.6 shows the prior distributions implemented in the four models. In the LCAR
model, on top of the already mentioned information for the W̃ matrix, the parameter
ε is set to 0.001.
Model Parameter Prior Distribution Mean/Shape Variance/Scale
BYM β = (β1,β2) Gaussian 0 1000
µ Gaussian 0 1000
σ2θ and σ
2
ψ Inverse-Gamma 0.001 0.001
MBYM β = (β1,β2) Gaussian 0 100000
µ Flat
σ2 Inverse-Gamma 0.001 0.001
λ Uniform [0,1) 0.5 0.5
LLB β = (β1,β2) Gaussian 0 1000
σ2 Inverse-Gamma 0.001 0.001
ρ Uniform [0,1) 0.5 0.5
LCAR β = (β1,β2) Gaussian 0 1000
σ2 Uniform [0,1000) 500 500
Table 3.6: Prior distributions for the models.
3.5.2.2 Inference
Posterior inference for all models is based on McMC simulation, using a combination
of Gibbs sampling and Metropolis-Hastings algorithms. Posterior inference is based
on 8 000 McMC samples, which are obtained by running one chain for 100 000 sam-
ples, by which convergence is assumed to have occurred. We ignore the first 20 000
samples as burn-in, and use the remaining 80 000 subsequent samples to obtain the




Pilot runs are carried out to establish appropriate burn-in using the Geweke’s
diagnostic [29]). Convergence is assessed by visually monitoring the trace and the
posterior density plot for each of the parameters. See figure 3.4 for an example of the
convergence plots.
Figure 3.4: Trace and density plot for one of the parameters of the model.
3.5.2.3 Results
Each model is assessed by the resulting Deviance Information Criterion (DIC) [79],
where a smaller value represents a better fitting model. Table 3.7 shows the results of
the four models.
Table 3.7 shows that, according to DIC, the MBYM model exhibits the best fit.
BYM model is the second best. Following MacNab [59], λ = 1 represents spatial/local
smoothing and λ = 0 represents non-spatial/local smoothing, based on the disease
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BYM MBYM LLB LCAR
DIC 155.3 145.0 159.2 158.0
pD 14.3 5.8 18.5 19.5
Table 3.7: DIC results, which include the effective number of parameters in the model
(pD ).
mapping data at hand. In the MBYM model the posterior mean value of λ = 0.58,
shows that the data has an higher spatially structured variance than unstructured
variance. As already proved by Lee [47], the BYM model shows more robust results in
the presence of strong spatial correlation structures, as it seems to be the case here.
Figure 3.5 shows the posterior median SMR values for the 28 NUTS3, produced by
the MBYM model. Table 3.8 shows summary measures of the marginal posterior of
the parameters of interest obtained by the MBYM model.
Figure 3.5: MBYM AAD posterior median SMRs per NUTS3.
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Para- Prior Prior Prior MCMC 2.5% Me- 97.5%
meter distribution mean std Posterior dian
mean (std)
β0 Flat 0 -0.11 (0.10) -0.32 -0.11 0.08
β1 Gau (0, 100000) 0 100000 -0.23 (0.14) -0.52 -0.22 0.06
β2 Gau (0, 100000) 0 100000 -0.8 (0.13) -0.34 -0.07 0.18
λ U [0,1) 0.5 0.5 0.58 (0.25) 0.07 0.61 0.97
σ2 IG (0.001, 0.001) 1 10 0.61 (0.17) 0.35 0.59 1
Table 3.8: MBYM model parameters summary.
Figure 3.6 displays histograms of the (a) raw SMR and the (b to d) smooth posterior
median SMR values for the 28 NUTS3, produced by the models. The concentration
around the interval [0.5,1.5] on the latter can clearly be seen. Mapping the raw SMRs
gives a misleading picture of the risk pattern, whereas any of the four models (plus
LLB, which is not presented, but shows the same overall results) give posterior median
relative risks less dispersed. This ability of the Bayesian models to "clean" adequately
the SMRs from the false patterns created by the Poisson noise had been already referred
by Richardson et al. [73].
3.5.2.4 Conclusions
In this Section the models presented in Chapter 2 are used to estimate the disease risk
of AAD at the NUTS3 level, in Portugal.
In terms of DIC, the MBYM model achieves the best results. In the present case
its superior performance is likely to result from the BYM (and MBYM) model ability
of achieving the best results in cases when the spatial correlation structure is strong,
as seems to be this case. The LLB model has consistently shown good results across
a variety of cases but in this study, in terms of DIC, it proves to be the most poorly
performing. While other authors show that the LLB model is the one achieving the
best results [47, 59], our study shows otherwise. The performance of each model will
depend on the type of data at hand, and none can be defined as the ‘gold standard’
over others.
The LCAR model is the only one that does not have a single global level of smooth-
ness and therefore any existing discontinuities in the risk pattern can only be con-
cluded from this model. There are 122 neighborhoods (or connections) between the 28
NUTS3. When applying the LCAR model, the 95% credibility interval of the number
of removed connections is [2, 54]. This fact provides evidence that there is information
in the data to estimate the number of connections to be removed. Results confirm
the known deep cultural roots in the country on the differences between the coast-
and the country-side NUTS3. This is the case of Península de Setúbal and Algarve,
two coast-side NUTS3 sharing physical borders with the country-side NUTS3 Alentejo,
which are no longer present when data is used to estimate connections.
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Figure 3.6: Histograms of the (a) raw SMRs and posterior medians of the (b,c,d) SMRs,
for all areas derived by each of the three models, (b) BYM, (c) MBYM and (d) LCAR.
As mentioned in Subsection 2.2.2 the goal of DM is not the estimation of associa-
tions between covariates and the disease cases, but is to estimate the pattern of disease
risk over a geographical region. Nevertheless, due to the fact that the two coefficients
(β1 and β2) did not show to be significantly different from zero (contrary to expecta-
tions mentioned in Section 2.3), one must remember that this is an ecological study
design, and the results must not be interpreted in terms of individual level cause and
effect. One possible explanation is ecological bias as the prevalence rate of AAD is
higher in younger men. Another possible explanation is that both the random and
the covariate effects are confounded, because both are globally smooth in the MBYM
model.




a. the data use emerged from a survey, which was not plan to have local (at NUTS3
level) samples with the proper size to allow designed-based estimation, and there-
fore presents some missing values. To overcome this a frequentist model is used;
b. the complex computations of the first level of the hierarchical Bayesian models do
not allow the direct use of the survey estimates. To overcome this the number of
lifetime cases of AAD per 100 inhabitants is used;
c. the LCAR model is used as a DM and not as a ESR, and therefore the type of data
used for the elicitation of the W̃ matrix is not previous periods data for the same
disease but data from correlated disorders.
The epidemiological study presented in this work shows substantial evidence of
some “hot spots” in the Center and South of the country allowing the authorities to










A Gaussian random field model for
similarity-based smoothing
4.1 Introduction
The contents of this chapter is based on the paper: A Guassian random field model
for similarity-based smoothing in Bayesian Disease mapping [6].
For a long time, DM models have had a basic fundamental understanding: “...the
values for a pair of contiguous zones would be generally much more alike than for
two arbitrary zones,...” [9]. This concept has become so important that we can find the
following definition of DM: [84] (our underlining)
“In the statistical literature, “disease mapping” refers to a collection of meth-
ods extending small area estimation to directly utilize the spatial setting and as-
sumed positive spatial correlation between observations, essentially borrowing more
information from neighboring areas than from areas far away and smoothing local
rates toward local, neighboring values.”
Results from the models presented in Section 3.5 seem to confirm that concept as
the mean value of λ = 0.58 indicates a spatial/local smoothing variance higher than
unstructured variance. Nevertheless, intuitively and just by looking at Figure 4.1,
the spatial positive correlation seems much less marked in Portugal than in Scotland.
On top of that, in the words of Best et al. [11] (pag. 145) the BYM model “...shows
a tendency to over-smooth the data and to exhibit spurious geographical patterns in
the area-specific risk estimates when no underlying excess risk is present” and this
may lead to (pag. 144) "the danger of over-interpreting apparent spatial variation in
disease rates in the absence of a clear a priori hypothesis of spatial variation in the
underlying cause”. Therefore, we returned to the previous step, and looked for a
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Figure 4.1: Crude SMR for (left hand map) AAD in Portugal as collected by WMHSI
and (right hand map) lip cancer in Scotland.
formal confirmation of the spatial positive correlation in the AAD Portuguese data.
We could not find in the Portuguese AAD data that positive spatial correlation (see
Subsection 4.6.1) but we still needed to borrow information from other areas, so, our
thinking process moved us away from the above definition to find a possible solution
for those datasets where the “traditional” way of thinking was not helpful.
The borrowing information mechanism is achieved by using the conditionally au-
toregressive CAR random effects distribution defined by Besag et al. [9]. This distribu-
tion uses a neighbourhood matrix built in a way that weight is given to the contiguous
areas and no weight to the remaining ones. As this structure is very well established
we wanted to take advantage of that by changing the matrix.
In Section 4.2, the hierarchical Bayesian model BYM and the CAR prior, are briefly
presented again, and the actual neighbourhood matrices definitions are detailed. In
Section 4.3 the new approach for the weight matrix, the similarity-based GRF matrix,
is explained. A simulation study is presented in Section 4.4 to demonstrate the per-
formance of the proposed model. In Section 4.5 some background information about
alcohol abuse determinant factors is provided. The two illustrating case studies are
presented in Section 4.6. Finally, Section 4.7 presents a summary discussion.
4.2 BYM, CAR and Neighbours definition
In this section we briefly describe the BYM model introduced in Chapter 2 together
with the CAR prior. A general formulation of the likelihood of a Bayesian hierarchical
model is given by
Yi |Ei ,Ri ∼ P oisson(EiRi) for i = 1, ...,n,
ln(Ri) = µ+βx
T
i +φi . (4.1)
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The study region is partitioned into n small areas labelled i = 1, . . . ,n. Conditioning on
the relative riskRi the number of disease counts Yi is assumed to be Poisson distributed
with mean EiRi , where Ei is the expected number of cases in each area i computed
using some kind of standardization based on the size and demographic structure of
the population living in each area.
The log risks are represented by an intercept term denoted by µ, the vector of
p covariates denoted by xTi = (x1i , . . . ,xpi) multiplied by the corresponding vector of
regression parameters β = (β1, . . . ,βp), and a random effect φi , serving to quantify the
effects of unmeasured covariates or confounders and also to account for the residual
variation unexplained by the included covariates xTi .
The BYM model defines φ in model ( 4.1) by
φi = θi +ψi ,
θi |σ2θ ∼N (0,σ
2
θ ),
ψi = (ψ1, . . . ,ψn)|W,σ2ψ ∼ ICAR(W,σ
2
ψ), (4.2)
in which, θi represents a randomly varying component and assumes an independent
and identically distributed normal prior, while ψi represents a spatially varying com-
ponent and assumes an ICAR prior. Instead of a specification of a single multivariate
distribution f (φ), CAR models are specified by a set of univariate full conditional
distributions f (φi |φ−i), where φ−i = (φ1, . . . ,φi−1,φi+1, . . . ,φn). More detailed specifica-
tions can be found elsewhere [9].
Different strengths of spatial correlation can be represented by varying the rel-
ative sizes of the two components (θ,ψ). This flexibility is also a disadvantage, as
each data point is represented by two random effects while only their sum (θi +ψi) is
identifiable [59].
W is the neighbourhood matrix. The most common types of neighbourhood matri-
ces used are two: (a) the adjacency-based GMRF matrix, defined as
wij =
 1, if j ∼ i0, otherwise,
where j ∼ i represents contiguous areas, and therefore j and i are considered neigh-
bours (elements wii are equal to zero and wij = wji [9]), and will be named the W-based
GMRF matrix; and the (b) distance-based GMRF matrix, defined by Best et al. [11],
as a binary n × n matrix, with elements dij = e−kij /δ, for kij = distance (in kilometres)
between the geographic centroids of area i and j, and δ is chosen to give a relative
weight of 1% (dij = 0.01) to an area j whose centroid is equal to the mean inter-district
distance for the study area, from area i. Elements dii are equal to one and dij = dji .
Herein after this matrix will be named the D-based GMRF matrix.
49
CHAPTER 4. A GAUSSIAN RANDOM FIELD MODEL FOR
SIMILARITY-BASED SMOOTHING
4.3 A similarity-based Gaussian random field model
The GRF model proposed herein no longer retains the Markovian properties as those
based on the neighbourhood weights. Instead of using spatial distance or spatial ad-
jacency, a measure reflecting similarity between areas is introduced. This requires
a deep knowledge of the disease data at hand, and therefore cannot be governed by
convenience and/or convention, as has been the case until now [32]. Data used should
come from: a) a disease determinant factor or a combination of factors, b) a source
external to the survey that collected the disease data. The main objective of the pro-
posed model is the provision for borrowing strength between areas with similar disease
determinant factors.
Firstly, regions exhibiting the “same”/close level of risk in a determinant factor
will be regions with the “same”/close level of risk of the disease. Secondly, if disease
data need to be strengthened, using disease determinant factor information collected
by the same survey might inflate or not remediate possible weaknesses of the disease
data. Therefore, an external source for the disease determinant factor is critical.
The rationale of our approach is the following: in cases of diseases with no envi-
ronmental determinant factors, use of a positive spatial correlation based on physical
distance or adjacency, in the GMRF model, may not be the best way to reflect simi-
larity between areas. By using the GRF model reflecting how similar each area is to
one another, in terms of a disease determinant factor that was collected by an external
source, the disease risk distribution can be better assessed.
A distance-based matrix seems to be performing generally better than an adjacency-
based matrix [11, 24]. Therefore, based on a matrix definition proposed by Best et
al. [11], the new matrix, further denoted as S-based GRF matrix, with elements sij for
each region i, has the following structure:
sij =




where pij is the absolute gap between region i and region j,
pij = |pi − pj |, (4.3)
in terms of the disease determinant factor, and δ is equal to a value that gives a relative
weight of 1% (sij = 0.01) to an area i whose difference from an area j is the mean inter-
region difference for the country. Elements sii need a specific definition, otherwise
their value would be the one contributing the most to the prior, as e0 = 1 and all other
sij elements have values between 0 and 1. Therefore, pii values are equal to the average




This section presents a simulation study that compares the performance of a BYM
model a) with an adjacency-based GMRF W matrix and b) with a similarity-based GRF
S matrix, when no positive spatial correlation is displayed by the disease data. The
main goal of the simulation study is to assess the performance of a GRF model by using
disease determinant factor data in two different ways, a) as a covariate or b) defining
the weight matrix.
4.4.1 Study design
Simulated disease data are generated for 100 hypothetical areas using a regular 10×
10 grid. The disease counts are generated from the BYM model (see Section 4.2 for
details). Two independent normally distributed, N ∼ (0,1), covariates were considered
with a regression parameter of β1 = β2 = 0.1, while the intercept term is fixed at
µ = −0.2. The expected number of cases, E, are fixed at 40. To create the matrix
mentioned in Section 4.3, disease determinant factor data (dd) were simulated through
the realization of a 100× 1 vector following a multivariate Gaussian distribution with
mean vector µ = 0 and covariance matrix covering the following scenarios:
1. Independence: Covariance matrix with main diagonal variances generated from
a Gamma ∼ (1,1) distribution.
2. Moderate correlation: Covariance matrix with main diagonal variances gener-
ated from a Gamma ∼ (1,1) distribution and 0.5 constant correlation coefficient.
3. Strong correlation: Covariance matrix with main diagonal variances generated
from a Gamma ∼ (1,1) distribution and 0.8 constant correlation coefficient.
The adjacency-based GMRF W matrix is a first order contiguity Rook matrix, using
only common boundaries to define the neighbours, with no vertices included [8]. For
example, area 1 has areas 2 and 11 as neighbours.
The so-called structured random effect, ψ, was generated by the process: 0.9×dd+ε,
where ε follows a Gaussian distribution N ∼ (0,0.05). To avoid any spatial structure
(in the traditional sense) the 100 values were uniformly assigned to the 100 areas.
The so-called unstructured random effect, θ, was generated through a vector of 100
independent Gaussian variables N ∼ (0,0.2).
Five hundred sets of disease counts were generated under each of the three scenar-
ios, and the BYM model, as defined in model 4.2 with the two different matrices, was
applied in each case. Each simulated data set is generated from a different realization
of the random effects as proposed by Lee [47], because it prevents the results from
being affected by the particular set of random effects drawn. The relative performance
of the two models is assessed by bias and Root-mean-square error (RMSE) for the
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% Bias 1 -0.77 -0.77 -0.91
2 -0.65 -0.62 -0.74
3 -0.69 -0.72 -0.82
RMSE 1 3.52 3.55 3.14
2 3.63 3.72 3.00
3 3.57 3.55 2.98
%Coverage probability 1 94.16 92.94 96.58
2 95.64 94.81 97.58
3 94.73 93.37 97.36
Table 4.1: Summary of the simulation study results for the estimated values of the dis-
ease risks EiRi . The bias and the coverage probabilities are presented as a percentage
of the true values, while the RMSE is presented as the absolute difference to the true
values. The coverage probabilities were calculated based on the 95% credible interval.
One hundred simulations were carried out for the distance-based GMRF model.
estimated values, EiRi , which are presented as a percentage and absolute difference,
respectively, of theirs true values. In addition, the coverage probabilities of the 95%
credible interval for the EiRi values are again presented on the percentage scale. First
the average coverage probability rate is calculated for each area for the 500 hundred
simulations and secondly the summary statistics across the 100 areas are presented.
The BYM model with the similarity-based GRF S matrix includes the two covari-
ates, while the model with the adjacency-based GMRF W matrix (and the distance-
based GMRF D matrix) includes three covariates, the previous two plus the disease
determinant factor data.
Inference, priors, and hyperpriors used for running the models are the ones used
in the case studies (see Section 4.6).
4.4.2 Results
Results from all metrics and models are shown in Table 4.1. Overall, all scenarios (over
the 500 data sets) produce close to unbiased estimates of the risks, with similarity-
based GRF S model showing a slightly higher value, and values ranging between
-0.74% and -0.91%. The similarity-based GRF S model performed the best in terms
of RMSE. In the presence of strong correlation between the disease cases and the
disease determinant factor data, the RMSE reaches its lowest value, and progresses
inversely to the correlation coefficient. Table 4.2 shows the summary statistics for the
performance, in terms of the average coverage probabilities, in detail. Overall, the
coverage probabilities for the similarity-based GRF S model are above those of the





% Minimum 1 90.8 85.0 94.4
2 92.2 84.0 96.0
3 92.0 88.0 95.0
% First Quartile 1 93.4 91.0 96.0
2 95.0 93.0 97.2
3 93.8 91.8 97.0
% Median 1 94.2 94.0 96.6
2 95.6 95.0 97.7
3 94.6 94.0 97.4
% Third Quartile 1 95.1 95.0 97.2
2 96.6 97.0 98.0
3 95.6 95.0 97.8
% Maximum 1 97.8 99.0 98.0
2 98.6 100.0 98.8
3 97.4 98.0 99.2
Table 4.2: Summary of the simulation study results for the estimated values of the dis-
ease risks EiRi on the coverage probabilities for the 100 areas across the five hundred
simulations. One hundred simulations were carried out for the distance-based GMRF
model.
The first finding of this study is that in cases in which the disease data do not
show a positive spatial correlation, it is more efficient to use the data from the disease
determinant factor to build the similarity-based GRF matrix than to use it as a covariate.
Efficiency gains result from the fact that the matrix helps to model the variability
attributable to the effects of possibly omitted covariates that may not be spatially
structured. The second finding of this study is that the capabilities of the GMRF
model, with an adjacency-based matrix in the case of positively spatially correlated
data, can be extended to the case of not positively spatially correlated data by changing
the matrix base.
Table 4.1 and Table 4.2 show in the “Model” middle column the results of 100
simulations using the so-called distance-based GMRF D matrix. The results obtained
with the BYM model with this matrix are very close to those obtained from the same
model with the adjacency-based GMRF W matrix. Therefore the similarity-based GRF
S matrix model shows the same advantages and drawbacks versus the two most used
matrices types, the adjacency-based GMRF W and the distance-based GMRF D.
4.4.3 Results under different prevalence scenarios
To evaluate the performance of the S-based GRF model when applied to disease data
with different prevalences, an extra simulation was conducted. This extra simulation
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Metric Scenario
Low [5,15] Medium [35,50] High [50,65]
% RMSE 0.07 0.21 0.23
% Bias -5.17 -2.95 -2.69
% Coverage probabilities 97.00 88.00 92.50
(median over all areas)
Table 4.3: Summary of the simulation study (for different prevalence scenarios) results
for the estimated values of the disease risks EiRi . The RMSE and bias are presented
as percentages of the true values. The coverage probabilities were calculated based on
the 95% credible intervals.
follows the same definition as before (except the so-called unstructured random effect,
θ, which is now generated through a vector of 100 independent Gaussian variables
N ∼ (0,0.08)). The expected cases are uniform random draws from the following three
intervals: [5,15], [35,50], and [50,65]; One hundred models were run for each of the
prevalence intervals.
Table 4.3 shows the results of the three scenarios. All values are shown as a per-
centage of the true values. As expected the methodology is equally efficient for the
three prevalence types, although the bias decreases as the number of prevalent cases in-
creases. The methodology seems to produce acceptable results across all the spectrum
of prevalence scenarios.
4.5 A motivating example
While Degenhardt et al. [21] and our results (see Chapter 3) show that males are more
likely than females and younger adults are more likely than older adults to have used
all drug types (including alcohol), defining the disorder determinant factors as age and
gender (both intrinsic determinant factors), the American Psychiatry Association [2]
mentions that genetic factors explain only part of the risk, with a significant part of
the risk for alcohol dependence1 coming from environmental or interpersonal factors
that might include:
a. cultural attitudes toward drinking and drunkenness,
b. the availability of alcohol (including price),
c. expectations of the effects of alcohol on mood and behaviour,
d. acquired personal experiences with alcohol,
1DSM-V, the most recent edition of the manual, combines alcohol abuse and alcohol dependence into




Cultural attitudes toward drinking and drunkenness could be considered an extrin-
sic factor, in a multi-cultural and multi-ethnic country, but would not be so considered
in Portugal, an almost mono-ethnic state [54]. Regarding alcohol availability, the legal
framework applies in the same way throughout all of the mainland Portugal. It may
thus be considered as extrinsic, but only in countries with a decentralized legal struc-
ture, not the case in Portugal [4]. The remaining three factors mentioned are intrinsic.
Connor et al. [18] mentions that some studies have estimated that 50-70% of the risk
of alcohol use disorders is attributable to additive genetic factors.
Balsa et al. [4] is the latest published study on the population alcohol consumption
in Portugal and refers to the period of 2007. We used alcohol use lagged by one year
relative to alcohol abuse, as it ensures that alcohol use occurred before disorder onset.
The percentage of the population in each NUTS 3 that regularly consumes alcohol is
used in the motivating example as explained in subsection 4.6.3.
4.6 Case studies
4.6.1 Assessing spatial structure
To assess the presence of residual spatial autocorrelation, two overdispersed Poisson
GAM models are fitted to the disease count data. The first one includes covariates and
the second one does not. The first model is used to measure if any spatial correlation
has not been accounted for by the available covariate information [47]. The second
model is used to measure if the disease count data have a positive spatial correlation.
The model is given by





ln(Ri) = β0, (4.5)
in the second case. This model assumes that disease counts are independent condi-
tional on the available covariates. This is the same model as show in Section 4.2, model
4.1 without the random effects and the regression parameters replaced by smooth func-
tions [91] in the model 4.4. A permutation test based on Moran’s I statistic [63] (see
subsection 2.5.3) using 10 000 random permutations was conducted in the raw residu-
als of the models.
4.6.1.1 Portuguese alcohol abuse data
Model with Covariates: Study region is partitioned into i = 1, ...,n, (n = 28) NUTS3 in
Portugal. Total number of alcohol abuse cases in area i is denoted by yi , while the ei is
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the expected number of cases in the same area. A vector of p covariates is denoted by
xTi = (x1i , ...,xpi) (including a column of 1s for the intercept term) and is multiplied by
a vector of smooth functions S = (S1, ...,Sp). Smooth functions used in the model are
natural cubic splines [91]. Included covariates are the proportion of population aged
18 to 34, the proportion of males, and the number of regular users, while Ri denotes
the risk of disease in area unit i.
The number of regular users and the proportion of population aged 18 to 34 re-
vealed substantial relationships with alcohol abuse disorder, and were thus retained
in the model (number of degrees of freedom were, respectively, 2 and 3).
Statistically insignificant spatial autocorrelation was observed, with the Moran’s
I statistic equal to -0.2309 and a corresponding p-value for the null hypothesis of no
spatial correlation of 0.97.
Model without Covariates: Again, statistically insignificant spatial autocorrelation
was observed, with the Moran’s I statistic equal to 0.0758 and a corresponding p-value
for the null hypothesis of no spatial correlation of 0.16.
4.6.1.2 Scotland lip cancer data
The study region is partitioned into i = 1, . . . ,n, (n = 56) districts in Scotland. Total
number of lip cancer cases in area i is denoted by yi , while the ei is the expected
number of cases per district calculated accounting for the different age distributions
in each district. Included covariate is the percentage of the workforce in each district
employed in agriculture, fishing, and forestry (AFF), modelled linearly.
In the model with covariates a statistically significant spatial autocorrelation is
observed, with the Moran’s I statistic equal to 0.1386 with a corresponding p-value
for the null hypothesis of no spatial correlation of 0.04. In the model using no covari-
ates, the Moran’s I statistic equal to 0.1609 with a corresponding p-value for the null
hypothesis of no spatial correlation of 0.02.
4.6.2 Likelihood and Autocorrelation models
The model used is the BYM model as presented in Section 4.2.
For the Portuguese alcohol abuse data the response variable is the number of cases
of lifetime alcohol abuse per 100 inhabitants 2 and the covariates included are: propor-
tion of population aged 18 to 34, proportion of population that is a regular alcohol user
(as measured by Balsa et al. [4]), and proportion of males. The first two covariates are
modelled with a natural cubic spline (3 degrees of freedom) and the third is modelled
linearly.
For the Scotland lip cancer data the model covariate included is AFF modelled
linearly.




Three different matrices were used, (a) the well-known and mostly used adjacency-
based GMRF W matrix, (b) the distance-based GMRF D matrix (see Section 4.2 for
both definitions) and (c) the application of the similarirty-based GRF S matrix defined
in Section 4.3.
4.6.3.1 Portuguese alcohol abuse data
The relevant disease determinant factor considered for the S-based GRF model is the
proportion of regular users of alcohol in each area unit, as collected by Balsa et al. [4].
Data are presented in Table 44, page 115. The rationale is that two areas with the
“same”/close proportion of its population regularly consuming alcohol are more alike
than two arbitrary areas. We use the proportion of alcohol users because Rose and
Day [75] show that the number of alcohol abuse cases can be predicted by the number
of alcohol use cases within a population. Therefore, the proportion of alcohol use
cases within a population should be a good measure to use in defining similarity
among areas.
The proportion of alcohol users is available by district and not by NUTS3. We
are in the presence of misaligned spatial data [27], districts and NUTS3 are different
partitions of the country, aggregating counties differently. We use a simple area inter-
polation approach and assume that alcohol users are distributed evenly throughout
the district.
Model (a) W-based GMRF and model (b) D-based GMRF, are computed with the
three covariates mentioned at the end of the previous subsection, while model (c)
S-based GRF can include only two of the covariates, as the covariate proportion of
regular alcohol users is already being used to build the similarity-based matrix.
4.6.3.2 Scotland lip cancer data
The matrix (c) S-based GRF is based on the available data, the AFF. We acknowledge
that we do not have enough evidence that this factor can be considered as a determi-
nant factor, but we will use it as another example of the new similarity-based GRF
matrix. Model (a) W-based GMRF and model (b) D-based GMRF are computed with
one covariate, the AFF, and the model (c) S-based GRF is computed with the intercept
term only.
4.6.4 Inference
A fully Bayesian analysis of GMRF and/or GRF models is generally carried out using
McMC, or more recently an approximate method using INLA, due to the intractable
nature of posterior marginal distributions. In this case McMC was used. The analysis
was implemented in R (version 3.2.2), with the package CARBayes [48]. The CARBayes
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package uses a combination of Gibbs sampling and Metropolis steps. The variance
parameters are Gibbs sampled from their full conditional truncated inverse gamma
distributions, while the remaining parameters are updated using Metropolis steps
with univariate random walk proposal distributions.
All analyses reported here implement a sum-to-zero constraint for the spatial ran-
dom effects at each interaction of the McMC chain, and maintain a global intercept
term in the linear predictor. This was done in order to solve the problem of identifia-
bility of the model [10].
Posterior inference is based on 9 000 McMC samples, which are obtained by run-
ning one chain for 100 000 samples, by which convergence is assumed to have occurred.
We ignore the first 10 000 samples as burn-in, and use the remaining 90 000 subse-
quent samples to obtain the posterior distributions of the parameters of interest (a
thin of 10 is used to avoid autocorrelation).
Pilot runs were carried out to establish appropriate burn-in using Geweke’s diag-
nostic [29]. Convergence is assessed by visually monitoring trace and posterior density
plots for each of the parameters.
4.6.5 Hyperpriors sensitivity tests
a. Portuguese Alcohol abuse model with InverseGamma ∼ (0.001,0.001) [11]
Using the BYM model with hyperpriors for both the structured and unstructured
random effects as IG ∼ (0.001,0.001) with the S-based GRF matrix model.
For the first 10 attemps the model did not converge, meaning that the Geweke
diagnostic [29] never was between [−1.9,1.9] for all parameters, including the
fitted values (Y ∗). On top of that the autocorrelation of the variances of the
random effects were too high. See figures 4.2 and 4.3.
Due to that, the hyperpriors needed to become more informative. After several
attempts, the combination that worked the best was, for both parameters, the
IG ∼ (0.1,0.1). The autocorrelation problem was solved.
The same process was followed for the W-based GMRF model (the adjacency-
based GMRF matrix) and for the D-based GMRF model (the distance-based
GMRF matrix). For the W-based GMRF model the hyperpriors needed to be-
come more informative also (IG ∼ (0.1,0.1)), while for the D-based GMRF model
the hyperpriors could remain at the non-informative level (IG ∼ (0.001,0.001)).
For comparison reasons another model (d) was run with a D∗-based GMRF ma-
trix using the same weakly informative proper prior. Results for the (d) model
are not reported because no changes were found in the posterior disease risks
medians (between D and D∗).
b. Portuguese Alcohol abuse model with InverseGamma ∼ (0.5,0.005) [11]
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Figure 4.2: Variance for the structured random effects - autocorrelation.
Using the BYM model with hyperpriors for both the structured and unstructured
random effects as IG ∼ (0.5,0.005) with the S-based GRF matrix model.
For the first 50 attempts the model never converged and the autocorrelation
of the variances of the random effects were too high. Making the hyperpriors
more informative helped on the autocorrelation but not on the convergence. As
we want to compare this model with the W-based GMRF and D-based GMRF
models, we did not even try this hyperprior on those models.
c. Portuguese Alcohol abuse model with U ∼ (0,10) [28]
Using the BYM model with hyperpriors for both structured and unstructured
random effects as U ∼ (0,10) with the S-based GRF matrix model.
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Figure 4.3: Variance for the unstructured random effects - autocorrelation.
The model converged and no autocorrelation problems appeared but the results,
at the areas risk level, are somewhat different from those achieved both with the
models run with the hyperpriors distributions as InverseGamma, and with the
matrices type used.
As the Table 4.4 shows, the differences between the similarity-based GRF matrix
and the adjacency-based GMRF matrix while using the Unif orm distribution
are only at the low-risk area level. More areas are identified as low risk with the
adjacency-based GRF matrix but when looking at results those are very close to
the edge. In area number 3 the risk is between (0.3, 1.0), in area number 7 the





Hyperprior Area risks Similarity-based matrix Adjacency-based matrix
Uniform High risk 21, 26 21, 26
Uniform Low risk 2, 5, 10, 19 2, 3, 5, 7, 8, 10, 19
IG (0.1, 0.1) High risk 16, 20, 21, 26 16, 20, 21, 26
IG (0.1, 01) Low risk 2, 5 2, 5, 10, 19
Table 4.4: Results from the BYM model with the two types of matrices and two types
of distributions. The risk is measured for 90% of the simulations.
The differences between the results achieved with the two different types of
distributions happen at both levels, high and low risk. While comparing the
high risk we see that the InverseGamma results show two more areas. The results
achieved with the Unif orm distribution for both areas are very close to 1, in the
lower part of the interval, the area number 16 risk is between (0.9, 2.7) and the
area number 20 risk is between (0.8, 2.5). At the low risk areas more differences
are shown. The Unif orm distribution show many more areas but all of them
with the superior limit of the interval at 1. For area number 3 the risk is between
(0.3, 1.0), for area number 7 the risk is between (0.3, 1.0), for area number 8 the
risk is between (0.2, 0.9), for area number 10 the risk is between (0.2, 0.9), and
for area number 19 the risk is between (0.2, 1.0).
d. Conclusion
We decided to use the IG ∼ (0.1,0.1) for the model with the S-based GRF matrix
and for the model with the W-based GMRF matrix, and IG ∼ (0.001,0.001) for the
model with the D-based GMRF matrix. These hyperpriors distributions created
more “prudent” results in our opinion (more high risk areas and fewer low risk
areas). The low risk areas created by the Unif orm distribution models are too
close to the edge, and that could lead to a situation where resources would be
moved away from those areas while those were really needed.
As we used in the simulation study (subsection 4.4.1) exactly the same def-
initions used in the Alcohol abuse model, the hyperpriors chosen were the
IG ∼ (0.001,0.001) adjusted, as needed (more or less informative) to reach con-
vergence and have acceptable levels of autocorrelation.
As the Scotland lip cancer data have been studied so many times and we wanted
to be able to compare our results with those published we followed the hyperpri-
ors already implemented and published. See, for example, [11], [79], [5] where only
InverseGamma distributions are used, and Ying MacNab has done extensive Bayesian
sensitivity analysis on the BYM for the Scotland lip cancer data, which include com-
monly used hyperpriors such as τ ∼ Gamma(0.01,0.01), τ ∼ Gamma(0.5,0.005), σ ∼
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unif (0,10). Notable posterior sensitivity to hyperprior specifications with respect to
the variance and spatial parameters were observed. However, modest posterior sensi-
tivity was observed from the posterior prediction and inference for the relative risks.
The results have not been published.
4.6.6 Prior and Hyperprior distributions
Prior distribution definition requires some care due to the use of weakly identifiable
variables or high between-parameter posterior correlations. Variance components of
the BYM model are not identifiable from the data, so identifiability of the individual ef-
fects (θi and ψi) is induced through the prior. Posterior inference needs to be based on
informative hyperpriors, but it is often difficult to specify a priori the amount of struc-
tured similarity or unstructured heterogeneity expected in disease rates. In fact, this is
one of the answers that models should provide, because this is of epidemiological inter-
est, and hence strong prior distributions are to be avoided. Literature provides some
suggestions on prior distributions to use. Best et al. [11] and the discussion therein
proposes InverseGamma distributions. Gelman [28] has some other considerations on
this topic, specifically adding the Unif orm distribution to the possibilities. By using
these two sources and after implementing several tests the more “prudent” solution
(in terms of raised- and low-risk areas identification) seems to be the one implemented
and explained above (see previous subsection).
A vague mean-zero Gaussian prior with variance 1 000 is specified for the regres-
sion parameters β (for the linear covariate) and for the intercept.
For the Portuguese alcohol abuse data, in order to obtain reasonable convergence
properties and therefore reliable posterior estimates, some of the a priori distribu-
tions needed to become more informative. The a priori distributions for variances
on both θ and ψ used are InverseGamma ∼ (0.001,0.001) for the (b) D-based GMRF
model, while models (c) S-based GRF and (a) W-based GMRF need a weakly informa-
tive proper prior on both parameters InverseGamma ∼ (0.1,0.1). Because the class of
InverseGamma(ε,ε) priors are sensitive to the value of ε if the true variance is close
to zero [28] another model (d) was run with a D-based GMRF matrix using the same
weakly informative proper prior. Results for the (d) model are not reported because
no changes were found in the posterior disease risks medians.
For the Scotland lip cancer data, the a priori distributions for variances on both θ
and ψ are InverseGamma ∼ (0.001,0.001). Only the model (c) S-based GRF needs a
weakly informative proper prior on the structured spatial parameter (InverseGamma ∼
(0.1,0.1)). For the reasons mentioned above two more models (d) W∗ (adjacency-based
GMRF matrix model) and (e) D∗ (distance-based GMRF matrix model) were run using
the same weakly informative proper prior used to run the (c) S-based GRF matrix
model. As the latter ones show minor differences in the posterior median disease risks
when compared with (a)W-based GMRF and (b) D-based GMRF respectively, these are
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Matrix (a) W (b) D (c) S
DIC 136.1 135.8 135.0
pD 19.1 18.2 17.8
Table 4.5: Portuguese alcohol abuse data - DIC results, which include the effective
number of parameters in the model (pD ).
the ones used.
4.6.7 Edge effects
Based on the work of Lawson [45] we focused our analysis on the Portuguese areas
close to the edges where there could be considerable distortion induced by missing
neighbours. The average number of neighbours for the areas is 4.4 and we can find only
two areas with significantly lower number of neighbours. One is in the North of the
country (Minho which has only one neighbour), and could eventually have one more
neighbour, the Spanish area of Galiza. The other one is in the South of the country
(only have two neighbours), the area of Algarve, but that one could not have any more
neighbours.
With the D-based GMRF matrix and the S-based GRF matrix model, specifically,
that question is not so relevant because the matrix is built on distances, so all areas
depend on all areas with different intensities. We have only one area that is disparate
from all other areas in the case of the S-based GRF matrix model.
Therefore we have not implemented any method to deal with this question.
4.6.8 Models Results
4.6.8.1 Portuguese alcohol abuse data
Each model is assessed by the resulting Deviance Information Criterion (DIC) [79], in
which a smaller value represents a better fitting model. Table 4.5 shows the results of
the three models.
As DIC is a function of stochastic quantities generated under an McMC sampling
scheme, it is subject to Monte Carlo sampling error. Whereas computing the precise
standard errors for DIC values is a subject of on-going research [79], by running each
model several times using different initial values of the parameters, randomly chosen,
the DIC and pD-estimates obtained never varied by more than 2. As such, and allow-
ing for Monte Carlo error, all models seem (in terms of DIC performance) virtually
indistinguishable in terms of the overall fit, and pragmatically, any of the models could
be chosen.
Table 4.6 and Figure 4.4 (relationship between age, modelled with a natural cubic
spline, and the number of alcohol abuse cases) show the posterior estimates under the
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model (c) S-based GRF. It is worth mentioning that the goal of disease mapping is
to estimate the pattern of disease risk over a geographical region and not to estimate
associations between covariates and the disease cases. Nevertheless, due to the fact
that coefficients were not found to be significantly different from zero (contrary to the
expectations mentioned in Section 4.5), one must remember that this is an ecological
study design, and the results must not be interpreted in terms of individual level
cause and effect (the same results were found with the remaining two models). A
possible explanation is ecological bias. The estimated residual random effects standard
deviation for the BYM model (c) S-based GRF matrix are: a) the posterior sample
median was 0.21 for the unstructured component (σ2θ ) and b) 0.13 for the similarity
structured component (σ2ψ), both the median posterior value and the wide intervals
for both suggest a near split between the two components, which may result from the
BYM identification issue [58].
Besides reporting and mapping the median posterior relative risk, the whole pos-
terior distribution can be usefully exploited in an effort to detect true raised- and
diminished-risk areas. Figure 4.5 shows the comparison between the posterior me-
dian disease risks obtained by the (c) S-based GRF model and the (a) W-based GMRF
model in the top left corner. There is one difference that deserves attention. Model
(a) W-based GMRF and model (b) D-based GMRF identify the area “Cova da Beira”
as a diminished-risk area unlike the model (c) S-based GRF. Figure 4.6 shows on the
left side the posterior probability of each area standardized morbidity ratio (SMR=
Yi/Ei)[7] being below 1, and on the right side the posterior probability of each area
SMR being above 1, as produced by the (c) S-based GRF model, while the middle map
shows the posterior median disease risks. Figure 4.7 and Figure 4.8 have exactly the
same layout showing the results for the models with the (a) W-based GMRF and the
(b) D-based GMRF matrices respectively.
Regarding “Cova da Beira”, model (c) S-based GRF does not consider it as an
area of diminished-risk because two out of three areas, which are more similar at
the determinant factor level, have a crude SMR close to or above 1, with a SMR value
equal to 0.57 with 90% of the simulations falling in the interval (0.28, 1.00). The (a)
W-based GMRF and (b) D-based GMRF models are not able to overcome the fact that
the crude SMR of the area (0.42) is very low, because its spatial neighbours have crude
SMRs quite dispersed or missing (with the W-based GMRF SMR = 0.52 with 90% of
the simulations falling in the interval (0.24, 0.96) and with the D-based GMRF SMR
= 0.55 with 90% of the simulations falling in the interval (0.27, 0.99)). The result of
the (c) S-based GRF matrix model seems most more prudent because the proportion
of alcohol users in the area “Cova da Beira” is 64%, which is above the country mean
value of 61%.
In the top right side Figure 4.5 compares the standard deviation values of the
disease risks obtained by the (c) S-based GRF model and by the (a) W-based GMRF
model. Overall, standard deviation values obtained by the (c) S-based GRF model are
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Figure 4.4: Portuguese alcohol abuse data - The estimated non-linear relationship
between proportion of people aged 18 to 34 and the number of alcohol abuse cases.
Blue curves delimit the 95% credible regions.
Para- Prior Prior Prior McMC 2.5% 97.5%
meter distrib. mean std Post.
median
Intercept N (0,103) 0 103 1.61 -1.0 4.11
Male prop. N (0,103) 0 103 -0.07 -0.45 0.29
σ2ψ IG (0.1, 0.1) 10
2 103 0.13 0.03 0.98
σ2θ IG (0.1, 0.1) 10
2 103 0.21 0.05 0.70
Table 4.6: Portuguese alcohol abuse data - Model parameters summary for the model
with (c) S-based GRF matrix.
smaller than those obtained by the (a) W-based GMRF model.
4.6.8.2 Scotland lip cancer data
The evaluation of the Scottish lip cancer model can be found in the literature [11].
It is worth mentioning that our results in terms of goodness-to-fit measures are, as
expected, very close to those already published. Table 4.7 shows the results in terms
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Matrix (d) W∗ (e) D∗ (c) S
DIC 298.2 309.5 308.4
pD 32.8 39.1 39.3
Table 4.7: Scotland lip cancer data - DIC results, which include the effective number
of parameters in the model (pD ).
of DIC and pD-estimates for the three models. If we were choosing the model based
on the DIC results, the model with the W∗-based GMRF would be chosen. In terms
of covariate coefficients, results for the models (a) W∗-based GMRF and (b) D∗-based
GMRF are also consistent with those reported in the literature. We analyse the results
only in terms of areas of raised- and diminished-risk.
Figure 4.5 shows the comparison between the posterior median disease risks ob-
tained by the (c) S-based GRF model and by the (d) W∗-based GMRF model on the
bottom left side, while the bottom right side of the figure shows the standard deviation
values for the risk areas achieved by the same two models. In terms of the differences
for the posterior median disease risks it can be said that the results achieved by the
(a) W∗-based GMRF model are more consistent with the published results while the
differences on the standard deviation do not consistently favour either model.
4.7 Discussion
It has been shown by the case studies and by the simulation study that the similarity-
based GRF model outperforms its spatial counterparts, the adjacency-based GMRF and
the distance-based GMRF matrices, in correctly identifying raised- and diminished-
risk areas in cases of no positive spatial correlation disease data. The case studies have
also shown that enforcing an inappropriate spatial- or similarity-structure is likely to
lead to poor risk estimates.
The decrease in the RMSE (and corresponding gain in efficiency) offered by this
new matrix comes at the cost of a minor increase in bias; overall, however, the biases
are still quite small. More complexity is added to the models, and the matrix is no
longer defined by convenience or convention but needs to be based on data, which
might not be available, be of poor quality or might be difficult to collect. Furthermore,
it implies a deeper knowledge of the disease data at hand, and an extra effort to collect
the determinant factors data.
McMC convergence with the similarity-based GRF models needs more informative
hyperpriors, which may be a direct result of the quality of the data used, and more
attention needs to be dedicated to this aspect. In the simulation study the determinant
factor data create cases with few or no similar areas to borrow information from, and
mechanisms to avoid this still need to be developed. This is important, because as in
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Figure 4.5: Top left: The posterior medians of the disease risks for the AAD in Portu-
gal; Top right: The posterior standard deviation for the disease risks for the AAD in
Portugal; Bottom left: The posterior medians of the disease risks for the Lip cancer in
Scotland; Bottom right: The posterior standard deviation for the disease risks for the
Lip cancer in Scotland.
Figure 4.6: Portuguese AAD data - Results of the BYM model with the S-based GRF
matrix - Left figure: map of posterior probabilities of SMR being below 1. Middle
figure: map of the median posterior pattern of SMR. Right figure: map of posterior
probabilities of SMR being above 1.
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Figure 4.7: Portuguese AAD data - Results of the BYM model with the W-based GMRF
matrix - Left figure: map of posterior probabilities of SMR being below 1. Middle
figure: map of the median posterior pattern of SMR. Right figure: map of posterior
probabilities of SMR being above 1.
Figure 4.8: Portuguese AAD data - Results of the BYM model with the D-based GMRF
matrix - Left figure: map of posterior probabilities of SMR being below 1. Middle
figure: map of the median posterior pattern of SMR. Right figure: map of posterior
probabilities of SMR being above 1.
the spatial setting, here too the “edge effects” can create bias in estimation and can lead
to considerable increases in estimator variance at such locations and corresponding
low reliability of estimation [45].
In Section 4.3 (equation 4.3), sij has been defined has a function of pij , the absolute
gap between region i and region j in terms of disease determinant factor. However,
pij can be defined in broader terms as the similarity between regions i and j. The
similarity could correspond to the Euclidean distance in R for p determinant factors:
pij =
√
(xi − xj )′(xi − xj ),
or even the multivariate version of the statistical distance, the Mahalanobis distance:
pij =
√
(xi − x̄)′S−1(xj − x̄),
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where xi ′ = (x1i ,x2i , ...,xpi), xj ′ = (x1j ,x2j , ...,xpj ), x̄′ = (x̄1, x̄2, ..., x̄p) and S−1 is the inverse
of the sample covariance matrix of the disease determinant factors. Further work must
be done to check the impact of these distances in the GRF model.
Finally, our analysis of the Portuguese AAD reveals that four non-contiguous NUTS
3 localised in the Centre and South of the country show a raised risk. On the other
side of the spectrum, only two areas can be considered as having a diminished risk,
both in the North-west part of the country. The reasons why these regions show a high












In this work we put together DM and epidemiology. DM has been a progressively
expanding spatial statistics methodology for studies on spatial variations of disease
and health outcomes in populations of small geographical regions and its associated
ecological risk factors.
We begin by examining the existing Bayesian models for DM, such as those of
Besag et al. [9] and Leroux et al. [55]. We examine their capabilities, drawbacks and
developments. We also analyse the most recent developments in the field by showing
the new LCAR model [52], which assumes local and not global smoothing, as do the
BYM, MBYM and LLB. We present the MBYM model [59] and its advantages versus
the BYM model. Furthermore, we detail the neighbourhood definition, as it is mostly
known in the spatial statistics world today. We go a step further and include some
actual definitions used on the geography science. Two conclusions can be drawn from
this initial work: a) the weight matrix, used to define the neighbourhood structure
while being recognized as pivotal has, surprisingly, received little attention to date; b)
all of the parametric functions used in the weight matrix are related with the spatial
locations of the small areas, either by adjacency or by distance. In summary, the use of
the CAR model in the Bayesian DM context has been studied now for several years, and
much is already known. Less attention has been given, so far, to the weight matrices
and all have been inexorably linked to the spatial representation of the data.
This work covers the main epidemiology areas [66]. Starting by the analytical
epidemiology, the design of the study (a cross-sectional study) is detailed in all its
implementation aspects, highlighting the sampling method and the weighting. The
weighting is especially important or the sample will not be representative of the popu-
lation. Several types of bias are mentioned throughout Chapter 3, in order to clarify
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what can and what cannot be concluded from the WMHSI data. Descriptive epidemi-
ology is also covered with the calculation of the incidence and prevalence rates for
AAD. This is an important part because it helps to understand the burden supported
by the society and by the patients with AAD.
Multivariate data analysis methods are used to uncover the relationships between
AAD and the demographic characteristics of the people in the sample, and between
AAD and other mental disorders. The most up-to-date methods are applied, from
multiplicative to additive models [91], to get the “real” picture of the disorder in
Portugal. Understanding the AAD covariates is critical for the implementation of the
DM models.
Calculation of prevalence and incidence rates in small areas and consequently
SMRs requires age standardization methods and those are applied in accordance with
the available data. Internal indirect standardization allows for the crude SMRs calcu-
lation in this case. DM models are GLMMs built on two basic components: a set of
covariates and a set of random effects. The set of covariates used in subsection 3.5.2
are the ones that proved to be correlated with AAD at an individual level, age, and
gender. The random effects element is at the core of the methodology, and is where the
four models presented differ. The random effects are included to model any overdis-
persion and/or spatial correlation that might remain in the data after having being
accounted for by the covariate information. Random effects are usually modeled by
the class of CAR prior distributions, a type of GMRF. At this stage, the weight matrix
is incorporated by means of an appropriate prior specification. In Chapter 3 the only
weight matrix used is an adjacency matrix. For the BYM, LLB, and MBYM models a
fixed first-order adjacency matrix, based on administratively defined areas, is used.
For the LCAR model a random first-order adjacency matrix, based on administrative
areas, and based on the spatial structure of the identified correlated mental disorders,
is used.
The Deviance Information Criterion (DIC) can be considered as a Bayesian measure
of goodness of fit or adequacy, penalized by an additional complexity term PD [79].
The aim is to identify models that best explain the observed data, but with the ex-
pectation that they likely minimize uncertainty about observations generated in the
same way. The MBYM model is the one achieving a lower DIC and therefore is the one
chosen to explain the AAD risk distribution in Portugal. The mean value of λ = 0.58
achieved by the MBYM model indicates a local/global smoothing variance higher than
unstructured variance. However, one of the drawbacks of the BYM, and consequently
the MBYM models is their tendency to exhibit spurious geographical patterns in the
area-specific risk estimates when no underlying excess risk is present [11]. A more
in-depth analysis, using the measures of spatial association introduced in Chapter 2,
reveals a statistically insignificant spatial autocorrelation present in the data.
In the presence of a set of data without positive spatial correlation, the “borrowing
strength” mechanism that is actually present in the Bayesian hierarchical DM models
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should not be used because it is based on the spatial weight matrix. Therefore, two
options were available for the analysis of the AAD data: either proceed with the DM
model omitting the structured random effect component, or change/replace the weight
matrix structure. Consequently, the WMHSI offer us a valuable opportunity to explore
options either than the actual weight matrix definition, because the data do not show
a positive spatial correlation, meaning that the random effects representing the risk
surface do not exhibit a global or even a local level of spatial smoothness.
As mentioned above, this work joins epidemiology and statistics, and from the
epidemiology side it is evident that AAD is a disorder with determinant risk factors
that do not vary systematically in space. Risk factors for AAD are intrinsic, deeply
rooted in the Portuguese homogeneous culture. This fact creates a major challenge,
because AAD does not have spatially varying associated ecological risk factors. The
work done around the understanding of the disorder mechanisms provides us with the
means to widen the scope of the existing CAR models. It is not possible to abuse alcohol
without consuming it first, so using the proportion of alcohol users in each NUTS3
to measure how "likely" small areas would be, emerged as the best option to replace
the spatial weight matrix. Furthermore, the data used to calculate the proportion of
alcohol users in each NUTS3 is provided by a source not related with the WMHSI,
avoiding inflating the possible measuring errors in the AAD cases data. The matrix
becomes similarity-based, moving away from the adjacency- and distance-based ones.
This work proposes a GRF model with a similarity-based weight matrix in the con-
ditional mean structure in cases of non-communicable diseases with intrinsic deter-
minant factors because these are unlikely to vary systematically in space, differently
from the extrinsic determinant factors of cancer and/or respiratory diseases. This
similarity-based matrix enlarges the scope of existing CAR models, and to the best of
our knowledge this is the first study to do that. A possible advantage is that in cases of
disease data not exhibiting a positive spatial correlation the mechanism of borrowing
strength of the GRF model can still be used to facilitate separation of systematic and
random parts of the risk variation.
The similarity-based GRF matrix is therefore unique in its proposal of consider-
ing other sources of information, such as the disease determinant factors, and more
investigation is needed before conclusions about its benefits and drawbacks can be
advanced more concretely.
Therefore, our matrix is not based on a neighbourhood fashion, but is built in a way
that gives more weight to those areas that are more alike, not because they are close to
each other in space but because they are close with respect to a specific measure that
determines the disease existence.
To test the adequacy of the proposal, a simulation study is conducted. The main
goal of the simulation is to compare the results achieved with the BYM model with
a) a GMRF adjacency-based matrix with the results achieved by the same model b) a
GRF similarity-based matrix, for a disease with determinant risk factors not varying
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systematically in space. In the a) case the matrix is built on spatial adjacencies and
the determinant risk factor is included in the set of covariates. In the b) case the
determinant risk factor information is used to build the matrix itself. On top of the
simulation study the same approach is used in two data sets. Choosing one data
set diametrically opposed in terms of spatial autocorrelation to the AAD helps to
further understand the implications of the new model. The Scottish lip cancer data set
has a statistically significant spatial autocorrelation, and the results obtained by the
new GRF model lead to conclusions neither in line with those already published nor
consistent with the information available. The Scottish example emphasizes the need
for a good exploratory analysis of the data. The knowledge of the disorder etiology is
crucial for the choice of the CAR model.
The results of both our simulation and our motivating example show that using a
specific measure in the weight matrix is more efficient than using the same information
as a covariate. Therefore, we consider that we are creating a new approach for the use
of the matrix applied on the random effects.
The idea is not to replace the actual CAR use, but to enlarge it. We think that non-
communicable diseases with determinant factors not positively spatially correlated
would not benefit from the smoothing achieved by the actual CAR.
While starting and ending in DM, the work presented here, shows the importance
of an integrated approach between epidemiology and statistics. Without the knowl-
edge of the causes of AAD, this innovative way of looking at the problem would not
have been possible.
There are many avenues for future work in this area. To start with, this model could
also be implemented on the marginal structure, the marginal pair-wise correlations
or covariances, not on the conditional structure, and this will mean, computationally,
that different ways for the McMC implementation need to be found.
The hyperprior choice needs to be better studied to overcome the more than proba-
ble deficiencies of the data on the determinant risk factors. The discussion on informa-
tive and non-informative hyperpriors is very important due to the nature of posterior
smoothing and rare events commonly seen in DM studies. However, in this particular
case, the data at hand are not only disease cases but also the determinant risk factors
which may not properly inform prior selection. While there are examples (such as the
BYM model with the GMRF adjacency-based matrix in the Scotland lip cancer data)
of modest posterior sensitivity to hyperprior specifications from the posterior predic-
tion and inference for relative risks, the same cannot be simply assumed for any other
model, especially when using the new GRF similarity-based matrix.
The “edge effects” is another particular area that needs to be expanded. A disparate
area in terms of the determinant risk factor can create problem situations when that
area has no information to “borrow strength” from. A kind of a “global random
effect” potentially common to all areas might be a solution that would need to be
implemented.
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Furthermore, the methodology can be extended to the spatio-temporal domain and
to the study of multiple diseases simultaneously. On the other hand there are plenty
of undesired features in the BYM model [59], and therefore implementing the new
GRF similarity-based matrix with another model, as the LLB model, for example, can
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APPENDIX A. R CODES
D<-matrix(0,100,100)
for (i in 1:100){
for (j in 1:100){
D[i,j]<-sqrt((grd$x[i]-grd$x[j])^2+(grd$y[i]-grd$y[j])^2)
}}
zeta<- -mean(D)/log(0.01) # Best et al (1999), p. 136
D<-exp(-D/zeta)
for (i in 1:100){D[i,i]<-mean(D[i,-i])}
##############################################














#Independ. 0, Moderate 0.5, Strong 0.8
for (i in 1:99){









### "Structured" spatial process
grd$phi<-0.9*grd$dd+rnorm(100,0,0.05)
# Correlation between disease determinant and spatial process
cor(grd$dd,grd$phi)
#### Unstructured spatial process
grd$theta <- rnorm(100, sd=0.2)
#### Relative risk
grd$RR <- exp(-0.2 + 0.1*grd$x1 + 0.1*grd$x2 + grd$theta + grd$phi)
#### Generating cases
grd$Y <- rpois(100, lambda=grd$E*grd$RR)
summary(grd$Y)
# Correlation between cases and disease determinant
cor(grd$Y,grd$dd)
###############################################










for (i in 1:100){S[i,i]<-mean(S[i,-i])}
################################################
# Run GLMM - BYM models
################################################
#Run model on similarity
formS<-Y~x1+x2+offset(E)
modelSS<- S.CARbym(formula=formS, family="poisson", data=grd,
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#Run model on adjacency
formA<-Y~x1+x2+dd+offset(E)









#Run model on distance
























Coverage_A<-ifelse(grd$Y>=Afittedl & grd$Y<= Afittedh, 1, 0)
Coverage_S<-ifelse(grd$Y>=Sfittedl & grd$Y<= Sfittedh, 1, 0)


























APPENDIX A. R CODES
library(splines)
###############################################








#Create Distance matrix, Best et. al. (1999)#
n<-length(data$XX)
matrix<-matrix(NA,nrow=28,ncol=28)
for (i in 1:n){









#Create Similarity on use matrix from Balsa study#
n<-length(data$Balsa)
matrix<-matrix(NA,nrow=28,ncol=28)
for (i in 1:n){


























#GAM in BYM with S matrix, calculated using the information from Balsa#




#GAM in BYM with W matrix #




#GAM in BYM with Distance matrix #























4 114 Grande Porto
5 115 Tâmega
6 116 Entre Douro e Vouga
7 117 Douro
8 118 Alto Trás-os-Montes
9 150 Algarve
10 161 Baixo Vouga
11 162 Baixo Mondego
12 163 Pinhal Litoral
13 164 Pinhal Interior Norte
14 165 Dão-Lafões
15 166 Pinhal Interior Sul
16 167 Serra da Estrela
17 168 Beira Interior Norte
18 169 Beira Interior Sul
19 16A Cova da Beira
20 16B Oeste
21 16C Médio Tejo
22 171 Grande Lisboa
23 172 Península de Setúbal
24 181 Alentejo Litoral
25 182 Alto Alentejo
26 183 Alentejo Central
27 184 Baixo Alentejo
28 185 Lezíria do Tejo
Table B.1: From left to right: NUTS3 code, NUTS3 name.
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cases_AAD AAD_expected population
1 111 23469.96 17918 209885
2 112 12524.91 30083 326447
3 113 25191.37 38173 420726
4 114 117160.03 89699 1042208
5 115 3949.36 40647 437824
6 116 34817.76 20687 234278
7 117 7977.35 15141 175515
8 118 8220.02 15302 184285
9 150 20900.06 29629 351223
10 161 8730.01 28201 326804
11 162 29588.56 22967 277375
12 163 15745.44 18675 218423
13 164 0.00 9459 115102
14 165 20426.03 20700 241213
15 166 0.00 2771 35135
16 167 6733.02 3382 40816
17 168 5845.86 7630 93114
18 169 0.00 4951 62713
19 16A 2678.60 6358 76833
20 16B 50041.89 25373 297653
21 16C 34790.04 16180 193011
22 171 121306.70 139026 1646446
23 172 75997.59 54726 639697
24 181 0.00 6610 81169
25 182 9195.01 7988 99073
26 183 32100.12 11592 141660
27 184 11492.92 8714 105897
28 185 12655.12 17256 207281
Table B.2: From left to right: NUTS3 code, AAD observed number of cases, AAD
expected number of cases, total population.
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man young cases_regularuse Balsa
1 -1.99 -0.05 54176.73 0.71
2 -0.13 1.97 175217.49 0.56
3 0.38 1.42 177596.26 0.57
4 -0.91 0.85 858535.44 0.64
5 1.14 1.92 233757.22 0.63
6 0.65 0.89 113803.41 0.62
7 -0.22 -0.30 80826.19 0.60
8 0.48 -1.22 99430.98 0.60
9 1.33 0.52 186506.46 0.54
10 -0.07 0.64 122963.01 0.62
11 -1.23 0.03 168642.28 0.66
12 0.38 0.66 200007.30 0.64
13 -0.41 -0.90 21010.69 0.65
14 -0.75 -0.02 139820.07 0.58
15 -0.42 -2.09 10980.96 0.64
16 -0.95 -1.31 32285.13 0.70
17 -0.56 -1.13 54157.88 0.70
18 -0.38 -1.17 34283.69 0.64
19 -0.18 -0.73 2678.60 0.64
20 0.55 0.33 203200.88 0.64
21 -0.41 -0.43 121638.09 0.59
22 -1.53 1.09 1045814.08 0.64
23 -0.13 0.83 467994.93 0.62
24 2.95 -0.22 54905.31 0.60
25 0.33 -0.85 95581.57 0.22
26 0.20 -0.21 68468.28 0.59
27 1.60 -0.43 66384.76 0.56
28 0.29 -0.10 92731.15 0.60
Table B.3: From left to right: standardized covariates used: Proportion of men, pro-
portion of people aged 18 to 34. Observed number of alcohol use cases (collected by
















1 0.72 1.29 2.34
2 0.16 0.43 1.16
3 0.30 0.66 1.47
4 0.71 1.28 2.31
5 0.02 0.11 0.76
6 1.03 1.70 2.83
7 0.24 0.58 1.40
8 0.18 0.48 1.28
9 0.32 0.71 1.59
10 0.11 0.35 1.08
11 0.73 1.33 2.39
12 0.39 0.82 1.73
13
14 0.47 0.93 1.86
15
16 1.18 1.93 3.15
17 0.33 0.73 1.63
18
19 0.12 0.36 1.12
20 1.24 2.00 3.22
21 1.35 2.14 3.40
22 0.40 0.83 1.75
23 0.79 1.40 2.46
24
25 0.58 1.11 2.14
26 1.86 2.80 4.22
27 0.74 1.34 2.42
28 0.32 0.72 1.61
Table C.1: Crude Standardized morbidity ratios and respective 95% CI.
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SMRSimilarity_Low SMRSimilarity SMRSimilarity_High
1 0.78 1.30 2.01
2 0.14 0.34 0.70
3 0.33 0.60 1.03
4 0.75 1.19 1.85
5 0.06 0.20 0.46
6 0.93 1.44 2.17
7 0.40 0.73 1.22
8 0.28 0.58 1.07
9 0.43 0.79 1.34
10 0.31 0.61 1.05
11 0.80 1.29 1.97
12 0.52 0.90 1.44
13 0.31 0.88 2.30
14 0.59 1.00 1.57
15 0.06 0.62 6.12
16 1.05 1.64 2.48
17 0.43 0.78 1.30
18 0.28 0.83 2.44
19 0.28 0.57 1.00
20 1.16 1.76 2.58
21 1.21 1.84 2.70
22 0.48 0.84 1.38
23 0.80 1.26 1.93
24 0.23 0.94 3.37
25 0.58 1.12 1.91
26 1.64 2.40 3.43
27 0.74 1.22 1.90
28 0.48 0.85 1.37
Table C.2: GRF similarity-based model posterior median SMRs and corresponding low




1 0.79 1.32 2.07
2 0.14 0.35 0.72
3 0.31 0.60 1.04
4 0.70 1.15 1.81
5 0.05 0.17 0.44
6 0.88 1.40 2.15
7 0.34 0.66 1.12
8 0.25 0.55 1.04
9 0.46 0.85 1.45
10 0.27 0.56 0.98
11 0.76 1.25 1.95
12 0.50 0.88 1.44
13 0.27 0.86 2.39
14 0.56 0.99 1.59
15 0.07 0.97 16.61
16 1.06 1.70 2.57
17 0.43 0.80 1.35
18 0.22 0.81 2.75
19 0.24 0.52 0.96
20 1.15 1.77 2.63
21 1.22 1.87 2.75
22 0.49 0.88 1.47
23 0.82 1.31 2.05
24 0.17 0.82 3.83
25 0.57 1.06 1.78
26 1.70 2.48 3.52
27 0.76 1.25 1.96
28 0.49 0.87 1.41
Table C.3: GMRF adjacency-based model posterior median SMRs and corresponding
low and high SMRs for 90% of the posterior samples.
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SMRDistance_Low SMRDistance SMRDistance_High
1 0.80 1.34 2.09
2 0.14 0.34 0.70
3 0.33 0.61 1.05
4 0.72 1.18 1.83
5 0.05 0.18 0.46
6 0.92 1.44 2.20
7 0.40 0.72 1.21
8 0.29 0.61 1.09
9 0.47 0.87 1.47
10 0.30 0.60 1.03
11 0.79 1.27 1.97
12 0.50 0.87 1.41
13 0.30 0.85 2.43
14 0.60 1.02 1.63
15 0.06 0.89 11.13
16 1.04 1.65 2.50
17 0.44 0.81 1.38
18 0.26 0.85 2.59
19 0.27 0.55 0.99
20 1.13 1.74 2.60
21 1.20 1.83 2.71
22 0.48 0.84 1.38
23 0.78 1.25 1.93
24 0.19 0.85 3.31
25 0.57 1.05 1.79
26 1.62 2.39 3.45
27 0.74 1.21 1.90
28 0.47 0.84 1.36
Table C.4: GMRF distance-based model posterior median SMRs and corresponding
low and high SMRs for 90% of the posterior samples.
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