This document contains supplementary material to the paper "Fast smoothing parameter separation in multidimensional generalized P-splines: the SAP algorithm". A description on how to obtain the derivatives of the approximate restricted maximum likelihood (REML) with respect to the variance components is given, as well as the closed-form expressions for maximum likelihood (ML) estimates of the variance components. Furthermore, additional simulation studies are provided.
Given the approximate restricted log-likelihood
the corresponding derivatives with respect to the variance components τ 2 d (d = 1, 2) of each component are
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Thus,
It then follows that
Web Appendix B: Approximate maximum likelihood estimates of the variance components
The variance components estimates are obtained by maximizing the approximate log-
Taking derivatives with respect to the variance components τ 2 d (d = 1, 2), we obtain (see Web Appendix A for details)
By equating the above expression to zero, the ML estimates of the variance components are obtainedτ
Finally, in those situations where φ is unknown, it is estimated aŝ
where W = φW .
Web Appendix C: Simulation Study
In this section we present the results of additional simulations conducted to evaluate the practical performance of the SAP algorithm. Comparisons were made with respect to the gam() function of the R-package mgcv (version 1.7-22) (Wood 2006a ), but two different approaches were used: (a) the anisotropic tensor product of marginal bases (function te()) (Wood 2006b ); and (b) the tensor product construction method involving no more than simple i.i.d. Gaussian random effects (function t2()) (Wood et al. 2013) . For the later case, the fully invariant alternative construction presented in Wood et al. (2013) was used, which, for the two -dimensional case, implies the estimation of 5 variance components.
Finally, comparisons were also made with the proposal of Lee et al. (2013) (PS-ANOVA).
Note that this approach also involves simple i.i.d. Gaussian random effects, requiring the estimation of 5 variance components, and estimation is based on the Schall (1991) algorithm.
Specifically, 200 values of covariates x 1 and x 2 were simulated independently from a uniform distribution on the interval [0, 1], and the following scenario (see Wood 2006b) was considered:
The response data y was then generated under two different distributions:
where the scaling factors that appear in the Bernoulli case were used to control the signalto-noise ratio. For each marginal, 14-dimensional basis were chosen, and R = 500 replicates were performed.
Similarly to the simulations presented in the paper, for all approaches cubic B-splines basis functions with second order difference penalty (q d = 2) were chosen to obtain the marginal model matrices, and REML criterion was used for the estimation of the variance components. For the SAP algorithm and the PS-ANOVA, the tolerance for the convergence criterion of the variance components and the Fisher's scoring algorithm was set to 1×10 −6 , and the starting values of the variance components and the fixed and random effects were set to 1 and 0 respectively. As far as gam() function is concerned, the numerical options were those established by default. The evaluation of the practical performance of both approaches was judged on the basis of the root mean square error (RMSE), computed at the observed covariate values. For Gaussian data, the true linear predictor was chosen as the target. However, in the case of binary data, the RMSE was computed on the response scale (the probability). Figure 1(a) shows the results in terms of the log 10 (RMSE) for the Gaussian distribution.
As can be observed, the proposal by Lee et al. (2013) provided the best results, for all levels of noise. For the high signal-to-noise ratio the method given in Wood et al.
(2013) outperformed SAP, however, this advantange disappears as the signal-to-noise ratio decreases. It should be noted that this behaviour has been also observed in Wood et al. (2013) , when comparing their proposal and the method given in Wood (2006b).
In Figure 1 (b), the results with respect to the computing time are presented, as well as their ratio (in log 10 scale). Notice that in all cases our proposal performed the best. It is interesting to note that despite the fact that the estimation procedure of both SAP and PS-ANOVA is based on the Schall (1991) algorithm, SAP outperformed PS-ANOVA in terms of computational efficiency, especially for high signal-to-noise ratio. However, as the signal-to-noise ratio decreases, differences become smaller. For instance, SAP required, in median, 2.04, 1.94 and 1.24 times less computing time than PS-ANOVA, for σ = 0.5, σ = 1 and σ = 2 respectively. As far as the comparisons with the gam() function is concerned, SAP required in median, between 9.29 (for σ = 0.5 and the t2() function) and 3.09 (for σ = 2 and te() function) times less computing time.
We would like to point out here that the better behaviour in terms of RMSE of the PS-ANOVA observed in this scenario may not be considered as general pattern. Other simulations studies (not shown) have revealed a different pattern, with the PS-ANOVA presenting worse behaviour. In any case, we are aware that the differences in terms of RMSE of all approaches compared in this paper are small, with all methods providing, in general, very similar results.
The results for the the Bernoulli distribution are shown in Figure 2 . As far as the RMSE is concerned, all approaches performed more or less similarly. In terms of the computing time, our method ouperformed the te() and t2() approaches, requiring, in median, 2.91 In each case, the four left boxplots show the log 10 (RMSE) or the computing time achieved by each approach (left y-axis), while the three of the right (right y-axis) show: (a) the SAP log 10 (RMSE) minus the log 10 (RMSE) of the te(), t2(), or PS-ANOVA approach; and (b) the ratio of the computing time of the te(), t2(), or PS-ANOVA to the SAP algorithm (in log 10 scale).
