Persistence and bifurcations of Lyapunov manifolds can be studied by a combination of averaging-normalization and numerical bifurcation methods. This can be extended to infinite-dimensional cases when using suitable averaging theorems. The theory is applied to the case of a parametrically excited wave equation. We find fast dynamics in a finite, resonant part of the spectrum and slow dynamics elsewhere. The resonant part corresponds with an almost-invariant manifold and displays bifurcations into a wide variety of phenomena among which are 2-and 3-tori.
Introduction
The periodic solutions, found in linear ODEs and linear evolution equations (PDEs) play a basic role in the analysis of natural phenomena. Classical examples are the harmonic equation and the linear wave equation in one or more space dimensions. Complications in the analysis arise when coupling such equations and even more so if nonlinear terms are taken into account. A natural approach is to identify periodic solutions in the uncoupled and linearized system and to look for the changes caused by coupling and nonlinear terms by continuation and bifurcation techniques. These periodic solutions from linearized systems are located on normal mode manifolds, also called Lyapunov manifolds.
A well-known but already non-trivial example is the case of two nonlinearly coupled anharmonic equations of the form x i + ω 2 i x i = εf i (x,ẋ), x = (x 1 , x 2 ), i = 1, 2.
In the limit ε = 0, the system is decoupled and two (harmonic) one degree of freedom systems exist with solutions filling up two two-dimensional (normal mode) Lyapunov manifolds. A basic question is then whether these manifolds can be continued for small ε > 0. If this is the case, they will be located in a neighbourhood of the exact ε = 0 Lyapunov manifolds that shrinks to zero with ε → 0. In a neighbourhood of the origin of phase space and as ε → 0, they are tangent to the ε = 0 normal mode manifolds. In the case of the two coupled harmonic equations, this question was solved a long time ago.
A second basic and largely unsolved question is whether the Lyapunov manifolds persist for increasing ε and other changes of relevant parameters. Possible tools to study these questions are averaging-normalization and numerical bifurcation theory. As we will show, the combination of both techniques is very powerful. For ODEs these questions are difficult enough, but we will be especially interested in bifurcations of Lyapunov manifolds in the case of infinite dimensional systems. Extension of averaging to infinite-dimensional problems is possible and was carried out during the last decade, but it raises special difficulties, depending on the choice of operator and the type of problem formulation (parabolic or hyperbolic, infinite or bounded spatial domains); for references see section 2.
In the next section we will describe two theorems that can be used in an infinite dimensional setting. It is remarkable that these theorems are not widely known. It will be seen in the next section, that the technique of averaging-normalization produces a system, simplified by normalization. Solving the system and inverting the normalizing transformation gives the solution (without approximation) of the original problem. As we shall describe in what follows, in practice one omits higher order terms to obtain approximate solutions. Interestingly, the normalization procedure gives a short-cut to slow-fast dynamics. Removing the non-resonant terms, one finds normally hyperbolic manifolds from the normalized equations because of the dominating presence of slow-fast dynamics, and one can then ask, whether these manifolds persist in the original system. One of the two theorems, formulated for an infinite-dimensional setting, the Sanchez-Palencia theorem, allows us to conclude the validity of approximations for all time. However, we shall argue that this qualitative information is not enough to prove the existence of such manifolds in the original system. Instead we will introduce the notion of 'almost-invariant' manifold.
We demonstrate this slow-fast dynamics, produced by averaging-normalization, for a para-metrically excited wave equation that has as an additional interest, the suggestion in [10] that this equation could not be handled by the usual and well-established perturbation techniques. Our analysis shows that perturbation analysis does not fail, but that surprisingly enough, a complicated bifurcation structure destroys this picture for relatively small values of the small parameter ε. For this part of the analysis we use higher order averaging in the case of near-resonance ( [11] ) and we use numerical bifurcation techniques as described in [6] and implemented in [7, 8] .
For the terminology of normal forms, resonance, near-resonance etc., we refer to [11] . We stress finally that the emergence of slow-fast dynamics by averaging-normalization is a phenomenon common to many hyperbolic nonlinear PDE problems. Therefore, the phenomenon we describe, is rather general and it is caused by the presence of resonant and non-resonant terms in the original problem which obscure the underlying dynamics. An extensive discussion and a number of examples can be found in [16] , section 13.3.
Normal forms for wave equations
Consider the semilinear initial value problem
where −A generates a uniformly bounded C 0 -group G(t), −∞ < t < +∞, on the Banach space X.
We assume the following basic conditions:
• f is continuously differentiable and uniformly bounded onD
is an open, bounded set in X.
• f can be expanded with respect to ε in a Taylor series, at least to some order.
Integral equation and standard form
A generalized solution of Eq. (1) is defined as a solution of the integral equation:
It is well-known that under the given conditions for f and with the uniform boundedness of G(t) the integral equation has a unique solution that exists on the timescale 1/ε. The proof follows the usual contraction construction in Banach spaces.
Using the variation of constants transformation w(t) = G(t)z(t) for Eq. (1), we find the integral equation corresponding with the so-called standard form (see [11] or [16] )
Averaging normal form
We assume that F (z, s, ε) is an almost-periodic function in a Banach space, satisfying Bochner's criterion, see for instance [16] . The average F 0 is defined by:
Applying normalization by the averaging transformation
produces the normal form equation
After introducing transformation (4), we can still obtain the exact solution by solving the resulting equation for v(t) including the O(ε 2 )-terms, to find z(t) from (4) and then w(t).
The averaging approximationz(t) of z(t) is obtained by omitting the O(ε 2 )-terms:
or alternatively
Under these rather general conditions, [4] (or [16] ) provides the following theorem: 
Application to hyperbolic equations
A straightforward application is to consider semilinear initial value problems of hyperbolic type,
where A is a positive, self-adjoint linear operator on a separable Hilbert space and f satisfies the basic conditions. In our application later on, we will be concerned with the case that we have one space dimension and that for ε = 0 we have a linear, dispersive wave equation by choosing:
To make the relation with Eq. (1) explicit, one writes u 1 = u, u 2 = u t and
One uses the operator (with eigenvalues and eigenfunctions) associated with this system.
In particular and to focus ideas, consider the case of the boundary conditions u(0, t) = u(π, t) = 0.
In this case, a suitable domain for the eigenfunctions is {u ∈ W 1,2 (0, π) :
the spectrum is nonresonant. The implication is that F (z, s, 0) in expression (3) is almostperiodic.
Assume now for Eq. (7) homogeneous Dirichlet conditions or homogeneous Neumann conditions. The denumerable eigenvalues in this case are λ n = ω 2 n and the corresponding eigenfunctions v n (x) with n = 1, 2, 3, . . .. Substitution of the expansion u n (t)v n (x) and taking inner products, produces the infinite set of coupled second-order equations
with u representing the infinite set u n ,u n with n = 1, 2, 3, . . . in the Dirichlet case, n = 0, 1, 2, . . . in the Neumann case.
The Sanchez-Palencia theorem
In the case of attraction, averaging-normalization leads to stronger approximation results.
The results can be described as follows. Consider the initial value problem in a Banach spacė
Suppose that we can average the vector field:
and thus can consider the averaged equatioṅ
We have the following result:
Suppose that the vector fields f and f 0 are continuously differentiable and that z = a is an asymptotically stable critical point (in linear approximation) of the averaged equation. If x 0 lies within the domain of attraction of a, we have
for t ≥ 0. If the vector field f is periodic in t, the error is O(ε) for all time.
The result is based on [12] and [13] ; for more details and examples in the finite-dimensional context see [11] . Note however, that the proof in [11] immediately carries over to a Banach space, as in [13] .
Slow-fast dynamics
In our analysis of the hyperbolic PDE (7), we will be interested in the case that we have a resonance between a finite number of modes k and that the infinite number of other, non-resonant modes are attracted to a stationary solution. To fix ideas, assume that these stationary states correspond with the trivial solutions of the modes as will be the case in our example. The attraction is produced by dissipation and it is natural to include in the O(ε) term of Eq. (7) the term −εβu t so that f (u, u t , t, ε) is replaced by −βu t + f (u, u t , t, ε) with β > 0, independent of ε.
With these assumptions, we shall split system (8) into two subsystems. First the finitedimensional system:
where we have removed the non-resonant terms by normalization (with some abuse of notation, we keep using the variable u n ). Because of the assumption of non-resonance for the modes starting with n = k +1, the averaging process leaves in the second, infinite-dimensional system to first order only the dissipative term:
Omitting the O(ε 2 ) terms in the finite-dimensional system (9), we will analyse the system
looking for attracting (hyperbolic) invariant sets.
The explicit averaging-normalization transformation for the second (infinite-dimensional) system (10) starts with the standard transformation u n ,u n → y n 1 , y n 2 u n = y n 1 cos ω n t + y n 2 ω n sin ω n t,
followed by averaging. Omitting the O(ε 2 ) terms, this produces the systeṁ
The solutions decay exponentially to zero and according to the Sanchez-Palencia theorem 2.2 we have (10) we have
for all time. We conclude that after an interval of time, asymptotically larger than 1/ε (for instance 1/ε 2 ), the righthand sides of the second (infinite-dimensional) system after averagingnormalization become o (1) . Starting with o(1) initial conditions, the non-resonant modes remain o (1) .
In this way we have arrived at an explicit construction of slow-fast dynamics by asymptotics.
The infinite-dimensional system (10) represents after some time or with small initial values the slow dynamics, the resonant system (9) the fast one. The hyperbolic invariant sets of the resonant system are normally hyperbolic in the complete system. Note however, that we have the following issues; some of them need further discussion:
1. By higher order averaging-normalization, we can remove all resonant modes 1, · · · , k from the non-resonant system (10) . Using these transformations, the error estimates will improve, the solutions of system (10) are shown to approach the trivial solutions with even higher precision. In this way, we have an explicit justification of restricting our analysis to the finite-dimensional resonant system as ε → 0. The manifold M spanned by the first k modes is 'almost-invariant'. show in an application in the next section, continuation of ε away from 0 in higher dimensional systems, leads to interesting bifurcations.
3. Related to the preceding item is the problem of accidental resonance. We have excluded this by our assumptions, however we did not exclude near accidental resonance. Again, this plays no part as ε → 0, but the phenomenon comes up when increasing ε in a high-, even infinite-dimensional, system. This will also be demonstrated later on.
4. Nontrivial hyperbolic, stationary solutions of system (11) 5. If the manifold M , discussed in the first item, is compact, it is a serious candidate to put it in the framework of Fenichel's slow manifold theory. Extension to infinite-dimensional problems of Fenichel theory is possible but raises special difficulties, depending on the choice of operator and the type of problem formulation. A discussion on parabolic and hyperbolic problems can be found in [1] , see also [2] , [3] , [9] and [18] . In [5] the emphasis is on the persistence of invariant manifolds in dissipative equations, the main technique is contraction which takes often the form of Gronwall's lemma.
In this rather general framework we can not prove the existence of a slow manifold as we can not exclude small chaotic behavior at higher order. The possibility of such phenomena was also observed in [17] . Note however, that our results are stronger than formal, as the 'almost-invariance' of the manifold M has been established rigorously.
An interesting problem was studied by Rand et al. in [10] , where they considered the wave
with boundary conditions u x (0, t) = u x (π, t) = 0 and β > 0 (damping). For ε = 0 the model reduces to the dispersive wave equation of section 2.3, also we shall see that the discussion on slow-fast dynamics of section 2.5 applies. In [10] the experimental motivation for this model is discussed, firstly a line of coupled pendula with vertical (parametric) forcing and secondly the behavior of water waves in a vertically forced channel. Related mechanical problems can be found in [14] .
Modal expansion
Using the eigenfunctions v n (x) = cos nx, and eigenvalues
we expand the solution as
Taking L 2 -inner products with v n (x) produces the infinite dimensional system
with u = (u 0 , u 1 , u 2 , · · · ) and suitable initial conditions. The g n are infinite, homogeneous cubic series in u 0 , u 1 , u 2 , · · · with terms of the form
For example in the case of truncating the expansion to the first three modes, we have
When applying averaging, we will consider the full system; in our numerical analysis we will consider the cases of 3, 10 and 20 modes. We note that the normal mode solutions do not satisfy system (14) .
If the sequence of eigenvalues is nonresonant, for initial values that are ε-independent and for ε small enough, all solutions will decay to zero; see [10] . The explicit calculation is included in the next subsection.
In general, one can distinguish the following resonance cases:
• Wave speed and dispersion parameter c and ω 0 are O(1) quantities with respect to ε.
In this case it is easy to see from the eigenvalue equation (13) that three modes can not be in resonance, but two modes can be in 2 : 1− or 3 : 1−resonance. However, because of symmetry, the corresponding normal forms are degenerate; the analysis runs as in [15] where this phenomenon is analyzed extensively.
• The wave speed c is O(ε). In this case we have, assuming that ω 0 is an O(1) quantity, for a finite number of modes the 1 : 1 : 1 : · · · -resonance. This number depends on ε.
• The dispersion is small: ω 0 = O(ε). In this case the system is fully resonant. This problem is unsolved, see for instance the discussion in [16] , chapter 13.
The case of one Floquet resonance
A nontrivial case arises if one of the eigenvalues is close to 1/2, the first Floquet resonance, and there are no other accidental resonances. Suppose that ω 2 m = 0.25 + εd, m = 0 (as in [10] ). Using averaging-normalization in amplitude-phase variables
we find after averaging, with some abuse of notation using the same r n , ψ n for the variables, In the case of one or two solutions, an elementary eigenvalue calculation yields:
αγ cos 2ψ m > 0 produces stability, αγ cos 2ψ m < 0 produces instability.
All the other modes have eigenvalue −εβ/2 at r n = 0.
We conclude that the modes with n = m decay to zero while the flow in the corresponding Lyapunov manifolds tends to parallel flow. This is the situation described in subsection 2.5:
the resonant normal mode m produces a two-dimensional, stable Lyapunov manifold in an ε-neighborhood of the corresponding linear normal mode. The stationary solutions correspond with solutions dominated by harmonic functions.
Note that the approximation theory summarized in subsection 2.2 produces o(1) approximations of the r n , ψ n variables for all time when omitting the O(ε 2 ) terms in the equations. The
Lyapunov manifolds are almost-invariant as discussed in subsection 2.5.
After performing averaging, a large number of numerical simulations were given in [10] for system (14) . In many cases the numerics confirms the asymptotic analysis but not always.
An interesting case arises when they choose
in [10] as 'point D'. From their simulations they conclude that perturbation theory fails here and this is a reason to have a closer look at this case. As in this calculation ε = 0.1, it seems natural to consider this case as a near 1:1:1-resonance.
Also, the observation that the ratio ω 0 : ω 3 points at the presence of an additional 1 : 2-resonance seems natural, but for the cubic terms of Eq. (12) this resonance is degenerate, i.e normalization shifts the corresponding terms to much higher order.
We have averaged the system truncated to three modes (labeled 0, 1 and 2) to first and second order. The result is listed in the Appendix. We then performed numerical bifurcation analysis, using matcont [8] , to see how various modes interact. In the averaged system nontrivial equilibria correspond to periodic solutions in the original system and limit cycles correspond to 2-tori, a Hopf bifurcation of a limit cycle in the averaged system corresponds with a Neimark-Sacker bifurcation in the original system yielding generically a 3-torus. For the bifurcation terminology we refer to [6] .
We note that we are interested only in the way the trivial solution becomes unstable, mode solutions appear and interact, but not beyond as this is not captured by the normal form equations. Therefore, in the numerical bifurcation diagram of the averaged equations we show only those bifurcations which occur first when we start with small µ and increase this parameter (we replace ε by εµ, put ε = 0.1 and vary µ).
First-order Averaging
From the analysis of the case of one Floquet resonance in section 3.2, it follows that for µ small enough and suitable d, we expect a stable mode 1 periodic solution. Indeed, for |d| < 0.43 . . . the trivial solution is unstable and there are two vertical bifurcation curves, see Fig. 1 , where the origin loses/gains stability upon variation of the parameter d in a pitchfork bifurcation.
There are several pitchfork bifurcation curves corresponding to the different modes. At a point where two pitchfork curves intersect, a curve of branch points emanates along which two modes exchange stability. So below the intersection with P F u 2 , a stable mode 1 exists to the right of P F s 1 . Above the intersection, it exists but is unstable between P F s 1 and BP 1 (1) and is stable to the right of BP 1(1) .
This solution remains stable except for a region bounded by curve H where this mode solution loses and gains stability in a supercritical Hopf bifurcation when parameters are varied from low to higher d. We note that when restricted to the manifold u 0 =u 0 = u 2 =u 2 = 0, the motion of mode 1 is still stable. In this region, the slightest nonzero perturbation will excite the two other modes and will, in the original vector field, produce dynamics on an invariant torus. Remarkably the point D is just outside this region. Therefore, first order averaging predicts a stable mode 1 solution here, in contradiction with the numerical simulation result in [10] . We stop the discussion of the system obtained by first order averaging by mentioning that there is always a stable mode 2 solution to the right of P F s 2 . Mode 0 exists above P F s 0 and is stable between BP 0(1) and BP 0(2) and between BP 0(3) and BP 0(4) . First order averaging is generally valid only for ε 1, in the case of our choice of parameters for µ < 0.4.
Second-order Averaging
To check the claim formulated in [10] that perturbation theory has broken down, we use second order averaging to see whether higher order terms will change the result qualitatively. Hopf point, where the Hopf bifurcation scenario changes from super-to subcritical. Indeed, Fig. 2 shows the fold of cycles-curve LP C and also another way how the limit cycle may become unstable, i.e. through a supercritical Neimark-Sacker bifurcation. In the original truncated system, this corresponds generically to motion on an invariant three-torus. Finally, the presence of the R1-point indicates that this 3-torus will be destructed by touching a homoclinic connection or in a scenario involving periodicity.
Time-T map with 3 modes
To check whether it is sufficient to consider the second order averaging result, we compute the bifurcation diagram of system (14) truncated to the first three modes using the time-T map, with T the period of the forcing. Recall that the frequency of the forcing is twice the internal frequency. This gives a map of which we study the stability of fixed points, using content [7] , and nontrivial fixed points corresponding to periodic orbits in the truncated system. For reasons of comparison we have chosen
The stability boundaries of the trivial solution are now given by several period-doublings Note that algorithms to compute the analogs of the LP C and N S curves of Fig. 2 are unavailable for the time-T map. Instead simulations together with Lyapunov exponents can be used as an indication of the dynamics, see Fig. 4 and Table 1 . We focus on the multifrequency scenario. We take d = 1 and for µ = .4 we find a fixed point of the second iterate, i.e. a periodic orbit. Increasing µ, we get a motion on a 2-torus as in Fig. 4a . After a further increase the 2-torus doubles near µ ≈ 0.5428 and undoubles at µ ≈ 0.5477, see Table 1 , is in agreement with the simulations. Note that we show results for the time-T map, but due to the periodic forcing any nontrivial motion inherits an extra zero exponent in the full system. Note that the doubling is not predicted by averaging and that this occurs for values of µ below the N S-curve in Fig. 2. 
Time-T map with 10 modes
It is now clear that the one mode picture does not persist if µ .5. However, it is still of interest whether the three mode picture persists and whether the observed behaviour can be attributed to the 1:1:1 resonance. As a first experiment we consider the first 10 modes and compute the bifurcation curves involving one of the first 3 modes, see Fig. 5 . We restricted ourselves to µ < 3 as very large multipliers appeared, making it difficult to extend some computations. Remarkably enough, qualitatively the bifurcation diagram persists for µ < 2.
We present the principal bifurcation diagram, although the higher modes bifurcate as well, but play a minor role. We note that mode 1 now also excites all higher order odd modes, but the amplitude in these modes is very small compared to that of mode 1 (< 10 −5 for modes 5 -11 and < 10 −12 for modes from 13 on). This is in agreement with the estimates in section 2.5. 
Discussion
1. Our explanation for the observations in [10] is, that the small parameter ε and the initial conditions were chosen too large and that the influence of near-resonance was neglected.
The latter also explains how the dominant three mode interaction arises from the near 1 : 1 : 1-resonance. Note that perturbation theory has been proved to be valid for ε near zero, but the size of the domain of validity is critically dependent on the type of problem. First order averaging, assuming one Floquet resonance, shows no interaction between the modes and thus one could not predict the interaction with higher modes for larger values of ε. Second order averaging shows strong interaction between the first three modes. Note that in general, averaging-normalization can describe chaos if its measure is large enough.
4. The manifold where the fast dynamics takes place is almost-invariant. We conjecture that the reason that very small fluctuations are possible for the higher order modes arises from the presence of higher order resonance manifolds containing stable and unstable periodic solutions with corresponding intersecting stable and unstable manifolds. These resonance manifolds are of very small size and the analysis to describe them is subtle.
For an analysis of such resonance manifolds in two degrees of freedom see [15] . To prove the correctness of the conjecture, more research is needed.
5. The parametrically excited wave equation is also of practical interest; applications are cited in [10] . A number of the phenomena we found, periodic and quasi-periodic solutions, are stable and in this way open for experimental investigation.
Here we provide details of the first and second order averaging of system (14) expanded into 3 modes.
First of all, in order to consider the 3 mode system as a detuned 1:1:1 resonance, we introduce the following frequencies
If we fix ε = .1, c 1 = .6, we recover the choice used in [10] , but note that this induces a scaling such that µ = O(1) and c 1 is similar to but not the same as c 2 in (17). We will consider µ and d as free parameters.
Second, we rewrite (14) as a first order system and use the standard transformation u n = y n 1 cos ω n t + y n 2 ω n sin ω n t, u n = −ω n y n 1 sin ω n t + y n 2 cos ω n t, n = 0, 1, 2.
Solving for
dt , n = 0, 1, 2, i.e. the variation of constants, we obtain a systeṁ y = εf (t, y).
We calculate the average
The second equality follows from the periodicity of f . For the second order approximation we compute the following integral
where the second term ensures that the average of u 1 vanishes. Then the higher order approximation by second order averaging is obtained from the average of:
where the second term vanishes as the average of u 1 is zero. The vector field that we now consider isẏ
Note that the validity of this approximation has only been shown for finite dimensional systems with periodic, not almost-periodic, perturbations.
Below we list the result of averaging, i.e. f 0 and f 10 = f 10 1 (y), f 10 2 (y) . . .
T
, for complete-ness. 
