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1 Introduction
This is the first in a series of papers constructing explicit examples of special
Lagrangian submanifolds in Cm. In it we will study special Lagrangian m-folds
with large symmetry groups. The next five papers in the series are [9, 10, 11, 12,
13]. They use other methods to construct special Lagrangian m-folds, namely
evolution equations, ruled submanifolds, and integrable systems.
The author’s principal motivation for studying special Lagrangianm-folds in
Cm is that they provide local models for singularities of special Lagrangian m-
folds in Calabi–Yau m-folds. In 1996 Strominger, Yau and Zaslow [17] proposed
an explanation of mirror symmetry (the SYZ conjecture) between Calabi–Yau
3-folds X, Xˆ in terms of dual ‘fibrations’ of X and Xˆ by special Lagrangian
T 3’s, with some singular fibres.
To make progress towards proving the SYZ conjecture, or even stating it
precisely, will require a good understanding of the possible singularities that
can develop in families of special Lagrangian 3-folds in a Calabi–Yau 3-fold.
This paper is part of a programme to develop such an understanding.
Some first steps in this direction were taken by the author in [8], which tried
to define an invariant of Calabi–Yau 3-folds by counting special Lagrangian
homology 3-spheres with weights; proving (or disproving) the conjectures made
in [8] will also require an understanding of the singularities of special Lagrangian
3-folds.
Perhaps the most obvious kinds of local model for singularities of special
Lagrangian m-folds are special Lagrangian cones in Cm. The main results of
the paper, in §7 and §8, are a study of U(1)m−2-invariant special Lagrangian
cones in Cm, and the proof of the existence in Cm of large families of special
Lagrangian cones on Tm−1 (for m > 3), S2×Tm−3 (for m > 4) and S3×Tm−4
(for m > 5).
We begin in §2 by introducing special Lagrangian geometry in Cm, and then
in §3 we give several results relating to real analyticity of special Lagrangian
m-folds, including a construction of special Lagrangianm-folds by evolving real
analytic (m−1)-submanifolds of Cm. Section 4 discusses moment maps, and
shows that if N is a Lagrangian submanifold with symmetry group G then the
1
moment map of G is constant on N .
In §5 we study cohomogeneity one SL m-folds N in Cm, where the orbits
of the symmetry group G ⊂ SU(m) ⋉ Cm are of codimension one in N . Then
N is foliated by a 1-parameter family of G-orbits parametrized by t ∈ R. We
write the condition that N be special Lagrangian as an o.d.e. upon G-orbits
depending on t, and by solving this equation we find examples of SL m-folds
in Cm.
Section 6 considers special Lagrangian cones N in Cm. As cones are invariant
under the group R+ of dilations of C
m, by including dilations we can define the
generalized symmetry group G ⊂ R+×SU(m) of N . So as in §5 we can consider
special Lagrangian cones on which the generalized symmetry group acts with
cohomogeneity one.
As an example of this, in §7 we study SL cones in Cm invariant under a
subgroup G ∼= U(1)m−2 of diagonal matrices in Cm, for m > 3. We reduce the
problem to an o.d.e. in m complex variables w1(t), . . . , wm(t), and by solving
this o.d.e. fairly explicitly, we prove the existence of a large family of distinct
SL cones in Cm on Tm−1, and also of smaller families of SL cones on S2×Tm−3
in Cm for m > 4, and of SL cones on S3 × Tm−4 in Cm for m > 5.
In §8 we specialize to the case m = 3, and consider U(1)-invariant SL cones
in C3 in more detail. Finally, section 9 gives a new construction of SL m-folds
in Cm starting with a special Lagrangian m-fold L in Cm with ‘perpendicular
symmetries’, that is, vector fields in su(m)⋉ Cm which are perpendicular to L
at every point.
We remark that Goldstein [5, Th. 1] has proved some results related to those
of §7. He considers a compact toric Ka¨hler–Einstein n-fold N with positive
scalar curvature and a U(1)n-action preserving the structure. Then there is a
unique, flat U(1)n-orbit L which is minimal Lagrangian. Furthermore, he shows
that there is at least one subgroup U(1)n−1 in U(1)n with a sequence of non-flat
minimal Lagrangian U(1)n−1-invariant tori Lk converging to L.
When Goldstein’s results are applied to U(1)m−1 acting on CPm−1 by isome-
tries, they prove the existence of a family of U(1)m−2-invariant minimal La-
grangian tori Tm−1 in CPm−1, close to the unique minimal Lagrangian U(1)m−1-
orbit. It can be shown that these lift to U(1)m−2-invariant special Lagrangian
cones in Cm, which is what we study in §7.
There is also some overlap between the results of this paper, especially §8,
and those of Castro and Urbano [1, 2] and Haskins [7]. In particular, Haskins
studies U(1)-invariant SL cones in C3, so that nearly all of §8 is equivalent to
results in [7], and also Theorem 6.4 below is essentially the same as [2, Remark
1, p. 81–2] and [7, Th. A]. I would like to thank these authors for sending me
copies of their work.
Acknowledgements: The author would like to thank Nigel Hitchin, Mark Hask-
ins, Karen Uhlenbeck, Ian McIntosh, Robert Bryant and Chuu-Lian Terng for
helpful conversations, and the referee for careful proofreading and suggesting
improvements.
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2 Special Lagrangian submanifolds in Cm
We begin by defining calibrations and calibrated submanifolds, following Harvey
and Lawson [6].
Definition 2.1 Let (M, g) be a Riemannian manifold. An oriented tangent
k-plane V on M is a vector subspace V of some tangent space TxM to M with
dimV = k, equipped with an orientation. If V is an oriented tangent k-plane on
M then g|V is a Euclidean metric on V , so combining g|V with the orientation
on V gives a natural volume form volV on V , which is a k-form on V .
Now let ϕ be a closed k-form on M . We say that ϕ is a calibration on M if
for every oriented k-plane V on M we have ϕ|V 6 volV . Here ϕ|V = α · volV
for some α ∈ R, and ϕ|V 6 volV if α 6 1. Let N be an oriented submanifold
of M with dimension k. Then each tangent space TxN for x ∈ N is an oriented
tangent k-plane. We say that N is a calibrated submanifold or ϕ-submanifold if
ϕ|TxN = volTxN for all x ∈ N .
It is easy to show that calibrated submanifolds are automatically minimal
submanifolds [6, Th. II.4.2]. Here is the definition of special Lagrangian sub-
manifolds in Cm.
Definition 2.2 Let Cm have complex coordinates (z1, . . . , zm) and complex
structure I, and define a metric g, a real 2-form ω and a complex m-form Ω on
Cm by
g = |dz1|2 + · · ·+ |dzm|2, ω = i
2
(dz1 ∧ dz¯1 + · · ·+ dzm ∧ dz¯m),
and Ω = dz1 ∧ · · · ∧ dzm.
Then ReΩ and ImΩ are real m-forms on Cm. Let L be an oriented real sub-
manifold of Cm of real dimension m, and let θ ∈ [0, 2π). We say that L is a
special Lagrangian submanifold of Cm with phase eiθ, if L is calibrated with
respect to cos θ ReΩ + sin θ ImΩ, in the sense of Definition 2.1.
We will often abbreviate ‘special Lagrangian’ by ‘SL’, and ‘m-dimensional
submanifold’ by ‘m-fold’, so that we shall talk about SL m-folds in Cm. Usually
we take θ = 0, so that L has phase 1, and is calibrated with respect to ReΩ.
When we discuss special Lagrangian submanifolds without specifying a phase,
we mean them to have phase 1.
Harvey and Lawson [6, Cor. III.1.11] give the following alternative charac-
terization of special Lagrangian submanifolds.
Proposition 2.3 Let L be a real m-dimensional submanifold of Cm. Then L
admits an orientation making it into an SL submanifold of Cm with phase eiθ
if and only if ω|L ≡ 0 and (sin θ ReΩ− cos θ ImΩ)|L ≡ 0.
Note that an m-dimensional submanifold L in Cm is called Lagrangian if
ω|L ≡ 0. Thus special Lagrangian submanifolds are Lagrangian submanifolds
satisfying the extra condition that (sin θ ReΩ− cos θ ImΩ)|L ≡ 0, which is how
they get their name.
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3 Real analyticity of SL submanifolds
In this section we collect together several results about special Lagrangian sub-
manifolds in Cm related to real analyticity. For simplicity we fix the phase of all
special Lagrangian submanifolds to be 1. As special Lagrangian submanifolds in
Cm are calibrated, they are locally minimal. Harvey and Lawson [6, Th. III.2.7]
use this to show that they are real analytic:
Theorem 3.1 Let L be a special Lagrangian submanifold in Cm. Then L is
real analytic wherever it is nonsingular.
Note that the restriction to nonsingular L is necessary here, as Harvey and
Lawson [6, p. 97] give examples of singularities of SL submanifolds in Cm which
are not real analytic. Harvey and Lawson [6, Th. III.5.5] also use real analyticity
in a different way, to prove the following result.
Theorem 3.2 Suppose P is a real analytic (m − 1)-submanifold of Cm with
ω|P ≡ 0. Then there exists a locally unique special Lagrangian submanifold N
of Cm containing P .
They assume P is real analytic because their proof uses the Cartan–Ka¨hler
Theorem, from the subject of exterior differential systems, and this only works
in the real analytic category. One can think of the submanifold N as defined
by a kind of Taylor series, which converges in a small neighbourhood of P .
We will now show that N is the total space of a 1-parameter family
{
Pt : t ∈
(−ǫ, ǫ)} of real analytic submanifolds of Cm diffeomorphic to P , which satisfy
a first-order o.d.e. in t, with initial data P0 = P . This will provide motivation
for several of the constructions of special Lagrangian submanifolds in Cm to be
considered in this paper and its sequels.
Theorem 3.3 Let P be a compact, orientable, real analytic (m−1)-manifold, χ
a real analytic, nowhere vanishing section of Λm−1TP , and φ : P → Cm a real
analytic embedding (immersion) such that φ∗(ω) ≡ 0 on P . Then there exists
ǫ > 0 and a unique family
{
φt : t ∈ (−ǫ, ǫ)
}
of real analytic maps φt : P → Cm
with φ0 = φ, satisfying the equation(
dφt
dt
)c
= (φt)∗(χ)b1...bm−1(ReΩ)b1...bm−1bmg
bmc, (1)
using the index notation for (real) tensors on Cm, where gbc is the inverse of
the Euclidean metric on Cm. Define Φ : (−ǫ, ǫ) × P → Cm by Φ(t, p) = φt(p).
Then N = ImageΦ is a nonsingular embedded (immersed) special Lagrangian
submanifold of Cm.
Proof. Equation (1) is an evolution equation for the maps φt : P → Cm, with
initial condition φ0 = φ. As P is compact and everything is real analytic, the
existence of a unique solution for t in (−ǫ, ǫ) for some ǫ > 0 follows from standard
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techniques in partial differential equations. For instance, one can prove it by
applying the Cauchy–Kowalevsky Theorem [16, p. 234] to an evolution equation
for (φt, dφt) derived from (1).
Thus the family
{
φt : t ∈ (−ǫ, ǫ)
}
exists, and it remains to prove that
N = ImageΦ is special Lagrangian. Now by Theorem 3.2, as φ∗(ω) ≡ 0 and
φ is real analytic, there is a locally unique real analytic special Lagrangian
submanifold N ′ in Cm containing φ(P ). We shall show that N ′ = N locally.
To do this, observe that (1) also makes sense as an evolution equation for
submanifolds of N ′. That is, we could look for a family
{
φ′t : t ∈ (−ǫ′, ǫ′)
}
of
real analytic maps φ′t : P → N ′ with φ0 = φ, satisfying the equation(
dφ′t
dt
)c
= (φ′t)∗(χ)
b1...bm−1(ReΩ|N ′)b1...bm−1bm(g|N ′)bmc, (2)
using the index notation for tensors on N ′. It follows as above that for some
ǫ′ > 0 there exists a unique solution to this problem.
Let p ∈ P and t ∈ (−ǫ′, ǫ′), and set x = φ′t(p), so that x ∈ N ′. Treating Cm
and (Cm)∗ as real vector spaces, we have orthogonal direct sums Cm = TxN ′⊕V
and (Cm)∗ = T ∗xN
′⊕V ∗, where V is the perpendicular subspace to TxN ′. This
induces a splitting Λm(Cm)∗ =
⊕m
k=0 Λ
kT ∗xN
′ ⊗ Λm−kV ∗.
Now ReΩ ∈ Λm(Cm)∗, and N ′ is calibrated with respect to ReΩ. This
implies that the component of ReΩ in Λm−1T ∗xN
′ ⊗ V ∗ is zero, because this
measures the change in ReΩ|TxN ′ under small variations of the subspace TxN ′,
but ReΩ|TxN ′ is maximum and therefore stationary.
Since (φ′t)∗(χ)|p lies in Λm−1TxN ′, it follows that
(φ′t)∗(χ)
b1...bm−1
∣∣
p
(ReΩ)b1...bm−1bm ∈ T ∗xN ′ ⊂ (Cm)∗,
as the component in V ∗ comes from the component of ReΩ in Λm−1T ∗xN
′⊗V ∗,
which is zero. Therefore
(φ′t)∗(χ)
b1...bm−1
∣∣
p
(ReΩ)b1...bm−1bm =
(φ′t)∗(χ)
b1...bm−1
∣∣
p
(ReΩ|TxN ′)b1...bm−1bm .
(3)
Because the splitting (Cm)∗ = T ∗xN
′ ⊕ V ∗ is orthogonal we have gbc =
(g|TxN ′)bc + hbc for some h ∈ S2V . Contracting this with (3) shows that
(φ′t)∗(χ)
b1...bm−1(ReΩ)b1...bm−1bmg
bmc =
(φ′t)∗(χ)
b1...bm−1(ReΩ|N ′)b1...bm−1bm(g|N ′)bmc
(4)
at p, as the r.h.s. of (3) lies in T ∗xN
′, so its contraction with h is zero.
Equation (4) holds for all p ∈ P and t ∈ (−ǫ′, ǫ′). Therefore by (2) the φ′t
also satisfy (1), and so φ′t = φt by uniqueness. Hence φt maps P to N
′, and Φ
maps (−ǫ, ǫ)× P to N ′, if ǫ is sufficiently small.
Finally, suppose φ = φ0 is an embedding. Then φt : P → N ′ is also an
embedding for small t. But dφt/dt is a normal vector field to φt(P ) in N
′, with
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length
∣∣(φt)∗(χ)∣∣. As χ is nonvanishing, this vector field is nonzero, so Φ is
an embedding for small ǫ, with ImageΦ an open subset of N ′, which is there-
fore special Lagrangian. If φ is an immersion, then Φ is a special Lagrangian
immersion, in a similar way. 
The condition that P be compact is not always necessary here. Whether P
is compact or not, in a small neighbourhood of any p ∈ P the maps φt always
exist for t ∈ (−ǫ, ǫ) and some ǫ > 0, which may depend on p. If P is compact
we can choose an ǫ > 0 valid for all p, but if P is noncompact there may not
exist such an ǫ.
We can also relax the condition that φ : P → Cm be an embedding or an
immersion, and instead require only that φ be real analytic. Then the con-
clusions of the theorem still hold, except that Φ is no longer an embedding
or an immersion, and ImageΦ will in general be a singular special Lagrangian
submanifold of Cm. This can be used as a technique for constructing singular
special Lagrangian submanifolds.
4 Symmetries and moment maps
Let Cm have its usual metric g and Ka¨hler form ω. Then the group of auto-
morphisms of Cm preserving g and ω is U(m) ⋉ Cm, where Cm acts by trans-
lations. Let G be a Lie subgroup of U(m) ⋉ Cm, with Lie algebra g, and let
φ : g→ C∞(TCm) be the natural action of g on Cm by vector fields.
Then amoment map for the action of G on Cm is a smooth map µ : Cm → g∗,
such that
(a) ι(φ(x))ω = x · dµ for all x ∈ g, where ‘·’ is the pairing between g and g∗,
(b) µ is equivariant with respect to the G-action Φ on Cm and the coadjoint
G-action on g∗.
If G is compact or semisimple then a moment map µ always exists, but in general
there may be obstructions to the existence of µ.
The subsets µ−1(c) for c ∈ g∗ are called level sets of the moment map. Define
the centre Z(g∗) to be the vector subspace of g∗ fixed by the coadjoint action
of G. Then, as µ(γ · z) = Coad(γ)µ(z) for each z ∈ M and γ ∈ G, we see that
µ−1(c) is G-invariant if and only if c ∈ Z(g∗).
Here is a result characterizing G-orbits O with ω|O ≡ 0.
Proposition 4.1 Let G be a connected Lie subgroup of U(m) ⋉ Cm with Lie
algebra g and moment map µ : Cm → g∗, and let O be an orbit of G in Cm.
Then ω|O ≡ 0 if and only if O ⊆ µ−1(c) for some c ∈ Z(g∗).
Proof. Let x, y ∈ g, and let φ(x), φ(y) be the induced vector fields on Cm. Then,
by definition of the moment map µ, we see that
ω
(
φ(x), φ(y)
)
= φ(y) · (x · dµ) = x · (φ(y) · dµ) = x · Lφ(y)µ, (5)
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where Lφ(y) is the Lie derivative. As O is a G-orbit, the vector fields φ(x) for
x ∈ g are tangent to O, and generate its whole tangent space. Thus, ω|O ≡ 0 if
and only if ω
(
φ(x), φ(y)
)
= 0 on O for all x, y ∈ g.
By (5) this holds if and only if Lφ(y)µ = 0 on O for all y ∈ g. Since G is
connected, this is true if and only if µ is constant on O, so that O ⊆ µ−1(c) for
some c ∈ g∗. But O is G-invariant, so c is Coad(G)-invariant, and c ∈ Z(g∗). 
The reason we are interested in moment maps is that G-invariant Lagrangian
submanifolds in Cm lie in level sets of the moment map µ of G. Thus, moment
maps are a tool for studying Lagrangian (and hence special Lagrangian) sub-
manifolds with symmetries.
Proposition 4.2 Suppose N is a connected Lagrangian submanifold of Cm,
and G a connected Lie subgroup of U(m)⋉Cm preserving N , with Lie algebra
g. Then G admits a moment map µ, and N ⊆ µ−1(c) for some c ∈ Z(g∗).
Proof. Let x ∈ g. Then ι(φ(x))ω is a closed 1-form on Cm, so there exists
a smooth function fx : C
m → R, unique up to addition of a constant, with
dfx = ι(φ(x))ω. Since ω|N ≡ 0 and φ(x) is tangent to N we have dfx|N ≡ 0,
so fx is constant on N , as N is connected.
As the functions fx are defined up to addition of a constant, we can choose
fx uniquely by requiring that fx = 0 on N . Clearly fx is linear in x. Hence
there is a unique map µ0 : C
m → g∗ with x · µ0 = fx for all x ∈ g, and thus
ι(φ(x))ω = x · dµ0 as in part (a) above. The G-equivariance in part (b) follows
because N is G-invariant.
Thus we have constructed a particular moment map µ0 for G, with the
property that µ0 ≡ 0 on N . Hence G admits a moment map. If µ is any
moment map for G then µ− µ0 is a constant c ∈ Z(g∗), and so N ⊆ µ−1(c). 
Now consider special Lagrangian m-folds N in Cm. Then instead of U(m)⋉
Cm we should use SU(m)⋉Cm, the group of automorphisms of Cm preserving
g, ω and Ω.
Definition 4.3 Let N be a special Lagrangian m-fold in Cm. Define the
symmetry group Sym(N) of N to be the Lie subgroup of SU(m)⋉Cm preserving
N . That is, the elements of Sym(N) are automorphisms of Cm preserving g,
ω, Ω and N . Define the restricted symmetry group Sym0(N) of N to be the
connected component of Sym(N) containing the identity.
From Proposition 4.2 we get:
Corollary 4.4 Let N be a connected special Lagrangian m-fold in Cm, and set
G = Sym0(N) ⊂ SU(m) ⋉ Cm. Then G admits a moment map µ : Cm → g∗,
and N ⊆ µ−1(c) for some c ∈ Z(g∗).
4.1 Special Lagrangian m-folds with cohomogeneity one
Let N be a special Lagrangian submanifold of Cm. The symmetry group
Sym(N) was defined above to be the Lie subgroup of SU(m) ⋉ Cm preserving
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N . Now it is a general principle that the easiest geometric objects to construct
are those with large symmetry groups. It can be shown that all homogeneous
special Lagrangian submanifolds are affine subspaces Rm in Cm, which are not
very interesting.
The next most symmetric kinds of special Lagrangian submanifold N are
those of cohomogeneity one, that is, where the orbits of the symmetry group are
of codimension one in N . For these we can prove the following theorem.
Theorem 4.5 Let G be a connected Lie subgroup of SU(m) ⋉ Cm with Lie
algebra g and moment map µ : Cm → g∗, let O be an oriented orbit of G
in Cm with dimO = m − 1, and suppose O ⊂ µ−1(c) for some c ∈ Z(g∗).
Then there exists a locally unique, G-invariant special Lagrangian submanifold
N in Cm containing O. Furthermore N ⊂ µ−1(c), and N is fibred by G-orbits
isomorphic to O near O. Thus N is locally diffeomorphic to (−ǫ, ǫ) × O, for
some ǫ > 0, and we can think of N as a smooth curve of G-orbits.
Proof. Proposition 4.1 shows that ω|O ≡ 0, and as O is a G-orbit it is a real
analytic submanifold of Cm, with dimension m − 1 by assumption. Therefore
Theorem 3.2 shows that there exists a locally unique SL submanifold N in Cm
containing O. But O is G-invariant and G ⊂ SU(m) ⋉ Cm, so N must also
be (locally) G-invariant, by local uniqueness. Hence N ⊆ µ−1(c), by Proposi-
tion 4.2.
We can also construct N by an evolution equation, as in Theorem 3.3.
Choose x ∈ O, and let H be the stabilizer of x in G. Set P = G/H , and
define φ : P → Cm by φ(γH) = γx for all γ ∈ G. Then φ is an immersion, with
φ(P ) = O. Clearly P and φ are real analytic, and φ∗(ω) ≡ 0 on P .
As P ∼= O is oriented and G acts on it by isometries, we can choose a
nonvanishing, G-invariant section χ of Λm−1TP . Suppose for the moment that
P is compact. Then Theorem 3.3 applies to give an embedding Φ : (−ǫ, ǫ)×P →
Cm, whose image is an open subset of N . As χ is G-invariant and φ is G-
equivariant, we see by uniqueness that Φ is equivariant under the actions of G
on P and Cm.
Thus Φ
({t} × P ) is a G-orbit in Cm isomorphic to O for t ∈ (−ǫ, ǫ), and
N is fibred by a smooth 1-parameter family of G-orbits isomorphic to O near
O. This completes the proof, except that we assumed P was compact to apply
Theorem 3.3. This assumption is in fact unnecessary. As in the discussion after
Theorem 3.3, for any p ∈ P the φt exist near p for t ∈ (−ǫ, ǫ) and some ǫ > 0.
We can then use G-equivariance to extend φt uniquely to all of P . 
This means that special Lagrangian submanifolds of cohomogeneity one in
Cm are relatively easy to construct and classify. The strategy is to first identify
all the suitable Lie subgroups G in SU(m) ⋉ Cm which admit moment maps.
Note that though not all subgroups of SU(m) ⋉ Cm admit moment maps, the
symmetry group Sym(N) of a Lagrangian submanifold always admits a moment
map, and so subgroups without moment maps are excluded as they cannot
preserve any special Lagrangian submanifolds.
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Once we have chosen a Lie subgroup G with moment map µ, we then work
out the types of G-orbitO in µ−1(c) for c ∈ Z(g∗), and see if any have dimension
m− 1. Clearly we must have dimG > m− 1 to get any suitable orbits. But if
dimG is too large then there won’t be any suitable orbits either.
We then find the cohomogeneity one G-invariant special Lagrangian m-
folds in Cm by solving a first-order ordinary differential equation in (m − 1)-
dimensional G-orbits. This can often be done explicitly, or failing this, a quali-
tative description of the solutions can be given.
Theorem 4.5 says only that this o.d.e. is soluble for small t. Solutions gener-
ally exist in some open interval I in R. As t approaches the ends of the interval,
two things can happen: the orbit φt(O) can go off to infinity, or it can collapse
down to another G-orbit of smaller dimension. By including this G-orbit in N ,
one sometimes gets a closed, nonsingular submanifold in Cm.
5 Examples of cohomogeneity one SL m-folds
We now give some examples of cohomogeneity one special Lagrangian m-folds
in Cm, as in §4.1. We begin with three examples in C3, the first taken from
Harvey and Lawson [6, §III.3.A].
Example 5.1 Let G ∼= T 2 be the group of diagonal matrices in SU(3), so that
each γ ∈ G acts on C3 by
γ : (z1, z2, z3) 7→ (eiθ1z1, eiθ2z2, eiθ3z3)
for some θ1, θ2, θ3 ∈ R with θ1+θ2+θ3 = 0. As G is abelian, Z(g∗) = g∗, and for
any c ∈ g∗ the generic G-orbit in µ−1(c) is a copy of T 2, and so 2-dimensional.
Thus we can apply Theorem 4.5 to find a family of T 2-invariant special
Lagrangian 3-folds in C3, by solving an ordinary differential equation. Let
a1, a2 and b be real numbers, and define a subset La1,a2,b in C
3 by
La1,a2,b =
{
(z1,z2, z3) ∈ C3 : |z1|2 − |z3|2 = a1,
|z2|2 − |z3|2 = a2, Im(z1z2z3) = b
}
.
Harvey and Lawson show that La1,a2,b is a T
2-invariant SL 3-fold in C3, and
it’s also easy to see that any connected, T 2-invariant SL 3-fold is a subset of
some La1,a2,b.
Here the equations |z1|2 − |z3|2 = a1 and |z2|2 − |z3|2 = a2 are the moment
maps of G, which must be constant on La1,a2,b by Proposition 4.2. The third
equation Im(z1z2z3) = b can also be interpreted as a kind of generalized moment
map equation, associated to the 3-form ImΩ.
The La1,a2,b are not all nonsingular. In fact one can show:
(i) L0,0,0 has an isolated singular point at (0, 0, 0).
(ii) Lr2,0,0 is singular on the circle
{
(z1, 0, 0) : |z1| = r
}
for r > 0.
(iii) L0,r2,0 is singular on the circle
{
(0, z2, 0) : |z2| = r
}
for r > 0.
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(iv) L−r2,−r2,0 is singular on the circle
{
(0, 0, z3) : |z3| = r
}
for r > 0.
(v) All other La1,a2,b are nonsingular, and diffeomorphic to R× T 2.
Observe that C3 is fibred by this family of special Lagrangian 3-folds; that
is, there is exactly one passing through each point in C3. Here is a second
example, adapted from Harvey and Lawson [6, §III.3.B]. It can also be obtained
by applying Theorem 6.4 to the special Lagrangian cone R3 in C3.
Example 5.2 Let G be the subgroup SO(3) of SU(3), embedded as 3× 3 real
matrices in the obvious way. Then the moment map of G is
µ(z1, z2, z3) =
(
Im(z1z¯2), Im(z2z¯3), Im(z3z¯1)
)
.
As Z(g∗) = {0}, any G-invariant special Lagrangian 3-fold lies in µ−1(0).
Now all points in µ−1(0) may be written as (λx1, λx2, λx3), where λ ∈ C
and x1, x2, x3 are real, and normalized so that x
2
1 + x
2
2 + x
2
3 = 1. Therefore the
orbits of G in µ−1(0) are Oλ for λ ∈ C, where
Oλ =
{
(λx1, λx2, λx3) : xj ∈ R, x21 + x22 + x23 = 1
}
.
Clearly O0 is a point, and Oλ ∼= S2 if λ 6= 0, and Oλ = O−λ.
We can therefore interpret the o.d.e. on G-orbits in µ−1(0) discussed in
Theorem 4.5 as an o.d.e. on λ. Calculation shows that it is dλ/dt = λ¯2,
where λ = λ(t). Hence we see that d(λ3)/dt = 3|λ|4, which is real, and
so d(Im(λ3))/dt = 0. Thus the integral curves of the o.d.e. are of the form
Im(λ3) = c for c ∈ R.
So for each c ∈ R, define
Nc =
{
(λx1, λx2, λx3) : xj ∈ R, x21 + x22 + x23 = 1, λ ∈ C, Im(λ3) = c
}
.
Then Nc is a special Lagrangian 3-fold in C
3. When c = 0, it is a singular union
of three copies of R3 intersecting at 0, and when c 6= 0 it is nonsingular, the
disjoint union of three copies of R× S2. Note also that Nc = N−c.
Here is a rather trivial example.
Example 5.3 Let G be the subgroup U(1)× R of SU(3)⋉C3, acting by
(eiθ, x) : (z1, z2, z3) 7−→ (eiθz1, e−iθz2, x+ z3),
for θ ∈ [0, 2π) and x ∈ R. The moment map of G is
µ(z1, z2, z3) =
(|z1|2 − |z2|2, Im z3),
and Z(g∗) = g∗ = R2, and G-orbits are copies of S1 × R unless z1 = z2 = 0,
when they are copies of R.
As in Example 5.1, we find the following. Let a, b, c ∈ R, and define
Na,b,c =
{
(z1, z2, z3) ∈ C3 : |z1|2 − |z2|2 = a, Re(z1z2) = b, Im(z3) = c
}
.
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Then Na,b,c is a G-invariant special Lagrangian 3-fold in C
3. If a = b = 0 then
Na,b,c is the singular union of two copies of R
3 intersecting in R, and otherwise
Na,b,c is nonsingular and diffeomorphic to S1 × R2.
Again, C3 is fibred by these Na,b,c. Note that Na,b,c is actually the product
of lower-dimensional SL submanifolds in C2 and C. It turns out that these three
examples represent all cohomogeneity one SL 3-folds in C3.
Theorem 5.4 Every homogeneous special Lagrangian 3-fold in C3 is conjugate
under SU(3) ⋉ C3 to the standard 3-plane R3 ⊂ C3. Every cohomogeneity one
special Lagrangian 3-fold in C3 is conjugate under SU(3)⋉C3 to a subset of R3
or one of the 3-folds of Examples 5.1, 5.2 and 5.3.
We leave the proof as an exercise; one uses the classification of Lie groups
to identify all Lie subgroups G of SU(3) ⋉ C3, and show that either G has no
suitable 2-dimensional orbits in µ−1(c) for c ∈ Z(g∗), or else that theG-invariant
submanifolds reduce to one of the cases in the theorem. Note that Sym(R3) is
SO(3)⋉R3, which has several Lie subgroups G leading to subsets of R3.
Next we give some higher-dimensional examples. Here is an example gener-
alizing Example 5.1, taken from [6, §III.3.A].
Example 5.5 Let G ∼= Tm−1 be the group of diagonal matrices in SU(m), so
that each γ ∈ G acts on Cm by
γ : (z1, . . . , zm) 7→ (eiθ1z1, . . . , eiθmzm)
for some θ1, . . . , θm ∈ R with θ1 + · · ·+ θm = 0.
Let a1, . . . , am−1 and b be real numbers. Define La1,... ,am−1,b by
La1,... ,am−1,b =
{
(z1, . . . , zm) ∈ Cm : |zj |2 − |zm|2 = aj for j = 1, . . . ,m− 1,
and
{
Re(z1 . . . zm) = b if m is even
Im(z1 . . . zm) = b if m is odd
}
.
Then Harvey and Lawson show that La1,... ,am−1,b is a special Lagrangianm-fold
in Cm. If b 6= 0 then La1,... ,am−1,b is nonsingular and diffeomorphic to Tm−1 ×
R. When b = 0, it may be nonsingular or have various kinds of singularity,
depending on the values of a1, . . . , am−1.
Again, Cm is fibred by these special Lagrangian m-folds. Here is another
example of Harvey and Lawson [6, §III.3.B], generalizing Example 5.2. It can
also be derived from Theorem 6.4 with C = Rm in Cm.
Example 5.6 Let G be SO(m) in SU(m). For each c ∈ R, define
Nc =
{
(λx1, . . . , λxm) : xj ∈ R, x21 + · · ·+ x2m = 1, λ ∈ C, Im(λm) = c
}
.
Then Nc is a special Lagrangian m-fold in C
m. When c = 0, it is a singular
union of m copies of Rm intersecting at 0. If m is even and c 6= 0, Nc is a
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nonsingular, disjoint union of m/2 copies of R× Sm−1. If m is odd and c 6= 0,
Nc is a nonsingular, disjoint union of m copies of R× Sm−1, and Nc = N−c.
We conclude with a more complex example due to Marshall [15, §3.4].
Example 5.7 The usual action of SU(2) on C2 induces an action of SU(2) on
S3C2. Identifying S3C2 with C4 in an appropriate way, this defines a subgroup
G of SU(4) isomorphic to SU(2). Calculation shows that we may take the Lie
algebra g of G to be spanned by

3i 0 0 0
0 i 0 0
0 0 −i 0
0 0 0 −3i

 ,


0
√
3 0 0
−√3 0 2 0
0 −2 0 √3
0 0 −√3 0

 ,


0 i
√
3 0 0
i
√
3 0 2i 0
0 2i 0 i
√
3
0 0 i
√
3 0

 .
For each d ∈ R, define Nd ⊂ C4 by
Nd =
{
(z1, . . . , z4) ∈ C4 :
√
3(z1z¯2 + z3z¯4) + 2z2z¯3 = 0,
3|z1|2 + |z2|2 − |z3|2 − 3|z4|2 = 0,
Im
(
2
√
3(z1z
2
3+z
3
2z4)− 9z1z2z3z4 +
9
2
z21z
2
4 −
3
2
z22z
2
3
)
= d
}
.
Then Nd is a G-invariant SL 4-fold in C
4. Here the first two equations defining
Nd say that the moment map µ is zero.
It can be shown that N0 is the union of two cones on S3/Z3, with one
singular point at 0, where if we identify S3 with the unit sphere in C2, then the
Z3-action is generated by (w1, w2) 7→ (e2πi/3w1, e2πi/3w2
)
. Similarly, if d 6= 0
then Nd is nonsingular and diffeomorphic to R× S3/Z3.
6 Special Lagrangian cones in Cm
In §4 we studied symmetries of special Lagrangian m-folds in Cm, which were
required to preserve the metric g, Ka¨hler form ω and complex volume form Ω
on Cm. However, there is a more general kind of automorphism of Cm which
does not preserve g, ω and Ω, but does preserve the idea of SL submanifolds
in Cm.
Definition 6.1 Let R+ be the group of positive real numbers under multipli-
cation, and let t ∈ R+ act on Cm by (z1, . . . , zm) t7−→ (tz1, . . . , tzm). We call
this action of t on Cm a dilation. Let N be a real m-dimensional submanifold of
Cm. Then tN is also a real m-dimensional submanifold of Cm for each t ∈ R+.
Clearly, N is special Lagrangian if and only if tN is, so that dilations preserve
the idea of SL submanifolds in Cm.
Combining dilations with the automorphisms SU(m) ⋉ Cm of Cm gives a
group
(
R+× SU(m)
)
⋉Cm acting on Cm preserving SL submanifolds. If N is a
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special Lagrangian submanifold of Cm, define the generalized symmetry group
GSym(N) of N to be the Lie subgroup G of
(
R+× SU(m)
)
⋉ Cm preserving
N , and define the restricted generalized symmetry group GSym0(N) to be the
identity component of GSym(N).
The symmetry group Sym(N) of §4 is a normal subgroup of GSym(N), and
GSym(N)/Sym(N) is a subgroup of R+. It is convenient to distinguish between
Sym(N) and GSym(N), because Sym0(N) always admits a moment map, but
in general GSym0(N) has no moment map as it doesn’t preserve ω.
Submanifolds invariant under dilations are called cones.
Definition 6.2 Let C be a (singular) submanifold of Cm. We call N a cone in
Cm, with vertex 0, if 0 ∈ C and tC = C for all t ∈ R+. That is, C is a cone if
it is invariant under dilations. Let C be a cone, and define Σ =
{
z ∈ C : |z| =
1
}
= C ∩ S2m−1. Then C = {tz : z ∈ Σ, t ∈ [0,∞)}. We call Σ the link of C,
and C the cone on Σ.
A closed submanifold N in Cm is called Asymptotically Conical, or AC for
short, if there exists a closed cone N0 in C
m with isolated singular point at 0,
such that N is asymptotic to N0 to order O(r
−1) as r → ∞, where r is the
radius function in Cm. We call N0 the asymptotic cone of N .
If N is a special Lagrangian cone, then GSym(N) = R+×Sym(N). We will
be particularly interested in conical and asymptotically conical SL submanifolds
in Cm, as they can provide local models for singularities of SLm-folds in Calabi–
Yau m-folds. Here is why. Let N be a nonsingular AC special Lagrangian m-
fold in Cm, asymptotic to a singular cone N0. If t > 0 then tN is also AC, and
tN → N0 as t→ 0+.
Thus the singular SL submanifold N0 is the limit of the family of nonsingular
SL submanifolds {tN : t > 0}. So AC special Lagrangian submanifolds provide
local models for how singularities can develop in families of nonsingular SL
submanifolds.
6.1 Special Lagrangian cones of cohomogeneity one
In §4.1 we studied special Lagrangian m-folds N in Cm upon which Sym(N)
acts with cohomogeneity one. We can also consider N upon which the gen-
eralized symmetry group GSym(N) above acts with cohomogeneity one. In
particular, if N is a cone then GSym(N) = R+× Sym(N), so that GSym(N)
has cohomogeneity one when Sym(N) has cohomogeneity two. Here is a result
on cohomogeneity one cones, similar to Theorem 4.5.
Theorem 6.3 Let G be a connected Lie subgroup of SU(m) with Lie algebra g
and moment map µ : Cm → g∗, with µ(0) = 0. Let O be an oriented orbit of
R+×G in Cm with dimO = m− 1, and suppose O ⊂ µ−1(0). Then there exists
a locally unique, R+×G-invariant special Lagrangian cone N in Cm containing
O. Furthermore N ⊂ µ−1(0), and N is fibred by R+× G-orbits isomorphic to
O near O. Thus N is locally diffeomorphic to (−ǫ, ǫ)×O, for some ǫ > 0, and
we can think of N as a smooth curve of R+×G-orbits.
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The proof is very similar to Theorem 4.5, so we will not give it, but here are
a few comments. Since we are constructing cones in Cm we exclude translations
from our symmetry group, as they would move the vertex. Thus we take G ⊂
SU(m) rather than G ⊂ SU(m)⋉Cm. The moment map µ for G always exists,
and we specify it uniquely by requiring that µ(0) = 0.
Suppose N is an (R+× G)-invariant special Lagrangian cone. Then N ⊂
µ−1(c) for c ∈ Z(g∗), by Proposition 4.2. But µ(tz) = t2µ(z) for t ∈ R+, which
forces c = t2c as N = tN , so c = 0. Thus N ⊂ µ−1(0). Conversely, following
Proposition 4.1 one can show that if O is an R+×G-orbit then ω|O ≡ 0 if and
only if O ⊂ µ−1(0), and this is used to apply Theorems 3.2 and 3.3.
6.2 AC special Lagrangian m-folds from cones
We shall now show that given any special Lagrangian cone in Cm, one can auto-
matically construct a 1-parameter family of asymptotically conical SL m-folds
in Cm from it. This was first noticed by Castro and Urbano [2, Remark 1, p. 81–
2] in the context of minimal Lagrangian submanifolds, proved independently by
Haskins [7, Th. A], and also independently by the author.
Theorem 6.4 Let C be a closed special Lagrangian cone in Cm with isolated
singular point 0, set Σ =
{
z ∈ C : |z| = 1}, and for each c > 0 define
Nc =
{
λz : z ∈ Σ, λ ∈ C, Im(λm) = cm, arg(λ) ∈ (0, π/m)}
=
{
c(sin(mθ))−1/meiθz : z ∈ Σ, θ ∈ (0, π/m)}. (6)
Then Nc is an immersed AC special Lagrangian m-fold in C
m diffeomorphic to
Σ× R, and asymptotic to C ∪ eiπ/mC.
Proof. One can prove this quite simply by relating the tangent spaces TpNc of
Nc to those of Σ, and showing that each TpNc is special Lagrangian. But we
will instead give a proof using Theorem 3.3.
Now Σ is a compact, nonsingular Riemannian (m − 1)-manifold, with a
natural orientation. Let χ be the unique positive section of Λm−1TΣ with
|χ| ≡ 1. It follows easily from Theorem 3.1 that Σ and χ are real analytic.
Consider a 1-parameter family
{
φt : t ∈ (−ǫ, ǫ)
}
of maps φt : Σ → Cm defined
by φt : z 7→ λ(t)z, where λ(t) : (−ǫ, ǫ)→ C \ {0} is a differentiable function.
Calculation shows that the φt satisfy the evolution equation (1) of Theorem
3.3 if and only if λ satisfies the o.d.e.
dλ
dt
= λ¯m−1. (7)
But then d(λm)/dt = mλm−1λ¯m−1 = m|λ|2m−2, which is real. So Im(λm) is
constant along the integral curves of (7). In particular, if c > 0 then
{
λ ∈ C :
Im(λm) = cm, arg(λ) ∈ (0, π/m)} is an integral curve of (7), and the result
then follows quickly from Theorem 3.3. 
14
7 U(1)m−2-invariant cones in Cm
We shall now apply Theorem 6.3 to the example of G = U(1)m−2 in SU(m).
The case m = 3 has already been analyzed by Mark Haskins [7, §3–§5], using
somewhat different techniques.
Let m > 3 and a1 6 · · · 6 am be integers, not all zero, with highest common
factor 1, and with a1 + · · · + am = 0. Note that this implies that a1 < 0 and
am > 0. Define a subgroup G ⊂ U(1)m to be{
(eiα1 , . . . , eiαm) ∈ U(1)m : αj ∈ R, α1+· · ·+αm=0, a1α1+· · ·+amαm=0
}
.
Then G ∼= U(1)m−2, because the aj are integers. If we instead allowed the aj
to be real numbers then G would be isomorphic to U(1)k × Rm−2−k for some
0 6 k 6 m − 2. Most of the analysis below would still work, but the resulting
SL m-folds would not be as interesting.
Let G act on Cm in the obvious way, by
(eiα1 , . . . , eiαm) : (z1, . . . , zm) 7→ (eiα1z1, . . . , eiαmzm).
Then G ⊂ SU(m). We shall apply Theorem 6.3 to construct R+×G-invariant
SL m-folds N in Cm, which we will regard as the total space of a 1-parameter
family of R+×G-orbits Ot for t ∈ (−ǫ, ǫ).
So, for t ∈ (−ǫ, ǫ) define φt : R+×G→ Cm by
φt :
(
r, (eiα1 , . . . , eiαm)
) 7→ (reiα1w1(t), . . . , reiαmwm(t)) (8)
for r ∈ R+ and (eiα1 , . . . , eiαm) ∈ G, where w1, . . . , wm : (−ǫ, ǫ) → C are
differentiable functions. Let Ot = Imφt, and let N be the union of the Ot
for t ∈ (−ǫ, ǫ). We will shortly use equation (1) of Theorem 3.3 to derive an
evolution equation for φt and w1, . . . , wm, which will imply that N is special
Lagrangian in Cm, with phase im−2.
First, we consider what the conditions thatO ⊂ µ−1(0) and dimO = m−1 in
Theorem 6.3 mean for w1, . . . , wm. The Lie algebra of U(1)
m is Rm, and the Lie
algebra g of G is the subspace of (x1, . . . , xm) ∈ Rm such that x1+ · · ·+xm = 0
and a1x1+ · · ·+ amxm = 0. Thus, the condition that (w1, . . . , wm) ∈ µ−1(0) is
that x1|w1|2 + · · ·+ xm|wm|2 = 0 whenever x1, . . . , xm ∈ R, x1 + · · ·+ xm = 0
and a1x1 + · · ·+ amxm = 0.
Clearly, this is true if and only if
|wj |2 = aju+ v, j = 1, . . . ,m, for some u, v ∈ R. (9)
This is also the condition that Ot ⊂ µ−1(0), and by the discussion after Theorem
6.3 this is equivalent to ω|Ot ≡ 0. Also, dimOt = m− 1 holds if no more than
one of w1(t), . . . , wm(t) are zero for all t ∈ (−ǫ, ǫ). For simplicity we make the
stronger assumption that wj(t) is nonzero for all j and t.
Next, we use equation (1) to derive an o.d.e. for φt and w1, . . . , wm. To do
this we need an R+×G-invariant section χ of Λm−1T (R+×G). In terms of the
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natural local coordinates r and α1, . . . , αm on R+ × U(1)m, calculation shows
that we may take χ to be
χ =
2r
m
∂
∂r
∧
∑
16j<k6m
(−1)j+k−1(aj − ak)∂1∧· · · ∂j−1∧∂j+1∧· · ·∧∂k−1∧∂k+1∧· · ·∧∂m,
where ∂j = ∂/∂αj. To apply (1), we need an expression for (φt)∗(χ) at a point
(z1, . . . , zm) in Ot. Using the equations
(φt)∗
(
r
∂
∂r
)
= z1
∂
∂z1
+ · · ·+ zm ∂
∂zm
+ z¯1
∂
∂z¯1
+ · · ·+ z¯m ∂
∂z¯m
and (φt)∗(∂j) = izj
∂
∂zj
− iz¯j ∂
∂z¯j
we can do this, and the result is rather complicated.
But all we will actually need is the (m−1, 0) component of (φt)∗(χ), throwing
away all terms in ∂/∂z¯j, and calculation shows that this is given by
(φt)∗(χ)(m−1,0) = 2im−2
m∑
j=1
(−1)j−1ajz1 · · · zj−1zj+1 · · · zm ·
∂
∂z1
∧ · · · ∧ ∂
∂zj−1
∧ ∂
∂zj+1
∧ · · · ∧ ∂
∂zm
.
As Ω is an (m, 0)-tensor, we see that the contraction of (φt)∗(χ) with Ω is the
same as that of (φt)∗(χ)(m−1,0) with Ω. Hence, using the index notation for
tensors on Cm, we get
(φt)∗(χ)b1...bm−1Ωb1...bm−1bm = 2i
m−2
m∑
j=1
ajz1 · · · zj−1zj+1 · · · zm(dzj)bm .
Multiplying by (−i)m−2 and contracting with gbmc gives
(φt)∗(χ)b1...bm−1
(
(−i)m−2Ω)
b1...bm−1bm
gbmc =
2
m∑
j=1
ajz1 · · · zj−1zj+1 · · · zm
( ∂
∂z¯j
)c
.
Since (φt)∗(χ) and g are real tensors, taking real parts gives
(φt)∗(χ)b1...bm−1 Re
(
(−i)m−2Ω)
b1...bm−1bm
gbmc =
m∑
j=1
ajz1 · · · zj−1zj+1 · · · zm
( ∂
∂zj
)c
+
m∑
j=1
ajz1 · · · zj−1zj+1 · · · zm
( ∂
∂z¯j
)c
.
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Now by Theorem 3.3, a sufficient condition for N to be special Lagrangian with
phase im−2 is(
dφt
dt
)c
= (φt)∗(χ)b1...bm−1
(
Re(−i)m−2Ω)
b1...bm−1bm
gbmc,
where we have inserted the factor (−i)m−2 in front of Ω to get N of phase im−2
rather than 1.
Setting (z1, . . . , zm) to be φt(1, 1, . . . , 1) = (w1, . . . , wm) and combining
the last two equations, we find that a sufficient condition for N to be special
Lagrangian with phase im−2 is
m∑
j=1
dwj
dt
( ∂
∂zj
)c
+
m∑
j=1
dw¯j
dt
( ∂
∂z¯j
)c
=
m∑
j=1
aj w1 · · ·wj−1wj+1 · · ·wm
( ∂
∂zj
)c
+
m∑
j=1
aj w1 · · ·wj−1wj+1 · · ·wm
( ∂
∂z¯j
)c
.
Equating coefficients, this is true if
dwj
dt
= aj w1 · · ·wj−1wj+1 · · ·wm for j = 1, . . . ,m. (10)
Now we assumed above that (9) holds for w1, . . . , wm, so we should check
that our evolution equation (10) preserves wj of this form. From (10) we get
d|wj |2
dt
= wj
dw¯j
dt
+ w¯j
dwj
dt
= ajw1 · · ·wm + ajw1 · · ·wm = 2aj Re(w1 · · ·wm).
Thus the evolution (10) does preserve w1, . . . , wm of the form (9), and u, v are
functions of t satisfying
du
dt
= 2Re(w1 · · ·wm), dv
dt
= 0.
So v is constant. Since a1 + · · · + am = 0 we have |w1|2 + · · · + |wm|2 = mv,
and v > 0. As rescaling all the zj by a positive constant leads to the same SL
m-fold, we may as well fix v = 1.
We summarize our progress so far in the following theorem.
Theorem 7.1 Suppose w1, . . . , wm : (−ǫ, ǫ)→ C \ {0} and u : (−ǫ, ǫ)→ R are
differentiable functions, satisfying
dwj
dt
= aj w1 · · ·wj−1wj+1 · · ·wm, j = 1, . . . ,m, (11)
du
dt
= 2Re(w1 · · ·wm), and (12)
|wj |2 = aju+ 1, j = 1, . . . ,m. (13)
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If (11) and (12) hold for all t ∈ (−ǫ, ǫ) and (13) holds for t = 0, then (13)
holds for all t. Define a subset N of Cm by
N =
{(
reiα1w1(t), . . . , re
iαmwm(t)
)
: r > 0, t ∈ (−ǫ, ǫ),
αj ∈ R, α1+· · ·+αm=0, a1α1+· · ·+amαm=0
}
.
(14)
Then N is a special Lagrangian submanifold in Cm with phase im−2.
7.1 Rewriting these equations
We will eventually solve equations (11)–(13) of Theorem 7.1 fairly explicitly.
First, we find a way to rewrite them using fewer variables. Set
wj(t) = e
iθj(t)
√
aju(t) + 1
for differentiable functions θ1, . . . , θm : (−ǫ, ǫ)→ R. Define
θ = θ1 + · · ·+ θm and Q(u) =
m∏
j=1
(aju+ 1).
Then calculation shows that (11)–(13) are equivalent to
du
dt
= 2Re(w1 · · ·wm) = 2Q(u)1/2 cos θ and (15)
dθj
dt
= − ajQ(u)
1/2 sin θ
aju+ 1
, j = 1, . . . ,m. (16)
Summing (16) from j = 1 to m gives
dθ
dt
= −Q(u)1/2 sin θ
m∑
j=1
aj
aju+ 1
.
Now although the point (w1, . . . , wm) is determined by the m+ 1 real vari-
ables θ1, . . . , θm and u, we are actually only interested in the R+×G-orbit Ot
of (w1, . . . , wm). It is not difficult to show that
Ot =
{(
reiα1
√
a1u+ 1, . . . , re
iαm
√
amu+ 1
)
: r > 0,
αj ∈ R, α1 + · · ·+ αm = θ, a1α1 + · · ·+ amαm = ψ
}
,
where ψ = a1θ1+ · · ·+amθm. Thus, Ot depends only on the three real variables
θ, ψ and u. Furthermore, (16) shows that ψ evolves by
dψ
dt
= −Q(u)1/2 sin θ
m∑
j=1
a2j
aju+ 1
.
Thus we may rewrite Theorem 7.1 as follows:
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Theorem 7.2 Let u, θ, ψ : (−ǫ, ǫ)→ R be differentiable functions satisfying
du
dt
= 2Q(u)1/2 cos θ, (17)
dθ
dt
= −Q(u)1/2 sin θ
m∑
j=1
aj
aju+ 1
(18)
and
dψ
dt
= −Q(u)1/2 sin θ
m∑
j=1
a2j
aju+ 1
, (19)
such that aju(t) + 1 > 0 for j = 1, . . . ,m and t ∈ (−ǫ, ǫ). Define a subset N
of Cm to be{(
reiα1
√
a1u(t)+1, . . . , re
iαm
√
amu(t)+1
)
: r > 0, t ∈ (−ǫ, ǫ),
αj ∈ R, α1 + · · ·+ αm = θ(t), a1α1 + · · ·+ amαm = ψ(t)
}
.
(20)
Then N is a special Lagrangian submanifold in Cm with phase im−2.
This is a significant simplification, as Theorem 7.1 was written in terms of
an o.d.e. in m complex variables w1, . . . , wm, but we have reduced this to only
3 real variables u, θ, ψ. In fact we can show that u and θ are dependent in a
simple way, and so reduce the number of real variables to two.
Suppose for the moment that sin θ(0) 6= 0, and divide (17) by (18). This
gives an expression for dudθ , eliminating t. Separating variables shows that∫ u(t)
u(0)
m∑
j=1
aj
aju+ 1
du = −2
∫ θ(t)
θ(0)
cot θ dθ,
which integrates explicitly to
logQ(u) = −2 log sin θ + C
for all t ∈ (−ǫ, ǫ), for some C ∈ R. So exponentiating givesQ(u) sin2 θ ≡ eC > 0.
If on the other hand sin θ(0) = 0 then (18) shows that θ is constant, so
Q(u) sin2 θ ≡ 0. In both cases we see that Q(u) sin2 θ is constant, so its
square root Q(u)1/2 sin θ is also constant, as it is continuous. Thus we have
Q(u)1/2 sin θ ≡ A for some A ∈ R.
This simplifies (18) and (19), as we can replace the factor Q(u)1/2 sin θ by
A. Also, from (17) we obtain
(du
dt
)2
= 4Q(u) cos2 θ = 4
(
Q(u)−Q(u) sin2 θ) = 4(Q(u)−A2).
Thus we have proved:
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Proposition 7.3 In the situation of Theorem 7.2 we have
Q(u)1/2 sin θ ≡ A (21)
for some A ∈ R and all t ∈ (−ǫ, ǫ), and (17)–(19) are equivalent to
(du
dt
)2
= 4
(
Q(u)−A2), (22)
dθ
dt
= −A
m∑
j=1
aj
aju+ 1
and
dψ
dt
= −A
m∑
j=1
a2j
aju+ 1
. (23)
The following lemma pins down the ranges of u and A.
Lemma 7.4 In the situation above, u lies in (−a−1m ,−a−11 ) for all t ∈ (−ǫ, ǫ),
and 0 6 A2 6 Q(u) 6 1. Also, A lies in [−1, 1].
Proof. As by assumption a1, . . . , am are not all zero with a1 6 · · · 6 am and
a1+ · · ·+ am = 0, we see that a1 < 0 and am > 0, so the interval (−a−1m ,−a−11 )
is well-defined. Since aju + 1 > 0 for j = 1, . . . ,m, we have a1u + 1 > 0 and
amu+ 1 > 0. Therefore u is confined to (−a−1m ,−a−11 ).
Now Q′(0) =
∑m
j=1 aj = 0, so Q has a turning point at 0. As the roots of Q
are −a−11 , . . . ,−a−1m , they are all real, and there are none in (−a−1m ,−a−11 ). So
0 is the only turning point of Q in this interval. Thus Q 6 1 in (−a−1m ,−a−11 ),
as Q(0) = 1. Equation (21) shows that Q(u) > A2 > 0 for t ∈ (−ǫ, ǫ). As
Q(u) 6 1, this gives A2 6 1, so A ∈ [−1, 1]. 
As by changing the sign of one of the complex coordinates zj we change
the sign of A, we lose little by restricting our attention to A ∈ [0, 1]. This is
equivalent to supposing that sin θ(0) > 0. To describe the SL m-folds N of
Theorem 7.2 in more detail, we shall divide into the three cases
(a) A = 0,
(b) A = 1, and
(c) A ∈ (0, 1).
We deal with each case separately.
7.2 Case (a): A = 0
Suppose A = 0 in Theorem 7.2 and Proposition 7.3. Then (23) shows that θ
and ψ are constant, and (21) that sin θ = 0, so θ ≡ nπ for some integer n, and
(17) becomes dudt = 2(−1)nQ(u)1/2. So u is monotone increasing or decreasing
in t, and fills out some open interval in R.
The possible range of u is (−a−1m ,−a−11 ). Fixing θ ≡ ψ ≡ 0 and letting u
take its maximum range, Theorem 7.2 gives
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Proposition 7.5 Let a1 6 · · · 6 am be integers, not all zero, with a1 + · · · +
am = 0. Define a subset N of C
m to be{(
reiα1
√
a1u+1, . . . , re
iαm
√
amu+1
)
: r > 0, u ∈ (−a−1m ,−a−11 ),
αj ∈ R, α1 + · · ·+ αm = 0, a1α1 + · · ·+ amαm = 0
}
.
(24)
Then N is a nonsingular SL submanifold in Cm with phase im−2.
This special Lagrangianm-fold N is not closed in Cm. Its closure N¯ is given
by replacing the conditions r > 0 and u ∈ (−a−1m ,−a−11 ) in (24) by r > 0 and
u ∈ [−a−1m ,−a−11 ]. Thus N¯ \N is the disjoint union of 0 and two R+×G-orbits
O+, O− corresponding to u = −a−11 and u = −a−1m .
Suppose O± have dimension m−1. Then N¯ is a submanifold with boundary,
with an isolated singular point at 0. Furthermore, by Theorem 6.3 there must
exist locally unique, cohomogeneity one special Lagrangian cones with phase
im−2 containing O+ and O−. That is, we can extend N as a special Lagrangian
submanifold beyond the boundary components O±.
The condition that dimO+ = m− 1 turns out to be that a1 < a2, and the
condition that dimO− = m− 1 turns out to be that am−1 < am. It is then not
difficult to prove the following result.
Proposition 7.6 Let a1 < a2 6 · · · 6 am−1 < am be integers, not all zero,
with a1 + · · ·+ am = 0. Define a subset N of Cm to be{(± reiα1√a1u+1, reiα2√a2u+1, . . . , reiαm−1√am−1u+1,
± reiαm√amu+1
)
: r > 0, u ∈ [−a−1m ,−a−11 ],
αj ∈ R, α1 + · · ·+ αm = 0, a1α1 + · · ·+ amαm = 0
}
.
(25)
Then N is a closed, embedded SL cone in Cm with phase im−2, with an isolated
singular point at 0.
The significant idea involved here is that when u = −a−11 , the first complex
coordinate reiα1
√
a1u+1 in (24) becomes zero. The natural way to extend N
beyond O+ is to change the sign of the square root
√
a1u+1. Similarly, when
u = −a−1m the last complex coordinate becomes zero, and we can extend N
beyond O− by changing the sign of
√
amu+1. The m-fold N of (25) is actually
a closed loop of R+ ×G-orbits, and so is a cone on a torus Tm−1.
We have not yet considered the possibilities that O+ or O− have dimension
less than m− 1. Then we cannot use Theorem 6.3 to extend N past O+ or O−.
However, it turns out that if dimO+ = m − 2, then N¯ is already nonsingular
without boundary at O+, and similarly for O−. The local picture is of a family
of circles collapsing to a point in R2. However, if dimO+ 6 m − 3 then N¯ is
unavoidably singular on O+.
The condition that dimO+ = m− 2 is that a1 = a2 < a3, and the condition
that dimO− = m − 2 is that am−2 < am−1 = am. When dimO+ = m − 1
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and dimO− = m− 2, we can prove the following result by the same method as
Proposition 7.6.
Proposition 7.7 Let a1 < a2 6 · · · 6 am−2 < am−1 = am be integers, not all
zero, with a1 + · · ·+ am = 0. Define a subset N of Cm to be{(± reiα1√a1u+1, reiα2√a2u+1, . . . , reiαm√amu+1 ) : u ∈ [−a−1m ,−a−11 ],
r > 0, αj ∈ R, α1 + · · ·+ αm = 0, a1α1 + · · ·+ amαm = 0
}
.
Then N is a closed, embedded SL cone in Cm with phase im−2, with an isolated
singular point at 0.
In this case N is a closed interval of R+ ×G-orbits rather than a loop, and
is topologically a cone on S2 × Tm−3. When m = 3 we must take a1 = −2 and
a2 = a3 = 1, and we just get a copy of R
3 in C3. But for m > 4, the proposition
gives new, interesting SL m-folds in Cm.
Similarly, when dimO+ = dimO− = m− 2, we prove:
Proposition 7.8 Let a1 = a2 < a3 6 · · · 6 am−2 < am−1 = am be integers,
not all zero, with a1 + · · ·+ am = 0. Define a subset N of Cm to be{(
reiα1
√
a1u+1, . . . , re
iαm
√
amu+1
)
: r > 0, u ∈ [−a−1m ,−a−11 ],
αj ∈ R, α1 + · · ·+ αm = 0, a1α1 + · · ·+ amαm = 0
}
.
Then N is a closed, embedded SL cone in Cm with phase im−2, with an isolated
singular point at 0.
Again, N is a closed interval of R+ × G-orbits rather than a loop, and is
topologically a cone on S3 × Tm−4. The conditions on a1, . . . , am do not hold
when m = 3. When m = 4 we must take a1 = a2 = −1 and a3 = a4 = 1,
and we just get a copy of R4 in C4. But for m > 5, the proposition yields new,
interesting SL m-folds in Cm.
All these examples can also be constructed using the ‘perpendicular symme-
try’ construction to be described in §9. Specifically, in Proposition 9.3 we set
n = m and c = 0, and define G as above. The proposition then yields a special
Lagrangian submanifold N0 in C
m, of which the m-folds N constructed above
will be subsets.
7.3 Case (b): A = 1
Next suppose that A = 1 in Theorem 7.2 and Proposition 7.3. As A2 6 Q(u) 6 1
this gives Q(u) ≡ 1, which forces u ≡ 0, as Q(0) = 1 is the strict maximum of
Q in the permitted interval (−a−1m ,−a−11 ). Then (21) gives sin θ ≡ 1, so that
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θ ≡ π/2. The second equation of (23) then becomes dψdt = −
∑m
j=1 a
2
j . Hence
solutions to (17)–(19) exist for all t ∈ R, and are given by
u(t) = 0, θ(t) =
π
2
and ψ(t) = ψ(0)− t
m∑
j=1
a2j ,
for ψ(0) ∈ R.
Now ψ takes all values in R. Thus the equation a1α1 + · · ·+ amαm = ψ(t)
in (20) is actually no restriction. So the SL m-fold N of (20) reduces to
N =
{(
reiα1 , . . . , reiαm
)
: r > 0, αj ∈ R, α1 + · · ·+ αm = π
2
}
. (26)
This N is entirely independent of a1, . . . , am. It has generalized symmetry
group GSym(N) = R+×U(1)m−1, which acts transitively, and symmetry group
Sym(N) = U(1)m−1, which acts with cohomogeneity one.
Now we have already studied SL submanifolds of Cm on which U(1)m−1
acts with cohomogeneity one in Example 5.5. In fact N is half of the SL m-fold
L0,... ,0 of Example 5.5, rotated to give it phase i
m−2 rather than 1.
7.4 Case (c): A ∈ (0, 1), local treatment
We shall discuss case (c) above from two points of view. Firstly, when cos θ > 0
for t ∈ (−ǫ, ǫ) we will find a more explicit expression for the manifold N of
Theorem 7.2 by eliminating t, and writing θ and ψ as functions of u. Then in
§7.5 we will discuss the behaviour of equations (17)–(19) for t ∈ R rather than
(−ǫ, ǫ), and show that they admit periodic solutions.
We would like to write the SL m-fold N of Theorem 7.2 in as simple and
explicit a way as possible. One way of doing this is to eliminate t, and write
everything instead as a function of the variable u. Now dudt has the same sign
as cos θ by (17). Thus, if cos θ changes sign in (−ǫ, ǫ) then we cannot write t as
a function of u, but if cos θ has constant sign then we can.
Let us assume that cos θ > 0 for for all t ∈ (−ǫ, ǫ). Then (22) gives dudt =
2
√
Q(u)−A2 > 0, and integrating gives∫ u(t)
u(0)
du
2
√
Q(u)−A2 =
∫ t
0
dt = t. (27)
This equation defines u implicitly as a function of t. The integral on the left
hand side is called an elliptic integral if m = 3 or 4, and a hyperelliptic integral
if m > 5.
From (23) and the expression above for dudt we get
dψ
du
= − A
2
√
Q(u)−A2
m∑
j=1
a2j
aju+ 1
.
Integrating this gives an expression for ψ in terms of u. Setting u0 = u(0) and
u±ǫ = u(±ǫ), we have proved:
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Theorem 7.9 Under the assumptions above, the SL m-fold N of Theorem 7.2
may be written as{(
reiα1
√
a1u+1, . . . , re
iαm
√
amu+1
)
: r > 0, u ∈ (u−ǫ, uǫ),
αj ∈ R, α1 + · · ·+ αm = θ(u), a1α1 + · · ·+ amαm = ψ(u)
}
,
where θ(u) and ψ(u) are given by θ(u) = sin−1
(
AQ(u)−1/2
)
and
ψ(u) = ψ(u0)− A
2
∫ u
u0
dv√
Q(v)−A2
m∑
j=1
a2j
ajv + 1
. (28)
This is a reasonably explicit expression for N . The integral defining ψ
probably cannot be simplified any further without making special assumptions
about a1, . . . , am.
7.5 Case (c): A ∈ (0, 1), global behaviour
Next we study the global behaviour of solutions to equations (17)–(19) of The-
orem 7.2 when A ∈ (0, 1). We begin with a preliminary lemma on the range
of u.
Lemma 7.10 Suppose A ∈ (0, 1). Then there exist constants α < 0, β > 0
and γ > 0 with Q(α) = Q(β) = A2 and Q(u) > A2 for u ∈ (α, β), such that
for all t for which solutions u, θ exist to (17)–(18), we have u(t) ∈ [α, β] and
aju(t) + 1 > γ > 0 for j = 1, . . . ,m.
Proof. From the proof of Lemma 7.4 we know that Q strictly increases from
0 to 1 in [−a−1m , 0], and so as A ∈ (0, 1) there is a unique α ∈ (−a−1m , 0) with
Q(α) = A2. Similarly, there is a unique β ∈ (0,−a−11 ) with Q(β) = A2. Clearly
Q(u) > A2 for u ∈ (α, β).
Also, if u lies in (−a−1m ,−a−11 ) then Q(u) > A2 if and only if u ∈ [α, β].
But we know from Lemma 7.4 that if u, θ are solutions to (17)–(18) then u is
confined to (−a−1m ,−a−11 ), and Q(u) > A2. Thus u(t) ∈ [α, β] for all t for which
the solutions exist, as we have to prove.
As u is confined to [α, β], there exists K > 0 with aju + 1 6 K for j =
1, . . . ,m and all t for which the solution exists. Thus
0 < A2 6 Q(u) = (aju+ 1)
∏
16i6m
i6=j
(aiu+ 1) 6 (aju+ 1)K
m−1,
so that aju(t) + 1 > γ = A
2K1−m > 0 for j = 1, . . . ,m. 
Now we can show that solutions exist for all t ∈ R, and u, θ are periodic.
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Proposition 7.11 Let u(0), θ(0) and ψ(0) be given, with aju(0) + 1 > 0 for
j = 1, . . . ,m and A = Q(u(0))1/2 sin θ(0) ∈ (0, 1). Then there exist unique
solutions u(t), θ(t) and ψ(t) to equations (17)–(19) of Theorem 7.2 for all t ∈ R,
with these values at t = 0. Furthermore u and θ are nonconstant and periodic
with period T > 0, and there exists Ψ > 0 with ψ(t+T ) = ψ(t)−Ψ for all t ∈ R.
Proof. The only way for solutions of (17)–(19) to become singular is for some
aju + 1 to become zero, or for u → ±∞. As neither of these can happen by
Lemma 7.10, the solutions must exist for all t ∈ R. Uniqueness of the solutions,
with the given initial data, follows from standard results in differential equations.
Since A > 0 we have sin θ > 0 by (21). By (17), dudt = 0 if and only if
cos θ = 0, that is, if and only if sin θ = 1. By (21) this happens exactly when
Q(u) = A2. But u is confined to [α, β] by Lemma 7.10, whereQ(α) = Q(β) = A2
and Q(u) > A2 for u ∈ (α, β). Hence dudt = 0 if and only if u = α or u = β.
So we see that u must cycle up and down between α and β, turning only at
α and β. Using the ideas of §7.4, we see from (27) that the time taken for u to
increase from α to β is
1
2T =
∫ β
α
du
2
√
Q(u)−A2 ,
which is finite, as Q(u) − A2 has only single roots at u = α, β. Similarly, the
time for u to decrease from β to α is also 12T . Thus, the time taken for u to
start at α, increase to β, and decrease back to α, is T . That is, u undergoes
periodic oscillations with period T .
Equation (23) shows that dψdt is also periodic with period T , and also that
dψ
dt < 0, as A > 0. It is then easy to see that ψ(t+ T ) = ψ(t) −Ψ for all t and
Ψ > 0 given by Ψ = ψ(0)− ψ(T ). 
Next we show that if Ψ is a rational multiple a/b of 2π then the family of
R+×G-orbits Ot is periodic, with period bT , and N is a cone on Tm−1.
Proposition 7.12 In the situation of Proposition 7.11, suppose that Ψ = 2πq
for q ∈ Q. Define a subset N of Cm to be{(
reiα1
√
a1u(t)+1, . . . , re
iαm
√
amu(t)+1
)
: r > 0, t ∈ R,
αj ∈ R, α1 + · · ·+ αm = θ(t), a1α1 + · · ·+ amαm = ψ(t)
}
.
(29)
Then N is a closed, embedded SL cone in Cm with phase im−2, which is topo-
logically a cone on Tm−1, and has just one singular point at 0.
Proof. Let q = a/b, for a, b positive integers with hcf(a, b) = 1. Then as u(t+
T ) = u(t), θ(t + T ) = θ(t) and ψ(t+ T ) = ψ(t)−Ψ, we have u(t+ bT ) = u(t),
θ(t + bT ) = θ(t) and ψ(t + bT ) = ψ(t) − 2πa. Now the definition (20) of the
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SL m-fold N constructed in Theorem 7.2 actually depends only on eiθ and eiψ
rather than on θ and ψ, as a1, . . . , am are integers. Thus, adding an integer
multiple of 2π to ψ makes no difference to N .
This means that the the 1-parameter family of R+×G-orbits Ot which make
up N satisfies Ot+bT = Ot for all t, and is periodic, with period bT . The
definition of N given in (29) differs from (20) in that r > 0 rather than r > 0,
and t ∈ R rather than t ∈ (−ǫ, ǫ). We allow r = 0 to add the point 0 to N ,
which makes N closed. We allow t ∈ R because u, θ and ψ exist for all t ∈ R
by Proposition 7.11. In fact, as t has period bT , we would get the same N if we
replaced t ∈ R by t ∈ [0, bT ).
So N is a closed loop of R+× G-orbits Ot, together with the point zero.
It is clear that N is closed and, at least as an immersed submanifold, it is
topologically a cone on Tm−1, with just one singular point at 0. So we need
only show that N is embedded. If two R+× G-orbits Ot,Ot′ intersect, then
they are the same. But from Theorem 6.3, an R+×G-orbit locally determines
N uniquely. Thus, our loop of R+× G-orbits cannot cross itself, and must be
embedded. 
The proposition is potentially interesting because closed special Lagrangian
cones in Cm with isolated singular points are natural models for singularities of
SL m-folds in Calabi–Yau m-folds. We will now investigate the range of Ψ, and
hence show that the proposition yields very many such cones.
By the reasoning used to prove (28), we can show that
Ψ =
∫ β
α
dv√
A−2Q(v)− 1
m∑
j=1
a2j
ajv + 1
. (30)
As Lemma 7.10 defines α, β in terms of Q(u) and A, we see that Ψ depends
only on a1, . . . , am and A, and not on the initial data u(0), θ(0) and ψ(0).
Up to now we have regarded A as a function of u(0), θ(0) and ψ(0). We now
change our point of view. Lemma 7.10 defines α, β depending on A ∈ (0, 1).
Given any A ∈ (0, 1), set u(0) = α, θ(0) = π/2 and ψ(0) = 0. This is a valid set
of initial data, and yields this value of A. Thus A can take any value in (0, 1),
and we can regard u(0), θ(0), ψ(0) and Ψ as functions of A. We now calculate
the limit of Ψ as A approaches 0 or 1.
Proposition 7.13 In the situation above, Ψ : (0, 1)→ (0,∞) is a real analytic
function of A, and satisfies Ψ(A) → π(am − a1) as A → 0 and Ψ(A) →
π
(
2
∑m
j=1 a
2
j
)1/2
as A→ 1.
Proof. It is obvious from (30) and the definition of α and β that Ψ is real
analytic. As A→ 0, we have α→ −1/am and β → −1/a1. Also, as A→ 0 the
factor (A−2Q(v)− 1)−1/2 in (30) tends to zero, except near α and β. Hence, as
A → 0, the integrand in (30) gets large near α ≈ −1/am and β ≈ −1/a1, and
very close to zero in between.
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So to understand Ψ as A → 0, it is enough to study the integral (30) near
α and β. We shall model it at α. Suppose am−k < am−k+1 = · · · = am, so that
am has multiplicity k. Then near v = −1/am we have
Q(v) ≈ C(v + a−1m )k, where C = akm
m−k∏
j=1
(1− aj/am).
Since A2 = Q(α) this gives A2 ≈ C(α+ a−1m )k, so that α ≈ A2/kC−1/k − a−1m .
Therefore, when v ≈ α we have
A−2Q(v)− 1 ≈ A−2C(v + a−1m )k − 1 and
m∑
j=1
a2j
ajv + 1
≈ kam
v + a−1m
,
taking only the highest-order terms. Thus, when A is small we see that∫ 0
α
dv√
A−2Q(v)− 1
m∑
j=1
a2j
ajv + 1
≈
∫ 0
A2/kC−1/k−a−1m
dv√
A−2C(v + a−1m )k − 1
· kam
v + a−1m
.
Changing variables to w =
√
A−2C(v + a−1m )k − 1, after some surprising can-
cellations we get∫ 0
A2/kC−1/k−a−1m
dv√
A−2C(v + a−1m )k − 1
· kam
v + a−1m
≈
∫ ∞
0
2amdw
w2 + 1
= πam,
where we have approximated the second integral by replacing the upper limit√
A−2Ca−km − 1 by ∞. Hence, for small A we have∫ 0
α
dv√
A−2Q(v)− 1
m∑
j=1
a2j
ajv + 1
≈ πam,
and similarly ∫ β
0
dv√
A−2Q(v)− 1
m∑
j=1
a2j
ajv + 1
≈ −πa1,
so that Ψ(A)→ π(am − a1) as A→ 0.
Next consider the behaviour of Ψ as A→ 1. When A is close to 1, u is small
and θ is close to π/2. So write θ = π2 + φ, for φ small. Then, setting Q(u) ≈ 1,
cos θ ≈ −φ, sin θ ≈ 1,
m∑
j=1
aj
aju+ 1
≈ −u
m∑
j=1
a2j and
m∑
j=1
a2j
aju+ 1
≈
m∑
j=1
a2j ,
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taking only the highest order terms, equations (17)–(19) become
du
dt
≈ −2φ, dφ
dt
≈ u
m∑
j=1
a2j , and
dψ
dt
≈ −
m∑
j=1
a2j .
The first two of these equations show that u and φ undergo approximately
simple harmonic oscillations with period T = 2π
(
2
∑m
j=1 a
2
j
)−1/2
. Then the
third equation shows that Ψ ≈ −dψdt T , as dψdt is approximately constant, and so
Ψ→ π(2∑mj=1 a2j)1/2 as A→ 1. 
Now the limits π(am − a1) and π
(
2
∑m
j=1 a
2
j
)1/2
of Ψ(A) as A→ 0, 1 satisfy
[
π
(
2
∑m
j=1a
2
j
)1/2]2 − [π(am − a1)]2 = π2(a1 + am)2 + 2π2(a22 + · · ·+ a2m−1).
Thus π(am − a1) 6 π(2
∑m
j=1 a
2
j)
1/2, with equality if and only if a1 + am = 0
and a2 = · · · = am−1 = 0. As the aj are integers with highest common factor 1,
and a1 6 · · · 6 am, these conditions imply that a1 = −1, a2 = · · · = am−1 = 0
and am = 1.
Therefore we have two cases:
(i) (a1, . . . , am) 6= (−1, 0, . . . , 0, 1), and limA→0Ψ(A) < limA→1Ψ(A), or
(ii) (a1, . . . , am) = (−1, 0, . . . , 0, 1), and limA→0Ψ(A) = limA→1Ψ(A) = 2π.
In case (i), as limA→0Ψ(A) < limA→1Ψ(A) we see that Ψ is not constant, and
as it is real analytic it can have only finitely many stationary points in (0, 1).
So we deduce:
Corollary 7.14 Suppose (a1, . . . , am) 6= (−1, 0, . . . , 0, 1). Then for a count-
able dense subset of A ∈ (0, 1) we have Ψ(A) ∈ 2πQ.
In case (ii), we can solve equations (11)–(13) completely. For as a2 = · · · =
am−1 = 0 we see from (11) that w2, . . . , wm−1 are constant, and from (13) that
|w2| = · · · = |wm−1| = 1. Applying a diagonal matrix in SU(m), we may choose
w2 = · · · = wm−1 = 1. Then (11) and (13) reduce to
dw1
dt
= −w¯m, dwm
dt
= w¯1 and |w1|2 + |wm|2 = 2,
which have solutions
w1 = Be
it + Ce−it and wm = iB¯e−it − iC¯eit,
for B,C ∈ C with |B|2 + |C|2 = 1. It is easy to show that A = 2 Im(B¯C) ∈
[−1, 1], and that Ψ(A) = 2π for all A.
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The special Lagrangian m-fold N of (14) is thus
N =
{(
reiα1 (Beit + Ce−it), reiα2 , . . . , reiαm−1 , reiαm (iB¯e−it − iC¯eit)) :
r > 0, t ∈ R, αj ∈ R, α1 + · · ·+ αm = 0, α1 = αm
}
.
Now this is the result of applying the SU(m) transformation
(z1, . . . , zm) 7→ (Bz1 − iCzm, z2, . . . , zm−1,−iC¯z1 + B¯zm)
of Cm to the special Lagrangian cone
N ′ =
{(
rei(α1+t), reiα2 , . . . , reiαm−1 , irei(αm−t)
)
:
r > 0, t ∈ R, αj ∈ R, α1 + · · ·+ αm = 0, α1 = αm
}
.
But this is identical to the cone defined in (26), which we saw in §7.3 has tran-
sitive generalized symmetry group GSym(N) = R+ × U(1)m−1, and symmetry
group Sym(N) = U(1)m−1.
Here is how to interpret this. Since Ψ(A) = 2π for all A, we would expect
Proposition 7.12 to yield a 1-parameter family of distinct U(1)m−2-invariant SL
cones on Tm−1 in Cm, parametrized by A ∈ (0, 1), and with the same symmetry
group U(1)m−2. But in fact these SL cones are all isomorphic under transfor-
mations in SU(m), and have symmetry group U(1)m−1 rather than U(1)m−2.
One consequence of this is that there are no SL cones N on Tm−1 in Cm
with Sym0(N) equal to this particular symmetry group G = U(1)m−2 in SU(m),
since any SL cone symmetric under this group U(1)m−2 is also symmetric under
a larger group U(1)m−1 in SU(m).
Drawing together much of the work above, in particular Proposition 7.12
and Corollary 7.14, we have the main result of this section.
Theorem 7.15 Let G be a Lie subgroup of SU(m) isomorphic to U(1)m−2, for
some m > 3. If G is conjugate in SU(m) to the group{
(z1, . . . , zm) 7→ (eiα1z1, . . . , eiαmzm) :
αj ∈ R, α1 + · · ·+ αm = 0, α1 = αm
}
,
(31)
then every G-invariant SL cone in Cm locally has symmetry group U(1)m−1.
Otherwise there exists a countably infinite family of distinct, closed, embed-
ded SL cones N in Cm with Sym0(N) = G, each of which is topologically a cone
on Tm−1, with just one singular point at 0.
Here is what we mean by saying the construction yields a countable family
of distinct cones. Fixing a subgroup G ∼= U(1)m−2 in SU(m), we consider two
G-invariant SL cones N1, N2 to be equivalent if there exists a G-equivariant
isometric isomorphism of Cm identifying N1 and N2. The theorem says that for
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G not conjugate to (31) there are countably many distinct equivalence classes
of G-equivariant SL cones.
More generally, we could ask about the classification of the SL cones con-
structed in the second part of the theorem for all U(1)m−2-subgroups G, up
to isometric isomorphisms of Cm. Let N1, N2 be two such cones with groups
G1, G2, and suppose N1 and N2 are identified by an isometric isomorphism of
Cm. Then G1 and G2 are conjugate in SU(m), since Gj = Sym
0(Nj).
Thus, for each of the countable number of conjugacy classes of U(1)m−2-
subgroups G in SU(m) not conjugate to (31), we have found a countable family
of distinct G-invariant special Lagrangian Tm−1-cones in Cm, up to isometric
isomorphisms of Cm. One reason these cones are interesting is as local models
for singularities of SL m-folds in Calabi–Yau m-folds.
To see how big the whole family is, here is a crude ‘parameter count’. Up
to isomorphism, N depends on integers a1 6 · · · 6 am with a1 + · · ·+ am = 0
and hcf(a1, . . . , am) = 1 and A ∈ (0, 1) with Ψ(A) = 2πq, for q ∈ Q. The most
obvious thing to do is to set q = a/b with hcf(a, b) = 1, and say that N depends
on the m+ 1 integers a1, . . . , am−1, a and b.
However, this is probably not the best point of view. Instead, we should
drop the condition hcf(a1, . . . , am) = 1, and replace the aj by a˜j = ajb for
j = 1, . . . ,m. With these new values we get Ψ(A) = 2πa, so that Ψ lies
in 2πZ rather than 2πQ, and we can say that N depends on the m integers
a˜1, . . . , a˜m−1, a, which have highest common factor 1.
A partial version of the case m = 3 of Theorem 7.15 was first due to Mark
Haskins [7, Th. C]. Haskins does not study the periodicity conditions in the
case A ∈ (0, 1), but only when A = 0. The author’s treatment was completed
independently somewhat later, and uses different methods.
7.6 Relation to integrable systems
We saw above that equation (11) has very nice behaviour — various quantities
are conserved, and one can say a lot about the solutions, even writing them
explicitly using elliptic integrals. The reason for this is that (11) is completely
integrable, as we will now show.
An introduction to integrable systems is given in Hitchin, Segal and Ward
[14]. From [14, Def. 6.1, p. 49] and [14, Def. 2.7, p. 61], we may define a
completely integrable Hamiltonian system to be a 2m-dimensional symplectic
manifold (M,ω) with a Hamiltonian H : M → R, such that there exist m con-
served quantities p1, . . . , pm : H → R which are independent almost everywhere
and satisfy
{H, pi} ≡ {pi, pj} ≡ 0 for i, j = 1, . . . ,m, (32)
where { , } is the Poisson bracket on M .
Choose a1, . . . , am ∈ R \ {0}. Let M be Cm with coordinates (w1, . . . , wm),
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and define a symplectic form ω and a Hamiltonian function H on M by
ω =
i
2
m∑
j=1
a−1j dwj ∧ dw¯j and H : (w1, . . . , wm) 7→ 2 Im(w1 · · ·wm).
The equations of motion of this Hamiltonian system are easily shown to be
dwj
dt
= aj w1 · · ·wj−1wj+1 · · ·wm, j = 1, . . . ,m,
as in (11). Define functions p1, . . . , pm : M → R by
pj = am|wj |2 − aj |wm|2 for j = 1, . . . ,m− 1, and pm = Im(w1 · · ·wm).
It is easy to show that p1, . . . , pm are conserved, independent almost everywhere,
and satisfy (32). Thus (11) is indeed a completely integrable Hamiltonian sys-
tem.
This proof assumes that a1, . . . , am are nonzero, but not that a1+· · ·+am =
0, which is the case in (11). If some aj is zero then
dwj
dt = 0, so wj is constant.
Fixing all the wj with aj = 0, we can regard (11) as an o.d.e. in the remaining
wk, which is then integrable as above.
8 U(1)-invariant SL cones in C3
We now specialize to the case m = 3 in the situation of §7, so that we are
studying SL cones N in C3 invariant under a U(1) subgroup of SU(3). In this
case we can improve the treatment of §7 in several ways. In particular, we
will define the group G ∼= U(1) in a neater way, we will write down conformal
coordinates on N ∩S5, and we will solve equations (17)–(19) explicitly in terms
of Jacobi elliptic functions.
The material of this section has already been studied by several authors,
from different points of view. Probably the first were Castro and Urbano [1],
who constructed examples of minimal Lagrangian tori in CP2 using integrable
systems methods. Special Lagrangian T 2-cones in C3 can be reconstructed from
Castro and Urbano’s results.
Later, Haskins [7, §3–§5] studied U(1)-invariant special Lagrangian cones in
C3, and most of this section overlaps with his work. In particular, the author
learnt the material of §8.2 from his papers.
From Theorem 7.1 we get:
Theorem 8.1 Let a1, a2, a3 ∈ R be not all zero, with a1+a2+a3 = 0. Suppose
w1, w2, w3 : R→ C and u : R→ R satisfy
dw1
dt
= a1 w2w3,
dw2
dt
= a2 w3w1,
dw3
dt
= a3 w1w2, (33)
du
dt
= 2Re(w1w2w3), and (34)
|wj |2 = aju+ 1 for j = 1, 2, 3. (35)
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If (33) and (34) hold for all t and (35) holds for t = 0, then (35) holds for all
t. Define a subset N of C3 by
N =
{(
reiα1w1(t), re
iα2w2(t), re
iα3w3(t)
)
: r > 0, t ∈ R,
αj ∈ R, α1 + α2 + α3 = 0, a1α1 + a2α2 + a3α3 = 0
}
.
(36)
Then N is a special Lagrangian 3-fold in C3 with phase i.
Here we have replaced the domain (−ǫ, ǫ) of wj and u by R, as the results
of §7 imply that solutions of (33) exist for all t ∈ R. We will find it convenient
later to rewrite the theorem in terms of b1, b2, b3, where
b1 =
1√
3
(a2 − a3), b2 = 1√3 (a3 − a1) and b3 =
1√
3
(a1 − a2).
Then b1 + b2 + b3 = 0, and as a1 + a2 + a3 = 0 we find that
a1 =
1√
3
(b3 − b2), a2 = 1√3 (b1 − b3) and a3 = 1√3 (b2 − b1). (37)
It is easy to show that α1, α2, α3 ∈ R satisfy α1+α2+α3 = 0 and a1α1+a2α2+
a3α3 = 0 if and only if αj = bjs for some s ∈ R. Also, (35) is equivalent to
|w1|2 + |w2|2 + |w3|2 = 3 and b1|w1|2 + b2|w2|2 + b3|w3|2 = 0. Thus, Theorem
8.1 becomes:
Theorem 8.2 Let b1, b2, b3 ∈ R be not all zero, with b1 + b2 + b3 = 0. Define
a1, a2, a3 by (37). Suppose w1, w2, w3 : R→ C \ {0} satisfy
dw1
dt
= a1w2w3,
dw2
dt
= a2w3w1 and
dw3
dt
= a3w1w2, (38)
|w1|2 + |w2|2 + |w3|2 = 3 and b1|w1|2 + b2|w2|2 + b3|w3|2 = 0. (39)
If (38) holds for all t and (39) holds for t = 0, then (39) holds for all t. Define
a subset N of C3 by
N =
{(
reib1sw1(t), . . . , re
ib3sw3(t)
)
: r > 0, s ∈ R, t ∈ R
}
. (40)
Then N is a special Lagrangian 3-fold in C3 with phase i.
We shall show that (s, t) are conformal coordinates on the unit sphere N∩S5
in N , and that the corresponding map Φ : R3 → S5 is harmonic.
Proposition 8.3 In the situation of Theorem 8.2, define Φ : R2 → S5 by
Φ : (s, t) 7→ 1√
3
(
eib1sw1(t), e
ib2sw2(t), e
ib3sw3(t)
)
, (41)
where S5 is the unit sphere in C3. Then Φ is a conformal harmonic map.
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Proof. From (38) and (41) we see that
∂Φ
∂s
= 1√
3
(
ib1e
ib1sw1, ib2e
ib2sw2, ib3e
ib3sw3
)
and
∂Φ
∂t
= 1√
3
(
a1e
ib1sw2w3, a2e
ib2sw3w1, a3e
ib3sw1w2
)
.
Now Φ is conformal if and only if ∂Φ∂s and
∂Φ
∂t are orthogonal and the same
length. But
g
(
∂Φ
∂s ,
∂Φ
∂t
)
= − 13
[
a1b1 + a2b2 + a3b3
]
Im(w1w2w3) = 0,
as a1b1 + a2b2 + a3b3 = 0, so they are orthogonal. Also∣∣∂Φ
∂s
∣∣2 = 13(b21|w1|2 + b22|w2|2 + b23|w3|2) and∣∣∂Φ
∂t
∣∣2 = 13(a21|w2|2|w3|2 + a22|w3|2|w1|2 + a23|w1|2|w2|2).
One can then prove from equations (37), (39) and b1+ b2+ b3 = 0 that |∂Φ∂s |2 =
|∂Φ∂t |2, and thus Φ is conformal.
Now N is a cone in C3, and is minimal because any calibrated submanifold
is minimal. Therefore the intersection N ∩ S5 is minimal in S5. But N ∩ S5 is
the image of Φ. Hence Φ : R2 → S5 is a conformal map with minimal image.
But it is well known in the field of harmonic maps that a conformal map from
a Riemann surface is harmonic if and only if it has minimal image. Thus Φ is
harmonic. 
Using the method of §7.1 to rewrite the wj in terms of real variables u, θj,
as in Theorem 7.2 and Proposition 7.3 we get
Theorem 8.4 In the situation of Theorem 8.2 the functions w1, w2, w3 may be
written wj = e
iθj
√
aju+ 1, for u, θ1, θ2, θ3 : R→ R. Define
Q(u) = (a1u+ 1)(a2u+ 1)(a3u+ 1),
θ = θ1 + θ2 + θ3 and ψ = a1θ1 + a2θ2 + a2θ3.
Then Q(u)1/2 sin θ ≡ A for some A ∈ R, and u, θj , θ and ψ satisfy(du
dt
)2
= 4
(
Q(u)−A2), dθj
dt
= − ajA
aju+ 1
,
dθ
dt
= −A
3∑
j=1
aj
aju+ 1
,
dψ
dt
= −A
3∑
j=1
a2j
aju+ 1
.
(42)
The phase i special Lagrangian 3-fold N of (40) may also be written
N =
{(
reiα1
√
a1u(t) + 1, . . . , re
iα3
√
a3u(t) + 1
)
: r > 0, t ∈ R
αj ∈ R, α1 + α2 + α3 = θ(t), a1α1 + a2α2 + a3α3 = ψ(t)
}
.
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Our next theorem follows from the case m = 3 of Theorem 7.15.
Theorem 8.5 Let b1, b2, b3 be distinct integers with highest common factor 1
and b1 + b2 + b3 = 0, and define a subgroup G ∼= U(1) of SU(3) to be the set of
transformations
(z1, z2, z3) 7→ (eib1sz1, eib2sz2, eib3sz3)
for s ∈ R. Then there exists a countably infinite family of distinct, closed,
embedded special Lagrangian cones N in C3 with Sym0(N) = G, each of which
is topologically a cone on T 2, and has just one singular point at 0.
Here we have tidied the theorem up by defining the group G using b1, b2, b3
instead of a1, a2, a3, and requiring the bj to be integers rather than the aj . The
condition that G should not be conjugate in SU(3) to the group (31) turns out
to be that b1, b2, b3 are distinct.
The sense in which the cones are distinct was explained after Theorem 7.15.
Two sets of integers b1, b2, b3 and b
′
1, b
′
2, b
′
3 produce isomorphic families of SL
cones in C3 if and only if the corresponding groups G,G′ are conjugate in
SU(3). This happens if and only if b′j = bσ(j) for j = 1, 2, 3 or b
′
j = −bσ(j) for
j = 1, 2, 3, for some σ ∈ S3.
8.1 The Jacobi elliptic functions
We now give a brief introduction to the Jacobi elliptic functions, which we will
use in §8.2 to solve (42) explicitly. The following material can be found in
Chandrasekharan [3, Ch. VII]. For each k ∈ [0, 1], the Jacobi elliptic functions
sn(t, k), cn(t, k), dn(t, k) with modulus k are the unique solutions to the o.d.e.s
(
d
dtsn(t, k)
)2
=
(
1− sn2(t, k))(1− k2sn2(t, k)), (43)(
d
dtcn(t, k)
)2
=
(
1− cn2(t, k))(1− k2 + k2cn2(t, k)), (44)(
d
dtdn(t, k)
)2
= −(1− dn2(t, k))(1− k2 − dn2(t, k)), (45)
with initial conditions
sn(0, k) = 0, cn(0, k) = 1, dn(0, k) = 1,
d
dt sn(0, k) = 1,
d
dtcn(0, k) = 0,
d
dtdn(0, k) = 0.
(46)
They satisfy the identities
sn2(t, k) + cn2(t, k) = 1 and k2sn2(t, k) + dn2(t, k) = 1, (47)
and the differential equations
d
dtsn(t, k) = cn(t, k)dn(t, k),
d
dtcn(t, k) = −sn(t, k)dn(t, k)
and ddtdn(t, k) = −k2sn(t, k)cn(t, k).
(48)
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When k = 0 or 1 they reduce to trigonometric functions:
sn(t, 0) = sin t, cn(t, 0) = cos t, dn(t, 0) = 1,
sn(t, 1) = tanh t, cn(t, 1) = dn(t, 1) = sech t.
(49)
For k ∈ [0, 1) the Jacobi elliptic functions are periodic in t, with sn(t, k) and
cn(t, k) of period 4K(k) and dn(t, k) of period 2K(k), where
K(k) =
∫ π/2
0
dx√
1− k2 sin2 x
. (50)
8.2 Explicit solution using Jacobi elliptic functions
Following Haskins [7, §4], we shall solve (42) fairly explicitly. The answer de-
pends on the order of a1, a2, a3 and 0. For simplicity, we shall suppose that
a2 6 a1 < 0 < a3. The solutions for the other possible orders may be obtained
by permutations of 1,2,3 and sign changes, in an obvious way.
Now Q(u)−A2 has three real roots γ1, γ2, γ3, which may be ordered so that
γ1 > γ2 > 0 > γ3. Then Q(u) −A2 = a1a2a3(u − γ1)(u − γ2)(u − γ3), and the
first equation of (42) becomes(du
dt
)2
= 4a1a2a3(u − γ1)(u− γ2)(u− γ3).
As in [7, Prop. 4.2] the solutions are u(t) = γ3 + (γ2 − γ3)sn2(at + c, b), where
a2 = a1a2a3(γ1 − γ3), b2 = (γ2 − γ3)/(γ1 − γ3), c ∈ R, and sn( , ) is the Jacobi
sn-noidal function. This can easily be verified using (43).
Substituting into the other three equations of (42) gives explicit expressions
for
dθj
dt ,
dθ
dt and
dψ
dt , so we obtain θj , θ and ψ by integration. We have proved:
Proposition 8.6 Under the assumptions above, the solutions of (42) are
u(t) = γ3 + (γ2 − γ3)sn2(at+ c, b) and (51)
θj(t) = θj(0)−A
∫ t
0
dt
γ3 +
1
aj
+ (γ2 − γ3)sn2(at+ c, b)
, (52)
where a2 = a1a2a3(γ1 − γ3), b2 = (γ2 − γ3)/(γ1 − γ3) and c ∈ R.
When A = 0 we can write w1, w2, w3 explicitly in terms of sn, cn and dn.
By (52) we may take θj ≡ 0, so that w1, w2, w3 are real. The roots γ1, γ2, γ3
of Q(u) − A2 are −1/a1,−1/a2,−1/a3, and the orders a2 6 a1 < 0 < a3 and
γ1 > γ2 > 0 > γ3 imply that γj = −1/aj. Thus, combining (35) with (51) gives
explicit expressions for w2j , which by (47) and the definition of b
2 above reduce
to
w21 =
a3−a1
a3
dn2(at, b), w22 =
a3−a2
a3
cn2(at, b), w23 =
a2−a3
a2
sn2(at, b),
putting c = 0 for simplicity. Hence, from Theorem 8.2 we deduce:
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Theorem 8.7 Let b1, b2, b3 ∈ Z satisfy b2 > b3 > 0 > b1 and b1 + b2 + b3 = 0.
Define a1, a2, a3 by (37), and a > 0 and b ∈ (0, 1) by
a2 = a2(a1 − a3) and b2 = a1(a2 − a3)
a2(a1 − a3) . (53)
Define a subset N of C3 by
N =
{(
reib1s
(
a3−a1
a3
)1/2
dn(at, b), reib2s
(
a3−a2
a3
)1/2
cn(at, b),
reib3s
(
a2−a3
a2
)1/2
sn(at, b)
)
: r > 0, s, t ∈ R
}
.
(54)
Then N is a special Lagrangian cone on T 2 in C3 with phase i. Furthermore,
(s, t) are conformal coordinates on N ∩ S5.
Here the expressions for a2 and b2 come from Proposition 8.6 by putting γj =
−1/aj, and b2 > b3 > 0 > b1 is equivalent to the condition a2 6 a1 < 0 < a3
above. The additional assumption b3 > 0 ensures that b ∈ (0, 1), as b = 1 if and
only if b3 = 0. We have taken b1, b2, b3 ∈ Z to make the s coordinate periodic,
with period 2π. We know from §8.1 that sn(at, b), cn(at, b) and dn(at, b) are
periodic in t, as b ∈ (0, 1). Thus N is indeed a cone on T 2.
8.3 Relation with harmonic tori in CP2 and S5
In Proposition 8.3 we showed that each of the SL 3-folds N in C3 constructed in
Theorem 8.2 is the cone on the image of a conformal harmonic map Φ : R2 → S5
defined by (41). Then in §8.2 we showed that the functions w1, w2, w3 in (41)
may be written explicitly in terms of the Jacobi elliptic functions.
Thus we have constructed a family of explicit conformal harmonic maps Φ :
R2 → S5. Furthermore, as N is Lagrangian, one can show that if π : S5 → CP2
is the Hopf projection then π ◦Φ is conformal and harmonic, so we also have a
family of explicit conformal harmonic maps Ψ : R2 → CP2.
Now harmonic maps from Riemann surfaces into spheres and projective
spaces are an integrable system, and have been intensively studied in the in-
tegrable systems literature. For an introduction to the subject, see Fordy and
Wood [4], in particular the articles by Bolton and Woodward [4, p. 59–82],
McIntosh [4, p. 205–220] and Burstall and Pedit [4, p. 221–272].
Therefore our examples can be analyzed from the integrable systems point
of view. We postpone this analysis to the sequel [13]. In [13, §5] we shall realize
the SL 3-folds of Theorem 8.2 as special cases of a more general construction of
special Lagrangian cones in C3, which involves two commuting o.d.e.s. Generic
cones arising from this construction have only discrete symmetry groups.
Then in [13, §6] we work through the integrable systems framework for the
corresponding family of harmonic maps Ψ : R2 → CP2, showing that they
are generically superconformal of finite type, and determining their harmonic
sequences, Toda solutions, algebras of polynomial Killing fields, and spectral
curves. From the integrable systems point of view, Theorem 8.5 is interesting
because it constructs a large family of superconformal harmonic tori in CP2.
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9 Construction by ‘perpendicular symmetries’
Now we explain a new construction of special Lagrangian submanifolds in Cm
beginning with a special Lagrangian m-fold L with ‘perpendicular symmetries’,
that is, vector fields in su(m)⋉Cm which are perpendicular to L at every point.
Theorem 9.1 Let G be a k-dimensional abelian Lie subgroup of SU(m)⋉Cm
with Lie algebra g, acting on Cm with moment map µ, and let φ : g→ C∞(TCm)
be the corresponding action of g on Cm by vector fields. Suppose L is an SL
submanifold of Cm, such that φ(x) is normal to L at L for every x in g. For
each c ∈ g∗, define Nc = G ·
(
L ∩ µ−1(c)). Then Nc is special Lagrangian in
Cm, with phase 1 if k is even, and phase i if k is odd.
Proof. We shall show that for each nonsingular point z in Nc, the tangent plane
TzNc is special Lagrangian. But as Nc is G-invariant and G ⊂ SU(m)⋉Cm, it is
enough to verify this for one point in each orbit of G in Nc. Thus we can restrict
our attention to z ∈ L ∩ µ−1(c). Then the condition for z to be a nonsingular
point of Nc is that z is a nonsingular point of L, and the vector fields φ(g) are
linearly independent at z.
Suppose these conditions hold. Choose a basis x1, . . . , xk of g such that
φ(x1)z , . . . , φ(xk)z are orthonormal, which is possible by linear independence of
φ(g) at z. Now φ(xj)z is normal to TzL, which is a special Lagrangian plane
in Cm. Therefore I
(
φ(xj)z
)
lies in TzL, where I is the complex structure on
Cm. Hence I
(
φ(x1)z
)
, . . . , I
(
φ(xk)z
)
are orthonormal in TzL. Extend them to
an orthonormal basis of TzL with vectors v1, . . . , vm−k, so that
TzL =
〈
I
(
φ(x1)z
)
, . . . , I
(
φ(xk)z
)
, v1, . . . , vm−k
〉
. (55)
Now the level sets of the moment map µ of G are orthogonal to I
(
φ(xj)z
)
for
all j. Hence Tz
(
L∩ µ−1(c)) is the subspace of TzL orthogonal to I(φ(xj)z) for
j = 1, . . . , k. Thus Tz
(
L∩µ−1(c)) = 〈v1, . . . , vm−k〉. But Nc = G·(L∩µ−1(c)),
and so TzNc is the span of Tz
(
L ∩ µ−1(c)) and φ(g)z . Hence
TzNc =
〈
φ(x1)z, . . . , φ(xk)z , v1, . . . , vm−k
〉
. (56)
Comparing (55) and (56) and remembering that the bases are orthonormal,
we see that in effect we have orthogonal direct sums TzL = R
k ⊕ Rm−k and
TzNc = I(R
k)⊕ Rm−k. It is easy to see that as TzL is an SL plane with phase
1, this implies that TzNc is an SL plane with phase i
k or −ik, depending on the
orientation chosen for Nc. Thus, if k is even then Nc is special Lagrangian with
phase 1, and if k is odd then Nc is special Lagrangian with phase i, with the
appropriate orientation. 
The assumption that G is abelian was not actually used in the proof; but
it is implied by the hypotheses, which is why we put it in. In the situation
of the theorem, suppose g is not abelian, and let x, y ∈ g. Then I(φ(x)),
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I(φ(y)) are vector fields on Cm tangent to L at L. Hence the Lie bracket[
I(φ(x)), I(φ(y))
]
is also tangent to L at L. But φ(x), φ(y) are holomorphic,
and so
[
I(φ(x)), I(φ(y))
]
= −[φ(x), φ(y)] = −φ([x, y]).
Therefore φ
(
[x, y]
)
is tangent to L, but it is also perpendicular to L. So
φ
(
[x, y]
)
= 0 on L. This forces φ
(
[x, y]
)
= 0 on Cm, since otherwise L lies in
some affine Cm
′ ⊂ Cm for m′ < m, which contradicts L being Lagrangian. If
φ is effective then we have shown that [x, y] = 0 for all x, y ∈ g, so that g is
abelian, and thus G is abelian as it is connected.
We now characterize the possibilities for G and L in Theorem 9.1.
Theorem 9.2 Let G be a connected abelian Lie subgroup of SU(m)⋉Cm acting
on the affine space Cm, let g be the Lie algebra of G, and let φ : g→ C∞(TCm)
be the corresponding action of g on Cm by vector fields.
Then there exists an SL submanifold L of Cm such that φ(x) is normal to
L at L for every x in g, if and only if the following conditions hold:
(i) There exists a G-invariant affine isomorphism Cm ∼= Ca1 × · · · × Can+2 ;
(ii) L is a subset of the product manifold L1×L2× · · · ×Ln+2, where Lj is a
special Lagrangian submanifold of Caj ;
(iii) For j = 1, . . . , n, Lj is a cone in C
aj , and each γ ∈ G acts on Caj by
multiplication by eiθj ;
(iv) Ln+1 = R
an+1 in Can+1, and G acts on Can+1 by translations in the
direction of I(Ran+1); and
(v) G acts trivially on Can+2 .
Proof. For simplicity, we first suppose that G lies in the subgroup SU(m) of
SU(m)⋉Cm, and treat Cm as a vector space rather than an affine space. Then
g is an abelian Lie subalgebra of su(m), which we may regard as a vector space of
commuting matrices. By standard results in linear algebra, we may decompose
the complex vector space Cm into a direct sum of eigenspaces of the action of g.
Actually, one usually considers the eigenspaces of a single matrix, rather than
of a vector space of commuting matrices. But the eigenspace decomposition of
Cm under a generic element of g is the same as its decomposition under g, so
the two points of view are equivalent.
Let us write the eigenspace decomposition as
Cm = Ca1 ⊕ · · · ⊕ Can ⊕ V, (57)
where Ca1 , . . . ,Can are nonzero eigenspaces of g in Cm with distinct, nonzero
eigenvalues in ig∗, and V is the zero eigenspace of g. The decomposition (57)
is unique up to the order of the subspaces Ca1 , . . . ,Can , and is orthogonal
as g ⊂ u(m).
Each x ∈ g acts on Caj by multiplication by iθj for some θj ∈ R, and is
zero on V . Now G is connected and abelian, so G ∼= Rk, and exp : g → G is
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surjective. Hence we can write each γ ∈ G as exp(x) for x ∈ g, and so γ acts
on Caj by multiplication by eiθj , and as the identity on V . Putting an+1 = 0
and Can+2 = V , we have shown that (57) satisfies (i), (v) and the second part
of (iii).
Now consider the general case with G ⊂ SU(m)⋉Cm. By projecting G from
SU(m)⋉Cm to SU(m) we can reduce to the previous case, and decompose Cm
into eigenspaces. However, we now have to allow for g to act by translations in
each factor, as well as by su(m) rotations.
Since the su(m) part of g acts on Ca1 , . . . ,Can with nonzero eigenvalue,
and g is abelian, by moving the origin in Caj we can eliminate the translation
part, so that G acts on Caj by multiplication by eiθj for j = 1, . . . , n, as
in (iii). Moving the origin is allowed, as we seek only an affine isomorphism
Cm ∼= Ca1 × · · · × Can+2 , rather than a vector space isomorphism.
However, moving the origin in V in (57) has no effect on the V translation-
component of the action of g, because this is the zero eigenspace of the su(m)
part of g. So we cannot eliminate translations in the V directions by choosing the
origin appropriately. Instead, define Can+1 to be the complex vector subspace
of V generated by the V translation-components of g, and let Can+2 be the
orthogonal complement to Can+1 in V .
Then we have an affine isomorphism Cm ∼= Ca1 × · · · × Can+2 such that
each γ ∈ G acts on Caj by multiplication by eiθj for j = 1, . . . , n, G acts by
translations on Can+1 , and G acts trivially on Can+2 , so that (i), (v) and parts
of (iii) and (iv) are satisfied.
Now we have put the G-action in a standard form, we prove the ‘only if’ part
of the theorem. Suppose L is special Lagrangian in Cm, and φ(x) is normal to
L at L for every x in g. The key idea we shall use is that for each x in g, as φ(x)
is normal to L and L is Lagrangian, the vector field I
(
φ(x)
)
is tangent to L at
L. By exponentiating I
(
φ(x)
)
we get a 1-parameter family of diffeomorphisms
of Cm, which locally preserve L. That is, for each z in the interior of L, there
exists ǫ > 0 such that exp
(
t I(φ(x))
)
z ∈ L for t ∈ (−ǫ, ǫ).
As g is abelian and the vector fields φ(g) are holomorphic, we see that
exp
(
I(φ(x))
) ◦ exp(I(φ(y))) = exp(I(φ(x + y)))
for all x, y ∈ g. Thus the exp(I(φ(x))) form an abelian Lie group exp(I(φ(g)))
of diffeomorphisms of Cm, isomorphic to Rk. We use this to extend L to a
globally invariant submanifold L′. Define
L′ =
⋃
x∈g
exp
(
I(φ(x))
)
(L).
Then it is not difficult to show that L′ is a special Lagrangian submanifold of
Cm containing L, invariant under exp
(
I(φ(g))
)
.
One way to prove this is to use real analyticity, and the results of §3. Each
connected component L′i of the interior of L
′ contains a connected component
Li of the interior of L. As Li is real analytic and L
′
i is the orbit of Li under a
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Lie group, L′i is also real analytic. So as the special Lagrangian condition holds
on a nonempty open subset Li of L
′
i, it holds on all of L
′
i.
As L′ is Lagrangian we have ω|L′ ≡ 0. But exp
(
I(φ(x))
)
(L′) = L′ for x ∈ g.
Hence
exp
(
I(φ(x))
)∗
(ω)
∣∣
L′
≡ 0 for all x ∈ g. (58)
Write ω =
∑n+2
j=1 ω
j , where ωj is the projection of ω to Caj . Let x ∈ g act on
Caj by multiplication by iθj for j = 1, . . . , n. Then
exp
(
I(φ(x))
)∗
(ω) = e−2θ1ω1 + · · ·+ e−2θnωn + ωn+1 + ωn+2. (59)
Combining (58) and (59) for all x ∈ g, and remembering that the eigenvalues
of g on Ca1 , . . . ,Can are distinct and nonzero, we see that
ωj |L′ ≡ 0 for j = 1, . . . , n, and ωn+1|L′ + ωn+2|L′ ≡ 0.
By considering the tangent spaces of L′ we find that L′ admits a local product
structure, and deduce that L′ ⊆ L1 × · · · × Ln × N , where Lj is a Lagrangian
submanifold of Caj for j = 1, . . . , n, and N is Lagrangian in Can+1 × Can+2 .
Let the Lj and N be as small as possible such that L
′ ⊆ L1× · · · ×Ln×N .
This defines the Lj and N uniquely. As L
′ is special Lagrangian, it follows
that L1, . . . , Ln and N are actually special Lagrangian in C
a1 , . . . ,Can and
Can+1 ×Can+2 with some phases; we can fix the phases to be 1 by choosing the
holomorphic volume forms on Caj appropriately.
Since L1, . . . , Ln and N are defined uniquely using L
′, which is invari-
ant under exp
(
I(φ(g))
)
, the L1, . . . , Ln and N must also be invariant under
exp
(
I(φ(g))
)
. But exp
(
I(φ(x))
)
multiplies by e−θj in Caj for some θj ∈ R for
j = 1, . . . , n, and θj can take any value in R as x varies. Therefore Lj is invari-
ant under all dilations of Caj for j = 1, . . . , n, and is a cone by Definition 6.2.
This proves part (iii) of the theorem.
Similarly, N is invariant under the action of exp
(
I(φ(g))
)
on Can+1 ×Can+2.
Let O be an orbit of a point in N under exp(I(φ(g))). Now exp(I(φ(g))) acts
by translations on Can+1, and trivially on Can+2 . Thus O = Rl×{z}, where Rl
is an affine subspace of Can+1 and z ∈ Can+2 .
By definition these translations on Can+1 generate Can+1 over C, which forces
l > an+1. However, O ⊆ N and N is Lagrangian, so that ω|O ≡ 0. Therefore
l = an+1, and R
l is a Lagrangian plane in Can+1 . By choosing the phase of the
holomorphic volume form on Can+1 appropriately, we can assume that Rl is an
SL plane.
Thus N is fibred by orbits O of the form Ran+1 × {z}, where Ran+1 is an
SL plane in Can+1 and z ∈ Can+2 . It easily follows that N = Ln+1 × Ln+2,
where Ln+1 = R
an+1 in Can+1 , and Ln+2 is an SL submanifold of C
an+2 . As
exp
(
I(φ(g))
)
acts on Can+1 by translations in the direction of Ran+1, it follows
that G = exp
(
φ(g)
)
acts on Can+1 by translations in the direction of I(Ran+1).
This proves the ‘only if’ part of Theorem 9.2. But the ‘if’ part follows very
easily, given the discussion above, so the proof is complete. 
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The theorem tells us that to apply Theorem 9.1, we need examples of SL
cones Lj in C
aj . Now the most obvious SL cone in Caj is Raj . If we take
Lj = R
aj for all j then L′ is just Rm in Cm, and we easily prove:
Proposition 9.3 Let 2 6 n 6 m, and let U(1)n−1 × Rm−n act on Cm by
(eiθ1 , . . . , eiθn−1 , xn+1, . . . , xm) : (z1, . . . , zm) 7−→(
eiθ1z1, . . . , e
iθn−1zn−1, e−i(θ1+···+θn−1)zn, zn+1 + ixn+1, . . . , zm + ixm
)
,
for θ1, . . . , θn−1 ∈ [0, 2π) and xn+1, . . . , xm ∈ R. Let G be any connected Lie
subgroup of U(1)n−1 ×Rm−n, and L be Rm in Cm. Then Theorem 9.1 applies
to G and L, and constructs a family of G-invariant SL submanifolds Nc in C
m
with phase 1 or i, depending on c ∈ g∗.
This gives many families of SL submanifolds in Cm, which can be written
down very explicitly. Here is an example with G = U(1).
Example 9.4 Let a1, . . . , am be integers with hcf(a1, . . . , am) = 1 and a1 +
· · ·+ am = 0, and let G be U(1) acting on Cm by
eiθ : (z1, . . . , zm) 7→
(
eia1θz1, . . . , e
iamθzm
)
.
Then G lies in SU(m). The moment map of this G-action is
µ : (z1, . . . , zm) 7→ a1|z1|2 + · · ·+ am|zm|2.
Take L to be Rm in Cm, and apply Proposition 9.3 and Theorem 9.1. We find
that for each c ∈ R, the subset Na1,... ,amc in Cm given by
Na1,... ,amc =
{(
eia1θx1, . . . , e
iamθxm
)
: θ ∈ [0, 2π),
x1, . . . , xm ∈ R, a1x21 + · · ·+ amx2m = c
}
is an SL m-fold with phase i. Define
Ha1,... ,amc =
{
(x1, . . . , xm) : xj ∈ R, a1x21 + · · ·+ amx2m = c
}
.
Then Na1,... ,amc is the image of S1 ×Ha1,... ,amc under the map
Φ :
(
eiθ, (x1, . . . , xm)
) 7→ (eia1θx1, . . . , eiamθxm).
When c 6= 0 this is an immersion, so that Na1,... ,amc is a nonsingular immersed
m-submanifold. Also Na1,... ,am0 is a cone with an isolated singular point at 0,
and is otherwise nonsingular as an immersed submanifold.
However, Φ is generally not injective. Generically Φ is 2:1, since
Φ
(
eiθ, (x1, . . . , xm)
)
= Φ
(−eiθ, ((−1)a1x1, . . . , (−1)amxm)). (60)
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Thus we may regard Na1,... ,amc as an immersion of (S1 ×Ha1,... ,amc )/Z2 in Cm.
When two or more of the xj vanish Φ may become 2k : 1 for k > 1, and then
Na1,... ,amc is singular as an embedded submanifold.
Here is some more detail on the topology of this example when m = 3.
Example 9.5 Let a1, a2 be positive, coprime integers and a3 = −a1 − a2, let
c ∈ R, and let Na1,a2,a3c and other notation be as in Example 9.4. Then if c > 0
then Φ is 2:1 everywhere, and Na1,a2,a3c is an embedded 3-fold diffeomorphic to
(T 2×R)/Z2, where Z2 acts freely on T 2×R. If a3 is even then Z2 acts trivially
on R, and Na1,a2,a3c is diffeomorphic to T
2 × R. If a3 is odd, then Na1,a2,a3c is
the total space of a nontrivial real line bundle over the Klein bottle, and has
only one end modelled on T 2 × (0,∞).
When c = 0, there are two cases: if a3 is even then N
a1,a2,a3
0 is the union of
two opposite, embedded T 2-cones, meeting at 0, and if a3 is odd then N
a1,a2,a3
0
is just one embedded T 2-cone. The difference is that Ha1,a2,a30 \ {0} separates
into two cones with x3 > 0 and x3 < 0, and whether a3 is even or odd determines
whether the identity (60) fixes these cones or swaps them.
When c < 0, if a3 is even then N
a1,a2,a3
c is the union of two immersed copies
of S1 × R2, and if a3 is odd then Na1,a2,a3c is just one immersed S1 ×R2. Note
also that Φ maps −2a3 points of the form
(
eiθ, (0, 0, x3)
)
to one point in C3, so
Na1,a2,a3c is singular as an embedded submanifold along an S1 in C3.
It can be shown that N1,1,−2c is isomorphic to Lc/2,c/2,0 of Example 5.1 under
a change of coordinates, and has a T 2 symmetry group. But in general Na1,a2,a3c
is a new example, not of cohomogeneity one for c 6= 0.
Here is another example in C3.
Example 9.6 Let G be R, acting on C3 by
t : (z1, z2, z3) 7→
(
eitz1, e
−itz2, z3 + it
)
.
Then G lies in SU(3). The moment map of this G-action is
µ : (z1, z2, z3) 7→ |z1|2 − |z2|2 + 2Re z3.
Applying Proposition 9.3 and Theorem 9.1 with c = 0 shows that
N =
{(
eitx1, e
−itx2, x3 + it
)
: t, x1, x2, x3 ∈ R, x21 − x22 + 2x3 = 0
}
is an SL 3-fold in C3 with phase i, which is nonsingular and diffeomorphic to
R3. One can picture N as being a bit like a helicoid in R3.
In our last example we construct a family of SL 4-folds Nc in C
4 out of an
SL cone L1 in C
3, using the ideas of Theorems 9.1 and 9.2.
Example 9.7 Let G be U(1) acting on C4 by
eiθ : (z1, . . . , z4) 7→
(
eiθz1, e
iθz2, e
iθz3, e
−3iθz4
)
.
42
Then G ⊂ SU(4), and has moment map
µ : (z1, . . . , z4) 7→ |z1|2 + |z2|2 + |z3|2 − 3|z4|2.
Let L1 be an SL cone in C
3. Then applying Theorems 9.1 and 9.2 to G and
L = L1 × R in C3 × C, we find that for each c ∈ R,
Nc =
{(
eiθx1, e
iθx2, e
iθx3, e
−3iθx4
)
: θ ∈ [0, 2π),
(x1, x2, x3) ∈ L1, x4 ∈ R, |x1|2 + |x2|2 + |x3|2 − 3x24 = c
}
is an SL 4-fold in C4 with phase i.
Now let L1 be a cone on a compact Riemann surface Σ, with an isolated
singular point at 0, and suppose for simplicity that L1 ∩ e2πi/3L1 = {0}. Then
for c > 0 we find that Nc is a nonsingular, embedded SL 4-fold diffeomorphic
to Σ×S1 ×R. Similarly, N0 is a cone on 2 Σ× S1 with an isolated singularity
at 0, and if c < 0 then Nc is singular on an S1 in C4.
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