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Abstract
This work is concerned with the approximate controllability of a nonlinear fractional
impulsive evolution system under the assumption that the corresponding linear
system is approximate controllable. Using the fractional calculus, the Krasnoselskii
ﬁxed point theorem, and the technique of controllability theory, some new suﬃcient
conditions for approximate controllability of fractional impulsive evolution equations
are obtained. The results in this paper are generalizations and continuations of the
recent results on this issue. At the end, an example is given to illustrate the
eﬀectiveness of the main results.
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1 Introduction
In recent years, fractional diﬀerential systems have provided us with an excellent tool in
electrochemistry, physics, porous media, control theory, engineering, etc., due to the de-
scriptions of memory and hereditary properties of various materials and processes. The
research as regards the fractional systems has received more and more attention very re-
cently.





cDqt x(t) = –Ax(t) + f (t,x(t),Gx(t)) + Bu(t), t ∈ J := [,T], t = tk ,
x(tk) = Ik(x(t–k )), k = , , . . . ,n,
x() = x + h(x),
(.)
where cDqt is the Caputo fractional derivative of order  < q < , the state variable x takes
values in a Hilbert space X, x(tk) := x(t+k ) – x(t–k ) represents the jump in the state x at
time tk , x(t+k ) and x(t–k ) denote, respectively, the right and left limits of x(t) at t = tk with
 < t < t < · · · < tn < T and x(t–k ) = x(tk), and Ik : Xα → Xα is the jump operator. –A is
the inﬁnitesimal generator of an analytic semigroup {S(t), t ≥ } of a bounded operator on
the Hilbert space X, the control function u is given in L([,T],U), U is a Hilbert space,
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B :U → Xα is a bounded linear operator, f : J ×Xα ×Xα → X, h : PC([,T],Xα)→ Xα are





is a Volterra integral operator with integral kernel K ∈ C(, [, +∞)),  = {(t, s) :  ≤ s ≤
t ≤ T}.
Controllability is one of the important concepts both in mathematics and in control
theory. Generally speaking, controllability enables one to steer the control system from
an arbitrary initial state to an arbitrary ﬁnal state using the set of admissible controls.
The controllability problem is a mathematical description of many physical systems such
as ﬂuid mechanic systems, quantum systems, and so forth. Controllability of determin-
istic and stochastic dynamical control systems is well developed by using diﬀerent kinds
of methods which can be found in [–]. But the question is that the concept of exact
controllability is usually too strong if we consider the problem in the inﬁnite dimensional
spaces. Therefore, approximate controllability, the weaker concept of controllability, has
gained much attention recently, which steers the system to an arbitrary small neighbor-
hood of a ﬁnal state (see, for example, [–]). Mahmudov and Zorlu [] researched the
approximate controllability of fractional evolution equations involving the Caputo frac-
tional derivative, the suﬃcient conditions are established under the assumption that the
corresponding linear system is approximate controllable, by using the theory of fractional
calculus and semigroup and the Schauder ﬁxed point theorem. Ganesh et al. [] derived
a set of suﬃcient conditions for the approximate controllability of a class of fractional
integro-diﬀerential evolution equations.
A strong motivation for investigating the fractional evolution equation comes from the
fact that it provides an excellent tool for the modeling of various phenomena in many
ﬁelds of physics, engineering, economics, etc. The existence and uniqueness of the frac-
tional evolution equation have been studied by several authors (see [–] and refer-
ences therein) with the help of various ﬁxed point theorem and operator theory. Zhou
and Jiao [, ] discussed the fractional evolution equations and deﬁned the mild solu-
tion bymeans of the probability density function, which has been developed byWang et al.
[]. On the other hand, there are signiﬁcant developments in the theory of impulses espe-
cially in the area of impulsive diﬀerential equations with ﬁxed moments, which provide a
natural description of observed evolution processes, regarding these as an important tool
for better understanding several real-world phenomena in applied sciences. Very recently,
we [] considered the fractional impulsive diﬀerential equations with delay, and the reso-
nance case in []. For more details as regards impulsive diﬀerential equations, the reader
can refer to the monograph of Lakshmikantham et al. [] and [, –].
However, there are limitedworks considering the approximate controllability of the frac-
tional impulsive evolution system with nonlocal conditions [, ]. So, in this work, the
main objective is to provide the suﬃcient conditions for the approximate controllability
of the control system (.). The nonlocal boundary condition, initiated by Byszewski [],
is studied in [, ]. It is claimed there that it may be used in some physical problems
successfully. The technique we use is the Krasnoselskii ﬁxed point theorem and the semi-
group theory. More precisely, by using the constructive control function, we transfer the
approximate controllability problem for control system (.) into the ﬁxed point problem
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for operator . Furthermore, the results on the approximate controllability of fractional
control systems are derived.
The outline of this paper is as follows. In Section , we recall some essential results on
the fractional powers of the generator of a compact analytic semigroup and introduce the
mild solution for the system (.). In Section , we study the existence of a mild solution
for the system (.) under the feedback control u(x) deﬁned in (.). We show that the
control system (.) is approximately controllable on [,T] provided that the correspond-
ing linear system is approximate controllable. Finally, an example is given to illustrate the
eﬀectiveness of the main results.
2 Backgroundmaterials and preliminaries
We assume that X is a Hilbert space with the norm ‖ · ‖ = √〈·, ·〉. Throughout this paper,
we assume that –A : D(A) ⊂ X → X is the inﬁnitesimal generator of a compact analytic
semigroup {S(t), t ≥ } of uniformly bounded linear operators in X, i.e., there existsM > 
such that ‖S(t)‖ ≤ M for t ≥  (see [, ]). We assume without loss of generality that






which shows that A–α is an injective continuous endomorphism of X. Therefore, we can
deﬁne Aα = (A–α)–, it is a closed bijective linear operator in X.
Denote Xα by the Hilbert space D(Aα) equipped with the norm ‖x‖α = ‖Aαx‖ for x ∈
D(Aα), which is equivalent to the graph norm of Aα . Moreover, the fractional power Aα
has the following basic properties.
Lemma . ([]) Aα and S(t) have the following properties:
() S(t) : X → Xα for each t >  and α ≥ .
() AαS(t)x = S(t)Aαx for each x ∈D(Aα) and t ≥ .





() A–α is bounded linear operator for ≤ α ≤ , there exists Cα >  such that
‖A–α‖ ≤ Cα .
Next, we present some basic knowledge and deﬁnitions as regards fractional calculus
theory, which can be found in the monographs of Podlubny [], Miller and Ross [],
and Kilbas et al. [].
Deﬁnition . The fractional integral of order α >  with the lower limit  for a function





(α) y(s)ds, t > ,α > ,
provided the right-hand side is pointwise deﬁned on [,∞), where  is the gamma func-
tion.
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Deﬁnition . The Caputo fractional derivative of order α >  with the lower limit  for







(t – s)n–α–y(n)(s)ds = In–αy(n), t > ,≤ n –  < α < n.
Remark .
() The Caputo derivative of a constant is equal to zero.
() If y is an abstract function with values in X , then the integrals that appear in
Deﬁnitions . and . are taken in the Bochner sense.
According to Deﬁnitions . and ., it is suitable to rewrite the problem (.) in the
following equivalent integral equation:























, t ∈ [,T], (.)




















































































provided the integrals above exist, where E is the identity operator deﬁned on X.






(–)n–θ–qn–(nq + )n! sin(nπq), θ ∈ (,∞),
whose Laplace transform is given by
∫ ∞

e–λθωq(θ )dθ = e–λ
q , q ∈ (, ). (.)
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where ξq(θ ) = qθ
–– q ωq(θ–

q ) is the probability density function on (,∞), that is, ξq(θ )≥ 
and
∫ ∞
 ξq(θ )dθ = .

















We introduce the space PC(J ,Xα) formed by all piecewise continuous functions x : J → Xα
such that x(·) is continuous at t = tk , x(t–k ) = x(tk) and x(t+k ) exist, for k = , . . . ,n. It is clear
that PC(J ,Xα) endowed with the norm ‖x‖α = supt∈[,T] ‖x(t)‖α is a Banach space. Then a
mild solution of system (.) can be deﬁned as follows.
Deﬁnition . A solution x ∈ PC(J ,Xα) is said to be a mild of (.) if for any u ∈

























We now state the following lemmas which will be used in the sequel.
Lemma . ([]) The operators U and V have the following properties:
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(i) For any ﬁxed t ≥  and x ∈ Xα , we ﬁnd that the operators U(t) and V (t) are linear














(ii) The operators U(t) and V (t) are strongly continuous for all t ≥ .
(iii) U(t) and V (t) are compact operators in X for all t > .
(iv) For every t > , the restriction of U(t) to Xα and the restriction of V (t) to Xα are
compact operators in Xα .




∥ ≤ Cαt–αq‖x‖, where Cα := Mαq( – α)
( + q( – α)) .
Lemma . (Krasnoselskii ﬁxed point theorem [, ]) Let M be a closed, convex, and
nonempty subset of a Banach space X. Let A, B be the operators such that
(i) Ax + By ∈M, wherever x, y ∈M;
(ii) A is completely continuous;
(iii) B is a contraction mapping.
Then there exists z ∈M such that z = Az + Bz.
3 Main results
Let x(T ;x,u) be the state value of (.) at terminal time T corresponding to the control u
and the initial value x. Introduce the setR(T ,x) = {x(T ;x,u) : u ∈ L([,T],U)}, which
is called the reachable set of system (.) at terminal time T , its closure in Xα is denoted
byR(T ,x).
Deﬁnition . ([]) The system (.) is said to be approximately controllable on [,T] if
R(T ,x) = Xα , that is, given an arbitrary  >  it is possible to steer from the point x to
within a distance  from all points in the state space Xα at time T .
In order to study the approximate controllability for the fractional control system (.),
we introduce the following linear fractional diﬀerential system:
{
cDqt x(t) = –Ax(t) + Bu(t), t ∈ J := [,T],
x() = x.
(.)
The approximate controllability for linear fractional system (.) is a natural generalization
of approximate controllability of a linear ﬁrst order control system []. Deﬁnite the oper-
ator LT :=
∫ T
 (T – s)q–V (T – s)Bu(s)ds : L([,T],U) → PC([,T],Xα). Let us introduce












)– : Xα → Xα ,  > , (.)
respectively, whereB∗ andV ∗(t) are the adjoint ofB andV (t), respectively. It is not diﬃcult
to see that T is a linear bounded operator.
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Lemma . ([]) The linear fractional control system (.) is approximately controllable
on [,T] if and only if R(,T )→  as  → + in the strong operator topology.
Before proving the approximately controllable results, we need the following basic as-
sumptions.
(Hf ) f : [,T] × Xα × Xα → X is continuous, and for any r ∈ R+, there exist a constant





∥ : ‖x‖α ≤ r





r = σ <∞.
(Hh) h : PC([,T],Xα)→ Xα is a Lipschitz function with Lipschitz constant Lh.
(HI ) I : PC([,T],Xα)→ Xα is a Lipschitz function with Lipschitz constant LI .
(Hc) The linear system associated with (.) is approximately controllable on [,T].
For an arbitrary function x ∈ PC([,T],Xα), considering the form of a mild solution of
(.) in Deﬁnition ., as well as the controllability and resolvent operators in (.)-(.),
we choose the feedback control function associated with the nonlinear system (.) as
follows:























Let Br = {x ∈ PC([,T],Xα) : ‖x‖α ≤ r}, where r is a positive constant. Then Br is clearly
a bounded, closed, and convex subset in PC([,T],Xα). For any  > , using the above
control function in (.), deﬁne the operator  : Br → Br as follows:






























Theorem . If the hypotheses (Hf ), (Hh), and (HI ) are satisﬁed, then the fractional
Cauchy problem (.) with u = u(t,x) has at least one mild solution provided that
Lc +
CαMLBT (–α)q
q( – α)(q) Lc < , (.)
where
Lc :=MLh +MnLI +Cα
[  – γ
( – α)q – γ
]–γ
T (–α)q–γ σ .
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Proof Obviously, the fractional Cauchy problem (.) with the control in (.) has a mild
solution if and only if the operator has a ﬁxed point onBr . According to the requirements
of the Krasnoselskii theorem, our proof will be divided into several steps.
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(  – γ




















( – α)q(q) Lu(r).
Thus, for any  > , from (.), there exists r() >  such that ‖x +y‖α ∈ Br().
Step . We show that  in (.) is completely continuous on Br(); here we divide the
argument into two substeps.
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Step .. We ﬁrst show that  is continuous on Br(). Let {xn}∞n= ⊂ Br() be a sequence
such that xn → x as n → ∞ in PC([,T],Xα). For any t ∈ [,T], with the help of the con-
















































































→  as n→ ∞,
which implies that  is continuous on Br().
Step ..  is compact on Br(). For the sake of convenience, we deﬁne Nx(t) :=
f (t,x(t),Gx(t)) + Bu(t,x(t)). Let t ∈ [,T] be ﬁxed and δ,η >  be small enough. For



















qθ (t – s)q–ξq(θ )S
(








By means of the compactness of S(δqη) and the boundedness of y(t, δ), for any t ∈ [,T],
the set {δ,ηx : x ∈ Br()} is relatively compact in Xα .
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≤ qMα
[(  – γ













+ qMα( – α)
(( + ( – α)q))
[(  – γ











approaches zero as δ → , η → . This implies that there are relatively compact sets arbi-
trarily close to the set { : x ∈ Br()} for t ∈ (,T], then { : x ∈ Br()} is relatively compact
in Xα . Since it is compact at t = , we conclude that the set { : x ∈ Br()} is relatively
compact in Xα for t ∈ [,T].













(t – s)q–V (t – s)Nx(s)ds –
∫ t




























(t – s)q– – (t – s)q–
]























:= I + I + I.












(  – γ
( – α)q – γ
)–γ
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) 
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∥AαV (t – s) –AαV (t – s)
∥
∥






















[(  – γ




















→  as t – t → .
Consequently,  is equicontinuous. Applying the Arzela-Ascoli theorem,  is compact
on Br().
Step .  is a contraction operator. From the assumptions (Hh) and (HI ), it is easy to see
that




















≤ M(Lh + nLI)‖x – y‖α ,
thus, from (.),  is contraction.
Therefore, by means of the Krasnoselskii ﬁxed point theorem, we conclude that  in
(.) has a ﬁxed point, which gives rise to a mild solution of Cauchy problem (.) with the
control given in (.). The proof is completed. 
Theorem . If the hypothesis (Hc) is satisﬁed, and the conditions of Theorem . hold,
and, further, f , I , h are bounded in Xα , then the fractional Cauchy problem (.) is approx-
imately controllable.
Proof Let x be a ﬁxed point of  in Br . Any ﬁxed point of  is a mild solution of (.)
under the control



























and it satisﬁes the equality
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With the help of boundedness of the functions f and I , and the Dunford-Pettis the-
orem [], stating that a class of random variables xn ∈ L(μ) is uniformly integrable if
and only if it is relatively weakly compact, the sequences {f (s,x(s),Gx(s))} and {Ik(x)}
are relatively weakly compact in L([,T],Xα). There are subsequences still denoted by
{f (s,x(s),Gx(s))} and {Ik(x)} weakly converging to f (s) and I˜k . Meanwhile, there exists
h˜ ∈ Xα such that h(x) converges to h˜ weakly in Xα .
Denote
ω = xT –U(T)(x + h˜) –
∫ T

(T – s)q–V (T – s)f (s)ds –
∑
<tk<t
















































































as  → +. This proves the approximate controllability of (.). 
4 An example
Example . As a simple application, we consider a control system governed by a frac-






t x(t, z) = ∂z x(t, z) + u(t, z) + F(t, z,x(t, z),
∫ t
 K(t, s)x(s, z)dz),
t ∈ [,T], z ∈ [,π ], t = tk ,
x(t, ) = x(t,π ) = ,
x(, z) = x(z) +
∫ π
 k(z, r) sin(x(t, r))dr,
x(tk) =
∫ tk
 p(tk – s)x(s, z)dz, k = , , . . . ,n,
(.)
where  < q < , F is a given continuous and uniformly bounded function, K , k, p are
measurable and continuous on  = {(t, s) : ≤ s≤ t ≤ T}.
Let X = L[,π ] and deﬁne the operator A by Aω = –ω′′ with the domain D(A) = {ω(·) ∈




n〈ω, en〉en, ω ∈D(A),
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sinnz, ≤ z ≤ π , n = , , . . . .




e–nt〈ω, en〉en, ω ∈ X.
Taking α =  , the operator A

 is given by
A  ω =
∞∑
n=







= (D(A  ),‖ · ‖ 

), B = E (identity operator), andU = X 

, where ‖x‖ 

= ‖A  x‖ for

























p(tk – s)x(s, z)dz.
With the above choice of f , h, and I , the system (.) can be written in the abstract form
of system (.). Moreover, f , h, and I are bounded linear operators and satisfy the Lipschitz
condition. All the conditions of Theorem . are fulﬁlled, so we can claim that the system
(.) is approximately controllable.
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