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5ВВЕДЕНИЕ
Книга посвящена вопросам поддержки принятия решений (ППР). 
В большинстве случаев ППР заключается в генерации возможных 
альтернатив решений, их оценке и выборе лучшей альтернативы. При 
выборе альтернатив приходится учитывать большое число противо-
речивых требований и, следовательно, оценивать варианты решений 
по многим критериям. 
Формализация методов принятия решений, их оценка и согласо-
вание являются чрезвычайно сложной задачей. Увеличение объема 
информации, поступающей в органы управления и непосредственно 
к руководителям, усложнение решаемых задач, необходимость учета 
большого числа взаимосвязанных факторов и быстро меняющаяся об-
становка настоятельно требуют использовать вычислительную технику 
в процессе принятия решений. Характерной особенностью существую-
щих в настоящее время систем поддержки принятия решений (СППР) 
является их ориентированность на узкий круг решаемых задач, что соз-
дает значительные трудности для лиц, принимающих решения (ЛПР). 
В данной книге рассматриваются вопросы моделирования муль-
тиагентных процессов преобразования ресурсов. К ним относятся 
большинство окружающих нас процессов: процессы, протекающие 
в производстве, технике, организационно-технических системах, 
экономике, окружающей среде. В настоящее время наблюдается су-
щественный интерес к области мультиагентных систем, спецификой 
которых является наличие сообществ взаимодействующих агентов, 
отождествляющихся с ЛПР.
У истоков мультиагентного подхода лежат методы экспертного, 
имитационного и ситуационного моделирования. Существенный 
вклад в развитие данного направления внесли следующие ученые: 
Борщёв А.В., Вавилов А.А., Гольдштейн С.Л., Емельянов С.В., Исид-
зука М., Карпов Ю.Г., Клыков Ю.И., Попов Э.В., Поспелов Д.А., 
6К.А. Аксенов, Н.В. Гончарова
Прицкер А., Советов Б.Я., Форрестер Дж., Филиппович А.Ю., 
Чистов В.П., Швецов А.Н., Шеер А.В., Уэно Х., Яковлев С.А., 
Jennings N.R., Minsky M., Wooldridge M.J..
В настоящее время не существует средств динамического модели-
рования ситуаций (СДМС) мультиагентных процессов преобразования 
ресурсов, а близкие к данному классу системы, как будет показано 
в дальнейшем, имеют ряд недостатков: неполный набор функцио-
нальных возможностей, отсутствие поддержки функции проекти-
рования концептуальной модели предметной области и построения 
мультиагентных моделей, содержащих интеллектуальных агентов; 
неполное соответствие понятийного аппарата проблемной области 
мультиагентных процессов преобразования ресурсов, отсутствие под-
держки русского языка.
В связи с этим актуальным является исследование существую-
щих математических ситуационных моделей процессов, адекватных 
мультиагентному процессу преобразования ресурсов, и на их основе 
создание проблемно-ориентированного пакета моделирования, кото-
рый должен обеспечить возможность ЛПР самостоятельно создавать 
модели ситуаций и с их помощью решать различные задачи анализа.
Идея книги заключается в интеграции методов и инструментальных 
средств ситуационного, мультиагентного, имитационного и экспертно-
го моделирования с целью повышения эффективности принятия реше-
ний при ситуационном управлении преобразованием ресурсов.
Структура предлагаемого материала выглядит следующим образом.
Книга состоит из введения, четырех глав, заключения, списка ли-
тературы и приложений. 
В первой главе книги обоснована необходимость автоматизации 
процесса принятия решений (ППР), приведен обзор методов моде-
лирования мультиагентных процессов преобразования ресурсов, рас-
смотрены системы, близкие по функциональности к СДМС, и вы-
полнен их сравнительный анализ, определены требования к СДМС 
мультиагентных процессов преобразования ресурсов.
Во второй главе проведен анализ существующих ситуационных 
моделей (семиотической и SIE-модели). Предложена математическая 
ситуационная модель мультиагентного процесса преобразования ре-
сурсов, созданная на основе интеграции аппаратов процессов преоб-
разования ресурсов, ситуационного и экспертного моделирования, 
мультиагентных систем.
7В третьей главе излагаются принципы построения СДМС муль-
тиагентных процессов преобразования ресурсов, приведено описание 
разработанной мультиагентной СДМС. 
В четвертой главе рассмотрены примеры применения мультиагент-
ной СДМС процессов преобразования ресурсов при решении следую-
щих задач: моделирование деятельности базового предприятия; анализ 
и прогнозированиедеятельности производственного предприятия. 
Авторы выражают признательность Л.Г. Доросинскому, Б.И. Кле-
банову, В.М. Кормышеву, В.И. Кузякину, В.И. Суханову, А.Ф. Шо-
рикову, А.Ю. Филипповичу за справедливые замечания и ценные 
предложения при обсуждении рукописи. За предоставленную экс-
периментальную базу благодарим С.Ю. Долматова (ЗАО «Уральская 
индустриальная группа»).
Авторы благодарны Е.Ф. Смолий за оказанную неоценимую по-
мощь при разработке, отладке и внедрении СДМС BPsim2. 
81. ОБЗОР МЕТОДОВ И СРЕДСТВ СИТУАЦИОННОГО 
МОДЕЛИРОВАНИЯ МУЛЬТИАГЕНТНЫХ ПРОЦЕССОВ 
ПРЕОБРАЗОВАНИЯ РЕСУРСОВ
1.1. Ситуационное управление 
организационно-техническими системами
1.1.1. Ситуационный подход в управлении
В становление теории мультиагентных процессов преобра-
зования ресурсов и развитие систем динамического моделирова-
ния существенный вклад внесли работы Борщёва А.В. [1], Вави-
лова А.А. [2–3], Гольдштейна С.Л. [4–5], Емельянова С.В. [2–3], 
Исидзуки М. [6], Карпова Ю.Г. [7], Клыкова Ю.И. [8–10], Попо-
ва Э.В. [11], Поспелова Д.А. [12–13], Прицкера А. [14], Совето-
ва Б.Я. [15], Форрестера Дж. [16–17], Филипповича А.Ю. [18–20], 
Чистова В.П., Швецова А.Н. [21–23], Шеера А.В. [24–25], Уэно Х. 
[6], Яковлева С.А. [15, 23], Jennings N.R. [26–28], Minsky M. [29], 
Wooldridge M.J. [26, 30], и др..
В разделе рассматривается развитие понятия ситуации и ситуа-
ционный подход в управлении. Перед тем как рассмотреть понятие 
ситуация, раскроем базовые понятия моделирования организацион-
но-технических систем (ОТС): система, цель, задача, организацион-
но-техническая система.
Система – совокупность элементов, находящихся во взаимодей-
ствии. С понятием «система» неразрывно связаны такие элементы, 
как цель и задача. Цель системы – достижение и сохранение желае-
мого состояния или желаемого результата поведения системы. При-
менительно к организации более подходит следующее определение 
цели. Цель организации – стремление к максимальному результату, 
выражаемому в максимизации ценности капитала, при постоянном 
сохранении определенного уровня ликвидности и достижении целей 
производства и сбыта с учетом социальных задач. Система целей – 
совокупность взаимоувязанных целей. Задача системы – описание 
способа (технологии) достижения цели, содержащего указание на 
цель с желаемыми конкретными числовыми (в том числе временны-
ми) характеристиками [31].
9Современная организационно-техническая система является 
сложной системой управления, включающей многосортные мно-
жества взаимосвязанных и взаимодействующих в пространстве 
и во времени элементов, формирующих её интегративные свойства 
и функционирующих совместно для достижения целей, поставлен-
ных перед системой [21].
Слово «ситуация» используется повседневно в самых раз-
личных аспектах и порой неотделимо от таких понятий, как со-
стояние, событие, процесс, положение и т. д. Основоположники 
ситуационного управления Клыков Ю.И. [8–9] и Поспелов Д.А. 
[12–13] в своих ранних работах явно отождествляют ситуацию 
с состоянием. Под ситуацией (дискретной совокупностью) пони-
мается множество транзактов (оперативных элементов), располо-
женных в определенных точках статической системы [12]. Позднее 
авторы расширяют понятие, добавляя в него информацию о связях 
между объектами: «текущая ситуация – совокупность всех сведе-
ний о структуре объекта и его функционировании в данный момент 
времени» [13]. Все сведения подразумевают также причинно-след-
ственные связи, которые могут выражаться множеством после-
довательных событий или процессов. В этом смысле ситуация 
кардинально отличается от состояния и события, которые могут 
соответствовать только одному моменту времени [18].
Будем придерживаться следующего определения ситуации, 
данного в работе [18]: Ситуация системы есть оценка (анализ, 
обобщение) совокупности характеристик объектов и связей меж-
ду ними, которые состоят из постоянных и причинно-следствен-
ных отношений, зависящих от произошедших событий и протека-
ющих процессов.
Обобщенное описание (отображение) системы с помощью си-
туаций называется ситуационной моделью (СМ). В связи с этим все 
ситуационные системы можно называть системами ситуационно-
го моделирования (ССМ). В [18] под ССМ понимается комплекс 
программных и аппаратных средств, которые позволяют хранить, 
отображать, имитировать (симулировать) или анализировать ин-
формацию на основе СМ.
Принцип ситуационного управления базируется на понятии пол-
ной ситуации как совокупности, состоящей из состояния (текущей 
ситуации), знаний о состоянии системы управления в данный момент 
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и знаний о технологии управления. Элементарный акт управления 
представлен в следующем виде [18]:
  (1.1)
где S
i
 – полная ситуация; 
Q
i
 – новая ситуация;
Q
j 
– текущая ситуация;
U
k
 – способ воздействия на объект управления (одношаговое ре-
шение).
Смысл этого соотношения заключается в следующем [18]: если 
на объекте управления сложилась ситуация Q
j
 и состояние системы 
управления и технологическая схема управления, определяемые S
i
, 
допускают использование воздействия U
k
, то оно применяется, и те-
кущая ситуация Q
j
 превращается в новую ситуацию Q
i
. 
Данная книга посвящена ситуационному моделированию дис-
кретных процессов преобразования ресурсов. 
1.1.2. Рассмотрение организационно-технических систем с точки 
зрения процессов преобразования ресурсов
В разделе рассматривается предметная область процессов преоб-
разования ресурсов, охватывающая такие классы процессов, как про-
изводственные, технологические, организационные, бизнес-процес-
сы и цепочки поставок, и рассматривается возможность применения 
ситуационного подхода к данной предметной области.
Под процессом преобразования ресурсов понимается непрерывный 
или дискретный процесс преобразования входа (ресурсов, необходимых 
для выполнения процесса) в выход (продуктов – результатов выполнения 
процесса). Элемент (компонент) такого процесса преобразования ресур-
сов или весь процесс представлен в виде структуры, включающей: вход, 
условие запуска, преобразование, средства преобразования, выход [33–43]. 
В процессе преобразования ресурсов обычно происходит умень-
шение объема входа и увеличение объема выхода. В момент выпол-
нения условия запуска уменьшается входной ресурс и захватываются 
средства. В момент окончания преобразования происходит увели-
чение выходного ресурса и освобождение средств. Таким образом, 
процесс преобразования ресурсов позволяет описывать большин-
ство окружающих нас процессов. Данный подход лег в основу теории 
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динамического моделирования процессов преобразования ресурсов, 
успешно используемой авторами для решения задач управления про-
изводственными и бизнес-процессами [33–43].
В качестве примера системы преобразования ресурсов может быть 
рассмотрено любое производственное предприятие. В обобщенном 
графическом виде (на верхнем уровне) коммерческое предприятие 
может быть представлено следующей схемой движения ресурсов 
предприятия (рис. 1.1) [33]. На этой схеме прямоугольниками обо-
значены ресурсы предприятия, а овалами преобразователи ресурсов.
Рис. 1.1. Потоковая модель предприятия
Образовательный процесс вуза в концепции процесса преобра-
зования ресурсов можно представить в следующем виде: вход (аби-
туриенты / студенты); выход (студенты / специалисты с высшим об-
разованием, знания и навыки); средства (преподаватели, аудитории, 
лаборатории, литература, спецтехника, и т. д.); условия запуска (планы 
рабочих групп, учебные планы, расписания занятий) рис. 1.2 [44–47].
В целом можно отметить, что подход к моделированию процес-
сов, используемый авторами теории процессов преобразования ресур-
сов, близок к подходу рассмотрения процесса в виде полюсника или 
группы полюсников, используемому в работах следующих авторов 
Клыкова Ю.И. и Поспелова Д.А. [9–10, 12–13] при моделировании 
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технологических и производственных процессов, работы морского 
порта, аэропорта и железнодорожного узла, диспетчеризации там-
понажных работ при бурении нефтяных и газовых скважин; Чисто-
ва В.П., Кононенко И.А., Ситникова И.О., Захаровой Г.Б. при моде-
лировании и проектировании радиоэлектронной аппаратуры [48–50].
Методы ситуационного управления нашли применение при автома-
тизации управления процесса капитального строительства [51] на ос-
нове моделей сетевого планирования, которые также используются 
в задачах распределения и планирования ресурсов. С точки зрения 
ситуационного управления процесс преобразования ресурсов в гра-
фическом виде будем представлять следующим образом (рис. 1.3). 
Рис. 1.2. Основные процессы вуза в IDEF0
Рис. 1.3. Ситуационное представление процесса преобразования ресурсов
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Под элементом «управление» процесса преобразования ресурсов 
будем понимать набор управляющих воздействий (команд). Условие 
запуска определяет момент запуска процесса преобразования ре-
сурсов на основании: состояния процесса преобразования, входных 
и выходных ресурсов, стартующих (запускающих преобразование) 
команд управления, средств, с помощью которых осуществляется 
преобразование (далее «средств») и других событий, возникающих во 
внешней среде процесса. В момент запуска определяется время вы-
полнения преобразования на основании параметров команды управ-
ления и имеющихся ресурсных ограничений.
Классификация ресурсов с точки зрения их использования [139] 
в процессе преобразования приведена на рис. 1.4.
Рис. 1.4. Классификация ресурсов по типам использования
Потребляемые ресурсы (входы) – ресурсы, которые используются 
в процессе только один раз. В зависимости от роли в процессе пре-
образования потребляемые ресурсы делятся на прямые (непосред-
ственно входящие в конечный продукт и являющиеся его составной 
частью) и косвенные (участвующие в процессе преобразования, но не 
являющиеся составной частью конечного продукта).
Средства не потребляются, а используются в процессе преобразова-
ния, они не уменьшаются в процессе их использования (в большинстве 
случаев используются многократно, в зависимости от их эксплуатацион-
ного потенциала). Средства подразделяются на изнашиваемые и неизна-
шиваемые (снижается потенциал ресурса с течением времени или нет).
Выходы формируются в процессе преобразования. Выходы под-
разделяются на продукты и отходы.
Объекты ОТС характеризуются сложностью структуры и алгорит-
мов поведения, многопараметричностью, что, естественно, приводит 
14
К.А. Аксенов, Н.В. Гончарова
к сложности их моделей; это требует при их разработке построения ие-
рархических модульных конструкций, а также использования описания 
внутрисистемных процессов [15]. Сложные процессы преобразования 
ресурсов, с точки зрения структурного подхода [2–3, 97–98, 137], могут 
быть представлены в виде иерархии последовательных декомпози-
ций (детализаций) процесса на подпроцессы. Каждая декомпозиция 
представляет собой композицию (состав) более простых элементов 
процесса преобразования. Тем самым создается иерархическая-мно-
гоуровневая модель процесса. На самых нижних уровнях процесс 
может быть представлен с точностью до элементарных операций 
преобразования ресурсов.
Согласно принципам создания ситуационных динамических мо-
делей, изложенных Клыковым Ю.И. в [8–9], при построении моделей 
сложных систем управления целесообразно строить иерархические 
модели уровней управления, причем на каждом вышележащем уровне 
формируются команды для нижележащего уровня.
На различных уровнях сложной системы управления используют-
ся следующие три основных способа построения композиций команд: 
последовательный, параллельный и смешанный. При формализации 
функционирования сложной системы в виде дискретной сети коман-
ды управления задаются с помощью графов функционирования авто-
матов сети, отображающих функциональную и временную структуры 
команд. Элементарные команды управления характеризуют всевоз-
можные переходы между смежными вершинами графов функциони-
рования автоматов сети. Производные команды управления, являю-
щиеся композициями элементарных, задаются в виде путей графов 
функционирования автоматов. Введение дискретной сети позволя-
ет дать точное определение команды управления большой системой 
в момент времени t [8]. Таким образом, структура композиции команд 
управления напрямую зависит от структуры процессов системы. 
Наиболее распространенным средством моделирования динами-
ческих процессов (переходов из одного состояния в другое (из одной 
ситуации в другую)) является имитационное моделирование и, в част-
ности, дискретно-событийное [2–3, 8, 14–20, 33–34, 48]. 
Анализ структуры и функционирования широкого класса слож-
ных систем показывает, что большую систему можно рассматривать 
как совокупность элементов двух видов: объекты (поезда, самолеты, 
суда, станки, заводы, железнодорожные узлы, шоссейные дороги, 
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люди, промышленные сооружения и т. д.) и отношения, характери-
зующие пространственно-временные связи между объектами. При 
этом одни элементы сложной системы могут представлять собой 
совокупность других. Например, завод представляет собой совокуп-
ность цехов, расположенных определенным образом в пространстве 
и связанных между собой технологическими линиями. Каждый цех 
состоит в свою очередь из участков, специализирующихся по выпуску 
определенных видов оборудования, и т. д. [8].
Язык, с помощью которого формализуются структура и функци-
онирование сложных систем, должен обладать средствами отображе-
ния иерархической структуры большой системы и множества отноше-
ний между объектами, а также быть близким к естественному языку, 
на котором осуществляется содержательное описание управляемого 
объекта. Простейшими единицами такого языка должны быть моду-
ли, из которых строятся все остальные единицы по правилам грам-
матики языка. Описание связей между объектами, а также законов 
функционирования отдельных объектов удобно осуществлять с по-
мощью дискретных сетей. Язык описания ситуаций предназначен для 
формализации состояния дискретной сети, а также точного определе-
ния микроситуации управляемого объекта. Благодаря использованию 
единого языка описания состояний управляемого объекта и его моде-
ли обеспечивается возможность имитации структуры объекта и про-
цессов, протекающих на этой структуре [8]. 
Определяющим моментом построения моделей сложных про-
цессов преобразования ресурсов является, как это было уже ранее 
отмечено, возможность иерархического представления структуры 
процесса. Для решения этой задачи в предметной области про-
цессов преобразования ресурсов [33–43] был успешно применен 
аппарат системных графов высокого уровня интеграции, представ-
ленный в работах [2–3].
Специфика больших организационно-технических систем позво-
ляет сформулировать следующие требования к ситуационной модели 
процесса преобразования ресурсов и средству ситуационного динами-
ческого моделирования:
– описание структуры большой системы в виде совокупности эле-
ментов и множества отношений между элементами (семантическая 
составляющая или возможность построения семантической модели 
предметной области);
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– представление иерархической структуры процесса (иерархический 
язык описания предметной области);
– язык описания предметной области и ситуаций, близкий к есте-
ственному языку;
– наличие языка описания управляющих воздействий (команд управ-
ления) сложной системы.
1.2. Процесс принятия решений и информационные технологии 
в организационно-технических системах управления
Принятие решений – каждодневная деятельность человека, часть 
его повседневной жизни. В большинстве случаев оно заключается 
в генерации возможных альтернатив решений, их оценке и выборе 
лучшей альтернативы. При выборе альтернатив приходится учитывать 
большое число противоречивых требований и, следовательно, оце-
нивать варианты решений по многим критериям. Противоречивость 
требований, неоднозначность оценки ситуаций, ошибки в выборе 
приоритетов сильно осложняют принятие решений. Также посто-
янно меняется круг задач, решаемых человеком в различных сферах 
своей деятельности. Возникают новые сложные и непривычные для 
него проблемы. В течение столетий люди могли принимать решения, 
ориентируясь на один-два главных фактора, не учитывая многие дру-
гие. Они жили в мире, где темп изменения окружающей среды был 
невелик, и новые явления возникали «по очереди», а не сразу. Сейчас 
большое количество задач, если не большинство, являются много-
критериальными задачами, в которых приходится учитывать большое 
число факторов. В этих задачах человеку приходится оценивать мно-
жество сил, влияний, интересов и последствий, характеризующих ва-
рианты решений [52–53].
В ОТС оказывается довольно сложно оценить параметры потоков 
информации, установить определенные и нормированные структуры 
данных для принятия решений. Для систем такого типа характерно 
вероятностное поведение, вызываемое воздействием множества объ-
ективных и субъективных факторов, таких как частые реорганизации 
и правовая неопределенность; высокая изменчивость источников 
и адресатов информации, номенклатуры и форм представления до-
кументов; слабая формализованность маршрутов и методов обработ-
ки информации внутри организации; недостаток квалифицирован-
ных специалистов в области информационных технологий [21, 54]. 
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Отсюда вытекает потребность в интеллектуальной системе ППР, ко-
торая бы взяла на себя все формализованные функции исполнителей 
и оказала существенную поддержку при решении трудно формали-
зуемых задач. Организационные задачи во многих случаях не име-
ют точных алгоритмов решения, а разрешаются в рамках некоторых 
сценариев, которые в общих чертах хорошо известны исполнителям, 
но в каждой конкретной ситуации могут частично изменяться. На 
практике это приводит к хорошо всем знакомым процессам согласо-
ваний, рассмотрений и т. п. Такие сценарии решения организацион-
ных задач весьматрудно описать алгоритмическими моделями; более 
адекватными оказываются модели представления знаний, позволяю-
щие менять правила поведения и осуществлять логические выводы 
на основании содержания базы знаний (БЗ). В случае возникновения 
затруднений при решении задач должны быть проведены переговоры 
с вышестоящим уровнем, поставившим данную задачу и определив-
шим критерии для её решения [21].
В условиях высокой степени неопределенности внешней и вну-
тренней среды предприятий управление представляет собой адап-
тационный многошаговый процесс постепенного формирования 
и осмысления перспективных и текущих целей и возможности их 
достижения. Сложность проблем управления требует оказания ру-
ководителям различных уровней систематической помощи на всех 
этапах процесса принятия решений на основе современных инфор-
мационных технологий (ИТ), способных обеспечить возможность 
определения сравнительной эффективности альтернативных вари-
антов с учетом широкого диапазона непредвиденных осложнений 
и изменения экзогенных факторов [55].
Важной составляющей при решении поставленных задач и раз-
биении их на подзадачи являются знания, наработанные по резуль-
татам предыдущей деятельности и результатам анализа накопленной 
информации. В настоящее время знания законсервированы в голо-
вах отдельных людей и совершенно недоступны другим. Приходится 
затрачивать определенные усилия и время на приобретение знаний, 
которые уже существуют в готовом виде, поэтому в структуре управ-
ления должна быть заложена общая БЗ [21].
На уровне стратегического управления ОТС решаются такие зада-
чи, как анализ и моделирование действий в кризисной ситуации, поиск 
новых решений стратегических проблем, организация взаимодействия 
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между информационными системами (базами данных (БД) и БЗ, 
хранилищами данных (ХД)), справочными и другими системами), 
подготовка моделей прогноза развития кризисной ситуации и оцен-
ка рисков принятия решений, анализ состояния различных областей 
деятельности предприятия, подготовка вариантов стратегического 
развития. На уровне тактического управления обеспечивается сво-
евременное доведение информации до экспертов и руководителей, 
контроль доведения решений до исполнителей и обеспечение кон-
троля исполнения, обеспечение руководителей и экспертов сведени-
ями о состоянии объектов управления и технологических процессов, 
контроль выполнения планов текущих работ по различным направле-
ниям, подготовка аналитической информации по проблемам, связан-
ным с деятельностью предприятия [21].
Из данного раздела вытекают следующие требования к информаци-
онным технологиям ППР:
– отсутствие точных алгоритмов решения организационных задач 
обосновывает применение БЗ и аппарата экспертных систем (ЭС) для 
накопления опыта решения задач и использования этих знаний (логиче-
ского вывода) при диагностировании ситуаций и поиске решений;
– на каждом уровне и ветви модели сложной системы управления 
может находиться модель лица, принимающего решения (ЛПР); 
– доступ к понятиям предметной области (к уровню детализа-
ции их свойств) необходимо обеспечивать с учетом уровня знаний 
и компетентности ЛПР, т. е. привязки к уровню и ветви организа-
ционного управления;
– требования к модели ЛПР: наличие знаний; сценарии поведения; 
постановка целей; участие в обмене информацией (сообщениями); меха-
низм управления некоторым множеством элементов модели;
– наличие механизма маршрутизации сообщений между ЛПР.
1.2.1. Системы поддержки принятия решений (СППР)
Проследим развитие определения СППР, которые давали различ-
ные авторы. Так, в 80-е годы прошлого века под банком данных для 
принятия решений понимался адаптивный человеко-машинный банк 
с переменной структурой информации, операционная система которого 
содержит средства определения целевой (прагматической) направленно-
сти данных, их анализа, обобщения, прогнозирования и использования под 
заданные цели и задачи потребителей, а также средства, с помощью 
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которых строятся целесообразные семиотические модели мира и фор-
мируется наилучшее поведение в мире с помощью этих моделей [10]. 
Данное определение является наиболее ранним из всех и опреде-
ляет направленность СППР на решение определенных задач (про-
блемную ориентацию). 
В работах [56–57] приводится следующее определение: СППР – 
это человеко-машинная информационная система, используемая для 
поддержки действий ЛПР в ситуациях выбора, когда невозможно или 
нежелательно иметь автоматическую систему представления и реали-
зации всего процесса оценки и выбора альтернатив. Во-первых, такие 
системы выступают в роли помощника ЛПР, который позволяет рас-
ширить его способности, но не заменяет его мнение и систему пред-
почтений. Во-вторых, они предназначены для использования в ситу-
ациях, когда ППР ввиду необходимости учета субъективного мнения 
ЛПР не может быть полностью формализован и реализован на ЭВМ.
Увеличение объема информации, которую необходимо обрабаты-
вать ЛПР, возрастание сложности решаемых задач в условиях необхо-
димости учета большого числа взаимосвязанных факторов и высокой 
динамики внешней среды, привели к увеличению требований к клас-
су СППР [21, 52–53]. Различные определения данного термина, при-
веденные в работах [58–60], обобщил Э.А. Трахтенгерц [52]: СППР – 
это система, выполняющая следующие функции [52]:
1) оценка обстановки (ситуаций), выбор критериев и оценка их 
относительной важности;
2) генерация возможных решений или сценариев действий;
3) оценка сценариев, решений, действий и выбор наилучших из них;
4) обеспечение информационного обмена и согласование группо-
вых решений;
5) моделирование принимаемых решений при наличии такой воз-
можности;
6) динамический анализ возможных последствий принимаемых 
решений;
7) сбор данных о результатах реализации принятых решений 
и оценка этих результатов.
Генерацию возможных решений (сценариев) можно осуществить 
посредством [52] программной реализации аналитических или ими-
тационных моделей; с использованием экспертных систем; генера-
ции сценариев путем комбинации различных операций, заданных 
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руководителем или взятых из базы данных; и, наконец, используя 
подход, получивший название ситуационного управления. 
Как следует из раздела, в СППР могут использоваться средства 
имитационного и ситуационного моделирования, экспертных систем.
1.2.2. СППР в стратегическом управлении
При стратегическом управлении необходимость обрабатывать 
огромное количество внешней и внутренней информации требует 
разработки и внедрения в управление предприятием ИТ, позволяю-
щей руководителю [45]:
– получать непрерывную, объективную картину состояния пред-
приятия в целом и его структурных подразделений;
– выявлять тенденции развития предприятия, т. е. понять, к чему 
оно придет в будущем, если не произойдет каких-либо кардинальных 
изменений;
– получать ответы на вопросы «что будет, если» и «что надо, чтобы»;
– проводить оценку рисков;
– отслеживать изменения, происходящие с внешней средой и ее 
влияние на внутренние процессы предприятия;
– планировать и проводить текущие производственные совеща-
ния на расширенном информационно-аналитическом базисе.
Степень успешности реализации стратегического планирования 
и управления зависит от умения адекватно определять соответствие 
достигнутых результатов поставленным целям, а это, в свою очередь, 
обуславливается выбранной технологией оценки разнообразных па-
раметров деятельности организации. Таким инструментом является 
методика Balanced Score Card (BSC, система сбалансированных по-
казателей) – инструмент управления стратегией организации, рассма-
тривающий его деятельность не только по финансовым показателям, 
но и по качеству работы с клиентами, персоналом, информационны-
ми технологиями, производственными процессами и др. Возможные 
стратегические цели и критерии оценки деятельности организации 
объединяются в 4 группы: финансы; клиент; внутренние бизнес-про-
цессы (БП); развитие и обучение персонала. Зависимость одних це-
лей от других задается причинно-следственными связями.
BSC проецируется на всю организацию с последующей деком-
позицией стратегических целей до структурных подразделений пу-
тем разработки индивидуальных задач в рамках уже разработанных 
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корпоративных стратегий. BSC стимулирует понимание сотрудника-
ми своего места в стратегии развития организации. Основное назна-
чение BSC – обеспечение сбора, систематизации и анализа инфор-
мации, необходимой для принятия стратегических управленческих 
решений. Опыт применения BSC в системах поддержки принятия 
решений и непрерывных имитационных моделях БП описан в [61].
BSC представляет совокупность миссии, видения, мероприятий, 
стратегий, ключевых показателей деятельности и в целом описывает-
ся следующей кортежной моделью:
  (1.2)
Методика системы сбалансированных показателей не позволя-
ет количественно или качественно описать причинно-следственные 
связи и применить какой-либо математический аппарат для решения 
задач стратегического управления, таким образом, в данной работе 
решается задача обеспечения стратегической методики соответству-
ющим математическим аппаратом и проблемно-ориентированным 
программным обеспечением. Решение данной задачи позволит в про-
цессе генерации решений с использованием СППР анализировать 
и оценивать эффективность решений в проекции BSC.
BSC предоставляет ОТС лишь формат для выражения ее миссии 
и стратегии по отдельным направлениям деятельности через систему 
конкретных целей и показателей. Однако сама по себе она не обеспе-
чивает сбор и обработку необходимой информации и доведение ее до 
персонала и контрагентов. Устранение выше описанных недостатков 
предполагается достичь на основе информационных технологий. 
Одним из перспективных направлений развития СППР является уси-
ление проблемной ориентации в предметной области стратегического 
управления за счет реализации средств поддержки методики стратеги-
ческого управления, например системы сбалансированных показателей.
1.3. Системы ситуационного моделирования
По назначению системы ситуационного моделирования (ССМ) 
можно разделить на три основных класса [18, 62–66]: системы си-
туационного отображения информации (ССОИ), системы динамиче-
ского моделирования ситуаций (СДМС) и аналитические ситуацион-
ные системы (АСС). 
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ССОИ можно разделить на два подкласса: ситуационные цен-
тры (СЦ) наблюдения (отображения – СЦО), ССОИ с удаленным досту-
пом (распределенные – РССОИ). Типичными для ССОИ являются задачи 
наблюдения на достаточно большом ареале земной поверхности; управ-
ления (навигации) динамическими объектами; наблюдения (управле-
ния) за сложными технологическими процессами (например, на атом-
ных электростанциях); управления сложными транспортными узлами.
Основная задача СЦО – строить изображения ситуаций, возника-
ющих в предметной области, на основе которых оперативный состав 
принимает управляющие решения в рамках определенных задач. 
Специально разработанных СДМС в настоящее время практически 
не существует, поэтому вместо них адаптируют и используют другие 
классы систем. В связи с этим СДМС можно разделить на два клас-
са: специализированные и адаптированные. Для динамического моде-
лирования (имитации) ситуаций можно использовать два подхода: 
первый – задание исходных данных и последующий анализ возника-
ющих ситуаций в ССОИ или АСС; второй – представление ситуаций, 
их взаимосвязей и очередности возникновения с помощью систем 
имитационного (динамического) моделирования. К адаптированным 
системам, реализующим первый подход, можно отнести экспертные 
системы мониторинга (ЭС реального времени). Примером может слу-
жить ЭС G2 (Gensym), которая в своем составе имеет модуль генера-
ции исходных данных. Для воплощения второго подхода лучше всего 
использовать событийно-ориентированные или комбинированные 
системы имитационного моделирования [18].
К АСС относятся [18] системы ситуационного управления (ССУ), 
некоторые аналитические ситуационные центры (АСЦ) и ЭС монито-
ринга. ССУ реализуют принцип ситуационного управления, описан-
ный выше. Основное отличие ситуационного центра от традицион-
ных систем автоматизации управления состоит в том, что в процессе 
проведения производственно-управленческого совещания в режиме 
реального времени можно просчитывать и анализировать последствия 
управленческих решений [47].
Примерами ситуационных центров являются: 
– IBS Центр принятия решений – СЦ Министерства природных 
ресурсов РФ [67], построенный на базе mySAP ERP;
– мобильный пункт управления для МЧС России [68];
– ситуационно-кризисный центр Минатома [69];
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– СЦ производственного предприятия «Кант» [70];
– «Триумф-Аналитика» фирмы Парус [71];
– СЦ региональной энергетической комиссии [72].
Данная работа посвящена разработке моделей, методов и про-
граммных средств принятия решений, основанных на методах ситу-
ационного (семиотического) управления. Классификация ситуаци-
онных систем, предложенная А.Ю. Филипповичем в [85] на рис. 1.5 
была расширена блоками, выделенными серым цветом. Данная клас-
сификация показывает разнообразие ситуационных систем. Однако, 
как показало исследование, специально разработанных систем дина-
мического моделирования ситуаций (СДМС) в настоящее время прак-
тически не существует, поэтому вместо них адаптируют и используют 
другие классы систем. СДМС разделяют на два класса: специализиро-
ванные (ориентированные на решение определенной задачи конкрет-
ной предметной области) и адаптированные (построенные на основе 
или системы имитационного моделирования (СИМ), или на основе 
динамической экспертной системы (ЭС)).
Рис. 1.5. Классификация ситуационных систем
К новым блокам относятся гибридные СППР, построенные в ре-
зультате интеграции различных методов (в данной работе решается за-
дача интеграции методов имитационного, экспертного, ситуационного 
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и мультиагентного моделирования, а также объектно-ориентирован-
ного подхода). Гибридные СППР ориентированы на решение труд-
ноформализуемых задач принятия решений и управления ОТС, к ко-
торым относятся: технико-экономического проектирование (ТЭП) 
и обоснование, планирование, реинжиниринг, анализ «Что, если». 
Системы ТЭП ОТС, а также  CASE-средства (Computer Aided Software 
Engineering) [151–155] применяют в своей основе аппараты ЭС 
и имитационного моделирования (ИМ), адаптированные для реше-
ния практических задач.
В перспективе класс РССОИ может пополниться развитыми 
ERP-системами [62–63] и АСУ ТП. Примером такой системы, реали-
зованной при участии автора является автоматизированная система 
выпуска металлургической продукции (АС ВМП) [156–181], которая 
так же включает себя модули, относящиеся к классу СДМС (модуль 
создания моделей процессов предприятия и оптимизации процессов 
предприятия [156–179]), к классу АСС относится модуль подготовки 
данных [180–181], к классу ССУ относится модуль интеграции мо-
делей [179 ]. Поэтому АС ВМП может быть рассмотрена как пример 
реализации системы ситуационного моделирования.
1.4. Методы моделирования
В разделе приводится обзор существующих методов в области 
имитационного, ситуационного и экспертного моделирования.
1.4.1. Имитационное моделирование
В качестве основы для создания СДМС в данной книге предлагается 
использовать средства и методы имитационного моделирования (ИМ).
Слишком часто в нашей жизни эксперименты ставятся на реаль-
ных системах, будь то экономика страны, отдельная организация или 
система управления сложным перекрестком. Лицо, принимающее 
решение, надеется при этом на свою проницательность, интуицию 
и удачу. Еще в 1969 г. известный ученый, родоначальник системной 
динамики Джей Форрестер отмечал, что на основе интуиции для 
управления сложными системами чаще выбираются неверные ре-
шения, чем верные [16–17], и это происходит потому, что в сложной 
системе причинно-следственные отношения ее параметров не явля-
ются простыми и ясными. Невысокая эффективность управленче-
ских решений, сделанных на основе интуиции, объясняется тем, что 
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причины и следствия в сложных системах разнесены во времени и про-
странстве, поэтому человеку трудно предсказать, какие последствия 
вызовет то или иное решение. В тех случаях, когда для оценки при-
нимаемых решений эксперимент с реальными системами невозможен 
либо слишком дорог, используется имитационное моделирование [7].
Имитационное моделирование может применяться в самых раз-
личных сферах деятельности. Ниже приведен список задач, при реше-
нии которых моделирование особенно эффективно [73]:
– проектирование и анализ производственных систем;
– оценка различных систем вооружений и требований к их мате-
риально-техническому обеспечению;
– определение требований к оборудованию и протоколам сетей 
связи;
– определение требований к оборудованию и программному обе-
спечению различных компьютерных систем;
– проектирование и анализ работы транспортных систем, напри-
мер аэропортов, автомагистралей, портов и метрополитена;
– оценка проектов создания различных организаций массового 
обслуживания, например центров обработки заказов, заведений бы-
строго питания, больниц, отделений связи;
– модернизация различных процессов в деловой сфере;
– определение политики в системах управления запасами; 
– анализ финансовых и экономических систем.
Моделирование насчитывает в настоящее время четыре основных 
направления: моделирование динамических систем [14–15], дискретно-
событийное моделирование [2–3, 14–15, 73], системная динамика [16–17] 
и агентное моделирование [1, 7, 21–22]. В каждом из этих направлений 
развиваются свои инструментальные средства, упрощающие разработку 
моделей и их анализ. Данные направления (кроме агентного модели-
рования) базируются на концепциях и парадигмах, которые появились 
и были зафиксированы в инструментальных пакетах моделирования не-
сколько десятилетий назад и с тех пор не менялись [7].
Карпов Ю.Г. в [7] отмечает, что проблемы анализа современных 
реальных систем часто требуют разработки моделей, не укладыва-
ющихся в рамки «одной единственной парадигмы моделирования». 
Новые требования, выводящие за рамки традиционных парадигм 
при построении моделей, требуют использования скриптовых язы-
ков, тонких и сложных средств интеграции внешних программных 
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модулей с моделью и т. п., что существенно усложняет разработку мо-
делей в традиционных средах [7].
Имитационная модель организационно-технической системы 
в силу сложной структуры должна быть иерархической, что позво-
лит в свою очередь применять к ней теории иерархических и муль-
тиагентных систем. 
Теоретической базой создания средств ИМ являются широко рас-
пространенные математические схемы описания динамических про-
цессов (расширенные сети Петри [2, 15], системы массового обслужи-
вания [15, 74], модели системной динамики [16–17]). Новый подход 
к моделированию динамических процессов, к которым относятся 
цепочки поставок (логистика [75]), технологические, производствен-
ные, организационные и бизнес-процессы, предлагает концепция 
процессов преобразования ресурсов [33–43], синтезированная на базе 
вышеупомянутых математических схем. 
Системы имитационного моделирования (СИМ) можно разде-
лить на два класса – универсальные и проблемно-ориентированные. 
Проблемно-ориентированные СИМ имеют одно важное преимуще-
ство – они снижают требования к конечному пользователю в обла-
сти программирования, т. е., с точки зрения внедрения и применения 
на предприятиях, в организациях и бизнесе имеют больший шанс на 
выживание. Результаты разработки СИМ, ориентированной на мо-
делирование ситуаций в производственно-экономических системах, 
представлены в [76]. К распространенным в настоящее время про-
блемно-ориентированным СИМ в области дискретных процессов 
преобразования ресурсов относятся следующие: AnyLogic [77], Arena 
[78–79], ARIS [5, 24–25, 80], ReThink [81–82], Simio, Plant Simulation. 
1.4.2. Экспертное моделирование
В работе [18] выделен класс систем экспертного моделирования 
(СЭМ), которые имитируют процессы рассуждения человека. Исход-
ными данными для них являются декларативные и процедурные зна-
ния, поэтому их также называют системами, основанными на знаниях 
(knowledge-basedsystem), или экспертными системами (ЭС). В общем 
случае ЭС нельзя рассматривать как СИМ, так как они используют 
критерии, стратегии выбора правил, формализованные цели и т. д. 
Тем не менее, при моделировании знаний эксперта, которые пред-
ставляют собой вербальное или графическое отображение системы, 
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ее связей и закономерностей, экспертное представление аналогично 
имитационному. Тенденция сближения классов ЭС и СИМ отмечена 
в работах [18, 83–85].
ЭС – наиболее распространенный класс ИТ, ориентирован-
ный на тиражирование опыта высококвалифицированных специ-
алистов в областях, где качество принятия решений традиционно 
зависит от уровня экспертизы, например, медицина, юриспруден-
ция, геология, экономика, военное дело, энергетика, металлур-
гия, логистика, проектирование. ЭС эффективны лишь в спец-
ифических «экспертных» областях, где важен эмпирический опыт 
специалистов [86]. 
Структура ЭС может включать следующие компоненты: база зна-
ний; база данных; машина вывода; интерфейс с пользователем; модуль 
извлечения знаний и обучения; компонент приобретения и объяснения 
знаний [11, 18], первые три – являются обязательными.
База данных (БД) хранит исходные и промежуточные данные ре-
шаемой в текущий момент задачи.
База знаний (БЗ) предназначена для хранения долгосрочных дан-
ных, описывающих рассматриваемую область, и правил, описываю-
щих целесообразные преобразования данных в этой области.
Отличие БЗ от БД определяют исходя из типа хранимых знаний: 
в БЗ записывают правила (процедурные знания), а в БД – данные (де-
кларативные знания). Все знания стремятся хранить единообразно, 
используя один язык представления знаний (ЯПЗ).
Машина вывода, используя исходные данные и знания, формирует 
такую последовательность правил, которые, будучи примененными 
к исходным данным, приводят к решению задачи.
Интерфейс с пользователем ориентирован на организацию обще-
ния со всеми категориями пользователей как в ходе решения задач, 
так и в ходе приобретения знаний, объяснения результатов работы.
Модуль извлечения знаний и обучения автоматизирует процесс на-
полнения ЭС знаниями, осуществляемый пользователем-экспертом, 
а также формирует знания на основе анализа прикладных ситуаций.
Компонент приобретения и объяснения знаний объясняет, как си-
стема получила решение задачи (или почему она не получила ре-
шения) и какие знания она при этом использовала, что облегчает 
эксперту тестирование системы и повышает доверие пользователя 
к полученному результату. 
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Моделирование в ЭС (СЭМ) представляет собой вывод на зна-
ниях. Механизм вывода во многом зависит от используемого ЯПЗ 
и может быть логическим, нечетким, вероятностным, продукци-
онным и т. д. 
Методы имитации символической модели ЭС практически пол-
ностью совпадают с методами, используемыми в СИМ. Такое сбли-
жение имитационного и экспертного подхода приводит к идеям ин-
теграции ЭС и СИМ, более подробно обсуждаемой во второй главе 
и рассматриваемых работах [18, 33, 87–88]. 
Особо следует выделить методы комбинированного вывода, ко-
торые учитывают возможности различных ЯПЗ. Кроме того, в ЭС 
часто используются методы с вызовом внешних процедур (про-
грамм) и получения из них данных. Эти методы носят название про-
цедур извлечения знаний [18]. 
1.4.3. Ситуационное моделирование
Одним из перспективных направлений создания моделей приня-
тия решений, позволяющим использовать содержательные сведения 
о конкретных ситуациях и отражать реальную динамику процессов, 
а также учитывать человеческий фактор в процессе выбора реше-
ний, является метод ситуационного управления. Метод оформил-
ся в начале 70-х годов трудами российских ученых В.Н. Пушкина, 
Д.А. Поспелова, Ю.И. Клыкова, Э.Ф. Скороходько как реакция на 
трудности применения точных количественных методов, в частно-
сти математического программирования народнохозяйственными 
объектами [5]. Для описания ситуаций используются семиотические 
(ситуационные) языки и модели, среди которых можно выделить сле-
дующие основные подходы [18]:
– дискретные ситуационные сети (ДСС);
– RX-коды;
– логика предикатов;
– универсальный семантический код.
ДСС представляет собой сложную семантическую сеть [10]. 
Каждая ситуация описывается ориентированным графом (сетью), 
а для представления вложенности («ситуации ситуаций») исполь-
зуются гиперграфы, т. е. некоторый фрагмент семантический сети, 
определяющий ситуацию, который может рассматриваться как 
одна вершина сети. 
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RX-коды представляют собой язык бинарных отношений и имеют 
в качестве ядерной конструкции запись следующего вида [89]:
 x
1
 = x
2
r
2
x
3
r
3
, (1.3)
где x
i
 – объект или ситуация; 
r
i
 – отношение.
Логика предикатов – раздел математической логики, изучающий 
логические законы, общие для любой области объектов исследования 
(содержащей хоть один объект) с заданными на этих объектах преди-
катами (т. е. свойствами и отношениями). 
Универсальный семантический код использует в качестве ядерной 
конструкции тройку SAO, которая соответствует субъекту S, соверша-
ющему действие А над объектом О.
Для реализации в ЭВМ семиотических языков используют языки 
представления знаний. Наиболее близким подходом к описанию се-
миотических конструкций является семантическая сеть. Однако сети 
очень медлительны при использовании операций поиска, поэтому 
конструкции часто представляют с помощью логики предикатов [11], 
фреймов [6, 11, 29,90] и продукций [86, 91].
В [18] отмечается, что методы представления знаний в ситуаци-
онных системах и ЭС аналогичны. Еще больше они сблизились после 
активного внедрения нечеткой логики в технологии ЭС.
При ситуационном моделировании активно используются имита-
ционные модели, следовательно, ситуационный «язык должен включать 
некоторые средства, присущие языкам моделирования: системное время, 
очереди событий, организацию квазипараллельных процессов и т. д.» [10]. 
Интерпретируя определение ситуации Филипповича А.Ю. приме-
нительно к процессам преобразования ресурсов, под ситуацией будем 
понимать оценку совокупности характеристик объектов (образуемых 
на множестве элементов процесса преобразования ресурсов, средств, 
операций, процессов, команд управления и т. д.) и связей между ними, 
которые состоят из постоянных и причинно-следственных отношений, 
зависящих от прошедших событий и протекающих процессов.
1.4.4. Мультиагентный подход
Для решения задачи построения моделей ЛПР на разных уров-
нях сложной системы (см. раздел 1.2), целесообразно использовать 
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теорию мультиагентных систем, новое направление развития искус-
ственного интеллекта, информационно-телекоммуникационных тех-
нологий и имитационного моделирования. Ниже приводится краткий 
обзор результатов данного направления.
Агентно-ориентированный подход уже нашел применение в таких 
областях, как распределенное решение сложных задач, реинжиниринг 
предприятий, телекоммуникации, электронный бизнес [92], проек-
тирование [93] и т. п. Важной областью применения мультиагентных 
технологий является моделирование. В этой области Д.А. Поспелов 
[94] выделяет два класса задач: 
1) задачи распределенного управления и задачи планирования до-
стижения целей, где усилия разных агентов направлены на решение 
общей проблемы и необходимое обеспечение эффективного способа 
кооперации их деятельности; 
2) задачи, где агенты самостоятельно решают свои локальные за-
дачи, используя общие, как правило, ограниченные ресурсы [92].
Термин «агент» происходит от латинского глагола agere, что озна-
чает «действовать», «двигать», «править», «управлять» [95]. Понятие 
агент соответствует аппаратно или программно реализованной сущ-
ности, которая способна действовать в интересах достижения целей, 
поставленных перед ней владельцем и/или пользователем, и которая 
обладает определенными интеллектуальными способностями [21, 92]. 
В дальнейшем будем придерживаться данного определения.
Две базовые характеристики – автономность и целенаправлен-
ность – позволяют отличать интеллектуального агента (ИА) от дру-
гих программных и аппаратных объектов (модулей, подпрограмм, 
процедур и т. п.). 
Наиболее известными исследовательскими центрами в обла-
сти агентных систем и технологий являются университет Карне-
ги Мэллон (Carnegi Mallon University), Массачусетский универси-
тет (University of Massachusetts at Amherst), университет г. Болоньи 
(Univrsita di Bologna), ряд университетов и колледжей Великобри-
тании (Stanford University, Manchester Metropolitan University). Зани-
маются этими проблемами и крупные корпорации (IBM, Microsoft, 
DEC, Apple, Toshiba, HewlettPackard и др.). В нашей стране исследо-
вания по данной тематике проводятся в Исследовательском центре 
искусственного интеллекта Института программных систем РАН 
(г. Переславль-Залесский), в Институте проблем управления РАН, 
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в Санкт-Петербургском институте информатики и автоматизации 
РАН, в Санкт-Петербургском государственном электротехническом 
университете, в Санкт-Петербургском техническом университете, 
в Институте проблем управления сложными системами РАН (г. Са-
мара), в Уфимском государственном авиационно-техническом уни-
верситете, в Таганрогском радиотехническом университете [21].
Интеллектуальная мультиагентная система представляет собой 
множество интеллектуальных агентов, распределенных в сети, которые 
мигрируют по ней в поисках релевантных данных, знаний, процедур 
и кооперируются для достижения поставленных перед ними целей [92].
Основными направлениями научного поиска являются [21] тео-
рии агентов, которые рассматривают математические методы и фор-
мализмы абстрактного представления структуры и свойств агентов 
и способы построения рассуждений в таких системах; методы кол-
лективного поведения агентов; архитектуры агентов и MAC; методы, 
языки и средства коммуникации агентов; языки программирования 
агентов; методы и средства автоматизированного проектирования 
MAC; методы и средства обеспечения мобильности агентов. Извест-
ные подходы проектирования агентно-ориентированных систем мож-
но разделить на две группы [21]:
– базирующиеся на объектно-ориентированных методах и техно-
логиях с использованием соответствующих расширений;
– использующие традиционные методы инженерии знаний.
В методологиях первой группы разрабатываются расширения 
объектно-ориентированных методов и технологий для проектирова-
ния агентно-ориентированных систем. Существует ряд CASE-средств 
[96–104], поддерживающих объектно-ориентированные методы раз-
работки ИС, среди которых наиболее известными являются AllFusion 
[97–99, 101–102] фирмы Computer Associate и Rational Rose фирмы 
IBM [5, 99–100, 102–104], процесс проектирования в которых ос-
новывается на языке объектно-ориентированного проектирования 
UML [100, 102–105]. Современное средство ИМ AnyLogic, под-
держивающее агентный подход, использует расширение языка 
UML-RT [1, 7, 77, 106–108]; подробнее данный инструментарий 
рассматривается в разделе 1.5.
Вторая группа методологий строится на расширении традици-
онных методов инженерии знаний [21]. Эти методологии обеспе-
чивают формальные и композиционные языки моделирования для 
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верификации структуры системы и функций. Эти подходы хорошо 
применимы к моделированию знаний и информационно-ориентиро-
ванных агентов. 
Заканчивая обзор методов моделирования, необходимо отметить 
то, что специально разработанных СДМС в предметной области про-
цессов преобразования ресурсов не существует, поэтому актуальным яв-
ляется разработка СДМС, поддерживающая следующие функциональные 
возможности:
– описание ситуационной модели в виде дискретной ситуационной 
сети, как наиболее соответствующей процессам преобразования ресурсов;
– декомпозицию ситуационной модели;
– представление информации и моделей с использованием когнитив-
ной графики;
– описание моделей ЛПР в виде интеллектуальных агентов, обра-
батывающих информацию, диагностирующих ситуации, вырабатываю-
щих решения (работающих со знаниями), действующих в соответствии 
с найденным решением и своей моделью поведения (обладающих моделью 
поведения), участвующих в обмене сообщениями с другими агентами;
– вывод на знаниях;
– имитационное дискретно-событийное моделирование.
В рамках данной работы ставится и решается задача интеграции 
следующих математических аппаратов: имитационного моделирова-
ния (дискретных процессов преобразования ресурсов), экспертных 
систем, ситуационного и мультиагентного моделирования.
1.5. Обзор и сравнение систем динамического моделирования 
ситуаций (СДМС)
1.5.1. Обзор существующих СДМС
В настоящее время не существует систем подобного класса, вме-
сто них адаптируют другиеклассы систем, частично реализующие тре-
буемые функции и математические аппараты. Ниже приводится обзор 
близких по функциональности систем.
ARISToolSet – система проектирования и моделирования бизнес-
процессов. Обзор сделан по материалам [5, 24–25, 80]. Система ARIS 
представляет собой интегрированную среду анализа и моделирова-
ния. ARIS поддерживает четыре типа моделей, отражающих различ-
ные аспекты исследуемой системы: организационные; функциональ-
ные; информационные; модели управления. 
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В рамках каждого из перечисленных типов создаются модели 
разных видов, отражающие соответствующие стороны исследуемой 
системы. ARIS поддерживает большое количество методов моделиро-
вания, используемых для построения этих моделей. Среди них такие 
известные, как диаграммы Чена, Unified Modeling Language (UML), 
Object Modeling Technique. Для описания БП в ARIS используется 
общая ARIS-модель процесса [24–25]. В дополнении к общей ARIS-
модели для описания процессов используется стандарт EPC (extended 
Event Driven Process Chain) – расширенная нотация описания цепоч-
ки процесса, управляемого событиями. 
Экспертная система реального времени G2. Фирма Gensym пред-
лагает графическую, объектно-ориентированную среду для создания 
интеллектуальных прикладных программ, которые контролируют, 
диагностируют и управляют динамическими событиями в сетевых 
и моделируемых средах. G2 для создания правил, моделей и проце-
дур использует структурированный естественный язык. Экспертная 
система G2 является основой всех прикладных программ фирмы 
Gensym. Пакет прикладных программ (ППП) ReThink предназначен 
для разработки приложений в области организационного управления 
и обеспечен графической средой проектирования моделей, объек-
тно-ориентированной подсистемой имитации для тестирования этих 
моделей и инструментарием для измерения временных, стоимостных 
и других показателей эффективности производства. ППП ReThink 
является проблемно-ориентированным приложением комплекса G2, 
которое позволяет разработчикам использовать не только специали-
зированные средства моделирования процессов, но и универсальные 
средства комплекса по созданию интеллектуальных объектно-ориен-
тированных систем реального времени [11, 81–82, 109].
Система имитационного моделирования AnyLogic
Система AnyLogic – одна из немногих российских разработок 
в области ИМ, получивших признание за рубежом. AnyLogic пред-
ставляет собой среду для графического создания моделей с исполь-
зованием объектно-ориентированного языка Java. После создания 
модели и описания экспериментов автоматически генерируется про-
грамма имитационного моделирования [1, 7, 77, 106–107, 110–117].
AnyLogic поддерживает на единой платформе следующие су-
ществующие подходы: дискретно-событийного и непрерывного 
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моделирования (блок-схемы процессов, системную динамику, агент-
ное моделирование, карты состояний, системы уравнений). Описа-
ние поведения объектов производится с помощью фрагментов кода 
на языке Java. При разработке сложных моделей не удается обойтись 
без процедурной логики и, как следствие, написания значительного 
объема программного кода. Доля программирования в этом случае 
составляет примерно 80 % общих трудозатрат на разработку модели.
Система имитационного моделирования BPsim
BPsim [33–37, 41–43] – проблемно-ориентированная система 
ИМ, позволяющая адекватно описывать и моделировать экономиче-
ские, производственные, технические, информационные и бизнес-
процессы в рамках процессов преобразования ресурсов. СИМ BPsim 
обеспечивает выполнение следующих функций [33–37, 39, 41–47]:
а) создание динамической модели ППР;
b) имитационное моделирование;
c) анализ результатов имитационного эксперимента;
d) получение отчетов по моделям и результатам экспериментов;
e) экспорт результатов экспериментов в MS Excel и MS Project.
Встроенный математический аппарат используется для описания 
процессов преобразования ресурсов: функций условия запуска, вхо-
да, выхода, обработки сообщений. Синтаксически правила задаются 
с помощью графико-синтаксических диаграмм (интерфейсов), ори-
ентированных на проблемную область процессов преобразования. 
В качестве операндов используются множества: ресурсов, средств, 
заявок, сообщений, параметров.
Для описания структуры процессов используются операторы:
a) декомпозиции (детализирует сложный процесс на композицию 
более простых); 
b) сопряжения элементов подмодели (в графическом виде задает 
причинно-следственные связи между элементами подмодели). 
1.5.2. Требования к СДМС
На основе предыдущих разделов выделим следующие требования 
к средствам СДМС:
1. Проектирование концептуальной модели предметной области.
2. Описание динамических процессовпреобразования ресурсов:
a) Описание ресурсов, средств, преобразователей.
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b) Описание целей (в виде графа, в виде карты BSC).
c) Поддержка создания иерархической модели процесса.
3. Наличие языка описания команд.
4. Возможность описания модели на ограниченном естественном 
языке.
5. Возможность построения мультагентных моделей. Наличие 
агентов (моделей ЛПР), обладающих моделью поведения и знаниями:
a) Наличие класса (элемента) «агент», на основе которого мож-
но создавать ИА.
b) Модель поведения агента (язык описания сценариев поведе-
ния агентов, язык описания команд управления).
c) База знаний агента.
d) Язык обмена сообщениями между агентами.
6. Поддержка ИМ илиинтегрируемость СДМС с СИМ.
7. Поддержка экспертного моделирования (ЭС). Описание зна-
ний о предметной области. Данная функция необходима для накопле-
ния знаний и последующего вывода на знаниях.
8. Поддержка ситуационного подхода. Наличие языка описания 
ситуаций.
1.5.3. Сравнительный анализ СДМС
В табл. 1.1 приводятся результаты сравнительного анализа.
Как следует из табл. 1.1 и проведенного сравнительного анализа 
(приложение) ни одна из рассмотренных систем не обладает полной 
функциональностью мультиагентной СДМС процессов преобразо-
вания ресурсов. На основе систем G2 и AnyLogic возможно постро-
ение мультиагентных СДМС, причем значительно меньшие усилия 
потребуются при использовании G2, так как данная система под-
держивает аппарат ЭС. Функции проектирования концептуальной 
модели предметной области и построения мультиагентных моделей, 
содержащих интеллектуальных агентов, рассмотренные системы не 
поддерживают. Средствами поддержки методики BSC обладает толь-
ко система ARIS, но она не поддерживает интеграцию ИМ и BSC. 
Понятийный аппарат всех систем соответствует проблемной области 
процессов преобразования ресурсов. Описание модели на ограни-
ченном естественном языке (английском) поддерживается в системе 
G2. С точки зрения пользователя, не обладающего навыками про-
граммирования, удобными средствами описания/создания модели 
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мультиагентного процесса преобразования не обладает ни одна из 
систем. В системах AnyLogic и G2 при создании сложных мульти-
агентных моделей графических средств недостаточно, приходится 
использовать программный код. К достоинствам пакетов AnyLogic 
и G2 можно отнести использование языков высокого уровня (ЯВУ), 
благодаря чему пакеты могут предоставлять разработчику моделей 
серьезный уровень функциональности. 
Та б л и ц а  1 . 1
Сравнительный анализ систем близких 
по функциональности к СДМС
№ 
п/п
Параметр ARIS G2 AnyLogic BPsim
1 Проектирование концептуальной 
модели предметной области
НЕТ НЕТ НЕТ НЕТ
2 Язык описания процессов преобра-
зования ресурсов
2.1 Описание ресурсов, средств, преоб-
разователей
+ + + +
2.2 Описание целей системы
– в виде графа;
– в виде BSC.
+
+
+
НЕТ
НЕТ
НЕТ
НЕТ
НЕТ
2.3 – Иерархическая модель процесса + + + +
3 Наличие языка описания команд НЕТ + НЕТ НЕТ
4 Описание модели на ограниченном 
естественном языке
НЕТ +
НЕТ
+
5 Построение мультиагентной модели 
5.1 – Элемент АГЕНТ НЕТ НЕТ + НЕТ
5.2 – Модели поведения агентов НЕТ НЕТ + НЕТ
5.3 – База знаний агента НЕТ НЕТ НЕТ НЕТ
5.4 – Язык обмена сообщениями НЕТ НЕТ НЕТ НЕТ
6 Имитационное моделирование + + + +
7 Экспертное моделирование НЕТ + НЕТ НЕТ
8 Ситуационный подход НЕТ + НЕТ НЕТ
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С целью уменьшения времени, необходимого на интерпретацию 
результатов эксперимента ЛПР, целесообразно дополнить СДМС ав-
томатизированными средствами поддержки методики BSC. Как след-
ствие, одним из требований к проблемно-ориентированным СДМС, 
используемым в области стратегического управления, является нали-
чие интерфейса стыковки с типовым ПО, поддерживающим методику 
BSC, или внутреннего специализированного инструментария. 
Выводы
Проблема исследования и разработки моделей, методов и средств 
динамического моделирования мультиагентных систем в настоящее 
время находится в стадии развития. На данный момент не существу-
ет СДМС для предметной области процессов преобразования ресур-
сов. Об актуальности исследования, разработки и внедрения методов, 
моделей и средств динамического моделирования ситуаций говорится 
в работах Андрейчикова А.В., Андрейчиковой О.Н., Клыкова Ю.И., 
Поспелова Д.А., Трахтенгерца Э.А., Филипповича А.Ю., Швецова А.Н.
Требуют дальнейшего исследования и разработки такие вопросы, как:
1. Создание динамической ситуационной модели мультиагентно-
го процесса преобразования ресурсов на основе интеграции аппара-
тов ИМ, ЭС, ситуационного управления и мультиагентных систем.
2. Реализация языковых и инструментальных средств (проблем-
но-ориентированных) динамического моделирования ситуаций в об-
ласти мультиагентных процессов преобразования ресурсов, поддер-
живающих полный жизненный цикл разработки и отладки моделей, 
а также проведения экспериментов, и отличающихся следующими 
функциональными возможностями:
– полным набором функциональных возможностей мультиагент-
ной СДМС; 
– проектированием концептуальной модели предметной области; 
– возможностью построения мультиагентных моделей, содержа-
щих ИА;
– проблемной ориентацией на процессы преобразования ресурсов;
– интеграцией с методикой BSC;
– поддержкой русского языка. 
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2. СИТУАЦИОННАЯ МОДЕЛЬ МУЛЬТИАГЕНТНОГО 
ПРОЦЕССА ПРЕОБРАЗОВАНИЯ РЕСУРСОВ
2.1. Требования к модели
Математическая модель должна обеспечивать динамическое мо-
делирование действий интеллектуальных агентов по анализу ситуаций 
и принятию решений в области процессов преобразования ресурсов. 
Таким образом, модель должна отвечать следующим требованиям:
1) ориентация на моделирование процессов преобразования ре-
сурсов и решение соответствующих задач [33] и отражение следующих 
особенностей данных процессов: учет различных типов ресурсов (мате-
риальных, информационных, энергетических, трудовых, финансовых); 
учет состояния операций и условий в конкретные моменты времени; 
возможность задания начальных состояний операций; учет возник-
новения и разрешения конфликтов на общих ресурсах и средствах; 
возможность задания разветвления и слияния потоков ресурсов; ие-
рархическое представление структуры процесса; возможность расчета 
характеристик и параметров процесса на каждом уровне иерархии;
2) наличие сообществ интеллектуальных агентов, участвующих 
в управлении процессом преобразования ресурсов. Данное требование 
предполагает наличие следующих элементов: модели агента, базы знаний 
интеллектуального агента, модели взаимодействия (общения) агентов;
3) применение ситуационного подхода (наличия в модели агента 
механизмов диагностирования ситуаций и поиска решений).
Модель, отвечающая вышеперечисленным требованиям, реализу-
ется с помощью интеграции имитационного, экспертного и ситуаци-
онного моделирования в области процессов преобразования ресурсов.
2.2. Основные объекты ситуационной модели процессов 
преобразования ресурсов, их поведения и отношения
Для предметной области процессов преобразования ресурсов 
в настоящее время не существует математической ситуационной мо-
дели, поэтому разработка соответствующего математического аппа-
рата является актуальной задачей. В данном разделе решается задача 
расширения модели процессов преобразования ресурсов аппаратом 
ситуационного управления и мультиагентных систем.
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При построении динамических моделей производственных про-
цессов (относящихся к классу процессов преобразования ресурсов) 
широко используются следующие математические схемы: моде-
ли системной динамики [16–17], системы массового обслуживания 
[15, 74], сети Петри [2, 15], процессы преобразования ресурсов [33–39]. 
Математическая модель процессов преобразования ресурсов, пред-
ставленная в работах [33–43], является наиболее близкой для реали-
зации на ее основе ситуационной модели процессов преобразования 
ресурсов. С целью создания нового математического аппарата в ра-
боте за основу берется математическая модель процесса преобразо-
вания ресурсов и расширяется аппаратом ситуационного управления 
и мультиагентных систем. Также в математической модели процесса 
преобразования ресурсов был усилен аппарат моделирования кон-
фликтов, возникающих на общих ресурсах и средствах. 
Для реализации ситуационной мультиагентной модели, ориенти-
рованной на динамическое моделирование процессов преобразова-
ния ресурсов, как следует из первой главы, в модель [33–43] необ-
ходимо ввести следующие объекты: систему; модель системы; цель; 
команду управления; микроситуацию; макроситуацию; ситуацию; 
математический формализм; агента, событие.
Понятия системы, модели, микроситуации, макроситуации, ситуа-
ции, математического формализма, события заимствованы из работы [18].
Под системой (Sys) понимается совокупность объектов (элемен-
тов), связей между ними и собственных атрибутов. В системе все объ-
екты должны быть связаны. В системе может изменяться значение 
свойств объектов и связей.
 Sys = <O, {Relation}, Aself>, (2.1)
где     O – объекты (элементы), ресурсы, средства, сообщения, пре-
образователи, цели, агенты, параметры;
Relation – связи;
Aself – собственные атрибуты системы.
Основными объектами ситуационного мультиагентного процесса 
преобразования ресурсов являются (рис. 2.1): операции (Op), ресур-
сы (RES), команды управления (U), средства (MECH), процессы (PR), 
источники (Sender) и приемники ресурсов (Receiver), перекрестки 
(Junction), цели (G), параметры (P), агенты (Agent). Отдельно выделены 
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информационные типы ресурсов: сигналы (Sig) и заявки на выпол-
нение операции (Order). Параметры процесса задаются функцией от 
характеристик объектов и разделяются на производные (свертка раз-
личного типа характеристик) и консолидированные (свертка одно-
именных характеристик операций процесса). Описание причинно-
следственных связей между элементами преобразования и ресурсами 
задается объектом «связь» (Relation). Агенты управляют объектами 
процесса преобразования ресурсов и взаимодействуют между собой. 
Существование агентов предполагает наличие сообщений (Message), 
микроситуаций (Mis), макроситуаций (Mas), ситуаций (Sit) и решений 
(планов действий) (Decision). Элементы с индексом «Ca» – условия за-
пуска операций, перекрестков.
Рис. 2.1. Объекты ситуационного мультиагентного процесса 
преобразования ресурсов
При описании системы создается ее модель (М). В модели пре-
небрегают некоторыми связями, параметрами и объектами. Поэ-
тому для одной модели может существовать множество различных 
систем. Понятие модели будет отличаться от понятия системы на-
бором условий, которые определяют совокупность объектов и свя-
зей как систему.
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Модели процесса преобразования ресурсов (М) соответствует сле-
дующая структура: 
 M = <Name, desc, O, {Relation}, Аself>, (2.2)
где Name – имя модели;
desc – описание модели.
Методы: создание объекта процесса преобразования ресурсов; 
создание агента; создание цели.
Под математической формулой или формализмом (H), задающим 
характер взаимоотношений между объектами (правил изменения со-
стояния модели), будем понимать слово, состоящее из последователь-
ности объектов и отношений между ними;
 Н ≡ О
1
Relation‗O
2
Relation
1
O
3
...Relation
n
O
n+1
, (2.3)
где Relation‗ – отношение эквивалентности.
Возможны следующие варианты: продукционные правила; тео-
ремы; математические механизмы, используемые при рассуждени-
ях с неточными знаниями; формулы; сценарии и т. д. Функция (F), 
которая в дальнейшем будет использоваться при описании объектов 
мультиагентного процесса преобразования ресурсов, является видом 
математического формализма. 
Цель (G). Цели могут быть представлены в различных видах: 
целевой функции, иерархии (например, И/ИЛИ граф), графа 
причинно-следственных связей (например, методика BSC, см. 
раздел 1.2.2), и т. д.
Цель G
j
 характеризуется: именем цели (Name), целевой функцией 
F
j
, зависящей от параметров {P G(j)} (в качестве параметров могут вы-
ступать атрибуты объектов модели процесса преобразования); теку-
щим значением (value); плановым (желаемым) значением (plan), на-
чальным значением (start), критическим значением (critical):
  (2.4)
Методы: достижение цели; сигнализация критического значения.
Ресурс (Res). Каждому ресурсу в модели соответствует следующая 
структура:
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  (2.5)
,
где                        – структура b-го ресурса;
name – имя ресурса;
kind – тип ресурса (материальный, финансовый, ин-
формационный, энергетический, трудовой);
RES
b
(t)  [0, M] – текущее значение ресурса;
RES
b
MAX  [0, M] – максимально возможное значение ресурса;
 – начальное значение ресурса;
 – конечное значение ресурса;
Cost
b
 – цена единицы b-го ресурса;
 – приращение в текущий момент времени;
 уменьшение в текущий момент времени;
 – стоимость b-го ресурса;
t
0
 – время начала моделирования;
 – суммарное приращение ресурса за интервал 
времени;
 – суммарное уменьшение ресурса за интервал 
времени.
Metric_R – единица измерения ресурса.
Над ресурсом могут выполняться следующие операции, – в тер-
минологии объектно-ориентированного подхода – (ООП) методы: 
уменьшение ресурса, увеличение ресурса, анализ состояния ресурса.
Перед рассмотрением объекта средство введем понятия события 
и действия. Под простейшим событием (eτ) понимается момент времени, 
в который произошло изменение значения какого-либо атрибута модели.
     (2.6)
где τ – момент времени;
а – атрибут;
 – значение атрибута до события;
 – значение атрибута после события.
Под действием (A) понимается изменение состояний объекта или 
модели, происходящее за конечный промежуток времени. Действие 
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характеризуется событием и функцией действия, приводящей к из-
менению значения атрибута объектов.
 A = <e, F A, {a}>, (2.7)
где e – событие;
F A – функция действия;
{a} – множество изменяемых атрибутов.
Средство (Mech). Каждому средству в модели соответствует следу-
ющая структура:
  (2.8)
где  – структура y-го средства;
name – имя средства;
kind – тип средства (оборудование / трудовой ресурс);
MECH
y
(t)  [0, M] – текущее количество свободных y-х средств;
MECHALL
y
  [0, M] – всего средств;
 – время создания;
StatusMech = {wait, active, lock, other} – состояние средства, определен-
ное на конечном множестве состояний: wait – ожидание, active – вы-
полнение, lock – прерывание, other – набор расширяемых состояний, 
который может быть связан с различными видами возникаемых по-
ломок и действий по их устранению;
Amin – действие по запуску средства в момент начала преобразования;
Amout – действие по остановке средства в момент окончания преоб-
разования;
Amuse – действие по выполнению преобразования;
Amlock – действие по остановке средства в момент прерывания преоб-
разования;
Amunlock – действие по запуску средства в момент продолжения преоб-
разования;
Amother– действие по устранению поломки;
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 – единоразовые затраты ресурсов при начале преобразования (за-
пуск средства);
 – единоразовые затраты ресурсов при окончании преобразова-
ния (остановка средства);
 – расход ресурсов в единицу времени, обеспечивающий работу 
средства, может быть задан функцией;
 – единоразовые затраты ресурсов при захвате средства другой 
операцией (при блокировке текущей операции);
– единоразовые затраты ресурсов при освобождении средства 
(продолжении преобразования после прерывания);
 – затраты ресурсов при возникновении и устранении поломки;
 – периодичность возникновения поломки, может быть задана 
функцией;
product
y
 – производительность средства в единицу времени, может быть 
задана функцией от расхода ресурсов;
Cost
y
 – начальная цена единицы y-го средства;
 – суммарное время использования средства;
 – суммарное время простоя средства.
С точки зрения удобства описания модели реальных процессов 
преобразования ресурсов и усиления аппарата конфликтов в рамках 
данной работы была введена модель поведения средства (действия – 
Amin, Amout, Amuse, Amlock, Amunlock, Amother) и расширен наборатрибутов
(  Status
Mech
;     ; ;  product
y
).
Выполнение любого действия может приводить как к потребле-
нию ресурсов y-м средством, так и восполнению (в этом случае знак 
«минус» меняется на «плюс»):
  (2.9)
Над средствами выполняются следующие методы: создание, уда-
ление, захват, освобождение, амортизация, отказ (поломка), восста-
новление. 
Операция (Op). Процесс преобразования ресурсов может состоять 
из одной или множества операций. Основа элементарной операции 
процесса преобразования ресурсов (Op
k
) была взята из [33–37] и [118] 
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и была дополнена в направлении ситуационного управления, а так-
же усиления аппарата моделирования конфликтов, возникающих на 
общих ресурсах и средствах. Op
k
 соответствует следующая структура: 
Op
k
 = <f, in, out, u, res
Lock
, res
UnLock
, ch
Op
, g
Op
, с
a
,mech, 
 Status
Op
, time, prior, kind_prior, break_off>, (2.10)
где f – функция, реализуемая операцией; 
in = {in
1
,…,in
n
} – множество входов, различных типов; 
out = {out
1
,…,out
m
} – множество выходов, out = f(in);
u = {u
1
, …, u
z
} – множество команд управления; 
 – множество ресурсов, необходимых для 
прерывания операции,  – множество 
ресурсов, необходимых для продолжения выполнения операции;
 – характеристики операции; 
g
Op
 – цели операции (требуемые значения характеристик операции), 
g
Op
  ch
Op
; 
с
a
 – условие запуска операции; 
mech = {mech
1
,…,mech
q
} – средства преобразования;
Status
Op
 = {wait, active, lock, done} – состояние операции, определенное 
на конечном множестве состояний: wait – ожидание, active – выпол-
нение, lock – прерывание, done – выполнена; 
time – длительность выполнения преобразования; 
prior – приоритет операции задает очередность выполнения опера-
ций, может быть описан постоянной величиной или функцией, т. е. 
быть статическим или динамическим; 
kind_prior – тип приоритета (относительный, абсолютный); 
break_off = {true, false} – признак запрета прерывания; если «true» – 
правило не может прерываться.
В случае остановки выполнения операции по каждому входному 
ресурсу (in) устанавливается признак stop_los = {true, false} – признак 
потери ресурса. Если stop_los = false, то захваченное количество ре-
сурса для обработки при остановке операции возвращается на склад.
Предложенная ранее модель операции в [33] не позволяет учи-
тывать следующие особенности реальных процессов преобразования 
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ресурсов при прерывании выполнения одной операции (Op
i
) другой 
операцией (Op
j
): 
1) затраты ресурсов, включая затраты времени на проведение под-
готовительных операций, необходимые на осуществление остановки 
(прерывания) операции Op
i
(см. формулу (2.8));
2) затраты ресурсов, включая затраты времени, необходимые на 
продолжение операции (Op
i
) (после выхода из состояния прерывания).
Так, например, при поступлении срочного заказа на производ-
ство, выполнение менее срочного заказа на заводе «замораживает-
ся», но прерывание запущенных операций: во-первых; не происходит 
мгновенно; во-вторых, требует дополнительных ресурсов. При про-
должении выполнения «замороженного» заказа требуется дополни-
тельное время и ресурсы на переналадку оборудования и подготови-
тельные операции.
Условие запуска (с
a
) задается следующим образом:
  (2.11)
где – условие наличия необходимых входных ресурсов; 
 – условие учета ограничений выхода; 
 – условие наличия разрешающих команд управления;
 – условие готовности необходимых средств; 
 – условие готовности к исполнению; 
 – условие запуска по времени.
Переход операции в состояние «выполнение» сопровождается вы-
полнением действий по захвату входных ресурсов  и средств .
Находясь в состоянии «выполнение», операция может перейти в со-
стояние «прерывание». Операция может быть прервана для того, что-
бы обеспечить выполнение другой операции. Переходя в состояние 
«прерывание», операция запоминает момент остановки и освобожда-
ет захваченные средства .
В течение состояния «прерывания» проверяется условие наличия 
свободных средств  Операция находится в состоянии «преры-
вания» до тех пор, пока не освободятся необходимые средства. В слу-
чае  операция переходит в состояние «выполнение»: за-
хватываются средства  и продолжается выполнение. 
Операция находится в состоянии «выполнение» до тех пор пока 
 где  – момент окончания k-й операции. При выполнении 
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условия  операция переходит в состояние «ожидание». Данный 
переход сопровождается действиями по формированию выходных ре-
сурсов  и освобождением захваченных средств .
Источники и приемники ресурсов. Источники ресурсов (Sender) – 
элементы, моделирующие входные воздействия внешней среды (эле-
менты только с выходами). Приемники ресурсов (Receiver) – эле-
менты, моделирующие выходы во внешнюю среду (элементы только 
с входами). Объекты источники и приемники ресурсов имеют струк-
туру, которая отличается от операции отсутствием средств и действий, 
выполняемых над средствами.
Перекресток (Junction) – элемент, описывающий слияние и раз-
ветвление процессов. Активизацией для перекрестков является посту-
пление сообщения от входящих процессов, завершивших свою рабо-
ту. При положительном решении перекресток генерирует сообщение, 
разрешающее работу следующих за ним процессов. Базовый класс 
«перекресток» (рис. 2.2) имеет следующую структуру:
   (2.12)
где  Name
l
 – имя перекрестка;
 – входное сообщение;
 – выходное сообщение;
 – условие запуска;
in
l
 – имена входов информационных;
out
l
 – имена выходов;
f
l
 – функция решения;
t
sync
 – время синхронизации;
Aj – модель поведения (действий) перекрестка.
За основу системы действий Aj перекрестков взяты действия опе-
рации со следующими изменениями: 
– нет захвата / освобождения / блокировки / снятия блоки-
ровки средств; 
– добавлено  введенное для определения выходов, 
на которых будут сформированы сигналы (перекрестки ветвления 
«ИЛИ» и «Исключающее ИЛИ»). 
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Рис. 2.2. Иерархия классов перекрестков
Сообщению/Команде соответствует следующая структура:
Message = <name, kind, Msender, Mresiver, text, prior, read, t
create
, t
wait
>,  (2.13)
где                name – имя сообщения;
Kind – тип (команда, сообщение);
Msender – отправитель;
Mresiver – получатель; 
Text – текст сообщения;
Prior – приоритет;
read = {true, false} – признак обработки (чтения сообщения);
t
create
 – время создания;
t
wait
 – время ожидания в очереди.
Методы: создание сообщения/команды, обработка сообщения/
команды, удаление сообщения/команды.
Команды управления определяют множество процессов и опе-
раций (множество может быть вырождено), когда и в какой после-
довательности должны быть запущены или остановлены. Команда 
управления содержит параметры (размещаются в свойстве text), опре-
деляющие характеристики процесса/операции (например, длитель-
ность операции, количество полуфабрикатов или продуктов, которые 
необходимо произвести, и т. д.).
Каждой заявке соответствует следующая структура: 
  Order
j
 = <name, count, real, lock, owner, parent, prior, t
create
, t
wait
>, (2.14)
где               name – имя заявки j-го типа;
count – заказываемый объем работ j-го типа;
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real – выполненный объем работ j-го типа;
lock = {true, false} – признак блокировки заявки, устанавливается 
в “true” на время обработки операцией, «источ-
ником», «приемником», агентом;
owner – если lock = “true”, то это имя элемента, обраба-
тывающего заявку, иначе – имя последнего бло-
ка, обработавшего заявку;
parent – имя блока, создавшего заявку;
prior – приоритет заявки;
t
create
 – время создания заявки;
t
wait
 – время ожидания заявки в очереди.
Учитывая динамическую природу заявок, можно определить очередь: 
  (2.15)
где  – k-я очередь на выходе r-й операции;
 – заявки в очереди.
К заявкам применимы следующие операции: включение заявки 
в очередь, упорядочение заявок, исполнение (обработка), исключе-
ние заявки из очереди.
Каждому сигналу соответствует следующая структура:
  (2.16)
где  – структура d-го сигнала;
name – имя сигнала;
Sig
d
(t) – текущее количество сигналов;
 – максимально возможное количество сигналов.
Над сигналами выполняются следующие операции: включе-
ние в множество сигналов; обработка сигнала; исключение из 
множества сигналов.
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Процесс. Процессы (PR) – элементы с входами и выходами. Про-
цесс может состоять из операций, перекрестков и процессов, ниже 
приводится структура процесса:
    PR
p
 = <f, in, out, u, ch
PR
, g
PR
, с
a
, mech, Status
PR
, prior
PR
, s, r
PR
>,  (2.17)
где                                f – функция, реализуемая процессом; 
in = {in
1
,…,in
n
} – множество входов, различных типов; 
out = {out
1
,…,out
m
} – множество выходов, out = f(in);
u = {u
1
, …, u
z
} – множество команд управления; 
сh
PR
 – характеристики процесса представляют 
собой множество измеряемых параметров 
процесса;
g
PR
 = opt(сh
PR
) – цель процесса преобразования – желаемая 
величина характеристики; 
с
a
 – условие запуска; 
mech = {mech
1
,…,mech
q
} – средства преобразования; 
Status
PR
 – состояние процесса; 
prior
PR
 – приоритет процесса;
s – состав процесса представлен множеством 
других процессов, называемых в этом слу-
чае подпроцессами. Совместное взаимодей-
ствие этих подпроцессов реализует функ-
цию данного процесса;
r
PR
 – связи определяют все формы взаимодей-
ствия входов и выходов с подпроцессами.
Параметр (P). Каждому параметру процесса преобразования ре-
сурсов соответствует структура:
 P
d
 = <P
d
(t), P
d
(t
0
), name, desc,plan,f
P
>, (2.18)
где P
d
(t) – текущее значение параметра; 
P
d
(t
0
) – начальное значение параметра; 
name – имя параметра;
desc – описание параметра;
plan – плановое значение;
f
P
 – функция вычисления параметра.
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Связь (Relation). Для описания причинно-следственных связей 
(отношений) между вышеперечисленными элементами дополнитель-
но используется класс связь. Структура элемента «связь»:
 Relation
AB
 = <Name, desc, Element
A
, Element
B
>, (2.19)
где               Name – имя связи (так для большинства элементов моде-
ли ресурсов и преобразователей типовыми будут 
связи «является входом», «является выходом», 
«является средством» и т. д.);
desc – описание связи;
Element
A
, Element
B 
– имена двух элементов модели процесса преоб-
разования, между которыми установлена связь.
Микроситуации (Mis) соответствуют выделенные состояния объ-
екта, которые описываются не значениями каждого атрибута, а сим-
воличной записью в виде одного слова или небольшого фрагмента 
естественно-языкового описания. Микроситуация может соответ-
ствовать нескольким состояниям объекта, т. е. являться особым ма-
кросостоянием. Особенность микроситуации заключается в том, что 
она может зависеть не от всего сектора параметров объекта, а от его 
части (проекции). В общем случае микроситуация определяется с по-
мощью рассуждений (правил) ЭС.
 Mis = <name, desc, {a},{Za}, h({a},{Za})>, (2.20)
где name – имя микроситуации;
desc – описание микроситуации;
{а} – множество атрибутов объекта, определяющее микроси-
туацию;
{Za} – диапазон значении атрибутов, допустимых для заданно-
го типа микроситуации;
h({a),{Za}) – правила определения микроситуации.
Ситуации (Sit) соответствует совокупность микроситуаций 
и (или) значений отдельных свойств объектов и некоторых произо-
шедших событий. Включение событий в определение ситуации об-
условлено тем, что ситуация может складываться (накапливаться, 
нагнетаться) в течение времени. Ситуация также может сохраняться 
в течение какого-то времени. Эта временная зависимость выражается 
в произошедших событиях.
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Правила, определяющие ситуацию, могут зависеть от непроизо-
шедших событий. Например, если ни в одном объекте не возникло 
экстремальных микроситуаций, то в целом ситуация стабильна.
 Sit = <name, desc, {Mis},{a},{e}, h({Mis},{a},{e})>, (2.21)
где           name – имя ситуации;
desc – описание ситуации;
{Mis} – множество микроситуаций;
{а} – множество атрибутов объектов;
{e} – множество событий;
h({Mis},{a},{e}) – правила определения ситуации.
Макроситуации (Mas) соответствует совокупность всех ситуаций, 
микроситуаций и произошедших событий в модели. Макроситуация 
необходима для оценки системы (модели) в целом.
 Mas = <name, desc, {Mis},{Sit},{e}, h({Mis},{Sit},{e})>, (2.22)
где             name – имя макроситуации;
desc – описание макроситуации;
{Mis} – множество микроситуаций;
{Sit} – множество ситуаций;
{e} – множество событий;
h({Mis},{Sit},{e}) – правила определения макроситуации.
Решению (Decision) соответствует следующая структура:
 Decision = <Name, desc, A_Decision>, (2.23)
где   Name – имя решения;
desc – описание решения;
A_Decision – описание решения в виде параллельно-последователь-
ных во времени действий и команд управления элемен-
тами процесса преобразования ресурсов, выполнение 
которых приведет к переходу из ситуации Sit
0
 в Sit
k
.
Агент (Ag) имеет следующую структуру:
Agent = <Name, G_Ag, prior, KB_Ag, Mess_In_Count, 
 Mess_Out_Count, SPA, Control_Objects, AU, AD>, (2.24)
где           Name – имя агента;
G_Ag – цели агента;
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prior – приоритет агента;
KB_Ag – база знаний агента (знания агента, know ledgebase);
Mess_In_Count – количество входящих сообщений;
Mess_Out_Count – количество исходящих сообщений;
SPA – сценарии поведения;
Control_Objects – множество управляемых объектов процесса преоб-
разования ресурсов;
AU – множество агентов «начальников», может быть вы-
рождено;
AD – множество агентов подчиненных, может быть вы-
рождено.
Методы агента: анализ мира (World_analyzes); диагностирование 
ситуации (Situations_diagnostic); поиск решения (Decision_support); чте-
ние сообщений (R_Mess); написание сообщений (W_Mess).
Агенты управляют объектами процесса преобразования ресурсов. 
Агент выполняет следующие действия:
● анализирует окружение (текущую ситуацию);
● диагностирует ситуацию, обращается к базе знаний. В случае 
определения некоторой соответствующей ситуации (исключитель-
ной) агент пытается найти решение (сценарий действий) в базе зна-
ний или выработать его самостоятельно;
● вырабатывает (принимает) решение;
● определяет (переопределяет) цели;
● контролирует достижение целей;
● делегирует цели своим и чужим объектам процесса преобразова-
ния ресурсов, а также другим агентам;
● обменивается сообщениями.
Элементы процесса преобразования ресурсов участвуют в об-
мене сообщениями и на основе своих моделей поведения выпол-
няют свои преобразовательные функции, руководствуясь поступа-
ющими сообщениями. 
Диаграмма прецедентов, определяющая отношения между аген-
том и элементом процесса преобразования ресурсов, представлена на 
рис. 2.3. Диаграмма прецедентов (англ. use case – вариант использова-
ния) представляет собой последовательность действий (транзакций), 
выполняемых системой в ответ на событие, инициируемое некоторым 
внешним объектом (действующим лицом) [100]. Действующим лицом 
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может выступать некое устройство. Диаграмма прецедентов – одна из 
диаграмм языка UML [99–100, 102–105].
Рис. 2.3. Диаграмма прецедентов, определяющая отношения между агентом 
и элементом процесса преобразования ресурсов
Для описания иерархической структуры моделируемой системы 
(процесса преобразования ресурсов) использован аппарат системных 
графов высокого уровня интеграции [2–3, 33–43]:
      (2.25)
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Граф i-го уровня интеграции образуется в результате поэтапной 
интеграции графов  с образованием на каждом 
j-м этапе множества  процессов (подпроцессов) 
j-го уровня интеграции, L – уровень интеграции. Элементы множе-
ства мультиагентного процесса преобразования ресурсов 
{Senderm  Opm  Receiverm  Junctionm  Agentm}
L=I
  
 {Senderm  Opm  Receiverm  Junctionm  Agentm}
L=i-1
  …
…  {Senderm  Opm  Receiverm  Junctionm  Agentm}
и множества ресурсных отношений
системного графа  представляют собой элементы процесса пре-
образования и ресурсные отношения между элементами, а также элементы
 Senderm  Opm  Receiverm  Junctionm  Agentm 
и ресурсные отношения  системного графа  нулево-
го уровня интеграции, не вошедшие при поэтапной интеграции ни 
в один процесс 
Каждая вершина системного графа процесса преобразования ре-
сурсов [33–43] характеризуется некоторым набором атрибутов (пока-
зателей) h
1
, …, h
z
. Все множество атрибутов вершин системного графа 
задает атрибутивное множество. Вычисление интегральных показате-
лей процессов (системных вершин) h
1
, …, h
z
 на произвольном i-м уров-
не (i > 0) задается над вершинами (i –1)-го уровня интеграции.
Иерархическое представление ситуационно-агентной модели 
процесса преобразования ресурсов в виде системного графа высокого 
уровня интеграции представлено на рис. 2.4. 
Для построения ядра моделирующей системы в [33] был исполь-
зован аппарат продукционных систем [11, 92, 119]. С учетом расши-
рений модели определим структуру продукционной системы мульти-
агентного процесса преобразования ресурсов:
 PS =< Rps, Bps, Ips>, (2.26)
где Rps = {RES(t)}  {MECH(t)}  {Order(t)}  {Sig(t)}  {Message(t)}  
 {U(t)}  {G(t)} – текущее состояние ресурсов, средств, заявок, сиг-
налов, сообщений, команд управления, целей (рабочая память); 
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Bps – множество правил преобразования ресурсов и действий аген-
тов (база знаний); 
Ips – машина вывода, состоящая из планировщика и машины логи-
ческого вывода по БЗ агентов).
Рис. 2.4. Иерархическое представление процессов 
преобразования ресурсов и агентов
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Определена структура правила преобразования, которая соответ-
ствует структуре операции процесса преобразования ресурсов (Op
k
):
RULE
k
OP = < C
a
(t), A
IN
(t
Ca
), A
Lock
(t
Lock
), A
UnLock
(t
UnLock
), A
OUT
(t
End
),
 StatusRULE, time
RULE
, prior, kind_prior, break_off>; (2.27)
  (2.28)
  (2.29)
  (2.30)
  (2.31)
где C
a
(t) – условие запуска правила;
A
IN
(t
Ca
) – действия по захвату входных ресурсов (A
in
RES(t
Ca
)) и захвату 
средств ; 
A
Lock
(t
Lock
) – действия по прерыванию операции: освобождению за-
хваченных средств  которое может сопровождаться со-
ответствующими затратами ресурсов  – затраты ресурсов, 
включая ресурс времени, необходимые для выполнения остановки 
операции Op
i
);
A
UnLock
(t
UnLock
) – действия по продолжению выполнения операции: 
захвату свободных средств  которое может сопрово-
ждаться соответствующими затратами ресурсов  – за-
траты ресурсов, включая ресурс времени, необходимые для продол-
жения выполнения операции Op
i
); 
A
OUT
(t
End
) – действия по формированию выходных ресурсов  
и освобождению средств  
StatusRULE = {wait, active, lock, done} – состояние правила, определенное 
на конечном множестве состояний: wait – ожидание, active – выпол-
нение, lock – прерывание, done – выполнено; 
time
RULE
 – длительность выполнения правила преобразования; 
prior – приоритет правила;
kind_prior – тип приоритета (относительный, абсолютный); 
break_off = {true, false} – признак запрета прерывания; если «true» – 
правило не может прерываться.
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К правилам преобразования дополнительно, в отличие от моде-
ли в [33], относятся также средства, обладающие моделью поведения. 
Каждому средству MECH
y
, обладающему моделью поведения, соот-
ветствует следующая структура правила:
  (2.32)
где  – время создания;
Status
Mach
 = {wait, active, lock, other} – состояние средства, определен-
ное на конечном множестве состояний: wait – ожидание, active – вы-
полнение, lock – прерывание, other – набор расширяемых состояний, 
который может быть связан с различными видами возникаемых по-
ломок и действий по их устранению; 
Amin – действие по запуску средства в момент начала преобразования;
Amout – действие по остановке средства в момент окончания преоб-
разования;
Amuse – действие по выполнению преобразования;
Amlock – действие по остановке средства в момент прерывания преоб-
разования;
Amunlock – действие по запуску средства в момент продолжения преоб-
разования;
Amother – действие по устранению поломки;
t
y
other – периодичность возникновения поломки, может быть задана 
функцией;
product
y
 – производительность средства в единицу времени, может 
быть задана функцией от расхода ресурсов.
Алгоритм работы машины вывода состоит из следующих основ-
ных этапов: определение текущего момента времени  
формирование очереди правил преобразования; выполнение пра-
вил преобразования и изменение состояния рабочей памяти (ре-
сурсов и средств).
Чтобы представить работу ситуационной модели, рассмотрим мо-
дель Ю.И. Клыкова.
59
Раздел 2
2.2.1. Анализ работы классической ситуационной 
(семиотической) модели
Краткое описание классической ситуационной (семиотической) 
модели приводится на основе [8]. Механизм работы ситуационной 
(семиотической) модели, представленный Ю.И. Клыковым, уже яв-
ляется «классическим» и предполагает разбиение на следующие со-
ставляющие: 
– М
1
 – имитационная микромодель структуры и законов функци-
онирования объекта управления (дискретная сеть модели М
1
 описы-
вает модель динамического процесса);
– М
2
 – имитационная модель процесса формирования обобщен-
ного управления большой системой (модель ситуационной (семио-
тической) системы М
2
), которая состоит из следующих подмоделей: 
анализа ситуаций М
21
; структурирования (корреляции) ситуации М
22
; 
обобщения ситуаций М
23
; экстраполяции ситуаций М
24
;
– М
3
 – имитационная макромодель управления объектом.
Переход сети из состояния s(t) в состояние s(t + 1) определяется 
в этом случае с помощью подстановок вида φ → ψ, возникающих в ре-
зультате обобщения ситуаций-решений, где φ – фрагмент, удаляемый 
из ситуации s(t), а ψ – фрагмент, включаемый в s(t) вместо φ. В резуль-
тате реализации подстановки φ → ψ образуется ситуация s(t + 1). По-
следовательность преобразований, реализующая подстановку φ → ψ, 
задается с помощью дискретной сети. Конечное непустое множество 
подстановок вида φ → ψ, для которого определен способ реализации 
подстановок на дискретной сети, образует трансформационную грам-
матику. Время τ реализации подстановки  имитирует в соот-
ветствующем масштабе длительность существования отношений в объекте 
управления, задаваемых c помощью подстановки [8]. Таким образом, время 
τ (время перехода из одной ситуации в другую) эквивалентно реализации си-
стемного времени (SysTime) в имитационном моделировании.
Управление большой системой с помощью модели М
3
 показано на 
следующей структурной схеме (рис. 2.5).
Для моделирования процессов среда моделирования должна вести 
учет времени, протекающего в модели. Это время будем называть мо-
дельным. Можно по-разному организовывать учет времени и продви-
жение процессов в модели. В [138] приведены два следующих подхода 
учета модельного времени.
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Рис. 2.5. Управление большой системой
Последовательный просмотр всеми процессами моментов време-
ни с фиксированным шагом, приравненным некоторому интервалу 
в реальной системе, является наиболее простым. Такой подход доста-
точно общий и позволяет моделировать и непрерывные динамические 
звенья. В этом случае в среде моделирования существует системный 
процесс – модельный таймер, который последовательно увеличивает 
значение внутренней переменной (например, глобальной переменной 
SysTime) и оповещает все остальные процессы модели о сделанных 
изменениях. Другие процессы в этом случае синхронизируются в со-
ответствии со значениями доступного им всем модельного времени.
Использование централизованного календаря событий является 
альтернативным методом управления событиями процессов. В этом 
случае должен существовать процесс-монитор, внутри которого ве-
дется список всех процессов с указанием их состояний. Различаются 
два типа состояния ожидания процесса: ожидание фиксированного 
момента времени и ожидание некоторого асинхронного события. 
В первом случае монитор активизирует процесс по достижении тре-
буемого значения модельного времени. Таймер модельный можно 
сразу устанавливать в ближайшее время активизации среди всех ожи-
дающих в этом состоянии процессов для сокращения накладных рас-
ходов на перебор моментов времени, то есть значение SysTime можно 
положить равным:
где T
j
 – время активизации j-го процесса;
PR – множество ожидающих истечения интервала времени 
процессов.
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Так как асинхронные события, которые ожидает вторая группа 
процессов, смогут появиться только в результате срабатывания про-
цессов первой группы, то все процессы второй группы должны акти-
визироваться для проверки своих условий после обработки всех про-
цессов первой группы, запланированных на данный момент.
Таким образом, алгоритм работы машины вывода, реализующий 
ситуационный подход к проблемной области процессов преобразования 
ресурсов, должен состоять из следующих основных этапов: определение 
текущего момента времени  диагностирование теку-
щих ситуаций, выработка команд управления (корректировка управ-
ляющих воздействий), формирование очереди правил преобразования; 
выполнение правил преобразования и изменение состояния рабочей па-
мяти (ресурсов и средств).
2.2.2. Анализ SIE-модели А.Ю. Филипповича
Интегрированная ситуационная, имитационная, экспертная мо-
дель А.Ю. Филипповича (SIE-модель) представлена в работе [18]. 
В силу того, что данная модель ориентирована на проблемную об-
ласть допечатных процессов (полиграфии), отдельные ее фрагменты 
изложим в терминах модели процессов преобразования ресурсов. 
SIE-модель представлена в виде нескольких различных уровней, 
соответствующих имитационному, экспертному и ситуационному 
представлению информации. Общие элементы либо дублируются 
(проецируются) на каждом уровне в различном представлении, либо 
содержатся в одном уровне. В последнем случае уровни имеют воз-
можность обратиться к соответствующему элементу [18]. 
Первый уровень модели предназначен для описания структуры си-
стемы. Для этого каждому объекту (субъекту) сопоставляется блок. Все 
блоки соединяются между собой каналами взаимодействия. По этим 
каналам могут перемещаться динамические объекты (транзакты). Каж-
дый блок определенное время обрабатывает транзакт и задерживает его 
на время, которое определяется интенсивностью работы устройства. 
Блоки не изменяют характеристики транзактов. Большинство блоков 
SIE-модели имеют свои аналоги в известных СИМ (AnyLogic, Arena, 
GPSS, Simio) и могут быть легко преобразованы.
В ситуационной модели мультиагентного процесса преобразо-
вания ресурсов (МППР) транзактам и блокам SIE-модели могут 
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соответствовать соответственно ресурсы (Res, Order, Message) и пре-
образователи (Op, PR, Junction, Sender, Resiver), с учетом того, что они 
могут изменять характеристики транзактов.
На структурном уровне не существует возможности задания про-
извольных событий, сцепленных процессов, условных операторов 
и программ по изменению структуры модели. Для выполнения ус-
ловных операторов используется специальный блок – селектор. Он 
осуществляет – обращение к БЗ, в которой хранятся соответствую-
щие правила. В ситуационной модели МППР условия описываются 
непосредственно в элементах модели – преобразователях, агентах.
Для описания событий, которые могут возникать в результате об-
работки транзактов, изменения состояний объектов и поступления 
внешней информации используется второй уровень SIE-модели, на-
зываемый событийным. Если осуществить проекцию структурного 
уровня на событийный, то для каждого блока будут существовать, по 
крайней мере, два события начало обработки транзакта и окончание 
обработки транзакта, два состояния (занят и не занят) и один про-
цесс (обработка транзакта) [18]. В ситуационной модели МППР яв-
ного разделения на уровни нет, существует единый процессно-собы-
тийный уровень, который также отражает процессный аспект.
Третьим уровнем SIE-модели является ситуационный уровень. 
Он предназначен для укрупненного моделирования системы. Каж-
дому объекту на структурном уровне сопоставляется микроситуация. 
Некоторые объекты объединяются в один объект более высокого 
уровня. Вводятся абстрактные объекты или понятия, для которых 
определяются возможные ситуации. Ситуации и некоторые микро-
ситуации определяются на основании правил, заложенных в ЭС. 
Микроситуации и ситуации связаны друг с другом, т. е. они зависят 
от общих (пересекающихся) атрибутов. Ситуационное моделиро-
вание заключается в задании некоторых характеристик, отдельных 
ситуаций и в определении с помощью ЭС оказываемых влияний. 
Особняком стоит экспертный уровень, который представляет со-
бой базу знаний, хранящую всю информацию об остальных уровнях 
и дополнительные знания ЭС [18]. 
В системах с большой размерностью количество ситуаций и ми-
кроситуаций может быть велико. Иногда для упрощения вводят по-
нятия уровня абстракции, т. е. выделяются области системы, для них 
определяются отдельно макроситуации, и на следующем уровне они 
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рассматриваются как микроситуации или ситуации [18]. В ситуаци-
онной модели МППР уровням абстракции соответствуют уровни си-
стемного графа высокого уровня интеграции. 
На структурном уровне SIE-модели составляется структурная схе-
ма системы, которая представляет собой совокупность связанных бло-
ков. Под блоком понимается сложный объект (модель), в котором связи 
между внутренними и внешними атрибутами задаются с помощью фор-
мализмов. Каждый блок имеет условное графическое обозначение [18].
Совокупности типовых блоков (Устройство; Канал связи; По-
ток: Персонал (исполнитель работ); Распаковщик; Сборщик; Транзакт; 
Очередь; Селектор) структурного и событийного (Событие, Процесс) 
уровня SIE-модели, ориентированной на предметную область допе-
чатных процессов, в ситуационной модели МППР может быть пред-
ставлена совокупность ресурсов (Res), сообщений (Message), заявок 
(Order), средств (Mech), преобразователей (Op, PR, Junction, Resiver, 
Sender), очередей заявок (Queue). В основе структурного и событий-
ного уровня SIE-модели, реализующего компонент СИМ, использу-
ется оригинальная технология виртуальных транзактов. Соответствие 
математической модели процесса преобразования ресурсов и схемы 
массового обслуживания было показано в [33, 38]. 
Экспертный уровень представляет собой базу знаний, в которой 
хранятся следующие описания:
1) типовых элементов (объектов, блоков) модели;
2) схем различных уровней;
3) программ-селекторов;
4) правил диагностирования ситуаций;
5) дополнительных правил, объектов и связей предметной области;
6) накопленного опыта экспертов и работы системы.
Для хранения информации о типовых элементах используется 
фреймовый подход. Схемы уровней. Каждая схема уровня представляет 
собой сеть, узлами которой являются типовые блоки. 
Программы-селекторы представляют собой набор правил или ме-
тодов, выполнение которых инициируется обращением к блоку се-
лектора на структурном и событийном уровнях. В простейшем случае 
селектор реализует условный оператор, который всвою очередь пред-
ставляет собой продукцию вида Если-То.
Ситуационный язык. Для описания объектов в БЗ, отношений 
между объектами и в качестве языка машины логического вывода на 
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экспертном уровне SIE-модели используется специальный ситуаци-
онный язык, базирующийся на логике предикатов первого порядка 
и фреймах. В общем случае ситуационный язык может быть реализо-
ван в виде текстового запроса на ограниченном естественном языке 
(семиотическом), исчисления предикатов, визуального интерфейса. 
Разработанный язык позволяет [18]:
– создавать новые и удалять старые объекты СМ;
– изменять характеристики существующих объектов СМ;
– выдавать подробную информацию об объектах;
– осуществлять многокритериальный поиск объектов.
Анализ SIE-модели позволяет сформулировать следующие выводы: 
1. SIE-модель, предложенная А.Ю. Филипповичем, может служить 
базой для создания ситуационной модели МППР. 
2. Рассмотренная в данном разделе модель имеет следующие до-
стоинства:
– аппарат/механизм диагностирования ситуаций;
– сочетание имитационного, экспертного и ситуационного подходов.
3. SIE-модель не удовлетворяет следующим требованиям мо-
дели МППР:
– наличию модели ЛПР (агента) и сообществ агентов (мультиа-
гентной системы);
– проблемной ориентации на процессы преобразования ресурсов.
Выводы по разделу 2.2
1. Математическая модель процесса преобразования ресурсов, пред-
ложенная в [33], была дополнена следующими действиями:
– расширена целями, агентами, ситуациями, макро- и микроситуа-
циями, командами управления;
– усилена аппаратом моделирования конфликтов, возникающих на 
общих ресурсах и средствах за счет введения модели поведения средства 
и расширения модели поведения операции;
– интегрирована с аппаратом ситуационного управления в части 
алгоритма планировщика.
2. Необходимо решить задачи выбора модели интеллектуального 
агента (модель ЛПР) и интеграции ее с ситуационной моделью процесса 
преобразования ресурсов.
Следующим шагом является выбор соответствующей математиче-
ской модели интеллектуального агента (ИА).
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2.3. Анализ и выбор модели интеллектуального агента
ИА должны обеспечивать множественные реакции на происходя-
щие в информационном пространстве события и возникающие ситу-
ации, накапливать данные о прошедших событиях и ситуациях, об-
ладать способностью к извлечению знаний и модификации моделей 
окружающей среды [21, 83].
В [21] приводится следующая классификация архитектур агентных си-
стем [120–121] и соответствующих им моделей интеллектуальных агентов:
– делиберативные архитектуры и модели (deliberative architectures);
– реактивные архитектуры и модели (reactive architectures);
– гибридные архитектуры и модели (hybrid architecture).
В ходе исследования были выделены следующие модели дина-
мического моделирования ситуаций, поддерживающие агентное 
представление ОТС: модель GAIA, модель Бугайченко Д.Ю., модель 
Маслобоева А.В., имитационная модель взаимодействия интеллекту-
альных агентов, модель Ресурсы-Действия-Операции (РДО).
Модель GAIA [146] предложена М. Вулдриджем, Н. Дженнингсом 
и предназначена для описания системы как искусственной органи-
зации, состоящей из разнородных агентов, взаимодействующих друг 
с другом для достижения глобальной цели. Наиболее абстрактной 
сущностью в иерархии концептов GAIA является система, следую-
щий уровень иерархии это роли. Ролям ставятся в соответствие типы 
агентов системы. Функционал агента описывается при помощи моде-
ли служб, в которой каждая служба сопоставляется с деятельностью 
роли. Служба представляет собой преобразователь ресурсов.
Модель Бугайченко Д.Ю. [147] описывает интеллектуальных аген-
тов (ИА), имеющих ментальную (BDI) архитектуру. Свойства МАСав-
тор модели описывает при помощи разработанной формальной логики 
MASL – метода логической спецификации мультиагентных систем с вре-
менными ограничениями, способных к накоплению и анализу опыта.
Модель Маслобоева А.В. [148] расширяет существующую InteRRap-
архитектуру ИА за счет добавления в ее состав проблемно-ориенти-
рованной подсистемы непрерывного имитационного моделирования 
(комплекса системно-динамических моделей), которую агенты ис-
пользуют для имитации сценариев развития ситуаций и прогнозиро-
вания последствий своих действий.
Имитационная модель взаимодействия интеллектуальных агентов 
(ИМВИА) [149] была разработана Рыбиной Г.В. и Паронджановым С.С. 
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с целью формализации коммуникативной деятельности ИА с помо-
щью моделирования отдельных компонентов коммуникации: состава 
участников взаимодействия, коммуникативной среды, проблемной об-
ласти, языка взаимодействия, сценариев диалога. Взаимодействие ИА 
осуществляется путем диалога, включающего глобальную, тематиче-
скую и локальную структуры. Для описания взаимодействия авторами 
модели используется теория речевых актов (ТРА).
Модель РДО [150] предназначена для описания сложных дискретных 
систем (СДС) и протекающих в них событий с целью изучения стати-
ческих и динамических характеристик событий. Система в модели на 
концептуальном уровне представима в виде множества ресурсов, выпол-
няющих определенные действия. Действия описываются операциями, 
представляющими собой модифицированные продукционные правила, 
учитывающие временные связи. Операция с нулевым временным ин-
тервалом называется точкой решения и является аналогом реактивного 
агента, хранящего в базе знаний ответные реакции на воздействие среды.
В работе [21] излагается подход к концептуальному пониманию 
природы MAC, базирующийся на следующих особенностях:
– необязательно (во многом сомнительно) стремление развивать 
в технических системах такие понятия, как убеждения, намерения, 
желания. По мнению автора, здесь имеют место терминологические 
манипуляции, подменяющие понятия целей, задач и знаний интел-
лектуальной технической системы, которые, естественно, могут иметь 
разную функциональную ориентацию;
– технические системы должны быть управляемы и контролируе-
мы человеком, иначе возможны непредсказуемые последствия [123];
– модели мультиагентных интеллектуальных систем, выраженные 
в терминах специальных логических формализмов, вряд ли могут быть 
понятны большинству инженеров-программистов, менеджеров инфор-
мационных проектов и т. д. Даже для инженеров по знаниям примене-
ние таких сложных моделей требует специальной подготовки.
Для проведения сравнительного анализа моделей были выбраны 
следующие критерии сравнения систем: модель преобразователя ре-
сурсов (модель дискретного бизнес-процесса); модель системы массо-
вого обслуживания (СМО) – инструмент, хорошо зарекомендовавший 
при анализе дискретных стохастических систем; модель реактивного 
агента и модель ИА (инструмент для описания моделей ЛПР). Срав-
нительный анализ рассмотренных моделей динамического моделиро-
вания ситуаций приведен в табл. 2.1.
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Та б л и ц а  2 . 1
Сравнительный анализ мультиагентных моделей динамического 
моделирования ситуаций
Критерии сравнения
Модель 
Бугайчен-
ко
Модель 
Маслобо-
ева
Модель 
ИМВИА
Модель 
GAIA
Модель 
РДО
Модель преобразователя ресурсов:
– вход/выход/условия 
запуска/длительность 
НЕТ НЕТ НЕТ
+/+/+/ 
НЕТ
+/+/+/+
– иерархическая мо-
дель преобразователя
НЕТ НЕТ
– врéменное прерыва-
ние операций
НЕТ НЕТ
Модель системы массо-
вого обслуживания
НЕТ НЕТ НЕТ НЕТ  + 
Модель реактивного 
агента (форма пред-
ставления знаний)
Темпо-
ральная 
логика 
MASL
Продук-
ции
Раскра-
шенны-
есети 
Петри
НЕТ
Про-
дукции
Модель интеллектуального агента:
– наличие у агента целей + + + +
НЕТ
– прогнозирование 
действий 
+ + НЕТ НЕТ
– анализ и планирова-
ние действий
+ + + +
– модель самообуче-
ния агентов
+ + + НЕТ
– технология реализа-
ции компонент плани-
рования, прогнозиро-
вания, обучения
ЭС на 
основе 
разре-
шающих 
диаграмм
Систем-
но-дина-
мичес-
коеИМ
ЭС ЭС
– язык обмена со-
общениями
ТРА / 
Сигналы
ТРА ТРА Сигналы
– модель кооперации 
агентов
+ + + +
Программная реализа-
ция модели
Тестовая 
реализа-
ция
Прототип 
МАС 
Прото-
тип МАС 
ИМВИА
НЕТ
Прототип 
РДО-
студия
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Как следует из табл. 2.1, полный функционал интеллектуально-
го агента реализован в моделях Бугайченко Д.Ю., Маслобоева А.В.. 
При этом агент у Бугайченко Д.Ю. не отождествляется с ЛПР, а пред-
ставляет собой программную сущность, работающую независимо от 
эксперта (аналитика). Модель Маслобоева А.В. использует в качестве 
средства прогнозирования действий агентов комплекс непрерывных 
системно-динамических моделей, не поддерживающих описание 
дискретных процессов, протекающих в исследуемых ОТС. Модель 
ИМВИА ориентирована прежде всего на исследование способов ком-
муникаций между агентами и не поддерживает интеграцию моделей 
агентов с системой ИМ. Модель GAIA объединяет в себе модели пре-
образователя информационных ресурсов и ИА, однако по реализо-
ванному функционалу данная модель уступает РДО.
Модель РДО в области МППР обеспечивает аналитика большим 
функционалом формализации процессов ОТС. Серьезным недостат-
ком данной модели является отсутствие возможности реализации ИА. 
Таким образом, актальной задачей является разработка моде-
лиМППР объединяющего в себе модель гибридного агента (интеллекту-
ального и реактивного), модели преобразователя ресурсов с элементами 
систем массового обслуживания (СМО). Модели преобразователя и СМО 
позволят аналитику проводить анализ динамических характеристик 
ОТС. Модель гибридного агента позволит разрешать задачи анализа 
в рамках прогона различных сценариев поведения ЛПР. В следующем раз-
деле решается задача выбора модели представления знаний для форма-
лизации сценариев ИА.
2.4. Анализ и выбор моделей представления знаний
Одной из важных задач проектирования интеллектуальных си-
стем (ИНС) предприятия является выбор и построение таких моде-
лей представления знаний о предметной области, для которых пере-
ход от неформализованных знаний и представлений к формальным 
моделям и БЗ будет наиболее простым и естественным. Процесс из-
влечения и приобретения знаний вызывает большие сложности при 
построении ИНС, ставя перед инженерами по знаниям следующие 
проблемы [21, 126]:
● неудачный выбор метода извлечения знаний, не соответствую-
щего структуре предметной области;
● неадекватные модели и языки для представления знаний;
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● невозможность построения целостной модели предметной об-
ласти в результате извлечения фрагментов знаний;
● потеря части знаний о предметной области в результате упроще-
ния пространства эксперта;
● зависимость качества создаваемой системы от квалификации 
«посредников» между экспертами и инструментальными средства-
ми – инженеров по знаниям;
● автономное использование интервью не позволяет найти 
и устранить «пробелы» в знаниях, интервью субъективно и требует 
больших затрат времени;
● для приобретения знаний из примеров необходимо обеспечение 
совместимости БД, имеющих различные схемы, с базой знаний ИНС;
● необходимо преобразование результатов работы алгоритмов об-
учения на примерах в способ представления, поддерживаемый про-
граммными ИНС;
● в тексте отсутствует в эксплицитном виде информация о свой-
ствах элементов текста (имен, предикатов, предложений), необходи-
мая для работы методов приобретения знаний из текстов;
● выполнение семантического анализа текста осложнено отсут-
ствием заранее заготовленного словаря предметной области.
Сложность этапа структурирования знаний проявляется в том [21], 
что необходимо построить такую модель предметной области, которая 
позволяла бы наиболее адекватно и с наименьшими усилиями пере-
йти к последующей технической реализации системы. В этом смысле 
концептуальное моделирование следует рассматривать как процесс 
порождения, распознавания или нахождения релевантных концептов 
и концептуальных моделей, описывающих область существования 
и функционирования информационной системы [127]. Таким образом, 
минимизация усилий при переходе от модели предметной области к ее 
технической реализации является актуальной задачей.
Следуя Н. Kangassalo [128], концепт рассматривается как фунда-
ментальное понятие, описывающее именованный независимо иденти-
фицируемый структурированный конструкт, объединяющий прими-
тивы знаний. Концепт является интенсиональной структурой знаний, 
которая содержит неявные правила, ограничивающие структуру реаль-
ности, а также концентрирует и организует информацию, необходимую 
для структурирования и понимания основных аспектов знания и ха-
рактеризует некоторые свойства обозначаемых им объектов [21].
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2.4.1. Анализ фреймовых моделей
В концептуальной модели предметной области необходимо соеди-
нить описание структуры предметной области, определить поведение 
объектов и субъектов, существующих в этой структуре, построить ло-
гические модели их взаимодействия [21]. Minsky в своей работе [29] 
определил фрейм как «структуру данных для представления стереотипных 
(стандартных) ситуаций». Эту структуру он наполнил самой разнообраз-
ной информацией: об объектах и событиях, которые следует ожидать 
в этой ситуации, и о том, как использовать информацию, имеющуюся 
во фрейме. Идея состояла в том, чтобы сконцентрировать все знания 
о данном классе объектов или событий в единой структуре данных, 
а не распределять их между множеством более мелких структур вроде 
логических формул и порождающих правил. Такие знания либо сосре-
доточены в самой структуре данных, либо доступны из этой структуры 
(например, хранятся в другой структуре, связанной с фреймом) [119].
С каждым фреймом ассоциируется разнообразная информация 
(в том числе и процедуры); например, информация о том, как пользо-
ваться данным фреймом, каковы ожидаемые результаты выполнения 
фрейма, что делать, если ожидания не оправдались, и т. п. Фрейм можно 
представить в виде сети, состоящей из вершин и отношений (дуг) [11].
Преимущества подхода, основанного на фреймах, заключаются 
в следующем [21]: концепция фреймов естественным образом инте-
грируется с концептуальным моделированием предметной области; 
структуры фреймов хорошо описываются средствами объектно-ори-
ентированного проектирования; эффективно поддерживаются воз-
можности наследования; обеспечивается иерархическое представле-
ние предметной области. Таким образом, выбор фреймов обосновывает 
применение объектно-ориентированного подхода и объектных языков 
программирования при разработке СДМС и минимизирует затраты на 
создание программного обеспечения.
Анализ работ, выполненный А.Н. Швецовым в [21], по объектно-
ориентированному проектированию и программированию позволяет 
выделить три основных класса моделей, представляющих объекты 
и классы (англ. class-based representation formalism): модели, осно-
ванные на семантических сетях и фреймах; модели, развиваемые на 
основе теории баз данных и семантических моделей данных; модели, 
использующие работы по абстрактным типам данных. Как показало 
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исследование, основанные на фреймах языки используются для расшире-
ния дедуктивных возможностей семантических и объектно-ориентиро-
ванных моделей данных, что и обосновывает их использование и проведе-
ние дальнейших исследовательских работ в данном направлении.
2.4.2. Применение фреймового подхода Швецова для построения 
концептуальной модели предметной области (КМПО)
Для построения концептуальной модели предметной области и ре-
шения задачи сокращения затрат на разработку ПО, в работе исполь-
зован фреймовый подход Швецова [21], основанный на совмещении 
фреймоподобных структур с конструкциями концептуальных графов 
J.F. Sowa [129–131]. Преимуществами данного подхода является деле-
ние на активные и пассивные фреймы и учет поведения объекта.
Основная конструкция фрейм-концепта (ФК) представлена в кор-
тежной модели 2.33. Имя фрейма представляет собой уникальный 
идентификатор, используемый в КМПО. Информация о применении 
на уровне ФК является неформальным вербальным описанием воз-
можных ситуаций использования ФК, сценариев поведения, особенно-
стей выбора и т. п. Динамическое поведение компонентов или агентов 
предметной области описывает структура сценариев поведения (ССП), 
в которую включен блок выбора сценария (БВСЦ), позволяющий фор-
мировать альтернативные пути поведения данного фрейма [21].
Структура слотов (ССЛ) представляет собой совокупность двух 
структур: структуры концептов (СК) и структуры атрибутов (СА). СК 
содержит список фрейм-концептов, в некотором отношении вло-
женных или порожденных охватывающим ФК, тип этого отношения 
указывается в поле «тип концептуального отношения», т. е. отноше-
ние данного ИК
i
 к ФК, где ИК
i
 – имя i-го концепта. Для установле-
ния логической организации предметной области ФК соединяются 
в структуры концептуальных графов. Концептуальный граф (КГ) есть 
двудольный граф, имеющий два типа вершин: вершины концептов, 
или концептуальные вершины, и вершины концептуальных отноше-
ний (КО) [21]. Таким образом, Швецовым предлагается использовать 
фреймово-семантическое представление знаний.
Модель фрейм-концепта определяется следующим образом [21]:
 ФК = <ИФ, ТФ, ИП, ССП, ССЛ>, (2.33)
 ССЛ = <СК, СА> ,  (2.34)
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 СК = {(ИК
1
, КО
1
), (ИК
2
, КО
2
), …, (ИК
n
, КО
n
)}, (2.35)
СА = {(ИА
1
, МО
1
, ЗА
1
), (ИА
2
, МО
2
, ЗА
2
), …,(ИА
m
, МО
m
, ЗА
m
)}. (2.36)
где ИФ – имя фрейма; 
ТФ – тип фрейма; 
ИП – информация о применении;
ССП – структура сценария поведения;
ССЛ – структура слотов; 
СК – структуры концептов;
СА – структуры атрибутов;
ИК
n
 – имя концепта; 
КО
n
 – концептуальное отношение; 
ИА
m
 – имя атрибута; 
МО
m
 – множество определения; 
ЗА
m
 – значение атрибута.
Таким образом, применение подхода к описанию предметной 
области в виде ФК и КГ, предложенное Швецовым, позволяет ис-
пользовать фреймово-семантическую модель представления знаний. 
Задача перехода (совмещения) модели представления знаний, кон-
цептуальной модели и их технической реализации на уровне базы 
данных решается в разделе 3.3.2.
2.5. Алгоритмы работы системы (машина вывода)
Выбор метода поиска решений и реализации механизмов выво-
да определяется целым рядом факторов [21]: спецификой предмет-
ной области, размерами пространства поиска, уровнем определен-
ности и надежности знаний и данных, динамикой происходящих 
в предметной области изменений, моделями представления зна-
ний, вычислительными ресурсами, которые могут быть применены 
в интеллектуальной системе.
Задача построения алгоритма ситуационного моделирования 
разбивается на две: создание алгоритма работы ИА (раздел 2.5.1) 
и алгоритма планировщика работы ситуационной модели (раз-
дел 2.5.2), на которого возлагаются задачи обработки действий эле-
ментов процесса преобразования ресурсов и множества ИА.
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2.5.1. Алгоритм работы интеллектуального агента
Функции анализа, структурирования, обобщения и экстра-
поляции ситуаций, а также выработку команд управления про-
цессом преобразования ресурсов целесообразно возложить на 
агентов. Причем для каждого агента необходимо обеспечить до-
ступ к его базе знаний.
Для описания работы агента введем следующие массивы 
и операторы:
Mess_Buffer – массив «Буфер сообщений». Для каждого аген-
та в данном массиве резервируется переменная (Mess_In_Count), 
отражающая количество входящих сообщений. В случае если 
данная переменная не равна нулю, то происходит вызов метода 
агента Agent.R_Mess. Возвращение значения Mess_In_Count про-
исходит путем вызова функции Mess_Buffer.Check_Mess(Agent.
name). Запись сообщений агентом в буфер происходит вызовом 
метода Agent.W_Mess. После вызова методов R_Mess и W_Mess 
значения переменных Mess_In_Count и Mess_Out_Count, соответ-
ственно, сбрасываются в ноль.
За основу правил поведения агентов взят специализирован-
ный объектно-ориентированный язык RADL (Reticular Agent 
Definition Language) в виде конструкции When-If-Then, реали-
зованный в системе проектирования агентов и мультиагентных 
систем Agent Builder (Reticular Systems, Inc.) [92]. Ментальная 
модель включает описание намерений, желаний, обязательств 
и возможностей, а также правил поведения агентов. На осно-
ве этой модели осуществляется выбор тех или иных действий 
интеллектуального агента. Составные части этого правила 
выполняют следующие функции: When <...> содержит новые 
сообщения, полученные от других агентов; If <…> сравнива-
ет текущую ментальную модель с условиями применимости 
правила; Then <...> определяет действия, соответствующие 
текущимсобытиям, состоянию ментальной модели и внешне-
го окружения.
Применительно к предметной области процессов преобра-
зования ресурсов, с учетом того, что ментальную модель агента 
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представляет модель целеполагания, функция When будет непо-
средственно включена в алгоритм, то будем использовать следу-
ющую структуру правил поведения агентов:
Name <Имя правила>
If <Message Conditions, RCP Conditions, G_Ag Conditions>
      Then <G_Ag Changes; Message Actions; Private Actions>.
где MessageConditions – условия, относящиеся к сообщениям;
RCPConditions – условия, относящиеся к преобразователям 
и ресурсам (RCP – Resources conversion process);
G_AgConditions – условия, относящиеся к целям; 
G_AgChanges – действия по изменению текущих целей агента;
MessageActions – действия по формированию сообщений;
PrivateActions – действия (план действий), связанные с пре-
образователями и ресурсами, направленные 
на достижение поставленных целей. 
Части правил могут быть представлены в виде предикатов перво-
го порядка. Следуя [21, 133–134], полагаем, что предикат от пере-
менных, n-арный предикат на множестве А есть n – местная функ-
ция, определенная на А со значениями в множестве {истина, ложь}. 
Совокупность наборов (а
1
, a
2
, ..., a
n
) элементов из А, для которых 
Р(а
1
a
2
, ..., a
n
) – истина, называется n-арным отношением, отвечаю-
щим предикату Р. И наоборот, любому n-арному отношению R на А 
отвечает предикат Р(x
1
, x
2
, ..., x
n
)
Часть Then включает в себя действия и планы действий, т. е. набор 
последовательно-параллельных действий с привязкой ко времени или 
решение Decision.
Алгоритм работы агента состоит из следующих действий:
1. Анализ мира (окружения) агента включает:
i.  Чтение сообщений «Агента-начальника» и «Агентов-подчи-
ненных» (функция When), если таковые есть.
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В случае если при чтении сообщения определяется конфликтная 
ситуация – входящее сообщение противоречит текущим целям аген-
та, то происходит разрешение конфликта целей (более приоритетные 
цели вытесняют менее приоритетные). Если агент не принимает к вы-
полнению входящее сообщение, то формируется отказ.
ii.  Обзор (анализ) ближайшего окружения, элементов процесса 
преобразования, которыми он управляет непосредственно.
iii.  Контроль выполнения целей.
2. Диагностирование ситуаций и Поиск решения. Диагностирование 
ситуации заключается в сопоставлении части IF правил с текущим 
состоянием мира агента. В зависимости от найденной (диагности-
руемой) ситуации агент обращается к БЗ и пытается найти соответ-
ствующее решение, которое переведет систему из текущей ситуации 
в желаемую. В случае если диагностировано более одной ситуации, то 
выполняется анализ их непротиворечивости, ранжирование по при-
оритетам и значимости для агента, формирование общего решения 
(«склейка» команд, устранение повторов). 
В случае если найдено несколько решений, то для каждого реше-
ния агент проводит оценку его достижимости (моделирует поведение 
всех элементов, принадлежащих данному модельному множеству для 
поиска пути к цели gaj на глубину в gp шагов). Полагаем, что параметр 
gpопределяется выбранной стратегией si, и вводим два счетчика: счет-
чик модельных шагов Cmgpи счетчик актуальных шагов Cagp. Выпол-
няем модельные шаги для модельных множеств на глубину gp. После 
каждого шага вычисляем предполагаемую оценку состояния мира ИА 
для всех моделируемых информационных объектов (ИО – элементов 
процесса преобразования) и делаем следующий модельный шаг. По-
вторяем модельные шаги до достижения Cmgp = gp. Затем сравниваем 
оценки достижения цели текущего решения с предыдущим, запоми-
наем решение с лучшей оценкой. Далее вычисляем предполагаемую 
оценку преобразований целей для всех ИО и отклонение от целей 
(меру близости к цели): 
Таким образом, перебрав все решения, выбираем единственное.
Решению должен соответствовать набор действий как само-
го агента, так и элементов процесса преобразования ресурсов, 
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подчиненных ему и обеспечивающих переход системы в желае-
мое состояние. 
Если ситуация не изменилась, то переходим к следующему шагу.
Генерация (выработка) решения (если решения в БЗ не най-
дено). Если ситуация диагностирована и нет ни одного реше-
ния, значит пользователь (эксперт) либо не знает решения, 
либо не ввел его. В первом случае развитие системы идет в со-
ответствии с ранее заданной стратегией (набором управляющих 
воздействий), во втором случае пользователь вводит решение 
(пополняет БЗ).
3. Корректировка целей. Агент, диагностировав ситуацию и выбрав 
решение, корректирует свои цели и цели вверенных ему объектов. 
Вычисляет оценки состояния целей от достигнутого состояния мира 
ИА и определяет отклонения от цели. Поскольку целей может быть 
несколько (в случае j > 1), необходимо сформировать комплексную 
оценку положения ИА в пространстве целей
учитывающую значимость целей, a
i
 – весовые коэффициенты важ-
ности целей, n – мощность множества активных целей. 
Проводим сравнение с допустимым комплексным отклонением 
Δd с помощью следующих правил: 
при выполнении условия Δ
k
 > Δd переходим к шагу (2), изменяя 
при этом стратегию, т. е. переоцениваем стратегию формирования це-
лей; если же Δ
k
  Δd, то продолжается функционирование ИА в той 
же стратегии.
4. Формирование модели мира данного агента (прогнозирование 
состояния на следующем шаге) FV(t + 1).Формируем новое текущее 
состояние мира ИА с помощью вычисления значений целей. FV – 
функция формирования информационного пространства.
77
Раздел 2
5. Выполнение активных действий агента происходит на текущем 
шаге модельного времени
Execute: AD(Agent
i
): GA → VO,
где Execute – функция выполнения действий агента. К активным дей-
ствиям также относится функция отправки сообщений
IF Agent.Mess_Out_Count > 0
    THEN Agent.W_Mess
6. Окончание выполнения действий агента на данном шаге.
На рис. 2.6 приведена схема работы ИА.
2.5.2. Алгоритм ситуационно-имитационного моделирования
С целью минимизации вычислений, выполняемых машиной вы-
вода, предлагается использовать алгоритм, в котором учет модельного 
времени организован с использованием централизованного календа-
ря событий. За основу взят алгоритм, предложенный в [33–34] и до-
казавший свою эффективность и быстродействие при решении прак-
тических задач в системе BPsim. В процессе работы машина вывода 
Ips взаимодействует со следующими очередями:
Календарь (Calendar) – очередь, содержащая упорядоченный по 
модельному времени перечень правил, которые должны выполнить 
одно из действий в определенный момент времени (проверить ус-
ловие запуска C
a
(t), выполнить действие A
IN
(t), действие A
OUT
(t)) или 
действие агента A
Agent
(t):
 (2.37)
Список активизированных правил (Active_Rules) представляет со-
бой перечень правил, которые должны в данный момент времени вы-
полнить действие A
OUT
(t):
  (2.38)
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Рис. 2.6. Блок-схема работы ИА
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Очередь правил (Wait&Lock_Rules), состоящая из «операций», 
«перекрестков», «источников» и «приемников» – правил, у кото-
рых будет выполняться в данный момент действие A
Ca
(t), для правил 
с признаком прерывания  и для действий агентов A
Agent
(t):
  (2.39)
Для реализации методов ситуационного управления дополнитель-
но в алгоритм введены следующие очереди:
Список агентов (Agent_list), перечень всех агентов, упорядочен-
ный по приоритету. Агенты с наивысшим приоритетом обрабатыва-
ются в первую очередь. Приоритет изменяется от 0 до M, причем 0 – 
наивысший приоритет.
   (2.40)
Для работы с очередями введем следующие операторы:
 – добавление в S-ю очередь j-го дей-
ствия правила;
 – удаление из R-й очереди i-го действия 
правила которое было выполнено;
 – перемещение o-го дей-
ствия правила из Q-й очереди в W-ю;
Clear (Rules_Queue
X
) – очистка X-й очереди от элементов;
Count (Rules_Queue
C
) – функция, которая определяет количество 
элементов в очереди.
Для запоминания изменений рабочей памяти на текущем шаге 
введем очередь Changes_Queue, которая хранит перечень элементов 
Rps, изменение состояния которых произошло в текущем проходе 
машины вывода. 
Execution (Rules_Queue
W
) – функция выполнения действий (из-
менение состояний ресурсов, механизмов, заявок и сообщений) 
правил W-й очереди. Последовательность обработки действий 
определяется приоритетом правил.
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Машина вывода выполняет в момент запуска подготовительный 
этап – устанавливает значение модельного времени SysTime, равное 
нулю или моменту, задаваемому пользователем. В дальнейшем машина 
вывода циклически выполняет следующую последовательность шагов:
1. Определение текущего момента времени – определяется ближай-
ший момент завершения активности по календарю: 
В случае моделирования непрерывных процессов преобразования 
ресурсов SysTime = SysTime + t, т. е. имеем пошаговый способ про-
движения по модельному времени.
2. Определение списка активизированных событий для момента вре-
мени SysTime, в том числе:
1) список завершения активности экземпляров «перекресток» 
с заданным временем синхронизации:
2) список завершения активности экземпляров «операция»:
3) список завершения активности экземпляров «источник» 
и «приемник»:
3. Обработка списка агентов. Если в модели присутствует хоть 
один агент, то Планировщик последовательно, согласно приорите-
там, совершает обход агентов (с передачей им полномочий), работает 
со списком Agent_List. При выполнении 5-го шага алгоритма агента 
(см. раздел 2.5.1) машина вывода помещает действия агента в оче-
редь правил или в календарь (если действие не будет выполняться 
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в текущем такте). Список выполнения действий экземпляров «агент», 
запланированных на данный момент системного времени, следующий:
4. Исполнение действий (соответствующих активизированным 
правилам и определенным на предыдущем шаге) и фиксация из-
менений в рабочей памяти. Завершение активизированных правил 
Execute (Active_Rules). Для экземпляров «источник», «приемник», 
«операция», «агент», условием запуска которых является функция от 
времени – определение (вычисление) следующего момента  акти-
визации и записи его в календарь:
Для экземпляров, у которых условие запуска содержит помимо 
временной составляющей иные условия, выполняется проверка ус-
ловия запуска. В случае невыполнения условия запуска происходит 
перемещение из календаря в очередь правил:
Экземпляры, которые были завершены в данном такте, поме-
щаются в очередь правил с целью дальнейшего анализа (экземпля-
ры без условий).
5. Проверка рабочей памяти. Если состояние памяти изменилось 
Count (Changes_Queue)  0, то происходит переход к следующему шагу, 
иначе – переход на 10-й шаг.
6. Формирование очереди правил.
Если такт не первый, то машина вывода из списка изменившихся 
ресурсов и средств формирует очередь правила (используя Rules_of_use).
Если такт первый, то машина вывода выбирает все правила. Оче-
редь формируется в следующей последовательности:
1) правила экземпляров «агент»:
2) правила экземпляров «перекресток»: 
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3) правила не активизированных и не попавших в календарь эк-
земпляров «источник» и «приемник»:
4) пассивные правила (т. е. события, которые активизируются не 
в определенный момент времени, а при выполнении определенного 
условия) экземпляров «процесс» и «операция» и правила, находящи-
еся в очереди прерываний.
При формировании очереди внутри каждого типа, правила вы-
страиваются в соответствии с приоритетом.
7. «Обнуление» изменений области рабочей памяти (сня-
тие признаков изменения состояния ресурсов и средств): 
Clear (Changes_Queue).
8. Обработка очереди правил и фиксация изменений в рабочей памя-
ти Execute (Wait&Lock_Rules):
1) проверка исполнения правил экземпляров «агент», в случае 
выполнения правила – запуск активности «агента»;
2) проверка исполнения правил экземпляров «перекресток», в слу-
чае выполнения правила – запуск активности «перекрестка» (блокиров-
ка или удаление входных сообщений и формирование выходных);
3) проверка исполнения пассивных правил и тех, которые не 
попали в календарь экземпляров «источник» и «приемник», в случае 
выполнения правила – запуск активности (блокировка или удаление 
входных сообщений и формирование выходных);
4) проверка исполнения пассивных правил экземпляров 
«процесс» и «операция» и правил с признаком прерывания (с по-
следующей блокировкой механизмов). В случае выполнения пра-
вила экземпляр будет активизирован (захват входных ресурсов 
и средств, расчет времени окончания работы) и правило «удаля-
ется» из очереди.
Данные правила обрабатываются машиной вывода последова-
тельно, начиная с правил высшего приоритета, в следующем цикле:
8.1. Текущее правило. Начало обработки правила. Если теку-
щее правило имеет признак прерывания, то переходим к следующему 
шагу, если правило не имеет признака прерывания, то шаг 8.3, правил 
больше нет – шаг 2.
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8.2. Условие запуска правила на входных ресурсах выполняется? 
Если да, то переходим к следующему шагу, иначе – переходим к шагу 8.8.
8.3. Условие запуска на средствах выполняется? Если да, то пере-
ходим к шагу 8.5, иначе – переходим к шагу 8.4.
8.4. Правило с абсолютным приоритетом (АП)? Если правило 
с АП, то переходим на шаг 8.6, иначе – шаг 8.8. 
8.5. Обработка правила и фиксация изменений в рабочей памяти 
(РП). Переход к шагу 8.8.
8.6. Есть ли правила с меньшим приоритетом, использующие 
недостающие средства? Выбор активизированных правил с мень-
шим приоритетом и не имеющих признака прерывания, исполь-
зующих необходимые средства в нужном количестве. Если такие 
правила есть, то происходит переход к шагу 8.7, иначе – перехо-
дим к шагу 8.8.
8.7. Выполнение прерывания, обработка правила АП и фик-
сация изменений в РП. Происходит прерывание правил, опреде-
ленных на предыдущем этапе (установление признака прерывания). 
Выполнение правила с абсолютным приоритетом и фиксирование 
изменений в рабочей памяти.
8.8. Следующее правило. Если есть необработанные правила, то 
осуществляется переход к обработке текущего правила – к шагу 8.1, 
иначе – переходим к шагу 2.
Фиксация изменений рабочей памяти происходит вместе с акти-
визацией события и записью момента окончания в календарь. 
9. Изменился ли текущий момент? Определение разницы меж-
ду ближайшим и текущим моментом времени в календаре. Если 
разница больше нуля, то происходит переход на следующий 
шаг (шаг 10), иначе – переход на шаг 2 (для завершения «нуле-
вых» работ).
10. Проверка условия окончания имитации. В зависимости от режи-
ма остановки имитации:
● окончание времени;
● достижение определенного значения параметра;
● «Если делать НЕЧЕГО».
Если условие окончания имитации выполнено, то моделиро-
вание завершено, иначе – машина вывода переходит на следую-
щий цикл (шаг 1). 
84
К.А. Аксенов, Н.В. Гончарова
Выводы
1. Модель процесса преобразования ресурсов [33], была дополне-
на следующими элементами: целями, агентами, ситуациями, макро- 
и микроситуациями, командами управления.
2. Исследована возможность построения ситуационной модели 
МППР на базе семиотической и SIE-модели.
3. Для описания модели предметной области используется фрей-
мово-семантическое представление знаний. Решена задача перехода 
(совмещения) модели представления знаний, концептуальной модели 
и их технической реализации на уровне реляционной базы данных 
(РБД). Такой подход позволил в качестве языка вывода на фреймовой 
модели использовать Transact SQL.
4. Разработана ситуационная модель МППР на основе интегра-
ции аппаратов ситуационного управления, процессов преобразования 
ресурсов, фреймовых ЭС, ИМ и мультиагентных систем. В рамках мо-
дели МППР решены следующие задачи: определены состав и струк-
тура мультиагентной системы преобразования ресурсов; доработаны 
типы правил преобразования и их структура, усиливающие аппарат 
моделирования конфликтов, возникающих на общих ресурсах и сред-
ствах; для модели МППР разработан алгоритм машины вывода-ими-
татора, реализующий ситуационный подход. 
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3. ОПИСАНИЕ МУЛЬТИАГЕНТНОЙ СИСТЕМЫ 
ДИНАМИЧЕСКОГО МОДЕЛИРОВАНИЯ СИТУАЦИЙ BPSIM2
В главе представлены результаты разработки СДМС, позволяю-
щей разрабатывать модели мультиагентных систем и имитировать 
действия агентов со знаниями. СДМС процессов преобразования 
ресурсов BPsim2 [141, 143–144] была разработана c использованием 
средств Borland Delphi 7.0 и СУБД MS SQL Server. Подробное описа-
ние работы с системой приведено в [135].
3.1. Функции системы
Система обеспечивает выполнение следующих функций:
1. Проектирование концептуальной модели предметной области.
2. Проектирование и генерирование структуры базы данных пред-
метной области.
3. Создание (копирование / удаление) иерархической модели про-
цесса преобразования ресурсов.
4. Добавление (удаление / корректировка) операции. В рамках 
операции:
a) добавление (удаление / корректировка) входного ресурса;
b) добавление (удаление / корректировка) выходного ресурса;
c) добавление (удаление / корректировка) средства;
5. Добавление (удаление / корректировка) ресурса.
6. Добавление (удаление / корректировка) средства.
7. Добавление (удаление / корректировка) параметра.
8. Добавление (удаление / корректировка) сообщения.
9. Добавление (удаление / корректировка) заявки.
10. Добавление (удаление / корректировка) источника ресурсов.
11. Добавление (удаление / корректировка) приемника ресурсов.
12. Добавление (удаление / корректировка) перекрестка.
13. Добавление (удаление / корректировка) связи.
14. Добавление (удаление / корректировка) цели.
15. Добавление (удаление / корректировка) интеллектуального агента.
16. Функционально-стоимостный анализ.
17. Проведение имитационных экспериментов.
18. Ситуационное моделирование процессов преобразования ресурсов.
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19. Анализ результатов экспериментов.
20. Получение отчетов по структуре процессов преобразования 
ресурсов и проведенным экспериментам:
a) печать экранных форм описания процесса, операции, при-
емника, источника ресурсов и перекрестка;
b) текстовый отчет по структуре процесса преобразования ре-
сурсов;
c) текстовый отчет с результатами имитационного эксперимента.
21. Экспорт результатов экспериментов в MS Excel.
22. Экспорт результатов экспериментов в MS Project.
3.2. Принципы построения СДМС процессов преобразования 
ресурсов
3.2.1. Применение объектно-ориентированного подхода при 
создании системы
Одним из методов разработки интеллектуальных программных 
систем, к классу которых относятся СДМС, является объектно-ори-
ентированный подход (парадигма). Этот подход является развити-
ем фреймового представления. В его основе лежат понятия объект 
и класс [11]. Достоинства объектно-ориентированного проектирова-
ния заключаются в следующем [21]:
– обеспечиваются основные свойства объектной ориентации – 
инкапсуляция и наследование;
– поддерживается модульная структура, содержащая множество ав-
тономных сущностей, взаимодействующих через обмен сообщениями;
– используется независимость реализации, т. е. внутренний меха-
низм функционирования объекта может модифицироваться без вли-
яния на остальные части системы.
При реализации программной составляющей СДМС использован 
объектно-ориентированный подход. Как уже было отмечено ранее, 
использование фреймового представления знаний и ООП позволяет 
однозначно сопоставить программным объектам реальные объекты 
предметной области.
3.2.2. Математический аппарат
Математический аппарат используется для описания преобразо-
вателей (функций условия запуска, входа, выхода, обработки сообще-
ний), целей, параметров, агентов.
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Одним из основных требований к языку BPsim2 является требо-
вание простоты. Оно достигается за счет ограниченного числа вве-
денных синтаксических конструкций, представленных в графическом 
виде. BPsim2 является языком структурного типа, что по общепри-
нятому на данный момент мнению также облегчает разработку ими-
тационных программ [3].
Синтаксические правила задаются с помощью графико-синтак-
сических диаграмм (интерфейсов), ориентированных на проблемную 
область процессов преобразования ресурсов.
Перечень операндов МАС преобразователей
В качестве операндов используются следующие множества: ресур-
сов RES; средств MECH; заявок Order; сигналов Sig; целей G; агентов 
Agent; сообщений Message; параметров P. Операторами задания опе-
рандов являются следующие: описания ресурса; описания средства; 
описания заявки; описания цели; описания агента; описания сообще-
ния; описания параметра.
Операторы определения структуры процессов преобразования ре-
сурсов. Для описания модели процессов преобразования ресурсов ис-
пользуются следующие операторы:
● декомпозиции (детализирует сложный процесс преобразования 
ресурсов на композицию более простых);
● внутренний оператор сопряжения элементов подмодели (в графи-
ческом виде задает причинно-следственные связи между элементами 
подмодели). Связь представляет вектор операндов, формируемый i-м эле-
ментом на выходе и потребляемый на входе j-м элементом подмодели;
● сопряжения подмоделей (задает в графическом виде при-
чинно-следственные связи между элементами модели верхнего 
(k – 1)-го уровня декомпозиции процесса преобразования ресурсов 
и элементами подмоделей (k)-го уровня декомпозиции).
Операторы продукций процесса преобразования ресурсов следующие: 
задания условия запуска; задания входа; задания выхода; задания сред-
ства; задания длительности / интенсивности; задания приоритета.
Операторы продукций интеллектуального агента: задания условия си-
туации; задания действия ситуации; задания целей; задания приоритета.
Для описания модели целей сложной системы используются сле-
дующие операторы: задания функции вычисления текущего значения 
цели; определения зоны значений цели.
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Перечень математических операций, описывающих условия и действия 
продукций
В выражениях над операндами в BPsim2 используются следующие 
стандартные операции:
арифметические операции: «–» – унарный минус; «–» вычитание; 
«+» сложение; «*» – умножение; «/» – деление; «^» – возведение в степень;
логические операции: «?» – отрицание; «&» – конъюнкция; «|» – 
дизъюнкция;
операции отношения: «=» – равно; «><» – не равно; «>» – больше; 
«>=» – больше или равно; «<» – меньше; «<=» – меньше или равно;
присваивания «:=»;
кванторы: «-]» – существования; «\/» – всеобщности; «[-» – при-
надлежности; «~[-» – непринадлежности;
уточнения «#» (определение значения операнда пользователем во 
время эксперимента).
Дополнительные операции: генерация случайного значения 
«randomize()»; экспонента «exp»; логарифм натуральный «ln»; корень ква-
дратный «sqrt»; целая часть от деления «!»; дробная часть от деления «$».
В выражениях могут использоваться скобки «(», «)», «[», «]».
Учитывая специфику процессов преобразования ресурсов и тре-
бования к простоте языка, операторные выражения в зависимости от 
принадлежности операндов к входам/выходам/механизмам/агентам 
при выполнении различных действий продукции (Action
Ca
, Action
IN
, 
Action
Lock
, Action
UnLock
, Action
OUT
, Action
Mech
, Action
Agent
) интерпретиру-
ются определенным образом. Зависимость интерпретации оператор-
ного выражения от действий приведена в табл. 3.1, где F – оператор-
ное выражение, определенное пользователем.
Функции для работы с очередями заявок:
1. SelectAllMessage([usl],[mUsl],[mDo]) – функция выбора множе-
ства заявок, которую следует читать так: пока выполняется общее 
условие usl, выбрать (пометить) все сообщения, для которых выпол-
няется условие mUsl; действие mDo выполнить столько раз сколько 
выбрано заявок. Например,
SelectAllMessage
([(Z6_count < 300)],[(Z2_owner = @bA0_1)&(Z2_count < 300)],
[Z6_count: = Z6_count + Z2_count]), что означает выполнение последо-
вательности действий: 
1) условие (Z6_count < 300) выполняется? – Да – п. 2, нет – выход;
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2) существует заявка [(Z2_owner = @bA0_1)&(Z2_count < 300)]? 
Да – п. 3, нет – выход;
3) изменить значение параметра Z6_count;
4) переход на п. 1.
Та б л и ц а  3 . 1
Интерпретация операторных выражений
Действие Выполняемая операция Описание
Проверка усло-
вия запуска на 
входном ресурсе 
RESi
(RESi – F) > = 0, 
где RESi – текущее количе-
ство i-го ресурса, F – коли-
чество i-го ресурса необходи-
мое для выполнения правила 
Если результат вычис-
ления отрицательный, 
то условие запуска на 
входном ресурсе не вы-
полнилось.
Проверка 
условия запуска 
на механизме 
MECHi
(MECHi – F) > = 0, 
где MECHi – текущее количе-
ство i-го механизма, F – коли-
чество i-го механизма, необхо-
димое для выполнения правила 
Если результат вычисле-
ния отрицательный, то 
условие запуска на меха-
низме не выполнилось.
Захват входного 
ресурса RESi
RESi = RESi – F Уменьшение количества 
ресурса на величину, за-
данную пользователем
Блокировка ме-
ханизма MECHi
MECHi = MECHi – F Уменьшение количества 
ресурса механизма на 
величину, заданную поль-
зователем
Освобождение 
механизма 
MECHi
MECHi = MECHi + F Увеличение количества ре-
сурса механизма на величи-
ну, заданную пользователем
Формирова-
ние выходного 
ресурса RESi
RESi = RESi + F Увеличение количества 
ресурса на величину, за-
данную пользователем
2. DeleteAllMessage([mUsl],[mDo]) – функция освобождения мно-
жества заявок. Для заявок, на которых выполняется условие mUsl, вы-
полнить действие mDo.
DeleteAllMessage([Z2_lock = @bA0_5_1_1],[Z2_owner: = @bA0_5_1])
3. CreateOrder(nam) – создать экземпляр заявки Nam.
4. DeleteOrder(nam) – удалить экземпляр заявки Nam, заблокиро-
ванный текущим блоком.
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5. Count(queue, [p1…pn], [v1...vn]) – функция возвращает количе-
ство элементов очереди, удовлетворяющей условию ограничения по 
параметрам очереди.
6. Select(queue, [p1…pn], [v1...vn]) – функция возвращает номер 
элемента очереди, удовлетворяющей условию ограничения по пара-
метрам и приоритетам.
7. NewElementQueue(p1…pn) – добавляет новый элемент в оче-
редь и устанавливает его атрибуты.
8. LockCurent(queue) – блокирование текущего элемента очереди.
9. UnLockCurrent(queue) – разблокирование текущего элемента очереди.
10. MAX(p1…pn) – выбор максимального значения из некото-
рого множества числового или множества переменных, то же самое 
и MIN(p1…pn), например: 
(fRes66: = min(fRes55;fRes66;fRes102;fRes104;fRes106;fRes108;fRes110;
fRes112;fRes114;fRes58;)).
3.2.3. Информационное обеспечение
Система управления БД реализуется средствами MS SQL Server. Основ-
ными таблицами БД являются: ресурсы; оборудование; персонал; преоб-
разователи; сообщения; заявки; цели; страты; агенты; предметные области; 
модели; справочник типов ресурсов; связи элементов; диаграммы; входы 
преобразователя; выходы преобразователя; средства преобразователя. 
3.2.4. Программное обеспечение
Разработанный пакет прикладных программ состоит из следую-
щих основных модулей:
● модуль конструктора фрейм-систем;
● построение ситуационной модели МППР;
● проведение ситуационных экспериментов;
● формирование отчетов по структуре модели;
● формирование отчетов по результатам экспериментов.
3.2.5. Алгоритмическое обеспечение
Ниже перечислены основные алгоритмы, реализованные в системе 
BPsim2: имитатор (машина вывода); работа интеллектуального агента; 
диагностирование ситуации и поиск решения; декомпозиция процесса 
преобразования / цели; визуальное отображение связей между элемен-
тами модели; сохранение модели в базе данных; загрузка модели из БД; 
копирование модели; отображение динамических параметров модели 
в витрине данных; проведение функционально-стоимостного анализа 
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статической модели; анимация состояния процесса верхнего уровня на 
основе состояний процессов нижнего уровня.
Наиболее сложными являются алгоритмы работы ИА и имитатора. За 
основу алгоритма имитатора взят алгоритм машины вывода, описанный 
в разделе 2.5.2. На рис. 3.1 приводится блок-схема работы имитатора.
Рис. 3.1. Блок-схема работы имитатора
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На 4-м и 8-м шагах работы имитатора происходит формирование 
файла, содержащего перечень правил и выполняемых действий над 
объектами рабочей памяти, а также состояния характеристик объек-
тов. Сформированный файл в дальнейшем может быть экспортиро-
ван в MS Excel. На 10-м шаге работы имитатора выполняется расчет 
целей, производных и консолидированных показателей.
3.2.6. Требования к аппаратному и программному обеспечению
Требования к аппаратному обеспечению, минимальная кон-
фигурация:
– процессор Pentium 200 (рекомендуемый Pentium IV 3200);
– оперативная память не менее 512 Мб,
– монитор – 17″ (рекомендуемый 21″),
– свободное дисковое пространство – не менее 50 Мб.
Требования к программному обеспечению:
– операционная система Windows 9x и выше, Windows XP и выше,
– система управления базами данных MS SQL Server 2000,
– средство анализа данных MS Excel; MS Project.
3.3. Технология работы с системой
3.3.1. Основные этапы работы с СДМС BPsim2
Последовательность работы представлена на рис. 3.2. 
Рис. 3.2. Работа с СДМС BPsim2 
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Процесс состоит из следующих этапов:
1. Проектирование концептуальной модели предметной области.
2. Создание ситуационной модели мультиагентного процесса пре-
образования ресурсов.
3. Проведение экспериментов с ситуационной моделью мультиа-
гентного процесса преобразования ресурсов. 
3.3.2. Реализация механизма логического вывода на основе 
языка Transact-SQL
Как отмечено в работе [6], «чтобы системы с базами знаний, осно-
ванные на фреймовых системах, извне выглядели интеллектуальны-
ми, при их проектировании необходимо предусматривать применение 
в составе системы присоединенных процедур. Иначе их трудно будет 
отличить от обычных программ обработки данных». В данном разделе 
решается задача обоснования реализации механизма логического вы-
вода на основе языка Transact-SQL.
Рассмотрим решение примера «классической» задачи на основе 
подхода, изложенного в разделе 2.4.2. Пример описан в [119] и де-
монстрирует следующие аспекты фреймов: значения по умолчанию, 
демоны, множественное наследование.
В данном примере рассматривается предметная область оценки 
недвижимости – необходимо провести оценку примерной стоимости 
на рынке земельных участков, полная информация о которых отсут-
ствует. Большинство участков имеет, как правило, форму выпуклых 
прямоугольников, поэтому можно оценить стоимость участков, пред-
полагая, что те, о которых идет речь, также имеют подобную форму, 
если только нет конкретной информации об обратном. Предполо-
жим, что цепочка «КВАДРАТ  ПРЯМОУГОЛЬНИК  ПАРАЛЛЕ-
ЛОГРАММ  ТРАПЕЦИЯ  ЧЕТЫРЕХУГОЛЬНИК  МНОГОУ-
ГОЛЬНИК» представляет знания о плоских геометрических фигурах, 
которые можно использовать для логических рассуждений о форме 
участков. Каждый узел в этой цепи имеет связанную с ним структуру 
записей (фрейм), формат которой приведен ниже [119].
NAME (ИМЯ):
Number of sides (Количество сторон):
Length of sides (Длины сторон):
Size of Angles (Углы):
Area (Площадь):
Price (Цена):
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Практически все слоты фрейма Многоугольник придется оставить 
незаполненными, поскольку ничего нельзя сказать о сторонах и углах 
типичного многоугольника. Однако для слота Количество сторон 
в качестве значения по умолчанию можно установить 4, поскольку 
подавляющее большинство земельных участков имеет форму четы-
рехугольника. Таким образом, все земельные участки, информация 
о форме контура которых отсутствует, будут полагаться четырехуголь-
ными. Слот Площадь также нельзя заполнить, но известно, как вы-
числить площадь многоугольника, располагая другой информацией 
о нем. Любой n-сторонний многоугольник можно разбить на п – 2 
треугольника, вычислить их площади и затем просуммировать резуль-
таты. Программу, реализующую эту процедуру, можно подключить 
к слоту Площадь. Процедуры, подключенные к структуре данных и за-
пускаемые на выполнение при появлении запроса или обновлении 
информации в структуре, называют демонами. Те демоны, которые 
по запросу вычисляют некоторые значения, называются демонами по 
требованию (IF-NEEDED) [119].
Полезно также иметь демон, который при заполнении слота 
Площадь сразу вычислял бы цену участка. Эта процедура относится 
к другому типу демонов – демонам добавления (IF-ADDED) – и под-
ключается также к слоту Площадь. Теперь при обновлении или уста-
новке значения слота Площадь автоматически будет вычислена цена 
участка, а результат будет помещен в слот Цена.
Перейдем к следующему уровню в иерархии фреймов. Для фрейма 
Четырехугольник совершенно очевидно нужно установить значение 4 
в слот Количество сторон. Это значение будет наследоваться фрейма-
ми на каждом из последующих уровней иерархии. Вычислять площадь 
и цену всех фигур, представленных фреймами последующих уровней, 
можно тем же способом, что и для многоугольника. Поэтому описан-
ные выше демоны также могут быть унаследованы всеми последую-
щими фреймами. Но для четырехугольника можно примерно оценить 
площадь, даже не располагая информацией о значениях внутренних 
углов контура, а зная только длины сторон. Вполне приемлемые ре-
зультаты можно получить с помощью следующего эвристического 
способа: среднюю длину стороны для одной пары противолежащих 
сторон умножить на среднюю длину стороны для другой пары. Этот 
метод даст существенную ошибку только для четырехугольников, не 
являющихся выпуклыми, а такое встречается очень редко [119].
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Эта эвристика может быть реализована в виде демона по требо-
ванию, подсоединенного к слоту Площадь фрейма Четырехугольник. 
Такой демон должен выполнять следующее:
– если имеется информация о величинах углов четырехугольника 
и длинах сторон, то необходимо вызывать демон фрейма Многоуголь-
ник и выполнять точное вычисление площади;
– если имеется только информация о длинах сторон четыреху-
гольника, то следует выполнять вычисление по приближенному эв-
ристическому методу;
– если отсутствует любая информация о параметрах четыреху-
гольника, никаких вычислений выполнять не нужно.
Фреймы, представляющие все последующие разновидности че-
тырехугольников, наследуют значение из слота Количество сторон 
фрейма Четырехугольник. Но в каждом из этих фреймов можно реа-
лизовать свою процедуру вычисления площади, лучше учитывающую 
особенности именно данного вида фигур. Например, площадь трапе-
ции можно вычислить как произведение высоты на среднюю длину 
оснований, а фреймы прямоугольника и квадрата могут унаследовать 
эту процедуру у параллелограмма, площадь которого равна произве-
дению основания на высоту [119].
Ниже приводятся листинги скриптов создания хранимых про-
цедур, вычисляющих площади параллелограмма, прямоугольника 
и треугольника. 
/*---------------------------------------------------------------------------*/
/*---------------------------------------------------------------------------*/
/*
Параллелограмм – четырехугольник, у которого стороны попарно параллельны.
-------------------------------------
--вычислить площадь параллелограмма 
--@a-длина одной стороны,
--@b – длина следующей стороны,
--@aa – угол между сторонами @a и @b в градусах,
--@S-результат (площадь)
*/
CREATE PROCEDURE sp_Parallelogram (@a DECIMAL(6,2), @b 
DECIMAL(6,2), @aa FLOAT, @S DECIMAL(6,2) OUT)
AS
SELECT @S = @a*@b*SIN(@aa*PI()/180)
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GO
/*---------------------------------------------------------------------------*/
/*---------------------------------------------------------------------------*/
/*
Прямоугольник – четырехугольник, у которого все углы прямые.
------------------
вычислить площадь прямоугольника,
где@a – длина одной стороны,
@b – длина следующей стороны,
@s – результат, площадь.
*/
CREATE PROCEDURE sp_Restangle (@a DECIMAL(6,2), @b FLOAT, @S 
DECIMAL(6,2) OUT)
AS
SELECT @S = @a*@b
GO
/*---------------------------------------------------------------------------*/
/*---------------------------------------------------------------------------*/
/*
Треугольник – многоугольник с тремя сторонами.
--
площадь треугольника
@a, @b – 2 смежные стороны
@ab – угол между ними, в градусах
@s-результат
*/
CREATE PROCEDURE sp_Treangle (@a DECIMAL (6,2), @b DECIMAL (6,2), 
@ab DECIMAL(6,2), @s DECIMAL (6, 2) OUT)
AS
SELECT @S = 0.5*@a*@b *sin (@ab * pi()/180)
GO
/*---------------------------------------------------------------------------*/
/*---------------------------------------------------------------------------*/
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Ниже приводится хранимая процедура вычисления стоимости 
площади многоугольника:
/*---------------------------------------------------------------------------*/
/*---------------------------------------------------------------------------*/
CREATE PROCEDURE sp_Area (
@TypeOfFigure VARCHAR(50), --типфигуры
@NUMBEROFSIDES SMALLINT = 4, -- КОЛИЧЕСТВО СТОРОН, ПО 
УМОЛЧАНИЮ ЧЕТЫРЕХУГОЛЬНИК
@LengthOfSides VARCHAR(255) = ‘’, --длины сторон, разделенные 
спец. символом ‘!’ в м2, указываются в последовательности друг за другом
 --н-р ‘6.2!7.8!8.1!9.3!’
@SizeOfAngless VARCHAR(255) = ‘’, --углы в градусах, начиная с угла 
между первой и второй стороной указанной в параметре @LengthOfSides
 --н-р, ‘30!40!50!’
@StrOfTreangle VARCHAR(255) = ‘’, --при расчете площади много-
угольника – метод разбиения на треугольники, необходимо задать 
--стороны и угол между ними, в формате 
‘сторона1:сторона2:угол между ними:!’сторона1:сторона2:угол между ними:!
@PriceOfM MONEY = 0,--стоимость метра квадратного
@Price MONEY = 0 OUT) --стоимость участка
AS
DECLARE @tblOfSides TABLE (ID INT, VAL FLOAT)
DECLARE @tblOfAngless TABLE (ID INT, VAL FLOAT)
DECLARE @tblofTreangle TABLE (ID INT, VAL VARCHAR(100), state 
TINYINT)
DECLARE @Area FLOAT, @a FLOAT, @b FLOAT, @S DECIMAL (6,2), @aa 
FLOAT
DECLARE @cnt INT, @id INT
SELECT @Area = 0, @Price = 0, @S = 0
SELECT @cnt = 0
--процедура формирования из строки – табличного представления
INSERT INTO @tblOfSides ([id], val)
SELECT* FROM dbo.FromStrToTable(@LengthOfSides, ‘!’)
INSERT INTO @tblOfAngless ([id], val)
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SELECT* FROM dbo.FromStrToTable(@SizeOfAngless, ‘!’)
IF (@NumberOfSides > 4) BEGIN
INSERT INTO @tblOfTreangle (id, val)
SELECT * FROM dbo.FromStrToTable (@StrOfTreangle, ‘!’)
UPDATE @tblOfTreangle SETState = 0
SELECT @cnt = COUNT(*) FROM @tblOfTreangle WHEREState = 0
WHILE @cnt > 0 BEGIN
DELETE FROM @tblOfSides
SELECT TOP 1 @id = id, @LengthOfSides = Val FROM @
tblOfTreangle WHEREState = 0
INSERT INTO @tblOfSides
SELECT* FROM dbo.FromStrToTable(@LengthOfSides, ‘:’)
SELECT @a = (SELECT Val FROM @TblOfSides WHERE ID = 1) 
SELECT @b = (SELECT Val FROM @TblOfSides WHERE ID = 2) 
SELECT @aa = (SELECT Val FROM @TblOfSides WHERE ID = 3) 
EXEC sp_Treangle @a, @b, @aa, @s OUT
SELECT @cnt = COUNT(*) FROM @tblOfTreangle WHEREState = 0
SELECT @Area = @Area + @s
UPDATE @tblOfTreangle SETState = 1 WHERE id = @id
END
END
IF (@NumberOfSides = 4) BEGIN 
--если тип фигуры не определен, и углы неизвестны, но известны дли-
ны -- > то общая формула для четырехугольника:
--средняя длина стороны для одной пары противолежащих сторон ум-
ножить на среднюю длину стороны для другой пары
IF (UPPER(@TypeOfFigure) = ‘NONAME’) AND ((SELECT COUNT(*) FROM 
@TblOfSides) = 4) AND (SELECT COUNT(*) FROM @TblOfAngless) = 0 
BEGIN
SELECT @Area = (SELECT AVG(VAL) FROM @TblOfSides WHERE 
ID IN (1, 3))* (SELECT AVG(VAL) FROM @TblOfSides WHERE ID IN (2, 4))
END
--квадрат
IF (UPPER(@TypeOfFigure) = ‘квадрат’) AND ((SELECT COUNT(*) 
FROM @TblOfSides) > = 1) BEGIN
SELECT @a = (SELECT Val FROM @TblOfSides WHERE ID = 1)
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EXEC sp_Restangle @a, @a, @Area OUT
END
--прямоугольник
IF (UPPER(@TypeOfFigure) = ‘прямоугольник’) AND ((SELECT 
COUNT(*) FROM @TblOfSides) > = 1) BEGIN
SELECT @a = (SELECT Val FROM @TblOfSides WHERE ID = 1)
SELECT @b = (SELECT Val FROM @TblOfSides WHERE ID = 2)
EXEC sp_Restangle @a, @b, @Area OUT
END
--трапеция
IF (UPPER(@TypeOfFigure) = ‘Параллелограмм’) AND ((SELECT 
COUNT(*) FROM @TblOfSides) > = 2) AND ((SELECT COUNT(*) FROM @
TblOfSides) > = 1) BEGIN
SELECT @a = (SELECT Val FROM @TblOfSides WHERE ID = 1)
SELECT @b = (SELECT Val FROM @TblOfSides WHERE ID = 2)
SELECT @aa = (SELECT Val FROM @TblOfAngless WHERE ID = 1)
EXEC sp_Parallelogram @a, @b, @aa, @Area OUT
END
--трапеция
IF (UPPER(@TypeOfFigure) = ‘ромб’) AND ((SELECT COUNT(*) 
FROM @TblOfSides) > = 1) AND ((SELECT COUNT(*) FROM @
TblOfSides) > = 1) BEGIN
SELECT @a = (SELECT Val FROM @TblOfSides WHERE ID = 1)
SELECT @aa = (SELECT Val FROM @TblOfAngless WHERE ID = 1)
EXEC sp_Parallelogram @a, @a, @aa, @Area OUT
END
END
IF @Area > 0 BEGIN
SELECT @Price = @Area * @PriceOfM
END
SELECT Price = @Price
GO
/*----------------------------------------------------------------*/
/*----------------------------------------------------------------*/
На рис. 3.3–3.5 приводятся примеры вычисления стоимости 
участков различной формы в QueryAnalyzer (утилита MSSQLServer):
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Рис. 3.3. Вызов расчета стоимости площади многоугольника, 
с помощью разбиения на треугольники 
Рис. 3.4. Вызов расчета стоимости площади прямоугольника 
Рис. 3.5. Вызов расчета стоимости площади параллелограмма 
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В целом можно выделить следующие варианты применения языка 
Transact-SQL для реализации функции логического вывода в мультиа-
гентной системе преобразования ресурсов:
– механизм вывода (алгоритм) ИА полностью или частично 
оформлен в виде хранимой процедуры и каждый раз вызывается пла-
нировщиком;
– части правил ИА содержат или запросы к БЗ на языке Transact-
SQL, или ссылки на хранимые процедуры, которые реализуют функ-
ции поиска и/или расчетов (вычислений);
– решение задач поиска и вычислений на фрейм-системе (так как 
модели реальных МАС преобразования ресурсов имеют большую раз-
мерность).
Выводы по разделу 3.3.2:
1. Разработан подход к созданию фрейм-системы на основе реляци-
онной БД.
2. Достоинством предложенного решения является то, что про-
ектирование модели предметной области в виде фреймовой системы, 
построение концептуальной модели предметной области, ввод знаний 
и данных, механизм логического вывода, и запросы к базе знаний реали-
зуются на языке Transact-SQL, т. е. не потребовалась разработка язы-
ка вывода на фреймовой модели. Данный фактор снижает требования 
к навыкам системных программистов, аналитиков и инженеров по зна-
ниям, поддерживающих работоспособность данной системы, а также 
автоматизирует их работу. Использование промышленной СУБД MS 
SQL Server для хранения данных базы знаний позволяет интегрировать 
данную систему с корпоративной системой предприятия.
3.3.3. Описание фреймовой оболочки экспертных систем 
«Конструктор фрейм-систем»
Разработанная оболочка ЭС «Конструктор фрейм-систем» 
[142] поддерживает следующие функции:
1) конструирует фреймовые модели, позволяющие хранить ин-
формацию о предметной области;
2) проектирует КМПО в виде фрейм-концептов и концепту-
альных графов (см. раздел 2.4.2);
3) модифицирует данные о предметной области; 
4) изменяет структуру данных о предметной области;
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5) поддерживает операции обработки данных и логического 
вывода при любой допустимой структуре фреймовой модели, с ис-
пользованием языка Transact-SQL;
6) изменяет структуру данных под воздействием своих данных.
Главная форма оболочки и форма построения SQL-запросов 
представлена на рис. 3.6 и 3.7. 
Рис. 3.6. Главная форма оболочки ЭС
Рис. 3.7. Форма построения SQL-запроса к фреймовой системе
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3.3.4. Создание ситуационной моделипроцессов преобразования 
ресурсов
За основу построения СДМС была взята проблемно-ориентирован-
ная система имитационного моделирования (СИМ) BPsim [136]. По-
добный подход к созданию СДМС был применен А.Ю. Филипповичем 
[18], когда СДМС была построена (расширена) на базе проблемно-ори-
ентированной СИМ допечатных процессов [19]. Последовательность 
построения мультиагентной ситуационной модели процесса преобра-
зования ресурсов включает следующие этапы (рис. 3.8).
Рис. 3.8. Этапы построения ситуационной модели мультиагентных процессов 
преобразования ресурсов
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Добавление и выбор предметной области показано на рис. 3.9–3.10.
Рис. 3.9. Добавление новой предметной области
Рис. 3.10. Форма выбора предметной области
Рассмотрим этапы построения ситуационной модели мультиа-
гентных процессов преобразования ресурсов в СДМС BPsim2:
1) обследование ресурсов и средств процесса преобразования 
(персонал, оборудование, сырье, материалы). Описание ресурсов 
процесса преобразования осуществляется через форму справочни-
ка ресурсов, а описание конкретного ресурса – с помощью формы 
«Описание ресурса» (рис. 3.11). Описание персонала и оборудова-
ния осуществляется через формы «Карточка работника» (рис. 3.12) 
и «Описание оборудования» (рис. 3.13) соответственно.
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Рис. 3.11. Форма описания ресурса
Рис. 3.12. Карточка работника
2) моделирование процессов – проектирование внутренней струк-
туры процессов преобразования ресурсов. На рис. 3.14 приведен при-
мер описания процесса в BPsim2.
Через интерфейс описания операции (рис. 3.15 и 3.16) описывает-
ся захват и освобождение ресурсов, механизмов, формирование про-
дуктов, длительность преобразования, приоритет. 
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Рис. 3.13. Описание средства 
Рис. 3.14. Визуальное представление процесса в СДМС
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Рис. 3.15. Форма описания входов, выходов преобразователя
Рис. 3.16. Описание преобразователя
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На рис. 3.17–3.19 представлены формы описания модели агента: 
целей, базы знаний и ситуаций соответственно.
Рис. 3.17. Описание целей агента
Рис. 3.18. Описание базы знаний агента
Описание части IF осуществляется посредством вызова стандарт-
ной формы «Формула» – рис. 3.20 или панели описания выражений.
Форма описания части THEN правила агента представлена 
на рис. 3.21. 
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Рис. 3.19. Форма описания ситуации
Рис. 3.20. Форма«Формула»
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Рис. 3.21. Форма описания части THEN правила агента
На рис. 3.22–3.25 представлены формы описания модели целей.
Рис. 3.22. Описание цели
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Рис. 3.23. Описание дерева целей
Рис. 3.24. Форма выбора страт для данной предметной области
112
К.А. Аксенов, Н.В. Гончарова
Рис. 3.25. Графическое представление целей 
в системе сбалансированных показателей BSC
Интеграция СДМС и автоматизированного инструментария си-
стемы сбалансированных показателей усиливает проблемную ори-
ентацию системы моделирования в сторону систем поддержки при-
нятия решений на стратегическом уровне, уменьшает разрыв между 
системным аналитиком и ЛПР и в целом минимизирует время, не-
обходимое для принятия решения. 
Внешний вид СДМС приведен на рис. 3.26.
3.3.5. Проведение экспериментов с моделью
Технологический процесс проведения экспериментов состоит из 
следующих этапов (рис. 3.27):
1) ввод начальных условий – установка начального состояния мо-
дели, настройка режимов ИМ;
2) проведение эксперимента в соответствии с установками, сде-
ланными пользователем на предыдущем шаге, – наблюдение экспе-
римента и ввод/вывод данных.
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Рис. 3.26. Внешний вид СДМС
Рис. 3.27. Технологический процесс проведения экспериментов
Для описания в СДМС имитационных моделей процессов преоб-
разования ресурсов используется механизм иерархических графов. При 
проведении экспериментов с ситуационной моделью мультиагентного 
процесса преобразования ресурсов пользователь получает доступ к про-
смотру Календаря событий (рис. 3.28) и Рабочей памяти (рис. 3.29).
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Рис. 3.28. Форма доступа к Календарю событий
Рис. 3.29. Форма доступа к Рабочей памяти
Рис. 3.30. Витрина данных
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3) анализ результатов – получение отчета с результатами экспе-
римента и их анализ. Анализ средствами BPsim2 (рис. 3.30). В случае 
необходимости возможен переход на следующий шаг;
4) корректировка модели – модель корректируется и весь цикл 
повторяется заново до тех пор, пока не будет построена адекватная 
модель предметной области или не найдено решение.
Выводы
1. На основе ситуационной математической модели мультиагент-
ного процесса преобразования ресурсов, предложенной во второй 
главе, были разработаны: 
● подход к созданию фрейм-системы на основе реляционной БД. 
Достоинством предложенного решения является то, что проектиро-
вание модели предметной области в виде фреймовой системы, по-
строение концептуальной модели предметной области, ввод знаний 
и данных, механизм логического вывода, и запросы к базе знаний ре-
ализуются на языке Transact-SQL;
● интерфейсы СДМС, ориентированные на конечного пользователя;
● программное, информационное, алгоритмическое, методиче-
ское обеспечение СДМС «BPsim2»;
● технология работы с системой «BPsim2».
2. Разработанная система BPsim2 обладает полным перечнем 
функциональных возможностей, предъявляемых к проблемно-ори-
ентированной СДМС, и отличается:
● полным набором функциональных возможностей мультиагент-
ной СДМС;
● наличием средств проектирования концептуальной модели 
предметной области;
● эффективными средствами моделирования конфликтов на об-
щих ресурсах и средствах;
● возможностью построения мультиагентных моделей, содержа-
щих интеллектуальные агенты;
● понятийным аппаратом, ориентированным на проблемную об-
ласть мультиагентных процессов преобразования ресурсов;
● интеграцией с методикой BSC;
● поддержкой русского языка.
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4. ПРИМЕНЕНИЕ СИСТЕМЫ
4.1. Базовое предприятие
Модель описывает деятельность абстрактного предприятия, ко-
торое занимается производством некоторого продукта. С помощью 
данной модели проводится сравнительный анализ инструментальных 
средств имитационного моделирования мультиагентных систем с раз-
работанным пакетом BPsim 2.
Предприятие работает по схеме «производство на заказ». Рассма-
тривается производство одного вида продукции; для этого производ-
ства требуется один вид ресурса. Запасы необходимых ресурсов для 
производства и запасы готовой продукции на складе отсутствуют.
На основе заказа от потребителя вычисляется количество ресур-
сов, необходимых для производства, формируется заказ поставщику. 
После получения требуемого количества ресурсов начинается произ-
водство партии продукции. При описании деятельности предприятия 
используется понятие бизнес-процесс, который можно представить 
в виде процесса преобразования ресурсов.
Процессы ресурсного взаимодействия предприятия с внешней 
средой определяют состав внутренних процессов предприятия. В этой 
среде выделяем такие объекты, как конкуренты и потенциальные по-
требители товаров и услуг, производимых базовым предприятием. Для 
формализации во внешней среде выделим таких агентов, как «Потре-
битель» и «Потенциальный потребитель».
Во внутренней среде предприятия выделяем следующих агентов: ме-
неджер, начальник производства, бухгалтер, снабженец, директор. У каж-
дого агента свои цели и свой сценарий поведения. Одни цели являются об-
щими для ряда агентов, другие вынуждают их конфликтовать между собой. 
Схема взаимодействия агентов представлена на рис. 4.1.
Обозначения в модели следующие:
n – партия продукции, которую 1 рабочий выпускает за время t 
(это наименьшая единица измерения продукции);
t – время выпуска одной партии 1-м рабочим;
s – стоимость одной партии;
p – производственные мощности для выпуска 1 партии 1 рабочим 
за время t;
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Рис. 4.1. Схема взаимодействия агентов в модели
S
i
 – стоимость i-го заказа;
N
 i
 – кол-во продукции i-го заказа, N
i
 = k
i
n;
k
i
 – кол-во заказанных партий i-го заказа, целое число;
Т
i
 – время выполнения i-го заказа;
Н
i
 – сумма штрафных санкций i-го заказа;
z
i
 – i-й заказ;
S
i 
рес – стоимость ресурсов i-го заказа (S
i 
рес = 0,1S
i
);
S
i 
раб – стоимость рабочей силы i-го заказа (S
i 
раб = 0,2S
i
);
S
i накл
 = 0,5S
i
 – накладные расходы (заработная плата ИТР – инже-
нерно-технических работников, АУП – административно- управлен-
ческого персонала, коммунальные услуги, ремонты, информацион-
ные услуги, и т. д.), налоги, оборудование, аренда здания и т. д.
prib
i
 = S
i
 – S
i пр
 – S
i накл
 – h
i
 – прибыль i-го заказа;
x
i
 – кол-во основных рабочих для выполнения заказа z
i;
y
i
 – дополнительные рабочие, привлеченные к заказу z
i;
 – фактическое время изготовления заказа z
i;
p
i
 – производственные мощности для z
i;
S* – предельная стоимость заказа, которую готов потратить по-
требитель 1А;
U* – предельное время задержки выполнения заказа z
i
, которое 
готов ждать потребитель 1А;
τ
i
 – кол-во дней просрочки выполнения заказа z
i;
b
i
 – кол-во брака при выполнении заказа z
i
;
S
i 
пр – прямые затраты (S
i 
пр = S
i 
рес + S
i 
раб = 0,1S
i
 + 0,2S
i
 + Δ*y
i
);
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i – номер заказа (на начало года i = 0);
r
j
 – признак состояния заказа z
i
 («0» – не рассчитанный, «4» – рас-
считанный, «1» – идущий, «2» – завершенный, «3» – отказ потребителя);
μ – нормативное время (предпроизводственный норматив, 5 дней);
x* – число свободных основных рабочих,  (первона-
чально х* = PR);
p* – свободные производственные мощности,  (пер-
воначально p* = ST), здесь j – бегущий индекс по идущим заказам;
PR – общее количество рабочих на предприятии;
ST – кол-во производственных мощностей на предприятии;
Θ – текущее время в днях (по абсолютной шкале времени от 0 до 
365 дней, первоначально 0);
Θ
i
 – время начала выполнения заказа z
i;
В [365] – массив плановой загрузки производственных мощно-
стей, в начале года В = 0. Элемент В [Θ] показывает, сколько произ-
водственных мощностей занято в день Θ по плану. 
Δ – единовременные затраты на поиск одного дополнительного 
рабочего;
U
i
 – время задержки выполнения заказа z
i, 
время на ожидание ос-
вобождения производственных мощностей;
Discard_Time – время, через которое Потребитель, уже купивший 
товар, снова становится Потенциальным потребителем;
-Ad_Effectiveness – эффективность от рекламы;
-Contact_Rate – число контактов данного Потребителя с другими 
в день;
-Adoption_Fraction – сила убеждения Потребителя.
Описание моделей агентов базового предприятия приведено в та-
блице А.1 приложения.
Ограничения модели
1. Моделируется процесс организации базового предприятия, за-
воевания им рынка и создания своей клиентской базы. Поэтому вна-
чале все потребители – потенциальные.
2. Количество привлеченных рабочих не больше количества ра-
бочих на всем предприятии (y  PR). Предполагаем, что при нехватке 
рабочей силы «Начальник производства» обращается на рынок труда 
и привлекает недостающих рабочих. При этом предприятие несет до-
полнительные затраты в размере Δ на каждого рабочего.
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3. Количество привлеченных к заказу станков (производственных 
мощностей) не больше общего количества станков за вычетом коли-
чества станков, находящихся в ремонте. Обозначим наибольшее до-
ступное кол-во станков ST (p  ST). Ограничение по производствен-
ным мощностям является самым существенным, т. к. при их нехватке 
задерживается выполнение заказа и предприятие платит штрафы.
4. «Управляющий поставками» не заказывает ресурсы у поставщи-
ков, пока «Потребитель» не перечислил деньги за заказ.
5. «Начальник производства» не начинает выполнение заказа, 
пока не получены материалы.
6. Продукция не отгружается «Потребителю», пока не устранен брак.
Временные показатели модели
1. Считаем, что время t пошло, когда «Начальник производства» за-
пустил заказ в производство. После того, как «Потребитель» перечислил 
деньги проходит μ дней до фактического начала производства (даже при 
наличии ресурсов). Время μ – предпроизводственный норматив, напри-
мер 5 дней. В это время μ (дней) входит: банковские дни; время на заказ 
материально – технических ресурсов (МТР); время на проплату МТР; 
время на доставку МТР; время на входной контроль качества МТР; вре-
мя на подготовку конструкторско-технологической документации.
2. Время выполнения заказа включает: время на производство 
продукции; время на контроль качества готовой продукции; время на 
исправление брака; время на предпродажную подготовку и упаковку.
Основные процессы базового предприятия представлены на рис. 4.2.
Рис. 4.2. Основные процессы базового предприятия
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Исходные данные представлены в табл. 4.1.
Та б л и ц а  4 . 1
Исходные данные
Пере-
менная
Наименование Значение Ед. изм.
t время выпуска одной партии 1-м рабочим 4 дней
PR общее количество основных рабочих 50 шт.
ST количество производственных мощностей 70 шт.
μ предпроизводственный норматив 5 дней
n
партия продукции, которую 1 рабочий вы-
пускает за время t
4 шт.
p
производственные мощности для выпуска 
1 партии 1 рабочим за время t
1 шт.
s стоимость одной партии 30 тыс. руб
Δ затраты на поиск одного дополнит. рабочего 0,5 тыс. руб
В данном примере решается задача обработки 20 заказов. 
При этом значения количества партий товара и времени вы-
полнения были выбраны случайным образом. Основные пока-
затели модели представлены в табл. 4.2. Временные показатели 
модели представлены в табл. 4.3. Диаграмма Ганта по использо-
ванию производственных мощностей представлена в табл. 4.4. 
Диаграмма Ганта по задействованному числу основных рабочих 
представлена в табл. 4.5.
Разработка модели базового предприятия и проведенные экс-
перименты в системе BPsim2 позволили провести отладку СДМС 
и дали основание перейти к решению практических задач.
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4.2. Моделирование ЗАО «Уральская индустриальная группа»
ЗАО «Уральская индустриальная группа» (ЗАО «УИГ») занимается 
производством и продажей пластиковых окон. Окна производятся как 
на собственном производстве, так и по заказу ЗАО «УИГ» на заводе 
изготовителе СОК в г. Самаре, затем осуществляется доставка окон 
на объект и их монтаж. Основной процесс ЗАО «УИГ», ориентиро-
ванный на клиента, изображен на рис. 4.3.
Рис. 4.3. Основной процесс ЗАО «УИГ»
Постановка задачи: построить модель и проанализировать поло-
жение предприятия на рынке услуг, оценить деятельность конкурен-
тов и с учетом их поведения скоординировать собственную стратегию. 
Цель: разработать алгоритм поведения и ценовую стратегию для 
увеличения доли рынка и перехода на новый технологический уро-
вень, повышающий конкурентоспособность предприятия. Необхо-
димо рассчитать долгосрочную ценовую стратегию, позволяющую 
на первом этапе – путем снижения цен – увеличить объем продаж 
(долю рынка) за счет вытеснения с рынка слабых конкурентов; на вто-
ром – путем постепенного повышения цены, не снижая доли рынка, 
получить дополнительную прибыль, позволяющую модернизировать 
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производственные мощности предприятия новым современ-
ным оборудованием, которое позволит повысить конкуренто-
способность (увеличить качество и количество выпускаемой 
продукции) и привлечь новые группы потребителей на рынке. 
Определить оптимальную долю рынка (объем производства) 
и цену товара, позволяющие получить необходимую дополни-
тельную прибыль.
Исходные данные: 
– доля рынка 6,6 %;
– объем продаж V = 2000 м2 в месяц;
– цена 1 м2 –5500 руб.;
– оформление заявки в СОК (Самарский оконный завод) – 
1 день;
– производство окон на заводе – изготовителе – 5 дней;
– доставка – 2 дня;
– конкурентная среда характеризуется следующими параметра-
ми: доля рынка, количество конкурентов на рынке, интенсивность 
борьбы, цены конкурентов, реакция по времени и цене, оценка кон-
курентоспособности;
– спрос характеризуется следующими параметрами: эластичность 
по цене, сезонность, емкость рынка.
Процессы предприятия, которые рассматриваются в модели: 
процесс производства; процесс продаж; процесс монтажа; про-
цесс сервисного обслуживания. В результате проведенного си-
стемного анализа основные процессы деятельности ЗАО «УИГ» 
были описаны в стандарте IDEF0 и собраны данные, необходи-
мые для моделирования. 
4.2.1. Процесс производства
Процесс производства включает в себя производство оконных 
и дверных конструкций. Каждый процесс производства состоит из 
определенного количества операций. Определены ресурсы, механиз-
мы и специалисты, которые участвуют в процессе.
На каждую технологическую операцию требуется не менее одного 
специалиста. Последовательность операций в процессе производства 
окон и дверей одинакова, но в отдельных технологических операциях 
используется разное оборудование. Диаграмма декомпозиции процес-
са «Производство местное» представлена на рис. 4.4.
127
Раздел 4
Рис. 4.4. Процесс производства
В производственном процессе участвует 30 человек и 26 видов 
различного оборудования. Диаграмма декомпозиции процессов 
«Производство стеклопакетов» и «Производство окон» изображена 
на рис. 4.5 и 4.6 соответственно.
Рис. 4.5. Производство стеклопакетов
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Рис. 4.6. Производство окон
Диаграмма декомпозиции процесса «Участок дополнительных 
элементов» представлена на рис. 4.7.
Рис. 4.7. Участок дополнительных элементов
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4.2.2. Процесс монтажа
Монтаж включает в себя доставку и установку готовых конструк-
ций. Число монтажников – 30 человек (15 звеньев, звено – 2 чел). 
Площадь одного окна в среднем 2,5 м2. Одно звено в среднем за час 
работы выполняет установку 1,25 м2 окон.
4.2.3. Модели агентов
Перед построением моделей агентов были описаны основные 
цели ЗАО «УИГ» и представлены в системе сбалансированных пока-
зателей (рис. 4.8).
Рис. 4.8. Общая диаграмма BSC ЗАО «УИГ»
Ниже приводится описание моделей агентов ЗАО «УИГ».
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 м
2  
и
 в
 т
ы
с.
 р
уб
.
10
(о
т 
н
ач
ал
ьн
и
ка
 п
ро
и
з-
во
д-
ст
ве
н
н
ог
о 
уч
ас
тк
а 
4А
 
п
ол
уч
ен
о 
со
об
щ
ен
и
е,
 ч
то
 
п
ро
и
зв
ед
ен
о 
п
о 
за
ка
зу
 Z
i 
п
ро
ду
кц
и
и
 N
i
за
 в
ре
м
я 
T
i*
) 
 (
Т
* i
 <
 =
 Т
i)
(п
от
ре
би
те
лю
 1
А
 с
оо
бщ
ен
и
е 
о 
вы
п
ол
н
ен
и
и
 
за
ка
за
) 
(0
)
П
р
о
д
о
л
ж
е
н
и
е
 т
а
б
л
. 
4
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(о
т 
н
ач
ал
ьн
и
ка
 п
ро
и
з-
во
дс
тв
ен
н
ог
о 
уч
ас
тк
а 
4А
 
п
ол
уч
ен
о 
со
об
щ
ен
и
е,
 
чт
о 
п
ро
и
зв
ед
ен
о 
п
о 
за
-
ка
зу
 Z
i п
ро
ду
кц
и
и
 N
i з
а 
вр
ем
я 
T
i*
) 
 (
Т
* i
 >
 Т
i)
(Н
i =
 0
,1
 %
 (
Т
* i
 –
 Т
i)S
i) 
(0
) 
 (
V
k 
=
 V
k 
–
 H
i)
(0
) 
 (
п
от
ре
би
те
лю
 1
А
 с
оо
бщ
ен
и
е 
о 
вы
п
ол
-
н
ен
и
и
 з
ак
аз
а 
и
 п
ер
еч
и
сл
ен
и
и
 ш
тр
аф
а)
(3
)
Р
ас
сч
и
та
ть
 с
ум
м
у 
ш
тр
аф
н
ы
х 
са
н
кц
и
й
12
(Θ
 =
 3
2)
  
(Θ
 =
 6
0)
  
 (
Θ 
=
 9
1)
 (
Θ 
=
 1
21
) 
 
 (
Θ 
=
 1
52
) 
 (
Θ 
=
 1
82
) 
 
 (
Θ 
=
 2
13
) 
 (
Θ 
=
 2
44
) 
 
 (
Θ 
=
 2
74
 ) 
 (
Θ 
=
 3
05
) 
 
 (
Θ 
=
 3
35
) 
 (
Θ 
=
 3
66
)
(H
P
к 
=
 П
З
 *
 C
k8
 +
 М
Б
/ 
С
88
 *
 С
к8
 +
 С
од
О
) 

(
П
к 
=
 V
k–
 C
*Q
k 
–
 H
P
k)
  (
Э
k 
=
 V
k 
* 
P
 /
H
P
k)
 
 (
kf
 =
 m
ax
(Э
k)
, 
kd
 =
 m
ax
(Э
k 
кр
ом
е 
kf
),
H
P
kf
 =
 H
P
kf
 +
 П
ре
м
* 
С
kf
8,
H
P
kd
 =
 H
P
kd
 +
 П
ре
м
* 
С
kd
8,
П
kf
 =
 П
kf
-П
ре
м
* 
С
kf
8,
 П
kd
 =
 П
kd
-П
ре
м
* 
С
kd
8,
 
Э
кf
 =
 V
kf
 *
 P
 /
H
P
кf
, 
Э
кd
 =
 V
kd
 *
 P
 /
H
P
кd
) 
 
(П
 =
 С
ум
м
(П
k)
, 
V
 =
 С
ум
м
(V
k)
, 
Q
 =
 С
ум
м
(Q
k)
)(
0)
  
(в
ы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c3
 
ан
ал
и
за
 о
тч
ет
н
ог
о 
м
ес
яц
а)
(0
) 
Θ 
–
 т
ек
ущ
и
й
 д
ен
ь 
(е
ди
н
и
ц
а 
м
од
ел
ьн
ог
о 
вр
ем
ен
и
)
З
ак
он
чи
лс
я 
от
че
тн
ы
й
 п
ер
и
од
 –
 м
ес
яц
.
Д
ля
 к
аж
до
го
 k
-г
о 
оф
и
са
 с
чи
та
ем
 Н
Р
k 
–
 н
а-
кл
ад
н
ы
е 
ра
сх
од
ы
, П
k-
п
ри
бы
ль
 д
о 
н
ал
ог
о-
об
ло
ж
ен
и
я,
 Э
k 
–
 э
ф
ф
ек
ти
вн
ос
ть
 о
ф
и
са
, 
н
ах
од
и
м
 д
ва
 с
ам
ы
х 
эф
ф
ек
ти
вн
ы
х 
оф
и
са
, д
ае
м
 
п
ре
м
и
ю
 р
аб
от
н
и
ка
м
, п
ер
ес
чи
ты
ва
ем
 н
ак
ла
д-
н
ы
е 
ра
сх
од
ы
, п
ри
бы
ль
 и
 э
ф
ф
ек
ти
вн
ос
ть
13
(п
ро
ц
ед
ур
а 
P
ro
c3
 а
н
ал
и
-
за
 о
тч
ет
н
ог
о 
м
ес
яц
а)
 
(
Θ 
 6
0)
  
(Θ
  
12
1)
) 
 
(
Θ 
 2
44
) 
(Е
10
 2
 =
 Q
)(
0)
  
(з
ап
ом
н
и
м
 д
ей
ст
ву
ю
щ
ую
 
ц
ен
у 
Ц
 =
 Е
10
 7
)(
Е
10
 5
) 
 (
вы
зо
в 
п
ро
ц
ед
ур
ы
 
pr
oc
 о
п
ре
де
ле
н
и
я 
ц
ен
ы
)(
Е
10
 5
) 
 (
С
оо
бщ
е-
н
и
е 
К
он
ку
ре
н
ту
 5
А
, 
чт
о 
н
ач
ал
ьн
и
к 
от
де
ла
 
п
ро
да
ж
 2
А
 и
зм
ен
яе
т 
ц
ен
у)
(Е
10
 5
) 
 (
D
 
ц
ен
ы
 =
 (
Е
10
 7
 –
 Ц
) 
/ 
Ц
 в
ы
зо
в 
п
ро
ц
ед
ур
ы
 
P
ro
c2
 р
еа
кц
и
и
 н
а 
и
зм
ен
ен
и
е 
ц
ен
ы
)(
Е
10
 5
) 
 
(в
ы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c4
 з
ак
ры
ти
я 
от
че
тн
ог
о 
м
ес
яц
а)
 (
0)
В
ы
зы
ва
ем
 п
ро
ц
ед
ур
у 
P
ro
c 
оп
ре
де
ле
н
и
я 
ц
ен
ы
 д
ля
 к
ор
ре
кт
и
ро
вк
и
 с
во
ей
 ц
ен
ы
 ч
ер
ез
 
вр
ем
я 
ре
ак
ц
и
и
, 
оп
и
са
н
н
ое
 в
 м
ат
ри
ц
е 
Е
10
 5
 
(1
0-
я 
ст
ро
ка
, 
5-
й
 с
то
лб
ец
).
Р
ас
че
т 
D
 ц
ен
ы
 –
 и
зм
ен
ен
и
я 
ц
ен
ы
 в
 п
ро
-
ц
ен
та
х 
и
 п
ер
ед
ач
а 
п
ол
уч
ен
н
ог
о 
зн
ач
ен
и
я 
в 
п
ро
ц
ед
ур
у 
ре
ак
ц
и
и
 н
а 
и
зм
ен
ен
и
е 
ц
ен
ы
П
р
о
д
о
л
ж
е
н
и
е
 т
а
б
л
. 
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(п
ро
ц
ед
ур
а 
P
ro
c3
 а
н
ал
и
-
за
 о
тч
ет
н
ог
о 
м
ес
яц
а)
 
(
Θ 
=
 6
0)
  
((
Q
 <
 E
10
 2
) 
 
(
П
 >
 =
 0
,2
5*
V
))
( Ц
ик
л 
по
 в
се
м
 jо
т 
1 
до
 8
 (
ес
ли
 B
j2
 <
 0
,1
 т
о 
B
92
 =
 В
92
 +
 B
j2
, B
j2
 =
 0
))
(0
) 
 (
Ц
ик
л 
по
 в
се
м
 k
 
С
k9
 =
 1
10
 %
 *
 С
k9
)(
0)
  (
Е
10
 2
 =
 Q
)(
0)
  (
за
по
м
-
н
им
 д
ей
ст
ву
ю
щ
ую
 ц
ен
у 
Ц
 =
 Е
10
 7
)(
Е
10
5)
  
(
вы
зо
в 
пр
оц
ед
ур
ы
 P
ro
c1
 о
пр
ед
ел
ен
ия
 ц
ен
ы
)
(Е
10
 5
) 
 (
С
оо
бщ
ен
ие
 К
он
ку
ре
н
ту
 5
А
, ч
то
 н
а-
ча
ль
ни
к 
от
де
ла
 п
ро
да
ж
 2
А
 и
зм
ен
яе
т 
це
ну
)(
10
 5
) 
 (
D
 ц
ен
ы
 =
 (Е
10
 7
 –
 Ц
) /
 Ц
 в
ы
зо
в 
пр
оц
ед
ур
ы
 P
ro
c2
 
ре
ак
ци
и 
на
 и
зм
ен
ен
ие
 ц
ен
ы
)(
Е
10
 5
) 
 (в
ы
зо
в 
пр
о-
це
ду
ры
 P
ro
c4
 з
ак
ры
ти
я 
от
че
тн
ог
о 
м
ес
яц
а)
 (0
)
Ч
ер
ез
 2
 м
ес
. д
ол
я 
ры
н
ка
 у
м
ен
ьш
и
ла
сь
, 
м
ен
яе
м
 и
н
ст
ру
м
ен
ты
 м
ар
ке
ти
н
га
, 
уб
и
ра
ем
 
вс
е 
м
ел
ки
е 
и
н
ст
ру
м
ен
ты
 и
 м
от
и
ви
ру
ем
 п
ер
-
со
н
ал
, 
эф
ф
ек
ти
вн
ос
ть
 в
оз
ра
ст
ае
т 
н
а 
10
 %
.
В
ы
зы
ва
ем
 п
ро
це
ду
ру
 p
ro
c1
 о
пр
ед
ел
ен
ия
 ц
ен
ы
 д
ля
 
ко
рр
ек
ти
ро
вк
и 
св
ое
й 
це
ны
 ч
ер
ез
 в
ре
м
я 
ре
ак
ци
и,
 
оп
ис
ан
но
е 
в 
м
ат
ри
це
Е
10
 5
 (1
0-
я 
ст
ро
ка
, 5
-й
 с
то
лб
ец
).
Р
ас
че
т 
D
 ц
ен
ы
 –
 и
зм
ен
ен
и
я 
ц
ен
ы
 в
 п
ро
ц
ен
-
та
х 
и
 п
ер
ед
ач
а 
п
ол
уч
ен
н
ог
о 
зн
ач
ен
и
я 
в 
п
ро
-
ц
ед
ур
у 
P
ro
c2
 р
еа
кц
и
и
 н
а 
и
зм
ен
ен
и
е 
ц
ен
ы
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(п
ро
ц
ед
ур
а 
P
ro
c3
 а
н
ал
и
-
за
 о
тч
ет
н
ог
о 
м
ес
яц
а)

(
Θ =
 1
21
) 
 (
(Q
 <
 E
10
 2
) 

 (
П
 >
 =
 0
,2
5*
V
))
(С
тр
ат
ег
и
я 
–
 п
ро
во
ди
ть
 т
ре
н
и
н
ги
) 
 (
Е
10
 2
 =
=
 Q
)(
0)
  
(з
ап
ом
н
и
м
 д
ей
ст
ву
ю
щ
ую
 ц
ен
у 
Ц
 =
 Е
10
 7
)(
Е
10
 5
) 
 (
вы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c1
оп
ре
де
ле
н
и
я 
ц
ен
ы
)(
Е
10
 5
) 
 (
С
оо
бщ
ен
и
е 
К
он
ку
ре
н
ту
 5
А
, ч
то
 н
ач
ал
ьн
ик
 о
тд
ел
а 
пр
од
аж
 2
А
 
из
м
ен
яе
т 
це
ну
)(
Е
10
 5
) 
 (D
це
ны
 =
 (Е
10
 7
 –
 Ц
) /
 Ц
вы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c2
 р
еа
кц
и
и
 н
а 
и
зм
ен
е-
н
и
е 
ц
ен
ы
)(
Е
10
 5
) 
 (
вы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c4
 
за
кр
ы
ти
я 
от
че
тн
ог
о 
м
ес
яц
а)
 (
0)
Ч
ер
ез
 4
 м
ес
 д
ол
я 
ры
н
ка
 у
м
ен
ьш
и
ла
сь
, 
п
ро
-
во
ди
м
 т
ре
н
и
н
ги
.
В
ы
зы
ва
ем
 п
ро
ц
ед
ур
у 
P
ro
c1
 о
п
ре
де
ле
н
и
я 
ц
ен
ы
 д
ля
 к
ор
ре
кт
и
ро
вк
и
 с
во
ей
 ц
ен
ы
 ч
ер
ез
 
вр
ем
я 
ре
ак
ц
и
и
, 
оп
и
са
н
н
ое
 в
 м
ат
ри
ц
еЕ
10
 5
 
(1
0-
я 
ст
ро
ка
, 
5-
й
 с
то
лб
ец
).
Р
ас
че
т 
D
 ц
ен
ы
 –
 и
зм
ен
ен
и
я 
ц
ен
ы
 в
 п
ро
ц
ен
-
та
х 
и
 п
ер
ед
ач
а 
п
ол
уч
ен
н
ог
о 
зн
ач
ен
и
я 
в 
п
ро
-
ц
ед
ур
у 
P
ro
c2
 р
еа
кц
и
и
 н
а 
и
зм
ен
ен
и
е 
ц
ен
ы
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(п
ро
ц
ед
ур
а 
P
ro
c3
 а
н
ал
и
-
за
 о
тч
ет
н
ог
о 
м
ес
яц
а)
 
(
Θ 
=
 2
44
) 
 (
(Q
 <
 E
10
 2
) 

 (
П
 >
 =
 0
,2
5*
V
))
 (
В
32
 =
 В
32
 +
 B
92
, 
В
92
 =
 0
)(
0)
  
(С
k9
 =
=
 1
05
 %
 *
 С
k9
)(
0)
  
(Е
10
 2
 =
 Q
)(
0)
  
(з
ап
ом
-
н
и
м
 д
ей
ст
ву
ю
щ
ую
 ц
ен
у 
Ц
 =
 Е
10
 7
)(
Е
10
 5
) 

(
вы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c1
 о
п
ре
де
ле
н
и
я 
ц
ен
ы
)(
Е
10
 5
) 
 (
С
оо
бщ
ен
и
е 
К
он
ку
ре
н
ту
 5
А
, 
чт
о 
н
ач
ал
ьн
и
к 
от
де
ла
 п
ро
да
ж
 2
А
 и
зм
ен
яе
т 
ц
ен
у)
(Е
10
 5
) 
 (
D
 ц
ен
ы
 =
 (
Е
10
 7
 –
 Ц
) 
/ 
Ц
 
вы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c2
 р
еа
кц
и
и
 н
а 
и
зм
ен
е-
н
и
е 
ц
ен
ы
)(
Е
10
 5
) 
 (
вы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c4
 
за
кр
ы
ти
я 
от
че
тн
ог
о 
м
ес
яц
а)
 (
0)
Ч
ер
ез
 8
 м
ес
. д
ол
я 
ры
н
ка
 у
м
ен
ьш
и
ла
сь
, м
ен
яе
м
 
и
н
ст
ру
м
ен
ты
 м
ар
ке
ти
н
га
, у
би
ра
ем
 м
от
и
ва
ц
и
ю
 
п
ер
со
н
ал
а,
 в
кл
ад
ы
ва
ем
 в
 р
ек
ла
м
у 
н
а 
те
ле
ви
де
-
н
и
и
, э
ф
ф
ек
ти
вн
ос
ть
 в
оз
ра
ст
ае
т 
н
а 
5 
%
.
В
ы
зы
ва
ем
 п
ро
це
ду
ру
 P
ro
c1
 о
пр
ед
ел
ен
ия
 ц
ен
ы
 д
ля
 
ко
рр
ек
ти
ро
вк
и 
св
ое
й 
це
ны
 ч
ер
ез
 в
ре
м
я 
ре
ак
ци
и,
 
оп
ис
ан
но
е 
в 
м
ат
ри
це
Е
10
 5
 (1
0-
я 
ст
ро
ка
, 5
-й
 с
то
лб
ец
).
Р
ас
че
т 
D
 ц
ен
ы
 –
 и
зм
ен
ен
и
я 
ц
ен
ы
 в
 п
ро
ц
ен
-
та
х 
и
 п
ер
ед
ач
а 
п
ол
уч
ен
н
ог
о 
зн
ач
ен
и
я 
в 
п
ро
-
ц
ед
ур
у 
P
ro
c2
 р
еа
кц
и
и
 н
а 
и
зм
ен
ен
и
е 
ц
ен
ы
П
р
о
д
о
л
ж
е
н
и
е
 т
а
б
л
. 
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(п
ро
ц
ед
ур
а 
P
ro
c3
 а
н
ал
и
-
за
 о
тч
ет
н
ог
о 
м
ес
яц
а)
  
(
Θ 
=
 6
0)
  
((
Q
 <
 E
10
 2
) 

 (
П
 <
 0
,2
5*
V
))
(Ц
и
кл
 п
о 
вс
ем
 j 
от
 1
 д
о 
8 
(е
сл
и
 B
j2
 <
 0
,1
 т
о 
B
92
 =
 B
92
 +
 B
j2
, 
B
j2
 =
 0
))
(0
) 
 
(
Ц
и
кл
 п
о 
вс
ем
 k
 С
k9
 =
 1
10
 %
 *
 С
k9
)(
0)
  
 (
М
Б
 =
 М
Б
*(
10
0 
%
 +
 1
0 
%
)(
0)
  
(
Е
10
 2
 =
 Q
)(
0)
  
(з
ап
ом
н
и
м
 д
ей
ст
ву
ю
щ
ую
 
ц
ен
у 
Ц
 =
 Е
10
 7
)(
Е
10
 5
) 
 (
вы
зо
в 
п
ро
ц
ед
ур
ы
 
P
ro
c1
 о
п
ре
де
ле
н
и
я 
ц
ен
ы
)(
Е
10
 5
) 
 (
С
оо
бщ
е-
н
и
е 
К
он
ку
ре
н
ту
 5
А
, 
чт
о 
н
ач
ал
ьн
и
к 
от
де
ла
 
п
ро
да
ж
 2
А
 и
зм
ен
яе
т 
ц
ен
у)
(Е
10
 5
) 
 
(
D
 ц
ен
ы
 =
 (
Е
10
 7
 –
 Ц
) 
/ 
Ц
 –
 в
ы
зо
в 
п
ро
-
ц
ед
ур
ы
 P
ro
c2
 р
еа
кц
и
и
 н
а 
и
зм
ен
ен
и
е 
ц
ен
ы
)
(Е
10
 5
) 
 (
вы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c4
 з
ак
ры
ти
я 
от
че
тн
ог
о 
м
ес
яц
а)
 (
0)
Ч
ер
ез
 2
 м
ес
. д
ол
я 
ры
н
ка
 у
м
ен
ьш
и
ла
сь
, 
м
ен
яе
м
 и
н
ст
ру
м
ен
ты
 м
ар
ке
ти
н
га
, 
уб
и
ра
ем
 
вс
е 
м
ел
ки
е 
и
н
ст
ру
м
ен
ты
 и
 м
от
и
ви
ру
ем
 п
ер
-
со
н
ал
, 
эф
ф
ек
ти
вн
ос
ть
 в
оз
ра
ст
ае
т 
н
а 
10
 %
.
З
ак
он
чи
лс
я 
от
че
тн
ы
й
 п
ер
и
од
 –
 м
ес
яц
, 
и
 д
ол
я 
ры
н
ка
 с
та
ла
 м
ен
ьш
е 
п
ре
ды
ду
щ
ей
 
и
 п
ри
бы
ль
 с
н
и
зи
ла
сь
 –
 с
тр
ат
ег
и
я 
н
а 
ув
ел
и
-
че
н
и
е 
бю
дж
ет
а 
М
Б
.
В
ы
зы
ва
ем
 п
ро
ц
ед
ур
у 
P
ro
c1
 о
п
ре
де
ле
н
и
я 
ц
ен
ы
 д
ля
 к
ор
ре
кт
и
ро
вк
и
 с
во
ей
 ц
ен
ы
 ч
ер
ез
 
вр
ем
я 
ре
ак
ц
и
и
, 
оп
и
са
н
н
ое
 в
 м
ат
ри
ц
еЕ
10
 5
 
(1
0-
я 
ст
ро
ка
, 
5-
й
 с
то
лб
ец
).
Р
ас
че
т 
D
 ц
ен
ы
 –
 и
зм
ен
ен
и
е 
ц
ен
ы
 в
 п
ро
ц
ен
-
та
х 
и
 п
ер
ед
ач
а 
п
ол
уч
ен
н
ог
о 
зн
ач
ен
и
я 
в 
п
ро
-
ц
ед
ур
у 
P
ro
c2
 р
еа
кц
и
и
 н
а 
и
зм
ен
ен
и
е 
ц
ен
ы
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(п
ро
ц
ед
ур
а 
P
ro
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Q
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  
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6k
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(
Э
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=
 2
13
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(V
7k
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k)
  
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7k
 =
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k)
  
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7k
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k)
  
(
Э
7k
 =
 Э
k)
  
(V
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=
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Q
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=
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=
 2
44
)
(V
8k
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8k
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  
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8k
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 
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Э
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  
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=
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 (
Q
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=
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
 (
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К
k 
=
 0
) 
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че
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яц
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(
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=
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)
(V
9k
 =
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k)
  
(Q
9k
 =
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k)
  
(П
9k
 =
 П
k)
 
(
Э
9k
 =
 Э
k)
  
(V
k 
=
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Q
k 
=
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(
К
К
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Д
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ед
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=
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k)
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=
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k)
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=
 П
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(
Э
10
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=
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k)
  
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k 
=
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Q
k 
=
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(
К
К
k 
=
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Д
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)
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лс
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ы
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ед
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=
 V
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  
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=
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=
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ед
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м
ес
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(V
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=
 V
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  
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12
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=
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12
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=
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(
Э
12
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=
 Э
k)
  
(V
k 
=
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=
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(
К
К
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Д
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=
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н
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V
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Э
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З
ак
он
чи
лс
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от
че
тн
ы
й
 п
ер
и
од
 –
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ек
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м
ес
яц
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З
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чи
ло
сь
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ре
м
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м
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и
ро
ва
н
и
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дн
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н
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и
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и
то
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в 
го
да
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п
ос
тр
ое
н
и
е 
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аф
и
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п
о 
V
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Q
, 
П
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Э
36
вы
ра
бо
та
н
а 
ст
ра
те
ги
я 
–
 
п
ро
во
ди
ть
 т
ре
н
и
н
ги
 
П
ро
во
дя
тс
я 
тр
ен
и
н
ги
 в
 т
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ен
и
и
 1
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ес
яц
а,
 
н
ач
ал
о 
t =
 Θ
 (
М
Б
 =
 М
Б
*(
10
0 
%
 –
 1
0 
%
))
(0
)
 (
С
k9
 =
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*1
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(0
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 (
М
Б
 =
=
 М
Б
* 
(1
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 +
 1
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%
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Тр
ен
и
н
ги
 п
ро
во
дя
тс
я 
в 
те
че
н
и
е 
м
ес
яц
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ет
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0 
%
 М
Б
, 
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ду
т 
ув
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и
че
н
и
е 
К
Д
/К
К
 н
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%
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ре
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м
ес
яц
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од
и
м
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во
сс
та
н
ов
и
ть
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дж
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ке
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н
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ф
и
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п
ро
да
ж
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бы
то
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че
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 =
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ес
яц
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С
k1
*(
30
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 +
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=
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k1
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З
ак
ры
ти
е 
k-
го
 о
ф
и
са
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п
ри
во
ди
т 
к:
Н
Р
 =
 Н
Р
 –
 С
к1
3 
К
K
k 
=
 К
К
k*
(1
00
 %
 +
 3
5 
%
 /
 (
N
 –
 1
))
 
гд
е 
N
 –
 к
ол
и
че
ст
во
 о
ф
и
со
в 
до
 з
ак
ры
ти
я.
С
k1
 =
 0
 …
.. 
С
k1
3 
=
 0
)(
0)
Е
сл
и
 о
ф
и
с 
п
ро
да
ж
 в
 т
еч
ен
и
е 
2-
х 
м
ес
яц
ев
 
уб
ы
то
че
н
, 
то
 з
ак
ры
ва
ем
 д
ан
н
ы
й
 о
ф
и
с.
Ч
ис
ло
 к
он
та
кт
ов
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ги
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оф
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 в
оз
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ст
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а 
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У
во
ль
н
яе
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ж
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н
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м
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а-
м
ет
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 k
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о 
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и
са
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=
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2)
  
(Θ
 =
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0)
  
(
Θ 
=
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1)
 v
 (
Θ 
=
 1
21
) 
 
(
Θ 
=
 1
52
) 
 (
Θ 
=
 1
82
) 
 
(
Θ 
=
 2
13
) 
 (
Θ 
=
 2
44
) 
 
(
Θ 
=
 2
74
) 
 (
Θ 
=
 3
05
) 
 
(
Θ 
=
 3
35
) 
 (
Θ 
=
 3
66
))
 
(
Q
 <
 E
10
 2
) 
 
(
за
кр
ы
ли
k-
й
оф
и
с)
(О
тк
ры
ть
 k
-й
 о
ф
и
с 
в 
др
уг
ом
 р
ай
он
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К
К
k 
=
 К
К
k*
(1
00
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-3
5 
%
 /
 (
N
 –
 1
))
 
гд
е 
N
 –
 к
ол
и
че
ст
во
 о
ф
и
со
в 
до
 з
ак
ры
ти
я.
С
kN
 =
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 Н
Р
 =
 Н
Р
 +
 1
00
 П
 =
 П
 –
 1
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)(
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Е
сл
и
 д
ол
я 
ры
н
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 у
м
ен
ьш
и
ла
сь
 и
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ак
ры
ли
 
оф
и
с,
 т
о 
от
кр
ы
ва
ем
 в
 д
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м
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ай
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е
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(К
Д
/К
К
)i
 =
 
=
 m
in
(К
Д
/К
К
)i
 ≥ 
2 
м
ес
. 
и 
V_
пр
од
аж
 ≥ 
V_
пр
од
аж
 m
in
П
ер
ев
ес
ти
 о
дн
ог
о 
м
ен
ед
ж
ер
а 
и
з 
эт
ог
о 
оф
и
са
 
н
а 
ст
аж
и
ро
вк
у 
в 
лу
чш
и
й
 о
ф
и
с,
 г
де
 (
К
Д
/К
К
)
i =
  =
 m
ax
(К
Д
/К
К
)i
i =
 1
, 
N
N
 –
 ч
и
сл
о 
оф
и
со
в.
V
_п
ро
да
ж
 m
in
 –
 м
и
н
и
м
ал
ьн
о-
до
п
ус
ти
м
ы
й
 
об
ъе
м
 п
ро
да
ж
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ч
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и
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ге
н
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Н
ач
ал
ьн
и
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ро
и
зв
од
ст
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н
н
ог
о 
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ас
тк
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А
ге
н
та
 3
A
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ы
п
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н
ен
и
е 
за
ка
зо
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чн
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п
ов
ы
ш
ен
и
е 
п
ро
и
зв
од
и
те
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н
ос
ти
 т
ру
да
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п
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Е
сл
и
Т
о
О
п
и
са
н
и
е
1
2
3
4
1
О
т 
н
ач
ал
ьн
и
ка
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де
ла
 п
ро
да
ж
 2
А
 
п
ол
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ен
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со
об
щ
ен
и
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н
ач
ал
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вы
п
ол
н
е-
н
и
я 
за
ка
за
 Z
i 
(з
ак
аз
 р
ес
ур
со
в 
у 
п
ос
та
вщ
и
ко
в 
в 
ра
сч
ет
е 
н
а 
k i
п
ар
ти
й
) 
(0
) 
 (
до
ст
ав
ка
 р
ес
ур
со
в 
от
 
п
ос
та
вщ
и
ко
в)
 (
3)
  
(в
хо
дн
ой
 к
он
тр
ол
ь 
ре
су
рс
ов
) 
(1
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 (
вы
зо
в 
п
ро
ц
ед
ур
ы
 P
ro
c5
 
п
ла
н
и
ро
ва
н
и
я 
вы
п
ол
н
ен
и
я 
за
ка
за
)(
0)
 
С
чи
та
ем
, 
чт
о 
за
ка
зу
 Z
i с
оп
ут
ст
ву
ет
 в
ся
 и
н
ф
ор
м
а-
ц
и
я:
 N
i,
 X
i,
 T
i,
 S
i,
 P
i,
 K
i и
 т
. д
. 
С
чи
та
ем
, 
чт
о 
п
ря
м
ы
е 
за
тр
ат
ы
 (
м
ат
ер
и
ал
ы
, 
за
рп
ла
та
 
ра
бо
чи
х,
 к
ом
м
ун
ал
ьн
ы
е 
п
ла
те
ж
и
 у
ча
ст
ка
, 
тр
ан
с-
п
ор
т 
уч
ас
тк
а 
и
 т
. д
.)
 у
чт
ен
ы
 в
 п
ря
м
ой
 с
еб
ес
то
и
м
о-
ст
и
 п
ро
ду
кц
и
и
.
С
чи
та
ем
, ч
то
 н
а 
ск
ла
де
 м
ат
ер
и
ал
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 е
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ь 
н
ек
от
ор
ы
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п
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, п
оз
во
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ю
щ
и
й
 н
ач
и
н
ат
ь 
п
ро
и
зв
од
ст
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е 
до
ж
и
-
да
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ле
н
и
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ер
и
ал
ов
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п
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кт
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щ
и
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2
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т 
п
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ав
щ
и
ка
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п
ро
ш
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од
н
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тр
ол
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оз
вр
ат
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со
в 
п
ос
та
вщ
и
ку
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за
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щ
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ре
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щ
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и
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3
(п
ро
ц
ед
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ro
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н
и
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од
н
ы
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п
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и
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во
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тв
ен
н
ы
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м
ощ
-
н
ос
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i =
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на
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ы
по
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 =
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–
 p
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=
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–
 x
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(0
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(
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и
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и
н
ф
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м
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и
и
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за
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п
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и
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од
ст
ве
н
н
ы
х 
м
ощ
н
ос
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й
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ас
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п
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н
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зк
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[Θ
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=
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[Θ
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+
 P
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В
[Θ
 +
 1
] 
=
 В
[Θ
 +
 1
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+
 P
i …
 В
[Θ
 +
 T
i]
 =
 
=
 В
[Θ
 +
 T
i]
 +
 P
i)
(0
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 (
н
ач
ал
ьн
и
ку
 м
он
-
та
ж
н
ог
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уч
ас
тк
а 
4А
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оо
бщ
ен
и
е 
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за
ка
зе
 
Z
i (
N
i,
 X
i,
 P
i,
 T
i)
(0
)
p*
 –
 с
во
бо
дн
ы
е 
п
ро
и
зв
од
ст
ве
н
н
ы
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м
ощ
н
ос
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п
ер
н
ач
ал
ьн
о 
p*
 =
 S
T
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зд
ес
ь 
j –
 б
ег
ущ
и
й
 и
н
де
кс
 п
о 
и
ду
щ
и
м
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 –
 ч
и
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об
од
н
ы
х 
ос
н
ов
н
ы
х 
ра
бо
чи
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п
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н
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R
)
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ак
аз
а 
Z
i (
N
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 Θ
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де
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ощ
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Р
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а,
 э
то
 п
от
ер
я 
вр
ем
ен
и
7
(b
i =
 0
, 
т.
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ш
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и
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Был проведен ряд экспериментов, направленных на поиск эффек-
тивной ценовой стратегии и учитывающих различные сочетания по-
ведений агентов-конкурентов (активность / пассивность). На рис. 4.9 
представлены графики экспериментов ценовых стратегий (рис. 4.10), 
приводящих к вытеснению двух небольших предприятий с рынка.
Рис. 4.9. Вытеснение двух предприятий с рынка 
при пассивном поведении конкурентов
Рис. 4.10. Ценовые стратегии, приводящие к вытеснению предприятий
На рис. 4.11–4.12 представлены графики зависимостей доли 
рынка и цены при активных моделях поведения конкурентов и скач-
кообразной ценовой стратегии ЗАО «УИГ», в результате которой 
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предприятие увеличивает свой сегмент за счет лидирующей роли 
в диктовании цены и за счет того, что конкуренты с большим сегмен-
том имеют большее время реакции по цене и не успевают оперативно 
реагировать на ее изменение.
Рис. 4.11. Изменение долей рынка при скачкообразной ценовой стратегии 
и активном поведении конкурентов на рынке
Рис. 4.12. Реакции конкурентов на скачкообразное изменение цены
При активном поведении конкурентов и нескачкообразном из-
менении цены существенный прирост сегмента рынка не наблюда-
ется (рис. 4.13–4.14).
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Рис. 4.13. Перераспределение долей конкурентов при активных моделях 
поведения и нескачкообразном изменении цены
Рис. 4.14. Реакции активных конкурентов на снижение цены
На рис. 4.15 представлены результаты изменения прибыли 
ЗАО «УИГ» в зависимости от различных ценовых стратегий. Графи-
ки «Ряд6» и «Ряд7» – результаты экспериментов, связанные с при-
менением скачкообразного изменения цены и активных моделей 
поведения конкурентов. Графики изменения цены и доли рынка 
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для «Ряд7» представлены ранее на рис. 4.11 и 4.12. Графики «Ряд2» 
и «Ряд5» показывают также неплохие показатели динамики прибы-
ли, но относятся к экспериментам, опирающимся на пассивные мо-
дели поведения конкурентов.
Рис. 4.15. Показатели прибыли при различных ценовых стратегиях
На рис. 4.16 представлены результаты изменения доли рын-
ка ЗАО «УИГ» в зависимости от различных ценовых стратегий. 
Эксперименты «Ряд6» и «Ряд7» с применением скачкообразного 
изменения цены и активных моделей поведения конкурентов со-
ответствуют показателям годовой прибыли 46 и 63 млн руб. и по-
вышению доли рынка соответственно до 22 и 20 %. Эксперименты 
«Ряд2», «Ряд5» и«Ряд13» показывают хорошие результаты по доле 
рынка, но учитывают пассивные модели поведения конкурентов, 
на что не приходится рассчитывать. Эксперимент «Ряд8» с актив-
ными моделями поведения конкурентов не удовлетворяет по по-
казателям прибыли.
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Рис. 4.16. Показатели долей рынка при различных ценовых стратегиях
На рис. 4.17–4.18 представлены графики зависимости количества 
монтажных звеньев и количества центров продаж с учетом выбранной 
ценовой стратегии.
Рис. 4.17. Зависимость количества монтажных звеньев от времени 
с учетом объема продаж
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Рис. 4.18. Зависимость количества центров продаж 
от времени с учетом объема продаж
Таким образом, были проведены серии экспериментов, позволив-
шие определить ценовую стратегию, следуя которой можно увеличить 
в течение года долю рынка с 6,6 до 20–22 %. В рамках данной задачи 
также были найдены оптимальные значения количеств монтажных зве-
ньев и центров продаж в зависимости от объема продаж в месяц. Про-
гнозируемый экономический эффект составляет 46 млн. руб. в год.
Выводы
1. Как следует из данной главы, на основе результатов проведенных 
экспериментов и результатов внедрения теоретические результаты прош-
ли проверку в условиях действующих предприятий, что подтвердило 
правильность и обоснованность разработанных положений и выводов.
2. СДМС BPsim2 работоспособна и обеспечивает возможность:
– создания сложных ситуационных моделей мультиагентных про-
цессов преобразования ресурсов;
– проведения структурного и параметрического синтеза модели 
мультиагентного процесса преобразования ресурсов;
– формирования отчетов по структуре процесса;
– формирования отчетов по результатам экспериментов; 
– экспорта результатов экспериментов во внешние средства ана-
лиза данных; 
– оценки состояния ресурсов и средств, временных и стоимост-
ных характеристик процесса преобразования ресурсов, а также про-
изводных и консолидированных параметров; 
– проведения функционально-стоимостного анализа процесса 
преобразования ресурсов.
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Таким образом, в рамках данной работы получены следующие ре-
зультаты:
1. Определен перечень характеристик и проведен сравнительный 
анализ наиболее распространенных проблемно-ориентированных си-
стем, близких к СДМС: AnyLogic, ARIS, G2. К недостаткам назван-
ных систем можно отнести: неполный набор функциональных воз-
можностей мультиагентной СДМС; отсутствие поддержки функций 
проектирования концептуальной модели предметной области и по-
строения мультиагентных моделей, содержащих интеллектуальных 
агентов; недостаточную проблемную ориентацию на мультиагентные 
процессы преобразования ресурсов; ограниченную поддержку рус-
ского языка; ориентированность на программирующего пользователя.
2. Разработаны требования к ситуационной математической мо-
дели мультиагентного процесса преобразования ресурсов, которая 
должна обеспечивать следующие функции: моделирование динами-
ческих процессов преобразования ресурсов; наличие сообществ ин-
теллектуальных агентов, участвующих в управлении процессом пре-
образования ресурсов; применение ситуационного подхода. 
3. За основу математической модели взята модель дискретного 
процесса преобразования ресурсов. В рамках разработанной матема-
тической модели:
● определены основные объекты моделирования мультиагентных 
процессов преобразования и их характеристики (операции, ресурсы, 
средства, заявки, очереди заявок, сигналы, сообщения, процессы, ис-
точники и приемники ресурсов, перекрестки, параметры, цели, аген-
ты), а также система выполняемых ими действий;
● рассмотрены типовые математические модели (семиотическая 
модель Клыкова Ю.И. и SIE-модель Филипповича А.Ю.) для постро-
ения математической ситуационной модели мультиагентного процес-
са преобразования ресурсов;
● за основу построения модели интеллектуального агента при-
нята ОМИА (Швецов А.Н.), которая модернизирована и дорабо-
тана применительно к проблемной области процессов преобразо-
вания ресурсов;
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● в качестве модели представления знаний выбрано фреймово-се-
мантическое представление на основе фрейм-концептов и концепту-
альных графов, позволяющее получить концептуальную модель пред-
метной области; 
● решена задача перехода (совмещения) модели представле-
ния знаний, концептуальной модели и их технической реализации 
на уровне реляционной базы данных; показано, что данный подход 
позволяет использовать язык Transact-SQL при построении модели 
предметной области, вводе данных и знаний, реализации механизма 
логического вывода;
● разработаны механизм вывода мультиагентного процесса пре-
образования ресурсов, типы правил, алгоритм работы интеллектуаль-
ного агента и алгоритм ситуационно-имитационного моделирования.
4. На основе математической модели разработаны: 
● интерфейсы СДМС, ориентированные на конечного пользователя;
● программное, информационное, алгоритмическое и методиче-
ское обеспечение проблемно-ориентированного пакета BPsim2;
● технология работы с ППП BPsim2.
5. Разработана СДМС BPsim2, обладающая полным перечнем 
функциональных возможностей, предъявляемых к проблемно-ори-
ентированному ППП динамического моделирования мультиагентных 
процессов преобразования ресурсов, и отличающаяся:
● полным набором функциональных возможностей мультиагент-
ной СДМС; 
● поддержкой функции проектирования концептуальной модели 
предметной области; 
● возможностью построения мультиагентных моделей, содержа-
щих ИА;
● проблемной ориентацией на мультиагентные процессы преоб-
разования ресурсов;
● интеграцией с методикой BSC;
поддержкой русского языка. 
6. Созданная СДМС «BPsim2» внедрена в департаменте оконных 
конструкций предприятия ЗАО «Уральская индустриальная группа». 
Внедрение в ЗАО «УИГ» позволило определить ценовую стратегию, 
следуя которой можно увеличить в течение года долю рынка с 6,6 до 
20–22 % (экономический эффект составляет 46 млн руб. в год).
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ОПРЕДЕЛЕНИЯ, ОБОЗНАЧЕНИЯ И СОКРАЩЕНИЯ
BSC Balanced Score Card – система сбалансированных 
показателей
CASE Computer Aided Software Engineering – 
автоматизированное проектирование программного 
обеспечения
EPC Extended Event Driven Process Chain – расширенная 
нотация описания цепочки процесса, управляемого 
событиями
UML Unified Modeling Language – унифицированный язык 
моделирования
АП Абсолютный приоритет
АСС Аналитическая ситуационная система
АСУ Автоматизированная система управления
АСЦ Аналитический ситуационный центр
БВСЦ Блок выбора сценария
БД База данных
БЗ База знаний
ДСС Дискретные ситуационные сети
ЗА Значение атрибута
ИА Интеллектуальный агент
ИК Имя концепта
ИМ Имитационное моделирование (имитационная модель)
ИМВИА Имитационная модель взаимодействия интеллектуаль-
ных агентов
ИНС Интеллектуальная система
ИО Информационный объект
ИП Информация о применении
ИС Информационная система
ИТ Информационные технологии
ИФ Имя фрейма
КГ Концептуальный граф
КМПО Концептуальная модель предметной области
КО Концептуальное отношение
КУ Коэффициент уверенности
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ЛПР Лицо, принимающее решения
МО Множество определения
МТР Материально-технические ресурсы 
ООП Объектно-ориентированный подход
ОТС Организационно-техническая система
ПК Персональный компьютер
ПО Программное обеспечение
ППП Пакет прикладных программ
ППР Процесс принятия решений
РБД Реляционная база данных
РП Рабочая память
РССОИ Распределенные ССОИ
СА Структура атрибутов
СК Структура концептов
СИМ Система имитационного моделирования
СДМС Система динамического моделирования ситуаций
СИО Структурный информационный объект
СМ Ситуационная модель
СППР Система поддержки принятия решений
ССЛ Структура слотов
ССМ Система ситуационного моделирования
ССОИ Система ситуационного отображения информации
ССП Структура сценариев поведения
ССУ Система ситуационного управления
СУБД Система управления базами данных
СЦ Ситуационный центр
СЦО Ситуационный центр наблюдения (отображения)
СЭМ Система экспертного моделирования
ТРА Теория речевых актов
ТФ Тип фрейма
ТЭП Технико-экономического проектирование
ФК Фрейм-концепт
ФЭ Фрейм-экземпляр
ХД Хранилище данных
ЭС Экспертная система
ЯВУ Язык высокого уровня
ЯПЗ Язык представления знаний
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Приложение 1
Выбор критериев сравнения
Сравнение функциональных возможностей систем AnyLogic 5.2, 
ARIS 5.0, G2 и BPsim2, при построении мультиагентных моделей про-
цессов преобразования ресурсов, рассмотрим на примере построения 
модели базового предприятия, описанного в разделе 4.1. 
Для сравнительной оценки функциональных возможностей паке-
тов рассмотрим их при описании:
1) проектирования концептуальной модели предметной области;
2) модели предприятия в целом:
● иерархической структуры модели процесса преобразо-
вания ресурсов; 
● элементов слияния и разветвления процессов;
● функционально-стоимостного анализа модели процесса;
● динамического анализа данных, анализа результатов во 
время эксперимента;
● описания графов целей и поддержки методики BSC 
(цели, страты, причинно-следственные связи);
● поддержки русского языка;
● изменения параметров модели во время эксперимента.
3) процесса выполнения заказов на производстве:
● векторов входов / выходов / средств;
● объема захватываемого / освобождаемого ресурса / средства – 
постоянная / функция / случайная величина;
● длительности операции: постоянная / функция / случайная 
величина;
● приоритета операции и типа приоритета;
● условия запуска элемента преобразования – функция времени 
и ресурсов, и средств;
● модели ресурса и средства;
● модели интеллектуального агента (база знаний (правила диагно-
стирования ситуаций, решения/действия), цели агента, сообщения);
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4) расчета параметров «штрафные санкции» и «стоимость заказа».
5) при наличии специальных возможностей описания целей модели:
● в виде графа;
● в виде карты BSC.
6) модели на ограниченном естественном языке;
7) при наличии средств описания команд;
8) возможности построения мультиагентных моделей. Наличие 
агентов (моделей ЛПР), обладающих индивидуальным поведением 
и знаниями:
● наличие класса объекта «агент», на основе которого можно 
создавать экземпляры класса;
● возможность описания поведения агента (язык описания сце-
нариев поведения агентов (диагностирование ситуаций, поиск реше-
ния), язык описания команд управления);
● язык описания знаний агента;
● язык обмена сообщениями между агентами;
● удобство интерфейса пакета при описании агентов.
9) поддержки ИМ;
10) поддержки аппарата ЭС: 
● база знаний;
● механизм логического вывода из базы знаний.
11) поддержки ситуационного подхода (наличие механизмов опи-
сания ситуаций);
12) экспорта/ импорта/ открытого доступа к базе знаний модели:
● импорта начальных условий и исходных данных из внешних 
источников;
● экспорта результатов экспериментов;
● открытого доступа к базе знаний модели.
При проведении сравнительного анализа мультиагентных систем 
моделирования возможность представления элемента процесса пре-
образования ресурсов рассмотрим на примере процесса выполнения 
заказов на производстве; расчет параметра (характеристики) рассмо-
трим на примере вычисления штрафных санкций и стоимости заказа.
Также уделим внимание следующим критериям анализа:
● удобство интерфейса пакета при описании элементов мультиа-
гентного процесса преобразования ресурсов.
В табл. П.1 приведены описания моделей агентов базового пред-
приятия.
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т 
н
е-
об
хо
ди
м
ы
х 
п
ро
и
зв
од
ст
ве
н
н
ы
х 
м
ощ
н
ос
те
й
 p
i =
 4
p*
k i
) 
(0
) 
 (
ра
сч
ет
 н
ео
бх
од
и
м
ог
о 
ко
л-
ва
 
ра
бо
чи
х 
x i
 =
 4
k i
 =
 4
N
i/
n)
(0
)
If
 (
за
ка
з 
Z
i 
п
ро
ду
кц
и
и
 N
i =
 k
in
, 
ср
ок
 в
ы
п
ол
н
ен
и
я 
Т
i) 
 (
N
i  
50
n)
  
(T
i  
t)
 T
h
en
 (
ра
сч
ет
 
ст
ои
м
ос
ти
 з
ак
аз
а 
S
i =
 s
k i
 –
 1
5 
%
sk
i) 
(0
) 
 (
ра
сч
ет
 н
ео
бх
од
и
м
ы
х 
п
ро
и
зв
од
ст
ве
н
н
ы
х 
м
ощ
-
н
ос
те
й
 p
i =
 p
 *
 k
i) 
(0
) 
 (
ра
сч
ет
 н
ео
бх
од
и
м
ог
о 
ко
л-
ва
 р
аб
оч
и
х 
x i
 =
 k
i =
 N
i/
n)
(0
)
If
 (
за
ка
з 
Z
i п
ро
ду
кц
и
и
 N
i =
 k
in
, с
ро
к 
вы
п
ол
н
ен
и
я 
Т
i) 
 (
N
i  
50
n)
 (
t >
 T
i  
t/
2)
 T
he
n
 (
ра
с-
че
т 
ст
ои
м
ос
ти
 з
ак
аз
а 
S
i =
 (
sk
i –
 1
5 
%
sk
i) 
+
 2
0 
%
(s
k i
 –
 1
5 
%
sk
i))
 (
0)
  
(р
ас
че
т 
н
ео
бх
од
и
м
ы
х 
п
ро
и
зв
од
ст
ве
н
н
ы
х 
м
ощ
н
ос
те
й
 p
i =
 2
p*
k i
) 
(0
) 
(р
ас
че
т 
н
ео
бх
од
и
м
ог
о 
к
ол
-в
а 
ра
бо
чи
х 
x i
 =
  =
 2
k i
 =
 2
N
i/
n)
(0
)
If
 (
за
ка
з 
Z
i 
п
ро
ду
кц
и
и
 N
i =
 k
in
, 
ср
ок
 в
ы
п
ол
н
ен
и
я 
Т
i) 
 (
N
i  
50
n)
  
(t
/2
 >
 T
i  
t/
4)
 T
h
en
 
(р
ас
че
т 
ст
ои
м
ос
ти
 з
ак
аз
а 
S
i =
 (
sk
i –
 1
5 
%
sk
i) 
+
 4
0 
%
(s
k i
 –
 1
5 
%
sk
i))
 (
0)
  
(р
ас
че
т 
н
ео
бх
о-
ди
м
ы
х 
п
ро
и
зв
од
ст
ве
н
н
ы
х 
м
ощ
н
ос
те
й
 p
i =
 4
p*
k i
) 
(0
) 
 (
ра
сч
ет
 н
ео
бх
од
и
м
ог
о 
ко
л-
ва
 р
а-
бо
чи
х 
x i
 =
 4
k i
 =
 4
N
i/
n)
(0
)
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Приложения
1
2
3
If
 (
ра
сч
ет
 н
ео
бх
од
и
м
ы
х 
п
ро
и
зв
од
ст
ве
н
н
ы
х 
м
ощ
н
ос
те
й
 p
i в
ы
п
ол
н
ен
) 
 (
ра
сч
ет
 н
ео
бх
од
и
м
о-
го
 к
ол
-в
а 
ра
бо
чи
х 
x i
 в
ы
п
ол
н
ен
) 
 (
ст
ои
м
ос
ть
 S
i р
ас
сч
и
та
н
а)
 T
he
n 
(р
ас
че
т 
вр
ем
ен
и
 з
ад
ер
ж
-
ки
 в
ы
п
ол
н
ен
и
я 
за
ка
за
 U
i п
о 
м
ас
си
ву
 п
ла
н
ов
ой
 з
аг
ру
зк
и
 п
ро
и
зв
од
ст
ве
н
н
ы
х 
м
ощ
н
ос
те
й
 В
: 
U
i =
 0
, ц
и
кл
 п
ок
а 
((
ST
 –
 В
[Θ
 +
 μ
 +
 U
i ]
) 
<
 p
i) ,
 в
ы
п
ол
н
и
ть
 (
U
i =
 U
i +
 1
))
(0
) 
 (
r i 
=
 4
)(
0)
If
 (
r i 
=
 4
) 
 (
вр
ем
я 
за
де
рж
ки
 U
i >
 U
* 
и
ли
 с
то
и
м
ос
ть
 з
ак
аз
а 
S
i >
 S
*,
 т
. е
. 
бо
ль
ш
е 
п
ре
де
ль
-
н
ы
х 
зн
ач
ен
и
й
 п
от
ре
би
те
ля
 1
А
) 
T
h
en
 (
от
 п
от
ре
би
те
ля
 1
А
 п
ол
уч
ен
 о
тк
аз
 п
о 
за
ка
зу
 Z
i)
  
(r
i =
 3
) 
(0
) 
 (
со
об
щ
ен
и
е 
ди
ре
кт
ор
у 
6А
 о
б 
от
ка
зе
 п
от
ре
би
те
ля
 1
А
) 
(0
)
If
 (
r i 
=
 4
) 
 (
вр
ем
я 
за
де
рж
ки
 U
i 
 U
*)
  
(с
то
и
м
ос
ть
 з
ак
аз
а 
S
i  
S
*)
 T
h
en
 (
п
од
п
и
са
н
и
е 
до
-
го
во
ра
 о
б 
от
кр
ы
ти
и
 з
ак
аз
а 
с 
п
от
ре
би
те
ле
м
 1
А
) 
(0
) 
 (
r i 
=
 1
) 
(0
) 
 (
со
об
щ
ен
и
е 
бу
хг
ал
те
ру
 
3А
 о
 т
ом
, 
чт
о 
до
лж
н
ы
 б
ы
ть
 п
ер
еч
и
сл
ен
ы
 д
ен
еж
н
ы
е 
ср
ед
ст
ва
 S
i о
т 
п
от
ре
би
те
ля
 1
А
) 
(0
)
If
 (
с 
п
от
ре
би
те
ле
м
 1
А
 п
од
п
и
са
н
 д
ог
ов
ор
 о
б 
от
кр
ы
ти
и
 з
ак
аз
а)
  
(r
i =
 1
) 
T
h
en
 (
ф
ор
м
и
ро
-
ва
н
и
е 
за
яв
ки
 н
а 
п
ро
и
зв
од
ст
во
 з
ак
аз
а 
Z
i 
дл
я 
н
ач
ал
ьн
и
ка
 п
ро
и
зв
од
ст
ва
 4
А
, 
ко
л-
во
 п
ро
-
ду
кц
и
и
 N
i и
 с
ро
к 
вы
п
ол
н
ен
и
я 
Т
i)
 (
0)
  
(ф
ор
м
и
ро
ва
н
и
е 
за
яв
ки
 н
а 
ре
су
рс
ы
 з
ак
аз
а 
Z
i д
ля
 
сн
аб
ж
ен
ц
а 
5А
, к
ол
-в
о 
п
ро
ду
кц
и
и
 N
i и
 с
ро
к 
вы
п
ол
н
ен
и
я 
Т
i)
 (
0)
  
(ф
ор
м
и
ро
ва
н
и
е 
за
яв
ки
 
бу
хг
ал
те
ру
 3
А
 н
а 
ре
зе
рв
и
ро
ва
н
и
е 
де
н
еж
н
ы
х 
ср
ед
ст
в 
н
а 
п
ро
п
ла
ту
 з
а 
ре
су
рс
ы
 в
 р
аз
м
ер
е 
0,
1 
S
i) 
(0
) 
If
 (
от
 н
ач
ал
ьн
и
к
а 
п
ро
и
зв
од
ст
ва
 4
А
 п
ол
уч
ен
о 
со
об
щ
ен
и
е,
 ч
то
 п
ро
и
зв
ед
ен
о 
п
о 
за
к
аз
у 
Z
i 
п
ро
ду
к
ц
и
и
 N
i з
а 
вр
ем
я 
T
i*
)(
Т
* i
 >
 Т
i) 
T
h
en
 (
ра
сс
чи
та
ть
 с
ум
м
у 
ш
тр
аф
н
ы
х 
са
н
к
ц
и
й
 
Н
i =
 0
,1
 %
 (
Т
* i
 –
 Т
i)S
i) 
(0
) 
 (
п
ер
ед
ач
а 
со
об
щ
ен
и
я 
H
i б
ух
га
лт
ер
у 
3А
) 
(0
) 
 (
п
ер
ед
ач
а 
от
-
че
та
 д
и
ре
кт
ор
у 
6А
) 
(0
) 
 (
п
од
го
то
вк
а 
до
ку
м
ен
то
в 
н
а 
от
гр
уз
ку
 п
ро
ду
кц
и
и
 п
о 
за
ка
зу
 Z
i 
п
от
ре
би
те
лю
 1
А
) 
(0
)
If
 (
от
 н
ач
ал
ьн
и
ка
 п
ро
и
зв
од
ст
ва
 4
А
 п
ол
уч
ен
о 
со
об
щ
ен
и
е,
 ч
то
 п
ро
и
зв
ед
ен
о 
п
о 
за
ка
зу
 Z
i 
п
ро
ду
кц
и
и
 N
i з
а 
вр
ем
я 
T
i*
)(
Т
* i
  
Т
i) 
T
h
en
 (
ш
тр
аф
н
ы
е 
са
н
кц
и
и
 Н
i =
 0
)(
0)
  
(п
ер
ед
ач
а 
со
об
щ
ен
и
я 
бу
хг
ал
те
ру
 3
А
) 
(0
) 
 (
п
ер
ед
ач
а 
от
че
та
 д
и
ре
кт
ор
у 
6А
) 
(0
) 
 (
п
од
го
то
вк
а 
до
-
ку
м
ен
то
в 
н
а 
от
гр
уз
ку
 п
ро
ду
кц
и
и
 п
о 
за
ка
зу
 Z
i п
от
ре
би
те
лю
 1
А
) 
(0
)
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К.А. Аксенов, Н.В. Гончарова
1
2
3
3А
 –
 Б
ух
-
га
лт
ер
1.
 S
i →
 m
ах
 S
i{
n,
k,
t,
s}
, 
т.
 е
. 
м
ак
си
м
и
зи
р
о
ва
ть
 
ст
ои
м
ос
ть
 з
ак
аз
а
2
. 
М
ак
си
м
и
зи
р
о
в
ат
ь 
р
ен
та
б
ел
ьн
о
ст
ь,
 
ч
и
-
ст
ую
 п
ри
бы
ль
If
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от
 м
ен
ед
ж
ер
а 
2А
 п
ол
уч
ен
о 
со
об
щ
ен
и
е 
об
 о
тк
ры
ти
и
 з
ак
аз
а 
Z
i,
 с
то
и
м
ос
ть
 S
i)
  
(н
а 
сч
ет
 п
ре
дп
ри
ят
и
я 
п
ри
ш
ли
 Д
С
 о
т 
п
от
ре
би
те
ля
 1
А
 в
 р
аз
м
ер
е 
S
i) 
 (
r i 
=
 1
) 
T
h
en
 (
со
об
щ
е-
н
и
е 
сн
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ж
ен
ц
у 
5А
 о
 п
ол
уч
ен
и
и
 Д
С
 п
о 
за
ка
зу
 Z
i)
(0
)
If
 (
от
 м
ен
ед
ж
ер
а 
2А
 п
ос
ту
п
и
ла
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вк
а 
н
а 
ре
зе
рв
и
ро
ва
н
и
е 
де
н
еж
н
ы
х 
ср
ед
ст
в 
н
а 
п
ро
п
ла
ту
 
за
 р
ес
ур
сы
 п
о 
за
ка
зу
 Z
i)
 T
h
en
 (
ре
зе
рв
и
ро
ва
н
и
е 
су
м
м
ы
 Д
С
 в
 р
аз
м
ер
е 
0,
1 
S
i) 
(0
)
If
 (
от
 с
н
аб
ж
ен
ц
а 
5А
 п
ос
ту
п
и
ли
 с
че
та
 н
а 
п
ро
п
ла
ту
 М
Т
Р
 п
о 
за
ка
зу
 Z
i,
 с
ум
м
а 
S
i 
, 
ре
су
р-
сы
 =
 0
,1
 S
i) 
T
h
en
 (
п
ро
п
ла
та
 Д
С
 п
о 
сч
ет
ам
) 
(2
)
If
 (
от
 н
ач
ал
ьн
и
ка
 п
ро
и
зв
од
ст
ва
 4
А
 п
ос
ту
п
и
ли
 с
че
та
 н
а 
оп
ла
ту
 п
ои
ск
а 
до
п
ол
н
и
те
ль
н
ы
х 
ра
бо
чи
х 
п
о 
за
ка
зу
 Z
i н
а 
су
м
м
у 
Δ·
y i
) 
T
h
en
 (
оп
ла
та
 Д
С
 п
о 
сч
ет
ам
) 
(2
)
If
 (
сч
ет
а 
п
о 
за
ка
зу
 Z
i п
ро
п
ла
че
н
ы
) 
T
h
en
 (
со
об
щ
ен
и
е 
сн
аб
ж
ен
ц
у 
5А
) 
(0
)
If
 (
r i 
=
 2
) 
 (
от
 м
ен
ед
ж
ер
а 
2А
 с
оо
бщ
ен
и
е,
 ч
то
 п
ро
ш
ла
 о
тг
ру
зк
а 
п
о 
за
ка
зу
 Z
i п
от
ре
би
те
лю
 
1А
) 
 (
ш
тр
аф
н
ы
е 
са
н
кц
и
и
 H
i >
 0
) 
T
h
en
 (
п
ер
еч
и
сл
ен
и
е 
п
от
ре
би
те
лю
 1
А
 с
ум
м
ы
 Н
i) 
(2
)
If
 (
r i 
=
 2
) 
 (
от
 м
ен
ед
ж
ер
а 
2А
 с
оо
бщ
ен
и
е,
 ч
то
 п
ро
ш
ла
 о
тг
ру
зк
а 
п
о 
за
ка
зу
 Z
i п
от
ре
би
те
лю
 
1А
) 
 (
п
ре
до
ст
ав
ле
н
ы
 н
а 
оп
ла
ту
 н
ар
яд
ы
 н
а 
за
рп
ла
ту
 р
аб
оч
и
х 
x i
, y
i о
т 
н
ач
ал
ьн
и
ка
 п
ро
и
з-
во
дс
тв
а 
4А
) 
T
h
en
 (
ра
сч
ет
 п
ря
м
ы
х 
за
тр
ат
 S
i п
р 
=
 S
i р
ес
ур
сы
 +
 0
,2
 S
i +
  +
 Δ
·y
i) 
(0
) 
 (
ра
с-
че
т 
н
ак
ла
дн
ы
х 
ра
сх
од
ов
 р
аз
м
ер
е 
0,
5 
S
i)
 (
2)
  
(р
ас
че
т 
п
ри
бы
ли
 о
т 
п
р-
ва
) 
(0
)
If
 (
за
ко
н
чи
лс
я 
от
че
тн
ы
й
 п
ер
и
од
) 
T
h
en
 (
ра
сч
ет
ы
 с
 п
ер
со
н
ал
ом
 п
о 
з/
п
) 
(0
) 
 (
ра
сч
ет
 р
ен
-
та
бе
ль
н
ос
ти
) 
(1
) 
 (
ра
сч
ет
 и
 у
п
ла
та
 н
ал
ог
ов
) 
(3
) 
 (
ра
сч
ет
 ч
и
ст
ой
 п
ри
бы
ли
) 
(3
) 
 (
оп
ре
-
де
ле
н
и
е 
ф
и
н
ан
со
во
го
 с
ос
то
ян
и
я 
п
ре
дп
ри
ят
и
я)
 (
4)
  
(р
ас
че
т 
и
н
ве
ст
и
ц
и
й
 в
 п
р-
во
) 
(4
) 
 
(р
ас
че
т 
с 
де
би
то
ра
м
и
 и
 к
ре
ди
то
ра
м
и
) 
(4
) 
 (
п
ер
ед
ач
а 
от
че
та
 д
и
ре
кт
ор
у)
 (
5)
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Приложения
1
2
3
4А
 –
 Н
а-
ча
ль
н
и
к 
п
ро
и
зв
од
-
ст
ва
 
1.
 Z
 →
 m
ax
 Z
{p
},
 т
. е
. 
м
ак
си
м
и
зи
р
о
ва
ть
 з
а-
гр
уз
ку
 п
ро
и
зв
од
ст
ве
н
-
н
ы
х 
м
о
щ
н
о
ст
ей
 и
 р
а-
бо
че
й
 с
и
лы
2.
 t
 →
 m
in
, 
т.
 е
. 
ум
ен
ь-
ш
и
ть
 в
ре
м
я 
н
а 
п
ро
и
з-
во
дс
тв
о
 п
ар
ти
и
 п
р
о
-
д
у
к
ц
и
и
 
(у
в
ел
и
ч
и
ть
 
п
р
о
и
зв
о
ди
те
л
ь-
н
о
ст
ь 
тр
уд
а)
3.
 b
i →
 m
in
, 
т.
 е
. 
м
и
-
н
и
м
и
зи
р
о
ва
ть
 к
о
л-
во
 
бр
ак
а
If
 (
r i 
=
 1
) 
 (
от
 м
ен
ед
ж
ер
а 
2А
 п
ос
ту
п
и
ла
 и
н
ф
ор
м
ац
и
я 
о 
за
ка
зе
 z
i, 
ко
л-
во
 п
ро
ду
кц
и
и
 N
i 
и
 с
ро
к 
вы
п
ол
н
ен
и
я 
Т
i) 
 (
п
ос
ту
п
и
ли
 м
ат
ер
и
ал
ьн
ы
е 
ре
су
рс
ы
 о
т 
сн
аб
ж
ен
ц
а 
5А
) 
 (
p*
  
p i
, 
т.
 е
. е
ст
ь 
св
об
од
н
ы
е 
п
ро
и
зв
од
ст
ве
н
н
ы
е 
м
ощ
н
ос
ти
) 
T
he
n
 (
Θ i 
=
 Θ
 н
ач
и
н
ае
тс
я 
вы
п
ол
н
ен
и
е 
за
к
аз
а 
z i
) 
(0
) 
 (
p*
 =
 p
* 
–
 p
i) 
(0
) 
 (
x*
 =
 x
* 
–
 x
i) 
(0
) 
 (
за
ве
де
н
и
е 
и
н
ф
ор
м
ац
и
и
 п
о 
за
-
гр
уз
ке
 п
ро
и
зв
од
ст
ве
н
н
ы
х 
м
ощ
н
ос
те
й
 в
 м
ас
си
в 
п
ла
н
ов
ой
 з
аг
ру
зк
и
 В
: 
В
[Θ
] 
=
 В
[Θ
] 
+
 P
i,
 
В
[Θ
 +
 1
] 
=
 В
[Θ
 +
 1
] 
+
 P
i …
 В
[Θ
 +
 T
i]
 =
 В
[Θ
 +
 T
i]
 +
 P
i)
(T
i)
 
If
 (
п
ос
ту
п
и
ла
 и
н
ф
ор
м
ац
и
я 
о 
за
ка
зе
 z
iо
т 
м
ен
ед
ж
ер
а 
2А
, 
ко
л-
во
 п
ро
ду
кц
и
и
 N
i и
 с
ро
к 
вы
-
п
ол
н
ен
и
я 
Т
i) 
 (
п
ос
ту
п
и
ли
 м
ат
ер
и
ал
ьн
ы
е 
ре
су
рс
ы
 о
т 
сн
аб
ж
ен
ц
а 
5А
) 
 (
x*
 <
 0
, 
т.
 е
. 
н
е-
хв
ат
ка
 р
аб
оч
и
х)
 T
h
en
 (
за
п
ро
с 
н
а 
ры
н
ок
 т
ру
да
 о
 п
ри
вл
еч
ен
и
и
 y
i =
 |x
*|
 р
аб
оч
и
х 
н
уж
н
ы
х 
сп
ец
и
ал
ьн
ос
те
й
 п
о 
за
ка
зу
 z
i) 
(0
) 
 (
за
п
ро
с 
бу
хг
ал
те
ру
 н
а 
оп
ла
ту
 з
ат
ра
т 
н
а 
п
ои
ск
 y
i д
оп
. 
Р
аб
оч
и
х,
 к
от
ор
ы
е 
ра
вн
ы
 y
i·Δ
) 
(0
) 
 (
x*
 =
 0
)(
0)
  
(x
i =
 x
i –
 y
i) 
(0
)
If
 (
п
ри
вл
еч
ен
о 
y i
 д
оп
ол
н
и
те
ль
н
ы
х 
ра
бо
чи
х 
п
о 
за
ка
зу
 z
i) 
T
h
en
 (
ор
га
н
и
за
ц
и
я 
и
х 
ра
бо
ты
 
п
о 
за
ка
зу
 z
i) 
(0
)
If
 (
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Приложение 2
Система имитационного моделирования AnyLogic5.2
На рис. П.2.1 представлены основные процессы базового пред-
приятия в СИМ AnyLogic.
Рис. П.2.1. Модель базового предприятия в СИМ AnyLogic 5.2
Модель элемента процесса преобразования «выполнение заказов на 
производстве» (рис. П.2.2):
● вектора входов / выходов / средств представлены входами («заказы 
на выполнение»; выходами («выполненные заказы»); средствами («массив 
плановой загрузки производственных мощностей», «количество свобод-
ных производственных мощностей», «количество свободных рабочих»).
● объем захватываемого / освобождаемого ресурса / средства, 
описывается на языке Java в виде постоянной / функции / случайной 
величины. Захват / освобождение необходимого количества ресурсов 
описывается в виде конструкции на языке Javaследующего вида:
if (mess.pi <= ch_m.pf)
{
ch_m.pf = ch_m.pf-mess.pi;
ch_m.xf = ch_m.xf-mess.xi;
}
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Рис. П.2.2. Вектора входов/выходов/средств 
В качестве средств могут быть описаны: исполнители работы, 
оборудование, аппаратное обеспечение, программное обеспечение, 
машинный ресурс. С помощью объектов на языке Java можно ввести 
необходимое количество средств;
● длительность операции: любой объект, описываемый на языке 
Java, в частности, постоянная / функция / случайная величина. На 
рис. П.2.3 длительность равна значению переменной Ti;
● приоритет операции не устанавливается, а задается тип оче-
реди FIFO (первым пришел – первым ушел), специальными сред-
ствами можно создать очередь LIFO (последним пришел – первым 
ушел) или смоделировать приоритетную очередь. Выбор типа оче-
реди показан на рис. П.2.4;
● условие запуска элемента преобразования ресурсов описы-
вается функцией на языке Java, в которой могут использоваться 
любые переменные модели. Например, это может быть функция 
времени, ресурсов или средств. Так, на рис. П.2.5 представлено 
следующее условие запуска операции «Выполнение заказа»: коли-
чество необходимых производственных мощностей должно быть 
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не больше количества свободных производственных мощностей. 
Если это условие не выполняется, запуск элемента преобразования 
откладывается на единицу модельного времени (один день), после 
чего условие запуска проверяется вновь. 
Рис. П.2.3. Длительность операции
Рис. П.2.4. Приоритет и тип приоритета
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Рис. П.2.5. Условие запуска элемента преобразования
Модель ресурса и средства:
● описывается любым объектом на языке Java;
● функциями на языке Java могут быть описаны ограничения, ми-
нимум, максимум и т. д.
Так, на рис. П.2.6 представлено описание количества произ-
водственных мощностей ST = 70 и количества трудовых ресурсов 
PR = 50. Могут быть заданы любые типы ресурсов. 
Рис. П.2.6. Описание ресурсов
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● один тип / разные типы. Специальных средств описания типов 
ресурсов нет, можно создать любые типы ресурсов, описав объекты 
на языке Java.
Определение функции расчета параметра «штрафные санкции»
Можно описать расчет любых параметров функциями на языке 
Java. На реальном предприятии возможно отклонение фактического 
времени выполнения заказа от планового. Это может произойти по 
ряду причин, в первую возникают очередь задержки на исправление 
брака. За каждый день фактической задержки начисляется штраф, 
который затем выплачивается потребителю. Приведен пример реа-
лизации этого правила агентом – менеджером с помощью функции 
man_func3. Здесь Hi – размер штрафа по i-му заказу, Si – стоимость 
i-го заказа, j-е текущее модельное время, Tetai – время начала выпол-
нения заказа, Ti – плановое время выполнения заказа.
Функция man_func3
if (mess.ri = = 2) 
{
double j;
j = getTime();
if (j-mess.Tetai > mess.Ti)
{
mess.Hi = 0.001*mess.Si*(j-mess.Tetai-mess.Ti);
}
}
return 2;
Иерархическая структура модели мультиагентного процесса преоб-
разования ресурсов поддерживается.
Элементы слияния и разветвления процессов. В данном пакете 
предусмотрено слияние и разветвление потоков ресурсов. Напри-
мер, рассчитанное агентом–менеджером плановое время задержки 
выполнения заказа и его стоимость сообщаются потребителю, ко-
торый принимает окончательное решение о размещении заказа на 
предприятии. В случае отказа потребителя информация поступает 
агенту – директору для анализа причин отказа. В случае согласия по-
требителя на условия размещения заказа (по стоимости и по времени 
выполнения) он перечисляет денежные средства на расчетный счет 
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предприятия (моделируется в виде сообщения бухгалтеру с задержкой 
на банковские дни). При этом заказ запускается в производство. Эти 
действия описывает функция man_func2. Здесь Si – стоимость i-го за-
каза, SS – предельная стоимость для потребителя, Ui – рассчитанное 
время задержки выполнения заказа (из-за нехватки ресурсов), UU – 
предельное время задержки потребителя. 
       Функция man_func2
if ((mess.Si < = mess.SS)&&(mess.Ui < = mess.UU)) 
{ return 1; }
else {return 3;}
Блок разветвления потоков ресурсов показан на рис. П.2.7.
Рис. П.2.7. Разветвление потоков ресурсов
Функционально-стоимостный анализ. Система AnyLogic не 
имеет специальных средств поддержки функционально-стоимост-
ного анализа. 
Динамический анализ данных. В системе можно создавать различ-
ные графики и диаграммы, отражающие изменения их состояний 
в модельном времени (рис. П.2.8). 
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Рис. П.2.8. Средства динамического анализа данных 
На рис. П.2.8 представлены диаграммы, отображающие динамику 
следующих переменных: количества потребителей и потенциальных 
потребителей; свободных производственных мощностей и основных 
рабочих; прибыли предприятия; количества производственных мощ-
ностей и основных рабочих.
Возможность построения мультиагентных моделей. На рис. П.2.1 
представлены агенты модели базового предприятия, каждый из ко-
торых обладает индивидуальным поведением и знаниями. На основе 
описанных классов агентов можно создавать экземпляры класса с ин-
дивидуальным поведением. Сценарии поведения агентов и база зна-
ний агентов описываются на языке высокого уровня (ЯВУ) Java, об-
мен сообщениями между агентами также описывается на языке Java. 
Рассмотрим подробнее деятельность агента «chief – начальник 
производства». Он запускает заказы в производство, при этом за-
действуется необходимое количество производственных мощно-
стей и трудовых ресурсов. При запуске заказа в производство агент
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«начальник производства» осуществляет важную функцию планиро-
вания. Он планирует количество занятых производственных мощно-
стей в массиве плановой загрузки по дням. Этот массив использует 
агент «менеджер» для расчета времени задержки выполнения заказа 
и согласования его с агентом «потребителем». Наличие планирования 
обуславливает интеллектуальное поведение агента.
Фрагмент поведения агента «начальник производства» описано 
функцией chief_func1. Вызов функции показан на рис. П.2.9.
Рис. П.2.9. Структура Агента «chif – начальник производства»
      Функция chief_func1
if (mess.pi < = ch_m.pf)
{
ch_m.pf = ch_m.pf-mess.pi;
ch_m.xf = ch_m.xf-mess.xi;
if (ch_m.xf < 0)
{
mess.yi = -ch_m.xf;
mess.xi = mess.xi + ch_m.xf;
ch_m.xf = 0;
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}
mess.Tetai = getTime();
double k = getTime();
int j = (int)k;
int i = 1;
 while (i < = mess.Ti)
{
double r = get(B,(j-1)) + mess.pi;
 B.set((j-1),r); 
i +  + ;
j +  + ;
}
}
return 2;
Поддержка русского языка. Русский языкподдерживается ми-
нимально. При описании агентов, классов, переменных, пара-
метров и т. д. русский язык не поддерживается.
Изменение параметров модели во время эксперимента. При 
проведении эксперимента есть возможности остановить ими-
тацию и изменить характеристики и/или параметры. 
Удобство интерфейса пакета при описании элементов процес-
са преобразования – дружественный интерфейс, ориентирован-
ный на программиста.
Поддержка аппарата ЭС. Система AnyLogic не имеет спе-
циальных средств описания базы знаний о предметной обла-
сти и механизма вывода. Описание моделейагентов выполне-
но наJava.
Проектирование концептуальной модели предметной области 
не поддерживается.
Описание целей системы. Система AnyLogic не имеет спе-
циальных средств описания целей системы или отдельных ее 
элементов. 
Наличие механизмов описания ситуаций (поддержка ситуаци-
онного подхода). AnyLogic не имеет специальных средств опи-
сания ситуаций. 
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Наличие средств описания команд. Команды описываются на 
языке Java.
Описание модели на ограниченном естественном языке. Отсут-
ствуют.
Поддержка ИМ – система AnyLogic является СИМ.
Поддержка аппарата ЭС. Система AnyLogic не имеет специ-
альных средств интеграции с ЭС и аппарат ЭС не поддерживает. 
Удобство интерфейса пакета при описании агентов – друже-
ственный интерфейс, ориентированный на программиста.
Экспорт / импорт / открытый доступ к базе знаний модели:
● импорт начальных условий и исходных данных из внешних ис-
точников – существует механизм настройки экспорта из внеш-
них баз данных;
● экспорт результатов экспериментов – механизм отсут-
ствует, но при необходимости его можно описать функциями 
на языке Java;
● открытый доступ к базе знаний модели – отсутствует.
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Приложение 3
Экспертная система реального времени G2
Модель в G2 описывается в виде блоков, представляющих собой 
какие-либо задачи (работы), связанные между собой путями («дорож-
ками»), определяющими последовательность выполнения операций. 
На рис. П.3.1 представлены основные процессы предприятия.
Рис. П.3.1. Модель абстрактного предприятия на G2
В модели на базе G2 существует понятие рабочего объекта. Данный 
вид объектов модели является динамическим и представляет собой та-
кой объект, обработка которого и происходит в процессе моделирова-
ния (заказы, расходные материалы, готовые продукты). Рабочие объек-
ты передаются в модели от объекта к объекту по установленным путям 
и подвергаются некоторым изменениям / преобразованиям.
Модель преобразователя «выполнение заказов на производстве» 
(рис. П.3.2).
● вектора входов / выходов / средств представлены входами («за-
казы на выполнение»; выходами («выполненные заказы»); средствами 
(«Мощности», «Рабочие»).
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Рис. П.3.2. Вектора входов/выходов/средств
Для выполнения тех или иных операций может потребоваться 
описание необходимых ресурсов / средств (рабочие, станки, транс-
порт, ЭВМ и т. п.). В G2 данный вид объектов представлен набором 
подклассов класса ресурсов (рис. П.3.3).
● объем захватываемого / освобождаемого ресурса / средства 
описывается количеством средств на обработку одного объекта 
(партии заказа). Кроме того, существует возможность задавать 
правило выбора средств из числа свободных на данный момент 
(первый попавшийся, по приоритету, по наименьшей стоимости 
пользования или наименее редко используемого). Захват / осво-
бождение необходимого количество ресурсов реализуется вну-
тренними механизмами G2.
● длительность операции задается в виде постоянной величи-
ны или величины с заданным отклонением. Каждый заказ перед 
производством разбивается на партии. На рис. П.3.4 длительность 
равна значению переменной t, т. е. задается норматив производ-
ства 1 партии;
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Рис. П.3.3. Настройка используемых ресурсов/средств
Рис. П.3.4. Длительность операции
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● приоритет операции не устанавливается, обрабатывается очередь 
поступивших на производство партий (первым пришел – первым ушел);
● условие запуска преобразователя (рис. П.3.5) реализуется вну-
тренними механизмами G2. Таким образом, выполнение работы ини-
циируется поступлением на вход блока рабочего объекта. 
Рис. П.3.5. Инициализация ресурсов
Определение функции расчета параметра «штрафные санкции».
Расчет любых параметров описывается функциями, а при нали-
чии условий при расчете необходимо воспользоваться механизмом 
процедур, инициируемым правилом. Правила в G2 позволяют отсле-
живать некоторые события модели и инициировать операции.
Иерархическая структура модели процесса преобразования ресурсов. 
Поддерживается.
Элементы слияния и разветвления процессов. В G2 предусмотрено 
слияние и разветвление потоков ресурсов. Для реализации разветвле-
ния используется 2 типа блоков:
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● блок «Copy» осуществляет безусловное копирование входящего 
рабочего объекта на каждый из своих выходов. Для синхронизации 
разветвленных потоков рабочих объектов далее в модели использу-
ются блоки «Associate» и «Reconcile». «Associate» связывает объекты, 
а «Reconcile», получая на вход 2 потока объектов, далее пропускает 
парами и только связанные объекты. При этом каждый входящий ра-
бочий объект дожидается свою пару в очереди блока;
● блок «Branch» – имитирует процесс принятия решения и пере-
мещает входящий рабочий объект на один из своих выходов, в зави-
симости от условия. В качестве условия возможен анализ атрибутов 
рабочего объекта.
Блоки разветвления потоков ресурсов показаны на рис. П.3.6.
Рис. П.3.6. Разветвление потоков ресурсов
Синхронизация по времени процессов. G2 имеет специальные сред-
ства поддержки синхронизации по времени процессов (рис. П. 3.1). 
Реализованы режим синхронизации с реальным временем и поша-
говый режим, который, в свою очередь, делится на временные шаги 
и на шаги по событиям. 
Функционально-стоимостный анализ. G2 имеет специальные средства 
поддержки функционально–стоимостного анализа. Каждый блок, ресурс 
и рабочий объект модели имеет встроенные средства учета стоимости 
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работ, совершенных блокомнад рабочим объектом (рис. П.3.7). При по-
строении модели задается стоимость обработки рабочего объекта в каж-
дом блоке, а при моделировании ведется автоматический учет стоимости.
Рис. П.3.7. Элементы функционально-стоимостного анализа 
Время работы / прерывания / простоя. Длительность операции за-
дается в виде постоянной величины или величины с заданным откло-
нением (рис. П.3.4).
Динамический анализ данных. Проанализируем возможности 
средств анализа динамических данных.
На рис. П.3.8 отражены варианты представления результатов мо-
делирования. В G2 существует класс датчиков, которые могут быть 
подключены к любому статичному объекту (блок, средства и т. п.), 
и настроены на накопление истории изменения любого из атрибу-
тов динамических рабочих объектов модели. История значений дат-
чика может быть представлена в табличном виде или в виде графика 
значений. Кроме того, представление информации может быть орга-
низовано как в виде индивидуальных таблиц/графиков по каждому 
атрибуту, так и в виде общего, где значения всех или части датчиков 
отражается в одной таблице / графике.
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Рис. П.3.8. Отображение результатов моделирования
В процессе моделирования вся динамика движения заказов и го-
товой продукции наглядно реализована средствами среды G2. 
Поддержка русского языка. Русский язык поддерживается толь-
ко для обозначения элементов модели (наименования объектов 
и их атрибутов).
Изменение параметров модели во время эксперимента. При про-
ведении эксперимента в любое время можно остановить имитацию 
и изменить характеристики и/или параметры. 
Возможность построения мультиагентных моделей. Существу-
ет возможность разработать описания агентов, каждый из которых 
обладает индивидуальным поведением и знаниями. На основе опи-
санных классов агентов можно создавать экземпляры класса с инди-
видуальным поведением (рис. П.3.9). 
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Рис. П.3.9. Отображение иерархии классов агентов
Поведение экземпляров задается структурой агента и набором 
правил, касающихся именно этого класса агентов. Под структурой 
подразумевается возможность детализации агента, путем разделения 
операций агента на составляющие (рис. П.3.10).
Рис. П.3.10. Отображение структуры агента
База знаний агентов описывается правилами G2 (рис. П.3.11). 
Правила G2 – это функции поведения объектов модели, описанные 
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на ограниченном естественном языке (английский), которые опре-
деляют, как модель будет реагировать на факт выполнения каких-
либо условий. 
Обмен сообщениями между агентами может быть реализован не-
сколькими способами как через состояние некоторых объектов моде-
ли, так и через содержание переменных / массивов модельной среды. 
Рис. П. 3.11. Фрагмент базы знаний 
(3 правила поведения агентов менеджер и потребитель)
Описание базы знаний о предметной области. G2 имеет специальные 
средства описания базы знаний. Знания описываются в виде правил на 
языке высокого уровня, приближенного к английскому (рис. П.3.12). 
Описание целей системы. G2 не имеет специальных средств описа-
ния целей системы или отдельных ее элементов. При необходимости 
цели можно описать функциями на языке G2. 
Наличие механизмов описания ситуаций (поддержка ситуационного 
подхода). G2 не имеет специальных средств описания ситуаций. При 
необходимости их можно описать на языке G2.
Наличие средств описания команд. Команды описываются на соб-
ственном языке G2.
Описания модели на ограниченном естественном языке. Для описания 
модели используется приближенный к естественному английский язык.
205
Приложения
Рис. П. 3.12. Функции поведения агентов, вызываемые правилами
Поддержка аппарата ЭС – да.
Поддержка ИМ. Реализовано.
Удобство интерфейса пакета при описании агентов – дружествен-
ный английский интерфейс.
Экспорт/ импорт/ открытый доступ к базе знаний модели:
● импорт начальных условий и исходных данных из внешних ис-
точников – существует механизм настройки экспорта из внешних баз 
данных, текстовых файлов и т. п.;
● экспорт результатов экспериментов – существует модуль двух-
стороннего взаимодействия с базами данных и встроенные механиз-
мы работы с текстовыми файлами;
● открытый доступ к базе знаний модели – отсутствует.
Проектирование концептуальной модели предметной области – 
не поддерживается.
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Приложение 4
Система моделирования и проектирования ARISToolSet
На рис. П.4.1 представлена модель абстрактного предприятия в ARIS.
Рис. П. 4.1. Модель абстрактного предприятия в ARIS
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Модель преобразователя «выплата зарплаты» представлена на 
рис. П.4.2.
● вектор входов/выходов/средств представляется отдельными 
связями с соответствующими ресурсами и средствами; 
Рис. П.4.2. Операция «Выплата зарплаты»
● объем ресурсов и средств – величина постоянная. Случайная 
величина и функция в ППП ARIS не предусмотрена. Так, при расчете 
зарплаты используется один бухгалтер (рис. П.4.3);
Рис. П.4.3. Количество бухгалтеров
● длительность операции: const/функция / случайная величина 
(рис. П.4.4);
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Рис. П.4.4. Описание длительности операции
● интенсивность преобразования в ППП ARIS не предусмотрена;
● тип приоритета поддерживается только относительный 
(рис. П.4.5);
Рис. П.4.5. Приоритет операции
● условие запуска преобразователя определяется как функция 
времени (рис. П.4.4) и наличия необходимого количества входных 
ресурсов и средств.
Определение функции расчета характеристики – не предусмотрено.
Элементы слияния и разветвления процессов – могут быть исполь-
зованы логические операторы, такие как «и», «или», «исключающее 
ИЛИ» (рис. П.4.6).
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Рис. П. 4.6. Слияние и разветвление
Динамический анализ данных. Пример графика представлен на 
рис. П.4.7.
Рис. П.4.7. Построение диаграмм и графиков
Синхронизация по времени – может быть использован блок «И», 
формирующий сообщения.
Функционально-стоимостный анализ. Стоимостные характеристи-
ки задаются в настройках операции (вкладка Costs).
Иерархическая структура процессов. Количество уровней в ARIS – 
не ограничивается, на рис. П.4.2 представлен пример декомпозиции 
процесса выплаты зарплаты. Расчет параметров процесса отсутствует.
Поддержка русского языка. Русский язык не поддерживается.
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Методика BSC – поддерживается в модуле ARIS Balanced Score 
Card (рис. П.4.8), но не интегрирована с модулем ARIS Simulate.
Рис. П.4.8. Граф причинно-следственных связей BSC
Изменение параметров модели во время экспериментов. ППП ARIS 
не позволяет изменять настройки модели во время эксперимента. 
Проектирование концептуальной модели предметной области – не 
поддерживается.
Возможность создания мультиагентных моделей – отсутствует.
Поддержка ИМ – реализовано в модуле ARIS Simulate.
Поддержка аппарата ЭС – отсутствует.
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Приложение 5
СДМС BPsim2
На рис. 4.2 представлена модель базового предприятия. В модели 
базового предприятия описаны агенты: потребитель, менеджер, бух-
галтер, начальник производства, управляющий поставками (снабже-
нец), директор. Агент директор представлен на рис. П.5.1.
Рис. П.5.1.  Верхний уровень модели базового предприятия 
Модель процесса производства представлена на рис. П.5.2.
Рис. П.5.2. Выполнение заказов на производстве
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● вектора входов / выходов / средств представлены входами («за-
казы на выполнение»); выходами («выполненные заказы»); средства-
ми («количество свободных производственных мощностей», «количе-
ство свободных рабочих»);
● объем захватываемого / освобождаемого ресурса / средства мо-
жет быть постоянная / функция / случайная величина. Необходимое 
количество ресурсов описывается в виде функции или точного коли-
чества необходимых ресурсов, как показано на рис. П.5.3.
Рис. П.5.3. Вектора входов/выходов/средств
В качестве средств могут быть описаны: исполнители работы, 
оборудование, аппаратное обеспечение, программное обеспечение, 
машинный ресурс. С помощью формулы можно ввести необходимое 
количество ресурсов. Справочник ресурсов представлен на рис. П.5.4. 
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Рис. П.5.4. Справочник ресурсов
● длительность операции: постоянная / функция / случайная ве-
личина. Длительность операции может быть определена в виде функ-
ции, константы и случайной величины. Например, на рис. П.5.5 дли-
тельность равна 2;
Рис. П.5.5. Длительность и приоритет операции
● приоритет операции и тип приоритета описываются на вклад-
ке «Основное» формы редактирования узла модели (см. рис. П.5.5). 
Тип приоритета может быть как относительным, так и абсолютным. 
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Система поддерживает остановку выполнения операции (поступление 
на вход операции специального сообщения). Приоритет необходим 
для разрешения конфликтов, которые возникают на общих ресурсах 
и средствах. Абсолютный приоритет подразумевает прерывание вы-
полнения запущенных элементов с целью освобождения средств, не-
обходимых для выполнения элемента с большим приоритетом;
● условие запуска преобразователя в целом рассматривается как 
функция времени, ресурсов и средств. Так, на рис. П.5.3. представле-
но описание условия запуска процесса сборки.
Модель ресурса и средства:
● описывается вектором;
● существуют ограничения: минимум, максимум;
Ресурсы используются при описании функций (рис. П.5.6). При 
этом доступен справочник значений ресурсов. Так, например, перед на-
чалом моделирования pRes51 «количество свободных рабочих» равно 50;
Рис. П.5.6. Механизм описания моделей ресурсов
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● один тип / разные типы (рис. П.5.7), как видно из рисунка, под-
держиваются следующие типы ресурсов: информационные, матери-
альные, финансовые, трудовые:
Рис. П.5.7. Справочник типов ресурсов
Определение функции расчета параметра «стоимость»
На рис. П.5.5 приведен пример описания параметра «стоимость». 
Стоимость заказа рассчитывается многовариантно, в зависимости от 
требований Потребителя. На рис. П.5.8 представлено описание расче-
та стоимости заказа при конкретных условиях. Таким образом, ППП 
BPsim2 позволяет определять функцию расчета данного параметра.
Рис. П.5.8. Описание расчета стоимости в конкретной ситуации
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Иерархическая структура модели мультиагентного процесса преоб-
разования ресурсов – поддерживается.
Элементы слияния и разветвления процессов. В данном пакете 
предусмотрено слияние и разветвление потоков ресурсов с помощью 
перекрестков. На рис. П.5.2 показана декомпозиция процесса «произ-
водство», организуется разветвление процесса и формируется два аль-
тернативных потока: «бракованный продукт», и «готовый продукт». 
Синхронизация по времени процессов. Система BpSim2 поддержи-
вает синхронизацию по времени процессов (позволяет запускать од-
новременно несколько процессов), реализовано с помощью блоков 
синхронизации, формирующих одновременно несколько сигналов.
Функционально-стоимостный анализ. На рис. П.5.2 приведен при-
мер описания стоимости операции «Контроль качества». Стоимость 
данной операции равна 500 рублей.
Проектирование концептуальной модели предметной области реа-
лизовано в оболочке ЭС «Конструктор фрейм-систем».
Динамический анализ данных. Возможности средств анализа дина-
мических данных представлены на рис. 3.30.
Поддержка русского языка. Русский язык, как видно на всех ри-
сунках, поддерживается корректно.
Изменение параметров модели во время эксперимента. При про-
ведении эксперимента в любое время можно остановить имитацию, 
нажав кнопку «Пауза», и изменить характеристики и/или параметры. 
Удобство интерфейса пакета при описании элементов ППР – дру-
жественный интерфейс.
Возможность построения мультиагентных моделей поддержана. На 
рис. 4.1.2 и на рис. П.5.1 представлены все агенты модели базового пред-
приятия (потребитель, менеджер, начальник производства, бухгалтер, 
управляющий поставками, снабженец, директор), каждый из которых об-
ладает индивидуальным поведением и знаниями. На рис. П.5.9 представле-
но окно описания свойств агента – директора (показан список его целей). 
Поддержка аппарата ЭС. На рис. П.5.10 представлено описание 
базы знаний агента – менеджера.
Описание целей системы. Система BPsim2 имеет в своем составе 
специальные средства описания целей в виде графов (см. рис. 3.23) 
и системы сбалансированных показателей (см. рис. 3.25).
На рис. П.5.11 представлены цели агента-директора в модели ба-
зового предприятия (в виде графа целей). 
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Рис. П.5.9. Свойства агента – менеджера
Рис. П.5.10. База знаний агента – менеджера
Рис. П.5.11. Описание графа целей «агента – директора»
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На основе показателей и их нормативных значений, а также допу-
стимых границ отклонений от целевого значения формируется «карта 
показателя», представленная на рис. 3.22. «Карта показателя» пред-
ставляет собой шкалу для определения «степени достижения цели» 
агентом. В зависимости от изменений значений параметров во время 
моделирования будет меняться угол наклона стрелки, указывающей на 
одну из «зон». Красной зоне соответствует значение показателя, опре-
деляющее «далекое от достижения цели» состояние. Зеленой зоне соот-
ветствует «стабильное» состояние, в котором «цель достигается». Синей 
зоне соответствует «крайне высокая степень достижения цели».
Каждая цель связана с определенной областью (стратой). В среде 
BPsim возможно построение BSC. Она показывает взаимосвязь целей 
агента, одновременно отражая положение целей внутри всех страт. На 
рис. П.5.12 представлена BSC целей «агента – директора».
Рис. П.5.12. BSC целей «агента – директора»
Наличие механизмов описания ситуаций (поддержка ситуационного 
подхода). На рис. П.5.11 представлен пример описания ситуаций.
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Наличие средств описания команд. Система BpSim2 имеет в своем 
составе специальные средства описания команд, представленные на 
рис. П.5.8, П.5.10.
Возможность описания модели на ограниченном естественном языке. 
ППП BPsim2 использует механизмы описания модели на ограничен-
ном естественном языке, применяя интерфейсы, ориентированные 
на конечного пользователя, и логику предикатов первого порядка.
Поддержка ИМ в системе BPsim2 реализована, так как система 
построена на основе СИМ BPsim. 
Удобство интерфейса пакета при описании агентов – дружествен-
ный интерфейс.
Экспорт /импорт/ открытый доступ к базе знаний модели:
– импорт начальных условий и исходных данных из внешних 
источников – существует встроенный механизм настройки импорта 
из внешних баз данных, реализованный на основе поддержки языка 
Transact-SQL, пример представлен на рис. П.5.13;
Рис. П.5.13. Шаблоны запросов модели базового предприятия
– экспорт результатов экспериментов – существует механизм экс-
порта результатов экспериментов во внешние средства анализа дан-
ных (MS Excel и MS Project);
– открытый доступ к базе знаний модели – модель существует в виде 
базы данных MS SQL Server и может быть доступна ее средствами.
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Приложение 6
Результаты сравнения систем
Результаты сравнения функциональных возможностей пакетов 
представлены в табл. П.6.
Та б л и ц а  П . 6
Сравнительный анализ систем, близких по функциональности к СДМС
№ 
п/п
Параметр ARIS G2 AnyLogic BPsim BPsim2
1 Проектирование концепту-
альной модели предметной 
области
НЕТ НЕТ НЕТ НЕТ  + 
2 Язык описания процессов 
преобразования ресурсов
2.1 – Описание ресурсов, 
средств, преобразователей
+ + + + +
2.2 – Описание целей системы
– в виде графа;
– в виде BSC.
+
+
+
НЕТ
НЕТ
НЕТ
НЕТ
НЕТ 
+
+
2.3 – Иерархическая модель 
процесса
+ + + + +
3 Наличие языка описания 
команд
НЕТ +
НЕТ НЕТ
+
4 Описание модели на огра-
ниченном естественном 
языке
НЕТ +
НЕТ
+ +
5 Построение мультиагент-
ной модели 
5.1 – элемент АГЕНТ НЕТ НЕТ + НЕТ +
5.2 – модели поведения агентов НЕТ НЕТ + НЕТ +
5.3 – база знаний агента НЕТ НЕТ НЕТ НЕТ +
5.4 – язык обмена сообщениями НЕТ НЕТ НЕТ НЕТ +
6 Имитационное моделиро-
вание
+ + + + +
7 Экспертное моделирование НЕТ + НЕТ НЕТ +
8 Ситуационный подход НЕТ + НЕТ НЕТ +
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Как следует из табл. П.6 и проведенного сравнительного анализа, 
система BPsim2 обладает полной функциональностью мультиагент-
ной СДМС процессов преобразования ресурсов. На основе систем 
G2 и AnyLogic возможно построение мультиагентных СДМС, причем 
значительно меньшие усилия потребуются при использовании G2, 
так как данная система поддерживает аппарат ЭС. Проектирование 
концептуальной модели предметной области и построение мульти-
агентных моделей, содержащих интеллектуальных агентов, поддер-
живает только система BPsim2. Специализированными средствами 
поддержки методики BSC обладают только системы ARIS и BPsim2, 
но ARIS не поддерживает интеграции имитационного моделирования 
и BSC. Понятийный аппарат всех рассмотренных систем соответству-
ет проблемной области процессов преобразования ресурсов. Описа-
ние модели на ограниченном естественном языке поддерживается 
в системах G2 и BPsim2. С точки зрения пользователя, не обладаю-
щего навыками программирования, удобными средствами описания / 
создания модели мультиагентного процесса преобразования облада-
ет только проблемно-ориентированная СДМС BPsim2. В системах 
AnyLogic и G2 при создании сложных мультиагентных моделей гра-
фических средств недостаточно, приходится использовать программ-
ный код. Аналоги плохо поддерживают русский язык, а ближайший 
из них по функциональности к мультиагентной СДМС – G2 обладает 
высокой стоимостью. К достоинствам пакетов AnyLogic и G2 можно 
отнести использование ЯВУ, благодаря чему пакеты могут предостав-
лять разработчику моделей серьезный уровень функциональности. 
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