The aim of this article is to provide some results which assure that the solution correspondence of the problem of the determination of the minimum risk with respect to a coherent risk measure over a set of financial positions which have a certain constant price, is consisted by non-empty sets for the various price-functionals of the positions. This problem is also interesting from the insurance aspect, since it determines the minimum -premium that an investor is willing to pay for a portfolio if the monetary endowment of her is specified.
Introduction-Statement of the problem
We consider two periods of time (0 and 1) and a non-empty set of states of the world Ω which is supposed to be an infinite set. The true state ω ∈ Ω that the investors face is contained in some A ∈ F, where F is some σ-algebra of subsets of Ω which gives the information about the states that may occur at time-period 1. A financial position is a F -measurable random variable x : Ω → R. This random variable is the profile of this position at time-period 1. We suppose that the probability of any state of the world to occur is given by a probability measure μ : F → [0, 1]. The financial positions are supposed to lie in some subspace E of R Ω being an ordered Banach space. The elements of the algebraic dual space E of E being strictly positive denote the spotprice functionals. Namely, if the investors face the price f ∈ E in the market, this indicates that the amount of money that has to be paid at time-period 0 by some investor in order to receive the payoff of the position x ∈ E is equal to f (x). By R we denote the set of real numbers.
First, we remind two general Definitions in which A is a wedge (or a cone) of E. 
Definition 1.1 A real-valued function ρ : E → R ∪ {+∞} which satisfies the properties

Definition 1.2 A real-valued function ρ : E → R ∪ {+∞} is a (A, e)-coherent risk measure if it is an (A, e)-convex risk measure and it satisfies the following property: ρ(λx) = λρ(x) for any x ∈ E and any λ ∈ R + (Positive Homogeneity).
The infinity values may be excluded or preserved, in case we do not include the case of catastropic risks or we allow such cases in our models.
Consider E + to be the (closed) positive cone of E and ρ : E → R to be an (E + , e)-coherent risk measure.
In case where we mention simply the phrase a coherent risk measure ρ : E → R (or ρ : E → R -for an ordered normed space E), we mean some (E + , e) -coherent risk measure, where e ∈ E + .
Here we denote (E + ) 0 = {y ∈ E |y(x) ≥ 0 for any x ∈ E + }. Then we consider the problem of the determination of the argmin correspodence
whose values are defined as follows:
where f ∈ (E + ) 0 is the spot price functional faced in the market by the investor. For the sake of normalization we put the cost of investment equal to one. An investment y ∈ M ρ (f ) is a financial position which minimizes the premium with respect to the risk measure ρ at a unitary cost under the price f . In time-period 0, the investor selects the portfolio x among all portfolios x ∈ E + whose cost is equal to 1 under f . She pays this cost in order to buy this portfolio, but she also pays a premium in order to secure this portfolio with respect to the risk measure ρ. The shares ρ(x) of e denote an investment whose price under f is the risk premium with respect to ρ, if f (e) = 1 (e ∈ E + ). In time-period 1, the investor owns the position x + ρ(x) ∈ A ρ if eTranslation Invariance holds, where A ρ denotes the acceptance set of ρ. Also, in [12] a generalized risk measure notion is introduced, in order to indicate that the solvency for a firm's portfolio is the minimum quantity invested to a marketed asset (which is not necessarily cash) jointly with the original firm's portfolio to be acceptable by the regulator. This provides a motivation for the consideration of a risky asset (an asset different than the constant random variable 1 in L p (μ) spaces, or any element x ∈ E + , x = 0 if E is an ordered linear space) for insuring the financial positions in a normed linear space E.
Below, we examine whether the values of the argmin correspondence M ρ (f ) are non-empty and whether properties of the space E and the risk measure ρ affect the correspondence M ρ .
Previous Results
The problem of the determination of the minimum-risk portfolio under a value constaint comes from the Markowitz model for the efficient portfolio selection, see [20] , [19] . A version of this theory is the minimization of the variance of a portfolio under the constraint of constant expected returns. The minimization of the variance corresponds to the minimization of the risk and the constraint of the constant return is a value constraint equivalent to the constant endowment constraint, which is the equivalent problem we discuss in this article. In [13] the determination of the efficient portfolios if the risk is measured by some coherent measure ρ is discussed. This kind of portfolio optimization is called (μ, ρ)-portfolio optimization, see in [13, p.183] and also in an analytical form in [13, p.198] . The commodity space considered in this case is L sm , being the space of stochastic cash streams on a finite horizon [0, T ], which is the set of the simple adapted stochastic processes on the probability space (Ω, F , μ), where
x pays the money amount x i to its owner at the random time τ i in the event E i ∈ F. An investor has an initial dynamic trading plan x 0 ∈ L sm = E being its initial position. One of the optimization problems which describe the efficiency frontier in M depending on x 0 , is the following: [7, p.160] there is a reference on the minimal liability risk problem
where φ is such that E μ (φ) = 1, φ ≥ 0 which is also mentioned in [23] , refers to the determination of the liability −X that minimizes the risk among those whose price of −X is less than −v. This problem is obviously related to the efficiency problem, mentioned in [13] . ρ is supposed to be a law invariant risk measure. The solution Theorem [7, Th.2.5] relies on distributional properties and it is very general in its application. But the authors suppose that the financial positions lie in L ∞ (μ). Our results may be applied to greater spaces, like the L p (μ) spaces, where 1 ≤ p < ∞ if μ denotes a probability measure. On the other hand in [17] and more specifically in Section 6, the problem of minimization of a representable convex or coherent risk measure is studied over convex, closed and bounded sets of financial positions by saddle-point methods in reflexive and non-reflexive Banach spaces. Motivated by ideas coming from actuarial solvency, a saddle-point method for the specification of the minimum risk position is proposed in [18] , relying on the min-max Theorem [8, p.10] . In [18] , the minimization of a restricted coherent risk measure is considered over the subspace of the attainable surplus variables for an insurance company under a diffusion model of claims. An additional constraint that the value of the risk measure on the surplus variable should be not greater than the initial surplus at the time-period 0 is considered. By the solution of this minimization problem, the minimum value of the risk measure is proposed to be the solvency capital for the insurance company.
The results and the philosophy behind them
We have to determine whether the argmin correspondence we considered has non-empty values. According to the Polyrakis Dichotomy Theorem [21, Th.4] , if E, F is a dual system such that the set E + ∩ B E (0, 1) is σ(E, F )-compact (B E (0, 1) denotes the closed unit ball of E), then either every base of E + defined by a vector of F is bounded or every base of E + is unbounded. In the case where the bases are unbounded -and the constraint sets are actually bases of the cone E + since they are defined as following: {x ∈ E + |f (x) = 1}, where f is a strictly positive functional of E + in (E + ) 0 , which belong to F , they are probably unbounded. In this case, since the base is a convex set and if the risk measure is representable (see below) we use the inf-sup or the inf-max form of the optimal value of the problem in order to prove that a solution exists.
Theorem 3.1 If E is reflexive, e ∈ int(E + ) and A ρ is weakly closed, then
Proof: The Polyrakis Dichotomy Theorem ([21, Th.4]) implies that the base defined by f on E + (being actually the set of constraints for the minimization problem of the risk measure) is bounded. Also the base is closed, since it is defined by continuous functional. And moreover it is convex. Then by reflexivity of E and by Alaoglou Weakly Compactness Theorem, it is weakly compact and since ρ is norm-continuous, hence weakly lower semicontinuous. Hence the set M ρ (f ) is non-empty -see also [3, Pr.2.40 ].
An example of an adequate ordering cone E + in this case is a BishopPhelps cone
where a ∈ (0, 1), f ∈ E * , f = 1. According to what is mentioned in [11, p.127 ], Bishop-Phelps cones contain interior points. However, it is a point of interest what happens if the cone E + does not contain interior points.
Definition 3.2 A coherent risk measure is representable if there is a non-empty subset
The problem of specifying whether the values of M ρ are non-empty or not if the cone E + has empty norm-interior, such as in the case where E = L 1 and E + = L 1 + , can be faced by using min-max methods. We remind the following min-max Theorem, also by Delbaen in [8, p.10] . Specifically, the statement of the previously mentioned min-max Theorem is the following: Let K be a compact, convex subset of a locally convex space Y . Let L be a convex subset of an arbitrary vector space X. Suppose that u is a bilinear function Proof: Let us set X = E, Y = E * , where E * is endowed with the σ(E * , E) -topology. L = {x ∈ E|f · x = 1}, which is a convex subset of X. Also, we suppose that ρ(x) = sup π∈D π(−x) for any x ∈ E and D is σ(E * , E)-compact and convex. The bilinear function u : E × E * → R needed so that the implication of the relevant min-max Theorem to be valid is u(x, π) = π(−x). For each x ∈ L, we have to verify that the partial (linear) function u(x, .) :
where (x * , π * ) is a saddle-point (for the existence of a saddle-point if the minmax equation is valid, see [6, Pr.3 
where L may be considered to be the set {x ∈ E|f (x) = 1}.
A specification of the Theorem 3.3 in the case of L 1 (μ) -where μ is a probability measure, is the following: 
and D a is the order-interval 
From the fact that F , μ) . We have to prove that f is a Radon-Nikodym derivative of some measure Q 1 ∈ Z a with respect to μ. Let us consider the map Q 1 : F → [0, 1] where
and I A is the characteristic random variable of A. In order to show that Q 1 is a probability measure,
which is the limit lim λ∈Λ Ω dQ λ and every of the terms of the net of real numbers
is equal to 1. By the same argument, we may deduce that Q 1 (∅) = 0. If (A n ) n∈AE is a sequence of sets in F which are disjoint, then
Hence,
where N denotes the set of natural numbers. For n → ∞
and the definition of Q 1 , the fact that any characteristic function A n is the integrable function which is mentioned in the Theorem, while f n is the restriction of f on a set of the form ∪ n k=1 A k . For the μ-continuity of Q 1 , we have that if for a set A ∈ F μ(A) = 0 holds, then since Q λ , λ ∈ Λ is μ-continuous,
Hence Q 1 is μ-continuous. Since Q λ , λ ∈ Λ are probability measures, , or B f dμ < 0, a contradiction. Finally, the set Z a is a weak-star closed subset of a weak-star compact set which is the set D a . Hence the final conculsion is implied by the Theorem 3.4.
In the next Theorem, we also suppose that the measure μ in the space L p (μ) = L p mentioned, is a probability measure on (Ω, F ). 
where G ⊆ L q + and if g ∈ G, then E μ (g) = 1 and sup g∈G g q < ∞. Namely, the set of representing functionals of ρ is a bounded and closed subset of the base defined on the cone L q + by the 'insurance instrument' e = 1, where q is such that [3, 8.19 ]. Hence we may also consider E to be some L p (μ), 1 < p < ∞, being ordered by the usual partial ordering (where x ≥ y denotes x(ω) ≥ y(ω), μ − a.e.) and μ is a probability measure. For these spaces we have the following
)-coherent and representable as follows: ρ(x) = sup π∈H π(−x), where H is an order-interval of
Proof: We will apply the min-max Theorem [8, p.10] again. Let us set
, which is a convex subset of X. Also, we suppose that
so that the implication of the relevant min-max Theorem to be valid is u(x, π) = π(−x). For each x ∈ L, we have to verify that the partial (linear) function u(x, .) :
where (x * , π * ) is a saddle-point (for the existence of a saddle-point if the minmax equation is valid, see [6, Pr.3.1]) , where x * ∈ L, π * ∈ H. Then x * is a minimum point of ρ over L, where L may be considered to be the set {x ∈ L p |f (x) = 1}.
Appendix
In this Section, we give some essential notions and results from the theory of partially ordered linear spaces which are used in this paper. For these notions and definitions, see [11, Ch.1, Ch.2, Ch.3]. Let E be a (normed) linear space. A set C ⊆ E satisfying C + C ⊆ C and λC ⊆ C for any λ ∈ R + is called wedge. A wedge for which C ∩ (−C) = {0} is called cone. A pair (E, ≥) where E is a linear space and ≥ is a binary relation on E satisfying the following properties:
(ii) If x ≥ y and y ≥ z then x ≥ z, where x, y, z ∈ E (transitive) (iii) If x ≥ y then λx ≥ λy for any λ ∈ R + and x + z ≥ y + z for any z ∈ E, where x, y ∈ E (compatible with the linear structure of E), is called partially ordered linear space. The binary relation ≥ in this case is a partial ordering on E. The set P = {x ∈ E|x ≥ 0} is called (positive) wedge of the partial ordering ≥ of E. Given a wedge C in E, the binary relation ≥ C defined as follows:
is a partial ordering on E, called partial ordering induced by C on E. If the partial ordering ≥ of the space E is antisymmetric, namely if x ≥ y and y ≥ x implies x = y, where x, y ∈ E, then P is a cone. E denotes the linear space of all linear functionals of E, called algebraic dual while E * is the norm dual of E, in case where E is a normed linear space. Suppose that C is a wedge of E.
where E is a normed linear space, is called uniformly monotonic functional of C if there is some real number a > 0 such that f (x) ≥ a x for any x ∈ C. In case where a uniformly monotonic functional of C exists, C is a cone. C 0 = {f ∈ E * |f (x) ≥ 0 for any x ∈ C} is the dual wedge of C in E * . Also, by C 00 we denote the subset (C 0 ) 0 of E * * . It can be easily proved that if C is a closed wedge of a reflexive space, then C 00 = C. If C is a wedge of E * , then the set C 0 = {x ∈ E|x(f ) ≥ 0 for any f ∈ C} is the dual wedge of C in E, whereˆ: E → E * * denotes the natural embedding map from E to the second dual space E * * of E. Note that if for two wedges
If C is a cone, then a set B ⊆ C is called base of C if for any x ∈ C\{0} there exists a unique λ x > 0 such that λ x x ∈ B. The set B f = {x ∈ C|f (x) = 1} where f is a strictly positive functional of C is the base of C defined by f . B f is bounded if and only if f is uniformly monotonic. If B is a bounded base of C such that 0 / ∈ B then C is called well-based. If C is well-based, then a bounded base of C defined by a g ∈ E * exists. If E = C − C then the wedge C is called generating, while if E = C − C it is called almost generating. If C is generating, then C 0 is a cone of E * in case where E is a normed linear space. Also, f ∈ E * is a uniformly monotonic functional of C if and only if f ∈ intC 0 , where intC 0 denotes the norm-interior of C 0 . If E is partially ordered by C, then any set of the form [x, y] = {r ∈ E|y ≥ C r ≥ C x} where x, y ∈ C is called order-interval of E. If E is partially ordered by C and for some e ∈ E, E = ∪ ∞ n=1 [−ne, ne] holds, then e is called order-unit of E. If E is a normed linear space, then if every interior point of C is an order-unit of E. If E is moreover a Banach space and C is closed, then every order-unit of E is an interior point of C. The partially ordered vector space E is a vector lattice if for any x, y ∈ E, the supremum and the infimum of {x, y} with respect to the partial ordering defined by P exist in E. In this case sup{x, y} and inf{x, y} are denoted by x ∨ y, x ∧ y respectively. If so, |x| = sup{x, −x} is the absolute value of x and if E is also a normed space such that |x| = x for any x ∈ E, then E is called normed lattice. If a normed lattice is a Banach space, then it is called Banach lattice. A Banach lattice E whose norm has the property x + y = x + y , x, y ∈ E + is called AL-space. A set S in a vector lattice E is called solid if |y| ≤ |x| and x ∈ S implies y ∈ S. A solid vector subspace of a vector lattice is called ideal. An ideal I is a sublattice of E, i.e. a subspace of E such that x ∨ y ∈ I, x ∧ y ∈ I if x, y ∈ I respectively. A net {x a } a∈A} in a vector lattice E is order convergent to x if there is a net {y a } a∈A} in E with y a ↓ 0, such that |x a − x| ≤ y a for each a ∈ A. This convergence is denoted by A topological linear space E is E is boundedly order complete if for every bounded increasing net in the space E, the supremum of the elements of it exists. A cone P of a linear topological space E is called Daniell cone if every increasing net of E which is upper bounded converges to its supremum.
Note that every well-based cone in a Banach space which has a base defined by a continuous linear functional. Every closed, well-based cone in a Banach space is a Daniell cone, see [11, Cor.3.8.8] . Every Banach space partially ordered by a closed, well-based cone is a boundedly order-complete space, see [11, Th.3.8.7] , [11, Pr.3.1.14] .
A subset F of a convex set C in E is called extreme set or else face of C, if whenever x = az + (1 − a)y ∈ F , where 0 < a < 1 and y, z ∈ C implies y, z ∈ F . If F is a singleton, F is called extreme point of C (see [3, Def.5 
.111]).
If F : A × B → R and A, B non-empty sets, the min-max equality is satisfied by F if max x∈A min y∈B F (x, y) = min y∈B max x∈A F (x, y) and we always have sup x∈A inf y∈B F (x, y) ≤ inf y∈B sup x∈A F (x, y). The min-max condition is satisfied if and only if the following conditions are satisfied (i) sup x∈A inf y∈B F (x, y) = inf y∈B sup x∈A F (x, y).
(ii) there is x ∈ A such that inf y∈B F (x, y) = sup x∈A inf y∈B F (x, y).
(iii) there is y ∈ Y such that sup x∈A F (x, y) = inf y∈B sup x∈A F (x, y).
F (x, y) is the saddle-value of F . inf y∈B F (x, y) is attained at y, while sup x∈A F (x, y) is attained at x. Hence 
