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Abstract
In this note, we look at some hypoelliptic operators arising from nilpotent rank 2 Lie algebras. In par-
ticular, we concentrate on the diffusion generated by three Brownian motions and their three Lévy areas,
which is the simplest extension of the Laplacian on the Heisenberg group H. In order to study contraction
properties of the heat kernel, we show that, as in the case of the Heisenberg group, the restriction of the sub-
Laplace operator acting on radial functions (which are defined in some precise way in the core of the paper)
satisfies a non-negative Ricci curvature condition (more precisely a CD(0,∞) inequality), whereas the op-
erator itself does not satisfy any CD(r,∞) inequality. From this we may deduce some useful, sharp gradient
bounds for the associated heat kernel.
© 2010 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In the study of the long (or small) time behavior (e.g. gradient estimates, ergodicity etc.) of
simple linear parabolic evolution equations, one often uses lower bounds on the Ricci curvature
associated to the generator of the heat kernel, see for example [14,1,10,17] and the references
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B. Qian / Bull. Sci. math. 135 (2011) 262–278 263therein. But this method fails in general in hypoelliptic evolution equations, since the Ricci
(Γ2-)curvature in even the simplest example of the Heisenberg group cannot be bounded be-
low as explained e.g. in [9,2]. Nevertheless, in the Heisenberg group case, many properties of the
elliptic case remain true, and we shall details later some of the most interesting ones.
Let us recall first some basic facts.
1.1. The elliptic case
Let M be a complete Riemannian manifold of dimension n and let L := + ∇h, where  is
the Laplace–Beltrami operator. For t  0, denote by Pt the heat semigroup generated by L (that
is formally Pt = exp(tL)). For smooth enough function f , g, one defines (see [1])
Γ (f,g) = |∇f |2 = 1
2
(Lfg − f Lg − gLf ),
Γ2(f,f ) = 12
(LΓ (f,f )− 2Γ (f,Lf ))= |∇∇f |2 + (Ric − ∇∇h)(∇f,∇f ).
We have the following well-known proposition, see Proposition 3.3 in [1].
Proposition A. For every real ρ ∈ R, the following are equivalent
(i) CD(ρ,∞) holds. That is Γ2(f,f ) ρΓ (f,f ).
(ii) For t  0, Γ (Ptf,Ptf ) e−2ρtPt (Γ (f,f )).
(iii) For t  0, Γ (Ptf,Ptf ) 12  e−ρtPt (Γ (f,f ) 12 ).
Moreover, in [7], Engoulatov obtained the following gradient estimates for the heat kernels in
Riemannian manifolds.
Theorem B. Let M be a complete Riemannian of dimension n with Ricci curvature bounded
from below, Ric(M)−ρ, ρ  0.
(i) Suppose a non-collapsing condition is satisfies on M , namely, there exist t0 > 0, and ν0 > 0,
such that for any x ∈ M , the volume of the geodesic ball of radius t0 centered at x is not too
small, Vol(Bx(t0)) ν0. Then there exist two constants C(ρ,n, ν0, t0) and C¯(t0) > 0, such
that
∣∣∇ logH(t, x, y)∣∣ C(ρ,n, ν0, t0)
(
d(x, y)
t
+ 1√
t
)
,
uniformly on (0, C¯(t0)] × M × M , where d(x, y) is the Riemannian distance between x
and y.
(ii) Suppose that M has a diameter bounded by D, then there exists a constant C(ρ,n) such that
∣∣∇ logH(t, x, y)∣∣ C(ρ,n)(D
t
+ 1√
t
+ ρ√t
)
,
uniformly on (0,∞)×M ×M .
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In recent year, some focus has been set on some degenerate (hypoelliptic) situations, where the
methods used for the elliptic case do not apply. Among the simplest examples of such situation
are the three-dimensional groups G with Lie algebra g, where there is a basis {X,Y,Z} of g such
that
[X,Y ] = Z, [Z,Y ] = αY, [Y,Z] = αX, (1.1)
where α ∈ R. The analysis reduces mainly to the three cases α = 0, α = 1, α = −1.
Example 1.1 (Heisenberg group, α = 0). The Heisenberg group can be seen the Euclidean space
R
3 with a group structure ◦, which is defined, for x = (x, y, z), y = (x′, y′, z′) ∈ R3, by
x ◦ y =
(
x + x′, y + y′, z + z′ + 1
2
(
xy′ − x′y)).
The left invariant vector fields which are given by
X(f ) = lim
ε→0
f (x ◦ (ε,0,0))− f (x)
ε
=
(
∂x − y2 ∂z
)
f,
Y (f ) = lim
ε→0
f (x ◦ (0, ε,0))− f (x)
ε
=
(
∂y + x2 ∂z
)
f,
Z(f ) = lim
ε→0
f (x ◦ (0,0, ε))− f (x)
ε
= ∂zf.
The right invariant ones are
Xˆ(f ) = lim
ε→0
f ((ε,0,0) ◦ x)− f (x)
ε
=
(
∂x + y2 ∂z
)
f,
Yˆ (f ) = lim
ε→0
f ((0, ε,0) ◦ x)− f (x)
ε
=
(
∂y − x2 ∂z
)
f.
The Lie algebra structure is described by the identities [X,Y ] = Z, [X,Z] = [Y,Z] = 0. In
fact, all group structures satisfying (1.1) with α = 0 can be transformed to the case (R3,◦) by
the exponential maps, the vectors fields {X,Y,Z} corresponding to the left ones, see Lemma 4.1
in [8], see also [5]. The natural sublaplacian operator for this model is L = X2 + Y 2. In this
case, symmetries play an essential role: they are described by the Lie algebra of the vector fields
that commute with L. A basis of this Lie algebra is (Xˆ, Yˆ ,Z) and θ = x∂y − y∂x . The last one
reflects the rotational invariance of L, see [2]. For this sublaplacian L, we have
Γ (f,f ) = (Xf )2 + (Yf )2,
and
Γ2(f,f ) =
(
X2f
)2 + (Y 2f )2 + 1
2
(XYf + YXf )2 + 1
2
(Zf )2 + 2(XZfYf − YZfXf ).
The appearance of the mixed term XZfYf − YZfXf prevents the existence of any constant
ρ ∈ R such that Γ2  ρΓ . Therefore the methods used in the elliptic case to prove gradient
bounds cannot be used here. Nevertheless, B. Driver and T. Melcher proved in [6], the existence
of a finite positive constant C2 such that
∀f ∈ C∞(H,R), ∀t  0, Γ (Ptf,Ptf ) C2PtΓ (f,f ), (1.2)
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smooth function form H to R with all partial derivatives of polynomial growth. More recently,
H.Q. Li [11] showed that there exists positive constant C1 such that
∀f ∈ P∞(H), ∀t  0, Γ (Ptf,Ptf ) 12  C1Pt
(
Γ (f,f )
1
2
)
. (1.3)
(See also D. Bakry et al. [2] for alternate proofs.) The gradient estimate (1.3) is much stronger
than (1.2), and has many consequences in terms of functional inequalities for the heat kernel Pt ,
including Poincaré inequalities, Gross logarithmic Sobolev inequalities, Cheeger type inequali-
ties, and Bobkov type inequalities, see Section 6 in [2].
Let pt be the heat kernel of Pt at 0 with respect to Lebesgue measures on R3. In [11], H.Q. Li
has also pointed out that for t  0, g ∈ H, there exists a positive constant C such that
|∇ logpt |(g) Cd(g)
t
, (1.4)
where d(g) denotes the Carnot–Carathéodory distance (see (1.8)) between 0 and g. This gradient
estimate is sharp and plays an important role in the proof of (1.3).
In the case α = 1, the Lie algebra is the one of the SU(2) Lie group, and this case has been
studied by F. Baudoin and M. Bonnefont in [4]. They show that a modified form of (1.3) and (1.4)
hold. Other generalizations of Heisenberg group are the so-called Heisenberg type group. They
have been studied by H.Q. Li in [12,13], where he shows that (1.3) and (1.4) hold in this setting.
In this note, we shall focus on a group that we may call, the three Brownian motions model. It
can be seen an another typical simple example of hypoelliptic operator, but the structure is more
complex than the Heisenberg (type) groups and the method of H.Q. Li fails to study the precise
gradient bounds in this context.
For this model, we shall first look at the symmetries, that is characterize all the vector fields
which commute with the sublaplacian operator L, see Proposition 2.1. The infinitesimal rotations
are those vector fields which vanish at 0 and a radial function is a function which vanishes on
infinitesimal rotations. In this case, although the Ricci curvature is everywhere −∞, refer to
[9,2], we shall prove that the Γ2 curvature is still positive along the radial directions, as it is the
case for the Heisenberg group, see Proposition 3.1. As a consequence, the same form of gradient
estimate (1.4) holds by combining the method developed by F. Baudoin and M. Bonnefont in [4]
with the method in [12]. It is worth recalling that in [3], D. Bakry et al. have obtained the Li–Yau
type gradient estimates for the three-dimensional model group by applying Γ2-techniques. In our
setting, it is easy to see that this type of gradient estimate also holds.
1.3. The three Brownian motions model
The three Brownian motions model N3,2, see Section 4 in [8], can be described as the
Euclidean space R6 with a the following group structure ◦, which is defined by for x =
(x1, x2, x3, y1, y2, y3), y = (x′1, x′2, x′3, y′1, y′2, y′3) ∈ R6,
(x1, x2, x3, y1, y2, y3) ◦
(
x′1, x′2, x′3, y′1, y′2, y′3
)
=
(
x1 + x′1, x2 + x′2, x3 + x′3, y1 + y′1 +
1
2
(
x2x
′
3 − x3x′2
)
, y2 + y′2
+ 1(x3x′1 − x1x′3), y3 + y′3 + 1(x1x′2 − x2x′1)
)
.2 2
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j = 1,2,3. In what follows, denote N3,2 = (R6,◦) be the three Brownian motions model.
The three left invariant vector fields which are given, for 1 i  3, by
Xif = lim
ε→0
f (x ◦ (ε1, ε2, ε3,0,0,0))− f (x)
ε
=
(
∂i − xi+12 ∂ˆi+2 +
xi+2
2
∂ˆi+1
)
f,
Yif = lim
ε→0
f (x ◦ (0,0,0, ε1, ε2, ε3))− f (x)
ε
= ∂ˆif,
where εi = ε and εj = 0 for j = i. Here we use the notation ∂ˆi = ∂yi .
The right invariant vector fields which are given Xˆi , for 1 i  3, εi = ε and εj = 0 for j = i,
Xˆif = lim
ε→0
f ((ε1, ε2, ε3,0,0,0) ◦ x)− f (x)
ε
=
(
∂i + xi+12 ∂ˆi+2 −
xi+2
2
∂ˆi+1
)
f.
There are no Yˆi ’s since in this setting the left and right multiplications coincide. The Lie algebra
structure is described by the formulae, for 1 i, j  3,
[Xi,Xi+1] = Yi+2, [Xi,Yj ] = 0. (1.5)
Similarly for all group structures satisfying (1.5) can be transformed to the case (R6,◦) via the
exponential maps, the vectors fields are corresponding to the left ones.
In what follows, we are interested in the natural sublaplacian for this model, which is defined
by
L =
3∑
i=1
X2i .
The reason why we call it the three Brownian motions model is that 12 L is the infinitesimal gen-
erator of the Markov process ({Bi}1i3, { 12
∫ t
0 Bi dBi+1 − Bi+1 dBi}1i3), where {Bi}1i3
are three real standard independent Brownian motions.
For all t  0, Pt := etL denotes the associated heat semigroup generated by L, pt the heat
kernel of Pt at 0 with respect to Lebesgue measures on R6. For this operator L, we have
Γ (f,g) =
3∑
i=1
XifXig
and
Γ2(f,f ) =
3∑
i,j=1
(XiXjf )
2 − 2
3∑
i=1
Xif (Xi+1Yi+2f − Yi+1Xi+2f ).
Here again the mixed term
∑3
i=1 Xif (Xi+1Yi+2f − Yi+1Xi+2f ) prevents the existence of any
constant ρ such that the curvature dimensional condition CD(ρ,∞) holds. Nevertheless, we have
the following Driver–Melcher inequality, see [15],
Γ (Ptf,Ptf ) CPt
(
Γ (f,f )
)
,
for some positive constant C. The constant C here can be expressed explicitly following the
method in [2]. Also the optimal reverse local Poincaré inequality holds, see Remark 3.3 in [2].
That is, for any t  0 and any f ∈ C∞c (N3,2),
tΓ (Ptf,Ptf )
3(
Pt
(
f 2
)− (Ptf )2).2
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kernel pt and its differentials (see [11,2]). Up to the author’s knowledge, these precise estimates
are not known in the three Brownian motions model, neither the H.Q. Li inequality. Nevertheless,
we shall prove that one of the key gradient estimates (1.4) holds, which would be a first step for
the proof of the H.Q. Li inequality in this context, see Proposition 4.2.
The dilation operator in this model is defined by D := 12
∑3
i xi∂i +
∑3
i=1 yi ∂ˆi , and it satisfies
[L,D] = L. (1.6)
For t  0, let Tt = etD be the semigroup generated by D, that is
Ttf (x1, x2, x3, y1, y2, y3)
= f
(
exp
(
t
2
)
x1, exp
(
t
2
)
x2, exp
(
t
2
)
x3, exp (t)y1, exp (t)y2, exp (t)y3
)
.
From the commutation relation (1.6), one deduces, for t, s  0,
PtTs = TsPes t .
Since 0 is a fixed point of the dilation group Tt , it follows
Pt (f )(0) = P1(Tlog t f )(0). (1.7)
So it is enough to describe the heat kernel at any time and any point to know the operator
P1(f )(0).
The natural distance, induced by the sublaplacian operator L, is the Carnot–Carathéodory
distance d . As usual, it can be defined from the operator L only by
d(g1, g2) := sup
{f : Γ (f )1}
f (g1)− f (g2). (1.8)
For this distance, we have the invariant and scaling properties, see [8,17].
d(g1, g2) = d
(
g−12 ◦ g1,0
) := d(g−12 ◦ g1), and d(γ x, γ 2 y)= γ d(x, y),
for all g1, g2 ∈ N3,2, γ ∈ R+ and x = (x1, x2, x3), y = (y1, y2, y3) ∈ R3.
2. Rotation vectors and radial functions
In this section, we shall characterize all the vector fields which commute with L. Obvi-
ously the right invariant vector fields {Xˆi, Yi}i=1,2,3 commute with L since they commute with
{Xi}i=1,2,3. Like the rotation vector field θ = x∂y − y∂x in the Heisenberg group, which com-
mutes with L, there are three rotation vector fields in this case
θi = xi+1∂i+2 − xi+2∂i+1 + yi+1∂ˆi+2 − yi+2∂ˆi+1, i = 1,2,3.
It is easy to see that {θi}i=1,2,3 commute with L and we have [θi, θi+1] = θi+2, for 1 i  3. We
first have
Proposition 2.1. The vector fields which commute with L are the linear combination of the
following nine vector fields: the three right invariant vectors, the three rotations {θi}1i3, and
∂ˆ1, ∂ˆ2, ∂ˆ3, that is
T = {X: X ∈ span{Xi,Yi, 1 i  3}, [L,X] = 0}= Linear{Xˆi, θi, Yi, 1 i  3}.
(2.1)
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functions as coefficients, while “Linear” means the coefficients are constants.
Proof. We only need to show that the left-hand side space in (2.1) is contained in the right-hand
side one. To this end, for any vector field X =∑3i=1 aiXi +biYi for some smooth function ai, bi ,
satisfies [L,X] = 0. For 1 i  3, denote Zi = XiXi+1 +Xi+1Xi , it yields XiXi+1 = Zi+2+Yi+22
and XiXi+2 = Zi+1−Yi+12 . Notice that
[L,X] =
3∑
i=1
(LaiXi + (Lbi +Xi+1ai+2 −Xi+2ai+1)Yi + (Xi+1ai+2 +Xi+2ai+1)Zi
+ 2XiaiX2i + 2XibiXiYi + 2(Xibi+1 − ai+2)XiYi+1
+ 2(Xibi+2 + ai+1)XiYi+2
)
,
thus we have, for 1 i  3,
Xiai = Xibi = 0, (2.2)
Xi+1bi+2 = −Xi+2bi+1 = ai, (2.2′)
Xiai+1 = −Xi+1ai. (2.2′′)
Let us first prove the following two claims.
Claim I: For 1  i  3, ai is independent on {yi, 1  i  3} and linear in {xi, 1  i  3}.
To proof the desired result, for 1  i  3, we have the following commutative property:
[Xi,Yi+1] = 0, together with (2.2), it yields XiYi+1bi = 0. Since Yi+1 = [Xi+2,Xi], we can get
X2i Xi+2bi = 0, thus X2i ai+1 = 0 by the relation Xi+2bi = ai+1. Similarly we have X2i ai+2 = 0.
In fine, together with Xiai = 0,
X2i aj = 0, i, j = 1,2,3.
Since
[X1, Y3]b2 = 0 ⇒ 2X1X2a3 = −X2X3a1,
[X3, Y1]b2 = 0 ⇒ 2X3X1a2 = −X2X3a1,
[X1, Y2]b3 = 0 ⇒ 2X1X2a3 = −X3X1a2,
we have
X1X2a3 = X2X3a1 = X3X1a2 = 0.
Together with the fact Xiaj = −Xjai by (2.2′′), we have XiXjak = 0 for i, j, k all different.
Thus we can conclude
XiXjak = 0 for 1 i, j, k  3. (2.3)
Note that Y1a1 = X2X3a1 − X3X2a1, Y2a1 = X21a3 and Y3a1 = −X21a2, thanks to (2.3), we
get Yia1 = 0, i = 1,2,3. That is a1 is independent on {yi, i = 1,2,3}. Similarly a2, a3 are
independent of {yi, i = 1,2,3}. Then from the definition Xi , we have Xiaj = ∂iaj for 1 
i, j  3. With (2.3), we can conclude that {ai, i = 1,2,3} is linear in {xi, i = 1,2,3}.
Note that we can also write in the form X =∑3i=1 ai∂i + ci ∂ˆi , where ci = bi + 12 (ai+2xi+1 −
ai+1xi+2), 1 i  3. Then we can conclude
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together with the fact Xiai = 0, we have Eq. (2.2′) is equivalent to
1
2
ai = Xi+1ci+2 + 12xi+1∂i+1ai
= −Xi+2ci+1 + 12xi+2∂i+2ai. (2.4)
And Xibi = 0 is equivalent to
Xici = 12 (xi+1∂iai+2 − xi+2∂iai+1). (2.5)
Using (2.2)–(2.5), the relations [Xi,Xi+1] = Yi+2 and Claim I, through computation, we have
Yicj = ∂iaj , for i, j = 1,2,3. (2.6)
Since ai is linear in xi , we can conclude that cj has no second order terms in {xi, yi,
1 i  3}. By the definition of Xi and (2.5) and (2.6), we have
∂ici = Xici + xi+12 Yi+2ci −
xi+2
2
Yi+1ci
= 1
2
(xi+1∂iai+2 − xi+2∂iai+1)− xi+12 ∂iai+2 +
xi+2
2
∂iai+1
= 0.
By (2.4) and (2.6),
∂ici+1 = Xici+1 + xi+12 Yi+2ci+1 −
xi+2
2
Yi+1ci+1
= 1
2
ai+2 − 12xi∂iai+2 −
1
2
xi+1∂i+1ai+2, (2.7)
similarly,
∂ici+2 = −12ai+1 +
1
2
xi∂iai+1 + 12xi+2∂i+2ai+1. (2.8)
By Claim I, (2.6)–(2.8) and ∂iai = 0, we can conclude that for 1  i, j  3, ∂icj is constant.
Thus we complete to proof Claim II.
By the above two claims and ∂iai = 0, we can assume
ai = Ai,i+1xi+1 +Ai,i+2xi+2 +Bi,
where Ai,j = −Aj,i , Bi are constants, then we have, by (2.6)–(2.8),
ci = 12 (Bi+1xi+2 −Bi+2xi+1)+Ai,i+1yi+1 −Ai+2,iyi+2 +Di,
where Di are constants.
If we choose Bi = 1 (or respectively Di = 1, Ai,i+2 = 1) and the other constants 0, we get
X = Xˆi (or respectively Yi , θi ). Thus we complete the proof. 
In the Heisenberg group, the radial functions f can be characterized by θf = 0. Here in our
setting, as an extension of such characterization, we can give a definition of radial functions.
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(Notice that here the vector fields θi are the commuting vector fields which vanish in 0.)
Remarks 2.3. Note that the heat kernel (pt )t0 is radial. The reason is that for any function f ,
1 i  3, θif (0) = 0 and {θi}1i3 commute with L, whence they commute with the semigroup
Pt = etL. Hence, for any function f , one has Ptθif = 0, which, taking the adjoint of θi under
the Lebesgue measure, which is −θi , shows that for the density pt of the heat kernel at 0, one has
θipt = 0. This explains why any information about the radial functions in turns give information
on the heat kernel itself.
Remarks 2.4. For any radial function f , there exists some function g such that f (x, y) =
g(r1, r2, z), where r1 =∑3i=1 x2i , r2 =∑3i=1 y2i , z =∑3i=1 xiyi . Indeed, by the definition, for
1 i  3, θif = 0, then we have f = f (U x,U y), where U is arbitrary linear orthogonal trans-
formation on R3, which satisfying U∗U = UU∗ = 1. Hence f = f¯ (|x|, |y|, 〈x, y〉), for some
function f¯ . Here is another way, by the transformation θi , we will directly get
f (x, y) = f
(√
r1,0,0,
z√
r1
,0,
√
r2 − z2/r1
)
.
3. Γ2 curvature
Recall that we can’t find a constant ρ ∈ R such that Γ2  ρΓ because of the appearance of
the items XifXjYkf . In other words, the Ricci curvature is everywhere −∞. Nevertheless we
shall prove Γ2 curvature is positive on the radial functions.
Proposition 3.1. For any smooth radial function f , we have
Γ2(f,f ) 0.
Here we will give two different proofs. The first one is that we shall use directly the three
equations asserting that a function is radial. Then, applying the vector fields {Xj }1j3 on these
equations, we get nine equations in hand. It follows that we can get the exact expressions of
{XiYjf }1i,j3 in terms of XiXjf and also first order terms. (In fact, we adapt the mathematical
software MAPLE to do it.) Then we substitute them into the formal expression of Γ2, and we
find that Γ2 can also be expressed in a functional non-negative quadratic form.
The second way is that by Remark 2.4, we have an expression of the sublaplacian operator
acting on radial functions directly through a good parametrization, say r1, r2, z. Through compu-
tation, we can obtain the exact expression of Γ2 curvature and find again that Γ2 can be expressed
in a functional non-negative quadratic form, thus we are done.
The first proof. A radial function f satisfies θif = 0, which is equivalent to say that
xi+1Xi+2f − xi+2Xi+1f −
x2i+1 + x2i+2
2
Yif + xixi+1 − 2yi+22 Yi+1f
+ xixi+2 + 2yi+1 Yi+2f = 0.2
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[Xi,Xi+1] = Yi+2, we get the nine differential equations, for 1 i  3,
xi+1Xi+2Xif − xi+2Xi+1Xif −
x2i+1 + x2i+2
2
XiYif + xixi+1 − 2yi+22 XiYi+1f
+ xixi+2 + 2yi+1
2
X1Y3f = 0,
Xi+2f + xi+1Xi+2Xi+1f − xi+2X2i+1f −
x2i+1 + x2i+2
2
Xi+1Yif
+ xixi+1 − 2yi+2
2
Xi+1Yi+1f + xixi+2 + 2yi+12 Xi+1Yi+2f = 0,
−Xi+1f + xi+1X2i+2f − xi+2Xi+1Xi+2f −
x2i+1 + x2i+2
2
Xi+2Yif
+ xixi+1 − 2yi+2
2
Xi+2Yi+1f + xixi+2 + 2yi+12 Xi+2Yi+2f = 0.
For simplificity, we will use the following notations, for 1 i  3,
αi+1 := xi+1Xif − xiXi+1f, βi+1 := yi+1Xif − yiXi+1f,
γi := xiyi+1 − xi+1yi, ηi := xiyi + xi+1yi+1,
|x|2i := x2i + x2i+1, Ai := γ2X1Xi+1f + γ3X2Xi+1f + γ1X3Xi+1f,
and
|h|2 :=
3∑
i=1
|hi |2, for h = (h1, h2, h3) ∈ R3.
From the above nine differential equations, we can get, for 1 i  3,
XiYi+1f = − 12|γ |2
((
xixi+1|x|2 + 2yi+2|x|2i − 2xi+2ηi + 4yiyi+1
)
· (xi+2Xi+1Xif − xi+1Xi+2Xif )
+ (xi+1xi+2|x|2 − 2yi |x|2i+1 + 2xiηi+1 + 4yi+1yi+2)
· (xi+1X2i f − xiXi+1Xif −Xi+1f )+ (x2i+1|x|2 + 4y2i+1)
· (xiXi+2Xif − xi+2X2i f +Xi+2f )),
and
XiYi+2f = − 12|γ |2
((
xixi+2|x|2 − 2yi+1|x|2i+2 + 2xi+1ηi+2 + 4yi+2yi
)
· (xi+2Xi+1Xif − xi+1Xi+2Xif )
+ (xi+1xi+2|x|2 + 2yi |x|2i+1 − 2xiηi+1 + 4yi+1yi+2)
· (xiXi+2Xif − xi+2X2i f +Xi+2f )+ (x2i+2|x|2 + 4y2i+2)
· (xi+1X2i f − xiXi+1Xif −Xi+1f )).
Note that
Γ2(f,f ) =
3∑
(XiXjf )
2 − 2
3∑
Xif (Xi+1Yi+2f − Yi+1Xi+2f ).i,j=1 i=1
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F := 2|γ |2 ·
3∑
i=1
Xif (Xi+1Yi+2f −Xi+2Yi+1f )
= 2
3∑
i,j=1
(
Xi+j f
(
2yi+j+1γi+1 − xi+j+1yi |x|2i+1 + xixi+j+1ηi+1
)
−Xi+j+1f
(
2yi+j γi+1 − xi+j yi |x|2i+1 + xixi+j ηi+1
))
XiXi+j+2f
− |x|2 · |α|2 − 4|β|2
= 2
3∑
i,j=1
(2βi+j γi+1 + αi+j γixi+1 − αi+j γi+2xi+2)XiXi+j+1f − |x|2 · |α|2 − 4|β|2.
Rearrange the items, we have
F = 2
3∑
i,j=1
αixi+j+1(γi+jXi+jXi+1f − γi+j+1Xi+j+2Xi+1f )
+ 4
3∑
i=1
βiAi − |x|2 · |α|2 − 4|β|2.
Notice that
|γ |2 ·
3∑
i,j=1
(XiXjf )
2 −
3∑
i=1
A2i =
3∑
i,j=1
(γi+jXi+jXi+1f − γi+j+1Xi+j+2Xi+1f )2,
it follows that
|γ |2 · Γ2 = |γ |2 ·
3∑
i,j=1
(XiXjf )
2 − F
=
3∑
i=1
(2βi −Ai)2 +
3∑
i,j=1
(γi+jXi+jXi+1f − γi+j+1Xi+j+2Xi+1f )2
− 2
3∑
i,j=1
αixi+j+1(γi+jXi+jXi+1f − γi+j+1Xi+j+2Xi+1f )+ |x|2 · |α|2
=
3∑
i=1
(2βi −Ai)2
+
3∑
i,j=1
(γi+jXi+jXi+1f − γi+j+1Xi+j+2Xi+1f − αixi+j+1)2.
Hence we complete the proof. 
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we have
Lr1 = 6, Lr2 = r1, Lz = 0,
and
Γ (r1, r1) = 4r1, Γ (r2, r2) = r1r2 − z2, Γ (z, z) = r2,
Γ (r1, r2) = 0, Γ (r1, z) = 2z, Γ (r2, z) = 0.
For any radial functions f , g depend only on r1, r2, z, we have
Lf (r1, r2, z) = ∂r1f Lr1 + ∂r2f Lr2 + ∂zf Lz + ∂2r1r1fΓ (r1, r1)+ ∂2r2r2fΓ (r2, r2)
+ ∂2zzf Γ (z, z)+ 2∂2r1zf Γ (r1, z)+ 2∂2r2zf Γ (r2, z)+ 2∂2r1r2fΓ (r1, r2)
= 4r1∂2r1r1f +
(
r1r2 − z2
)
∂2r2r2f + r2∂zzf + 4z∂2r1zf + 6∂r1f + r1∂r2f
:= Lˆf,
where Lˆ has the following expression
Lˆf = 4r1f11 +
(
r1r2 − z2
)
f22 + r2fzz + 4zf1z + 6f1 + r1f2.
Hence for any radial functions f = f (r1, r2, z), g = g(r1, r2, z),
Γ (f,g) := 1
2
(L(fg)− f Lg − gLf )
= 1
2
(Lˆ(fg)− f Lˆg − gLˆf )
= Γˆ (f, g),
and also
Γ2(f,f ) := 12
(LΓ (f,f )− 2Γ (f,Lf ))
= 1
2
(LˆΓˆ (f, f )− 2Γˆ (f, Lˆf ))
= Γˆ2(f,f ).
Through direct calculation, we have
Γ (f,g) = Γˆ (f, g)
= 4r1f1g1 +
(
r1r2 − z2
)
f2g2 + r2fzgz + 2zf1gz + 2zfzg1
and
Γ2(f,f ) = Γˆ2(f,f )
= 16r21f 211 + 16r1f1f11 + 8r1
(
r1r2 − z2
)
f 212 + 8
(
r1r2 − z2
)
f2f12
+ 8(r1r2 + z2)f 21z + 32r1zf11f1z + r1(r1r2 − z2)f2f22 + (r1r2 − z2)2f 222
+ 2(r1r2 − z2)fzf2z + 8z(r1r2 − z2)f12f2z +
(
2r2 + r
2
1
)
f 222
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(
r1r2 − z2
)
f 22z + r22f 2zz + 4r2f1fzz + 8r2zf1zfzz + 16zf1f1z
+ 8z2f11fzz + 12f 21 +
1
2
r1f
2
z − 4
(
r1r2 − z2
)
f1f22 − 4r1f1f2
− (r1r2 − z2)f2fzz − 2zf2fz.
By careful study, we can express the above into a functional quadratic form.
Γ2(f,f ) =
((
r1r2 − z2
)
f22 + r12 f2 − 2f1
)2
+ 8r1
(
r1r2 − z2
)(
f12 + f22r1 +
zf2z
2r1
)2
+ 2
r1
((
r1r2 − z2
)
f2z + r12 fz − zf2
)2
+
(
r1
2
f2 − 2f1 − r1r2 − z
2
r1
fzz
)2
+ 4
(
f1 + z
2
2r1
fzz + 2r1f11 + 2zf1z
)2
+ 2(r1r2 − z2)
(
z
r1
fzz + 2f1z
)2
.
Hence the desire result follows. 
4. Gradient bounds for the heat kernels
As done in [3], we have the following Li–Yau type inequality holds.
Proposition 4.1. There exist positive constants C1,C2,C3 such that for any positive function f ,
if u = logPtf , we have
∂tu C1Γ (u)+C2t
3∑
i=1
|Yiu|2 − C3
t
.
Proof. Here we briefly proof it for the readers’ convenience. Notice that for all λ > 0,
Γ2(f,f ) =
3∑
i=1
(
X2i f
)2 + 1
2
3∑
i=1
(Yif )
2 + 2
3∑
i=1
(
Di,i+1(f )
)2
+ 2
3∑
i=1
(XifXi+2Yi+1f −Xi+2fXiYi+1f )
 1
3
(Lf )2 + 1
2
3∑
i=1
(Yif )
2 − 4√Γ (f ) ·
√√√√ 3∑
i=1
Γ (Yif )
 1
3
(Lf )2 + 1
2
3∑
i=1
(Yif )
2 − 4
λ
Γ (f )− λ
3∑
i=1
Γ (Yif ), (4.1)
where Di,i+1 = 12 (XiXi+1 + Xi+1Xi), and the last two inequalities follow from the Cauchy–
Schwartz inequality.
Set fs = Pt−sf , us = logfs , following [3], let
Φ1(s) = Ps
(
fsΓ (us, us)
)
, Φ2(s) = Ps
(
fs
3∑
(Yius)
2
)
,i=1
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Φ ′1(s) = 2Ps
(
fsΓ2(us, us)
)
, Φ ′2(s) = 2Ps
(
fs
3∑
i=1
Γ (Yius)
)
.
Combining (4.1) and
(Lus)2  2γ Lus − γ 2, Lus = Lfs
fs
− Γ (us),
we have
Φ ′1(s)
(
−4
λ
− 4γ
3
)
Φ1(s)+Φ2(s)− λΦ ′2(s)+
4γ
3
LPtf − 2γ
2
3
Ptf.
Denote a, b are positive functions defined on [0, t), with b is decreasing, we have
(
a(s)Φ1(s)+ b(s)Φ2(s)
)′  (a′ − 4a
λ
− 4aγ
3
)
Φ1(s)+
(
a + b′)Φ2(s)
+ (b − λa)Φ ′2 +
4γ a
3
LPtf − 2γ
2a
3
Ptf.
By choosing
a = −b′, λ = − b
b′
, γ = 3b
′′
4b′
+ 3b
′
b
,
and then choose b(s) = (t − s)α , for some α > 2, integrating the above differential inequality
from 0 to t , the desired result follows. 
As a consequence, we have the following Harnack inequality: There exist positive constants
A1, A2, for t2 > t1 > 0, and g1, g2 ∈ N3,2,
pt1(g1)
pt2(g2)

(
t2
t1
)A1
e
A2
d2(g1,g2)
t2−t1 . (4.2)
Here is an analogue result of Theorem B in the three Brownian motions model.
Proposition 4.2. There exists a constant C > 0 such that for t > 0, g = (x, y) ∈ N3,2,√
Γ (logpt)(g)
Cd(g)
t
,
where pt(g) denotes the density of Pt at 0 and d(g) denotes the Carnot–Carathéodory distance
between 0 and g.
Proof. Following [4], for 0 < s < t , let Φ(s) = Ps(pt−s logpt−s), we have
Φ ′(s) = Ps
(
pt−sΓ (logpt−s)
)
, Φ ′′(s) = 2Ps
(
pt−sΓ2(logpt−s)
)
.
By Proposition 3.1, Φ ′′ is positive, whence Φ ′ is non-decreasing, thus
t
2∫
Φ ′(s) ds  t
2
Φ ′(0).0
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ptΓ (logpt)
2
t
(
Pt/2(pt/2 logpt/2)− pt logpt
)
.
The right-hand side can be bounded by applying the above Harnack inequality (4.2) and the basic
fact pt/2(g) pt/2(0), for all g ∈ N3,2. We have√
Γ (logpt )(g) C
(
d(g)
t
+ 1√
t
)
.
In particular,√
Γ (logp1)(g) C
(
d(g)+ 1).
If d(g) 1, it is trivial to get the desired result.
Note that for x = (x1, x2, x3), y = (y1, y2, y3), see p. 125, Theorem 1 in [8],
p1(x, y) = −(2π)− 152
∫
R3
exp (−iy · α) |α|
2
(
sinh
|α|
2
)−1
· exp 1
2
{
−|x|2 − xA
2xt
|α|2
(
1 − |α|
2
coth
|α|
2
)} 3∏
k=1
dαk
(∗)= −(2π)− 152
∫
R3
exp (−iy · α) |α|
2
(
sinh
|α|
2
)−1
· exp 1
2
{
−|x|2 + (|x|2 − (x · α˜)2)(1 − |α|
2
coth
|α|
2
)} 3∏
k=1
dαk,
where α = (α1, α2, α3), |α|2 =∑3k=1 α2k , α˜ = 1|α| (α1, α2, α3) and A =
( 0 α1 −α2
−α1 0 α3
α2 −α3 0
)
. (∗) fol-
lows from xA2xt = −|α|2(|x|2 − (x · α)2). Notice
∂jp1(x, y) = (2π)− 152
∫
R3
exp (−iy · α)|α|
(
sinh
|α|
2
)−1
·
(
−xj + (xj − x · α˜α˜j )
(
1 − |α|
2
coth
|α|
2
))
· exp 1
2
{
−|x|2 + (|x|2 − (x · α˜)2)(1 − |α|
2
coth
|α|
2
)} 3∏
k=1
dαk
and
∂ˆip1(x, y) = (2π)− 152 i
∫
R3
exp (−iy · α) |α|
2
(
sinh
|α|
2
)−1
· αi
· exp 1
2
{
−|x|2 + (|x|2 − (x · α˜)2)(1 − |α|
2
coth
|α|
2
)} 3∏
dαk.k=1
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W1 =
∫
R3
|α|
(
sinh
|α|
2
)−1 3∏
k=1
dαk, W2 =
∫
R3
(
sinh
|α|
2
)−1
· |α|2 coth |α|
2
3∏
k=1
dαk,
obviously we have W1, W2 are bounded. For g = (x, y) ∈ N3,2, satisfying d(g) 1, by the basic
fact that |x| d(g) 1 (see [16,17], in fact we can easily proof it on the nilpotent groups), we
have √
Γ (p)(g) C1|x|(W1 +W2) C2|x| Cd(g).
The desired result follows by the time scaling property (1.7). 
Notice that for any radial function f , Ptf is also radial since all θi commute with Pt . Thanks
to Proposition 3.1, we have H.Q. Li inequality, LSI inequality, isoperimetric inequalities etc. hold
for the semigroup restricted on the radial functions, see [2,1]. We state them in the following
proposition.
Proposition 4.3. For any compactly supported smooth, radial function f , for any t  0, g ∈ N3,2,
(i) H.Q. Li inequality. Γ (Ptf,Ptf ) 12 (g) Pt (Γ (f,f ) 12 )(g).
(ii) LSI inequality. Pt (f logf )(g)− Pt (f ) logPt (f )(g) tPt (Γ (f,f )f )(g).
(iii) Isoperimetric inequality. Pt (|f − Pt (f )(g)|)(g) 4√tPt (Γ (f ) 12 )(g).
Discussion: Here we have shown that H.Q. Li inequality holds for the radial functions. For the
general functions, it is still open. Following the viewpoint of [11], also [2], one key point to proof
H.Q. Li inequality is the precise lower and upper bounds for the associated heat kernel. But in
our setting, this estimate is unknown, at least the methods in [11–13] are not applicable. These
precise estimates are also essential to proof the cheeger type inequality, see Lemma 5.1 in [2]
and proof the constant coefficient is bounded in the complex quasi-communication method, see
Proposition 5.5 in [2].
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