This paper presents a new metahaheuristic algorithm to solve the capacitated locationrouting problem (CLRP). We are given on input a set of identical vehicles, a set of depots with restricted capacities and opening costs, and a set of customers with deterministic demands. The problem consists of determining the depots to be opened, the customers and the vehicles to be assigned to each open depot, and the routes to be performed. The objective is to minimize the sum of the costs of the open depots, of the fixed cost associated with the used vehicles, and of the variable traveling costs related to the performed routes. In the proposed algorithm, a modified granular tabu search with different diversification strategies is applied. Computational experiments on benchmark instances show that the proposed algorithm is able to produce, within short computing time, several solutions obtained by the previously published methods and new best known solutions.
Description of the proposed algorithm
This section presents a new hybrid metaheuristic algorithm (HGTS) developed for solving the CLRP. After the construction of an initial feasible solution by using a Hybrid procedure, a modified Granular Tabu Search procedure, which considers several diversification steps, is applied to improve the quality of the current solution. Whenever no improvement is obtained within a given number of iterations, the algorithm tries to escape from the current local optimum by applying a randomized Perturbation procedure. The proposed approach uses as a general improvement routine a Procedure VRPH, based on the library of local search heuristics for the VRP proposed by Groer et al. (2010) . The outline of the proposed approach is described in Algorithm 1. The key-point for the success of the proposed algorithm is the correct location of the depots in the Hybrid procedure. Since the most critical decisions of the CLRP are those concerning the opening and closing of the depots, a proper location of the depots is able to reduce the search space from a CLRP to a MDVRP. The previously mentioned procedures are described in more detail in the following subsections.
Procedure VRPH
We developed a procedure, called VRPH, which applies three routines proposed by Groer et al. (2010) . In particular, the procedure applies routine vrp_initial and then, iteratively, routine vrp_sa and vrp_rtr until no improvement is reached. Basically, vrp_initial uses a variant of the Clarke-Wright algorithm to generate initial solutions for the CVRP. The routine vrp_rtr is an implementation of the record-to-record travel metaheuristic. Finally, vrp_sa is an implementation of a Simulated Annealing (SA) metaheuristic. Procedure VRPH is executed in several parts of the proposed approach as a general improvement procedure for a given depot.
Hybrid procedure
The initial solution S 0 is constructed by using a Hybrid procedure, which is able to find good feasible solutions within short computing times. First, a giant TSP tour containing all the customers is constructed by using the well-known Lin-Kernighan heuristic (LKH); for further details see Lin and Kernighan (1973) and Helsgaun et al. (2000) . Then, the giant TSP tour is split into several clusters so as to satisfy the route capacity constraints.
For each depot i and each cluster g a TSP tour is obtained by using procedure LKH to evaluate the traveling cost between i and g. Then, we assign the depots to the clusters by solving an ILP model corresponding to the formulation of the well-known Single Source Capacitated Location Problem; for further details see e.g. Barcelo & Casanovas (1984) , and Klincewicz & Luss (1986) .
Note that the initial solution procedure is repeated n times by selecting each customer as initial vertex to split the giant tour. Finally, a splitting procedure is applied to reduce the traveling cost by adding new routes, and by assigning them to different depots; for further details see Escobar et al. (2011) . We repeat the Splitting procedure Nsplit times (where Nsplit is a given parameter), by considering at each iteration a different route.
Modified Granular Tabu Search
In this stage, the algorithm tries to improve the initial solution S 0 obtained by the Hybrid procedure applying a modified Granular Tabu Search (GTS) procedure. The goal of the modified GTS is to improve the routes without considering moves between close and open depots; hence the search space is related to a MDVRP.
The granular tabu search (GTS) approach has been proposed by Toth and Vigo (2003) . The method is based on the use of a sparse graph, which drastically reduces the time required by a tabu search algorithm. In particular, the original complete graph G is replaced by a sparse graph which includes all the edges whose cost is smaller than the granularity threshold ϑ, the edges incident to the depot, and those belonging to the best solution found so far. The value of ϑ is defined by means of an increasing function of the sparsification factor β: ϑ = βz * , where z * is the average cost of the edges in the current best solution found so far.
The main objective of the GTS approach is to have good solutions within short computing times. Three main differences with respect to the idea of "granularity" introduced by Toth and Vigo (2003) for the CVRP are considered here. Basically, the proposed algorithm considers five neighborhoods (Insertion, Swap, Two Opt, Exchange, and Inter-tour exchange), three different diversification strategies, and a random perturbation procedure to avoid that the algorithm remains in a local optimum for a given number of iterations. The proposed diversification strategies and perturbation procedure are described in the following subsections.
Diversification strategies
Three diversification strategies have been considered. The first strategy is based on the granularity diversification proposed in Toth and Vigo (2003) . Initially, the sparsification factor β is set to an initial value β 0 . If no improvement of the best feasible solution found so far is reached after a given number of iterations, the sparsification factor β is increased to a β d value. A new sparse graph is then calculated, and N moviter iterations are executed starting from the best solution found so far. Finally, the sparsification factor β is reset to its initial value β 0 and the search continues.
The second strategy is based on a penalty approach. In particular, the proposed approach allows infeasible solutions with respect to the depot and the vehicle capacities. Given a feasible solution S, we assign to its objective function F 1 (S) a value equal to the sum of the opening costs of the open depots, of the traveling costs of the edges belonging to the routes traversed by S, and of the fixed costs of the vehicles used in S. In addition, for any solution S infeasible with respect to the depot capacity, we add to F 1 (S) a penalty term obtained by multiplying the over depot capacity by a dynamically changing penalty factor P d . Consequently, the objective function F 2 (S) is obtained. A similar approach is used to calculate the objective function value of any solution S infeasible with respect to the route capacity by using a penalty factor P r . Note that if the solution S is feasible F 2 (S) = F 1 (S).
In the selection of the best move to be performed we introduce an extra penalty by adding to F 2 (S) a constant term equal to the product of the absolute difference value △ max between two successive values of the objective function, the square root of the number of routes k, and a scaling factor g; for further details see Taillard (1993) .
Finally, the third diversification strategy determines every Ng iterations a random feasible solution for each open depot by using procedure VRPH.
Perturbation procedure
Since the modified GTS procedure can fail in finding a move improving the current solution, the algorithm tries to escape from a local optimum by perturbing the current solution. In particular, if no improving move has been performed after N pert iterations, the algorithm applies a perturbation approach similar to the "3-route procedure" proposed by Renaud et al. (1996) ; differently from what is proposed by this work, we consider a randomized procedure for selecting the routes to be perturbed.
Computational results
The overall algorithm (HGTS) has been implemented in C++, and the computational experiments have been performed on an Intel Core Duo CPU (2.00 GHz) under Linux Ubuntu 11.04 with 2 GB of memory. The performance of the proposed algorithm has been evaluated by considering 79 benchmark instances taken from the literature. The complete set of instances considers three data subsets. The first data subset (DS1) was proposed by Tuzun and Burke (1999) and considers 36 instances with capacity constraints only on the routes. It considers instances with n = 100, 150 and 200 customers. The number m of potential depots is either 10 or 20. The vehicle capacity Q is set to 150, and the demands of the customers are uniformly random distributed in the interval [1, 20] .
The second data subset (DS2) was proposed by Prins et al. (2004) , and contains 30 instances with capacity constraints on both the routes and the depots. The number m of potential depots is either 5 or 10, and the number of customers is n = 20, 50, 100 and 200. The vehicle capacity Q is either 70 or 150, and the demands of the customers are uniformly random distributed in the interval [11, 20] .
The instances of the third data subset (DS3), introduced by Barreto (2004), were obtained from some classical CVRP instances by adding new depots with the corresponding capacities and fixed costs. This data subset considers 19 instances, but generally only 13 instances have been tested by the previous heuristics algorithms. The number of customers ranges from 21 to 150, and the number of potential depots from 5 to 10.
For each instance, only one run of the proposed algorithm is executed. As for other heuristics, extensive computational tests have been made to find a suitable set of parameters. The proposed algorithm has been compared (see Tables 1-5) LGRTS and SALRP correspond to a single run of the associated algorithm. GRASP+ELS and ALNS have been executed five times. For GRASP+ELS has been considered five different random generator seeds, and the reported cost is the best found over the five runs. In addition, the reported computing time is the time required to reach the best solution within the corresponding run. The reported results for ALNS correspond to the average solutions over the runs and the complete running time. In the paper by Yu et al. (2010) , the authors report also the cost of the best solution found by SALRP during the parameter analysis phase. In Tables 1 to 5 A summary about the results obtained by the considered six algorithms for the complete instance dataset is given in Tables 1and 2. Table 1 provides the average values of Gap BKS, Gap BKC and CPU time, and the CPU index of the corresponding CPU. Table 2 reports the number of BKC solutions obtained by each algorithm. Table 1 shows that the proposed algorithm reports better global average results respect to Gap BKS and Gap BKC than those obtained by GRASP, MA|PM, LRGTS, GRASP+ELS and SALRP. Only ALNS is able to obtain a slightly better average values (global average of Gap BKS and Gap BKC), although with large CPU times. As for the global CPU time, the proposed algorithm is faster than GRASP+ELS, ALNS and SALRP, which were able to find the previous best results in terms of average gaps and number of best solutions. It is to note that the CPU time reported for algorithm GRASP+ELS does not represent the global time required to find the best solution (obtained by executing five runs), since it corresponds to the CPU time spent, for each instance, in a single run. On the other hand, the CPU time of HGTS is larger than that of GRASP, MA|PM and LGRTS. This can be explained by the fact that we use several improvement procedures in the second phase. Although the CPU time of the proposed algorithm is larger than that of these approaches, it remains within an acceptable range for a strategic problem like CLRP. In addition, algorithm HGTS is able to find the largest number of BKC. The detailed results for the first, the second and the third data subset are shown in Tables 4, 5 and 6 respectively.
Concluding remarks
We propose an effective hybrid metaheuristic algorithm for the capacitated location routing problem (CLRP). In the proposed heuristic, after the construction of an initial feasible solution, we apply a modified Granular Tabu Search which considers five granular neighborhoods, three different diversification strategies and a perturbation procedure. The perturbation procedure is applied whenever the algorithm remains in a local optimum for a given number of iterations. We compared the proposed algorithm with five most effective published metaheuristics for the CLRP on a set of benchmark instances from the literature. The results show the effectiveness of the proposed algorithm, and several best known solutions are improved within reasonable computing times. The results obtained suggest that the proposed framework could be applied to other problems as the periodic location-routing problem (PLRP), the multi depot vehicle routing problem (MDVRP) and several extensions of the CLRP obtained by adding constraints as time windows, heterogeneous fleet, etc. 
Gap

