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Sur les Integrates (E. R.) et ses Applications
Par Hatsuo OKANO
La notion de Γintegrale (E. R.) a ete introduite par Prof. K. Kunugiυ,
en utilisant la theorie de Γespace range23, et elle a ete generalisee par
M. T. Ikegami3) de sorte qu'elle s'applique aux fonctions definies dans
les groupes topologiques localement compacts.
Dans la presente Note, nous allons premierement etudier plus gene-
ralement Γintegration (E. R.) des fonctions definies dans Γensemble ab-
strait muni d'une mesure de Radon4). Par la nous pouvons voir que la
definition de Γintegrale (E. R.) ne depend seulement que la notion de la
mesure.
Pour fixer les idees, considerons un ensemble X muni d'une mesure
non negative μ de Radon telle que X soit mesurable et μ(X)<^°°.
Designons par L la famille de toutes les fonctions sommables c.-a-d.
integrables prises au sens de Radon pour μ. Etant donnes un nombre
positif 7 et un ensemble mesurable A, designons par V(γ, A) la famille
de toutes les fonctions sommables f(x) jouissant de deux conditions
suivantes: (i) |/(#)|^γ presque partout dans A ; (ii) f(x)dμ(x)
X
Alors, le systeme de voisinages {V(γ, A)} de 0 donne une structure
uniforme complete53 sur le groupe additif L. Mais, L n'est pas complet
comme un espace range. Nous obtenons la definition de Γintegrale (E. R.)
en traitant L comme un espace range.
1) K. Kunugi: Application de la methode des espaces ranges a la theorie de Γintegration.
I, Proc. Japan Acad. 32 (1956), 215-220. Voir aussi K. Kunugi: Sur une generalisation de
Γintegrale, Fundamental and Applied Aspects of Mathematics 1 (1959), 1-30.
2) K. Kunugi: Sur les espaces complets et regulierement complets. I, Proc. Japan Acad.
30 (1954), 553-556. Voir aussi T. Shirai: A remark on the ranked space. II, ibid., 33 (1957),
139-142 H. Okano: Some operations on the ranked spaces, I, ibid., 172-176.
3) T. Ikegami: A note on the integration by the method of ranked spaces, Proc. Japan
Acad. 34 (1958), 16-21.
4) Cf. H. Okano: (E. #.)-integral of Radon-Stieltjes type, Proc. Japan Acad. 34 (1958),
580-584. Quant a Γintegration (E. I?.) de fonctions a valeurs vectorielles, voir H. Okano:
L'integration des fonctions a valeurs vectorielles d'apres la methode des espaces ranges, ibid.
35 (1959), 77-82.
5) Voir A. Weil: Sur les espaces a structure unif orme et sur la topologie generale, Paris,
1937.
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Dans le § 1, nous traitons la completion de Γespace L.
Au § 2, nous definissons les integrates (E. R.), et en donnons les
proprietes essentielles.
Au § 3, nous etudions les operateurs integraux K f definis par
(£•/)(*) = (E. R.) \'K(X, y)f(y)dy,
J a
oύ f(x) est integrable (E. R.) et K(x, y) assez reguliere, et s'applique a
une generalisation d'un theoreme de Fatou et aux equations integrates.
Le cas du noyau singulier sera discute dans les notes prochaines.
§ 1. Completion de Γespace vectoriel range.
Dans ce §, nous allons introduire la notion des espaces vectoriels
ranges. Cette notion est plus restreinte que celle des espaces ranges,
mais celle-la est utile a Γetude sur la completion.60
Selon la notion definie dans les Notes precedentes,2) le rang de
Γespace range est donne par les nombres ordinaux, mais, au cas oύ
Γindicateur7) de Γespace serait ω0, il nous semble assez commode de
considerer le rang donne par les nombres reels.
Definition de Γespace range. — Etant donne un espace R oύ la topo-
logie est donnee par un systeme de voisinages satisfaisant aux axiomes
(A), (B) de F. Hausdorff8), on dit qu'il est un espace range si, pour tout
nombre positif γ, il existe une famille des voisinages 5SV qui satisfait a
la condition : (a) Pour tout voisinage v(p) du point p et pour tout nombre
positif γ, il existe un nombre positif γ', γ^γ* tel qu'il existe un voisinage
u(p) de point p appartenant a la famille SS
γ
/ et qui est contenu dans υ(p).
Un voisinage d'un point p sera dit de rang 7, s'il appartient a la famille
58Y.
Une suite monotone decroissant de voisinages
^o(AO^( A)^ - >v
n
( A,O - , υ
n
(pH) e ®yn ,
est dite fondamentale si elle satisfait a trois conditions suivantes :
(i) Ύo^7ι^ ^7« (ϋ) Iiπi7>f = 0; (iii) p2n=P2n+ί et γ2M>γ2M+1.
Un espace range sera dit complet si, pour toute suite fondamentale
{Vn(Pn)}, on a Λ»,.(A,)ΦO.
6) Cf. K. Kunugi: Sur les espaces complets et regulierement complets. II, III, Proc.
Japan Acad. 30 (1954), 553-556, ibid., 31 (1955), 49-53 H. Okano: On the completion of the
ranked spaces, ibid., 33 (1957), 338-340.
7) Voir K. Kunugi: Sur une generalisation de Γintegrale, cite dans 1), p. 3.
8) F. Hausdorff: Grundzuge der Mengenlehre, p. 213, Leipzig, 1914.
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Definition de Γespace υectoriel range. — Soit K le corps des nombres
reels ou le corps des nombres complexes. Etant donne un espace vec-
toriel R a gauche sur K, on dit qu'il est un espace vectoriel range a
gauche sur K s'il est un espace range et s'il existe en outre un ensem-
ble partiellement ordonne Λ, muni d'un ordre λ<λ', satisfaisant aux
conditions suivantes :
[ 1 ] Pour toute suite finie ou infinie {λ
w
} d'elements de Λ, il existe
un element λ e Λ tel que λ = /\ λ
w
( = inf λj
n n
[ 2 ] Pour toute nombre positif 7 et pour tout element λ e Λ, il existe
un sous-ensemble F(γ, λ) de R qui satisfait aux conditions suivantes
[2. 1] Si γ'^γ, on a ]%', λ)C F(γ, λ) pour tout λe A
[2.2] Si λ'>λ, on a F(γ, λ')CV(γ, λ) pour tout
 7;
[2. 3] Pour tout nombre positif 7, il existe un nombre positif 7' tel
que V(y, λ)+TV, λ)9>CF(7, λ) pour tout λ e A ;
[2.4] Si |c|^l, ce/ζ on a cV(7, λ)9)CF(7, λ) pour tout 7 et pour
tout λ
[2.5] La famille {^(7, λ)+j^}, 0<^7<^00, λeA, forme un systeme
f ondamental de voisinages du point p
[ 3 ] Pour tout nombre positif 7, il existe un sous-ensemble residuel10)
ΛY de Λ satisfaisant aux conditions suivantes :
[3. 1] Si 7^7, on a Λ Y /CΛ V
[3.2] Pour toute suite finie ou infinie {λ
w
} telle que λ
w
e Λ V w , si
[3. 3] Si p £ V(ry, λ), alors il existe un nombre positif 7' tel que
λ' 6
[3. 4] Si ^ΦO, alors il existe un nombre positif 7 tel que
Pί \J
λ 6 Λ γ
[3.5] 3$Y est la famille de tous les voisinages V(y, \)+p, peR, tels
que λ e Λ Y .
On dit que (Λ, Λ Y , V(% λ)) definit la structure de rang de Γespace
vectoriel range R.
Etant donnes deux espaces vectoriels ranges Rl et R2 munis de
structures (A1, AJ, V^γ, \)) et (A2, ΛY, V2(% \)) respectivement, on ecrit
9) VΛ V designe Γensemble de tous les points p=q-\-r tel que q 6 F, r € V. cV designe
Γensemble de tous les points cp tels que p$.V.
10) Un sous-ensemble A' d'un ensemble partiellement ordonne A est dit residuel si, pour
tout element λ de A, il existe un element λ' de A' tel que λ<^λ' et tel que λ'<^/χ entraine μ 6 A'.
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R!— R2 s'il existe un isomorphisme
113
 θ de Λ1 sur A2 tel que
pour tout 7, et s'il existe en outre une application lineaire biunivoque
φ de Rl sur R2 telle que φiVάγ, λ))= V2(% θ(\)) pour tout γ et pour tout
λ.
Soit S un sous-ensemble lineaire d'un espace vectoriel range R muni
d'une structure (Λ, Λ
v
, V(<y, λ)). Alors, S muni de la structure (Λ, Λ
v
,
V(% λ)/"\S) sera dit un sous-espace vectoriel range de R.
Soient R1 et R2 deux espaces vestoriels ranges munis de structures
(A1, AJ, Fi(γ, \)) et (A2, Λ2, V2(y, λ2)) respectivement. Designons par
A1 xA 2 le produit cardinal12) de A1 et A2. L'espace vestoriel rangeR
λ
xR 2 ^
muni de la structure (A*xA2, A * x A * , V^y, \) x F2(γ, λ2)) s'appelle le
produit de R^ et R2. Pour que le produit Rλ x R2 soit complet, il faut et
il suffit que chacun des espaces R{ soit complet.
Exemple 1.1. Soit R un espace de Banach muni d'une norme \\p\\.
Dans ce cas, A se reduit a un element. Designons par V(y) Γensemble
de tous les points tels que \\p\\^j. Alors, R est un espace vectoriel
range complet.
Exemple 1.2. Soit X un ensemble muni d'une mesure non negative
•μ telle que X soit mesurable et μ(X)<^<χ>. Designons par M la famille
de toutes les fonctions mesurables pour μ, identifiant deux fonctions qui
ne sont pas differentes que sur un ensemble de mesure nulle13bis). Etant
donnes un ensemble mesurable A et un nombre positif γ, posons F(γ, A) =
la totalite des fonctions mesurables f(x) telles que \ f ( x ) \ ^ l γ presque
partout dans A. A est Γensemble de tous les ensembles mesurables A oύ
Γordre A<^B est defini par la relation d'inclusion A^B. Ay est un
sous-ensembles de A qui consiste en tous les ensembles A tels que
μ(X—A)<^rγ. Alors, M est un espace vectoriel range complet.
Exemple 1. 3. Sous la meme hypothese que Exemple 1. 2, designons
par L la famille de toutes les fonctions sommables c.-a-d. integrables
au sens pris de Radon pour la mesure μ, identifiant deux fonctions qui
ne sont pas differentes que sur un ensemble de mesure nulle. Pour
tout nombre positif γ et pour tout ensemble mesurable A, designons
par F(γ, A) la totalite des fonctions sommables f ( x ) satisfaisant
aux conditions suivantes: (i) \f(x) \ Z^ presque partout dans A : (ii)
11) Voir p. ex. G. Birkhoff: Lattice theory, New York, 1940, p. 3.
12) Voir p. ex. G. Birkhoff, loc. cit, p. 7.
13) AxB designe Γensemble produit de A et B.
13bis) Nous dirons "fonction mesurable", sous-entendant celle a valeurs reelles 04=±°o).
(R)\ f(x)dμ(x)
JX
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14)
^7. Λ et Λ
γ
 sont definis de la meme maniere que
Exemple 1. 2. Alors, L est un espace vectoriel range. Mais, a quelques
exceptions trivials pres, il n'est pas complet tandis que V(j, A) donne
une structure uniforme complete sur L. L'etude de la completion de L
est le but principal de ce §.
Completion de I9 espace vectoriel range. — Soit R un espace vecteriel
range sur K muni d'une structure (Λ, Λy, F(γ,λ)) Designons par R* la
famille de toutes les suites de points {p
n
} telles qu'il existe une suite
de nombres positifs {y
n
} et celle d'elements de Λ {λ
w
} satisfaisant aux
conditions suivantes :
(1.1) 7«+ι^7
w
/2 pour tout n;
(1.2) \<\< ~<'\>n<~' et λ
Λ
eΛ y M pour tout n\
(1.3) F(7o, \)+A^F(7l, \)+P1> >V(7n, λJ+A^
(1.4) V(y
n+l, λ)+F(7w+1, λ)CF(7w, λ) pour tout n et pour tout λ.
Alors, on a le
Lemme 1.1. R* est un ensemble lineaire: (i) Si {p^} €/?* et
{Pi} G7?*, on a {pl+p*} eJ?*; (ii) Si c£K et {pn} G^* on a {cpn} €#*.
Demonstration, (i) En vertu de Γhypothese, pour chaque indice /,
il existe deux suites {7^}, {λ;} satisfaisant aux conditions (1. !)-(!. 4).
Posons 7
w
-Min (7^-2, 7^-2) et \
n
 = \l/\\*. Alors, trois suites {Pn+Pl},
{γ«}> {^n} satisfont en commun aux conditions (1. !)-(!. 4). Done, on a
{Pl+Pl}εfl*. (ii) Si {p
n
}, {7w}, {λw} satisfont aux (1. !)-(!. 4), et si m
est un entier positif tel que kl<2m, alors {cp
n
}y {^n-m-ι}> {M satis-
font aux conditions (1. !)-(!. 4). Done, on a {cp
n
}eR*> c.q.f.d..
Etant donnees deux suites de points {/>J}, {pl}y appartennant a 7?*,
nous allons ecrire {Pl}~{Pl} si, pour chaque indice ί(ί=l, 2), il existe
une suite de nombres positifs {7 }^ et celle d'elements de Λ {λ;} satis-
faisant aux conditions (1. !)-(!. 4) et telles que, pour tout n, il existe
m = m(n) tel qu'on ait
(1.5)
(i. 6)
Alors, on a le
14) ( Λ ) / ( Λ r ) r f A t ( Λ τ ) ((£)/(X)ίfo) designe 1'integrale de Radon (celle de Lebesgue) d'une
function f(x).
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Lemme 1. 2. La relation ~ est une relation d' equivalence qui est com-
patible1^ avec la structure lίneaire de R*.
Demonstration. D'abord, on a facilement {Aι}~{Aι} De la meme
consideration que Lemme 1.1., on peut d'ailleurs demontrer deux pro-
positions suivantes: (i) Si {/>i}~{#£}, i=l, 2, on a {ίi+j65}~{ίί + ^ }
(ii) Si c£K et { Aj ~ {q
n
}, on a {<#„} — {cg
n
}. Cela pose, supposons que
{P»}~{9n}. Alors, on a {^»-^}~{0}. Done, {^-^}~{0}. Par suite,
ona {?„} — { A,}. Enfin, supposons que {A.}~{0»} et {q
n
} — {r
n
}. Alors,
on a {Pn + 4n}~{Qn + r
n
} ^. Done, on a {A,}~fcK c.q.f.d..
Or, designons par R Γensemble de classe d'equivalence suivant la
Λ
relation {p
n
} — {q
n
} Alors, d'apres le Lemme 1.2., R est un espace
vectoriel sur K. Nous allons maintenant introduire sur R une structure
de rang de sorte que R devienne un espace vectoriel range. Pour tout
nombre positif 7 et pour tout element λ e Λ, designons par V(<γ, λ) la
totalite des classes d'equivalence qui contiennent au moins une suite
{p
n
} <Ξ#* telle que p
n
 € F(γ, λ) pour tout n.
Lemme 1.3. (Λ, Λy, F(γ, λ)) definit une structure de rang sur R.
Demonstration. Les conditions [l]-[3], [3. 3] exceptee, resultent
immediatement de la definition de F(γ, λ). Nous allons done montrer
que F(γ, λ) satisfait a la condition [3. 3]. Soient γ* un nombre positif,
λ* un element de Λ, u une classe appartenant a R. Supposons que, pour
tout nombre positif 7, il existe un element λ=λ(7)6Λ
γ
 tel qu'on ait
(1. 7) F(7*, λ*) A (V(7, λ) + 0) Φ 0 ,
Puisque (Λ, Λ Y , 7(7, λ)) satisfait aux conditions [l]-[3], nous pouvons
choisir une suite de nombres positif s {7,-}, /=0, 1, •••, telle qu'on ait
(1.8) 7
ί
 +ι<7ί/2 P°ur tout *>
(1. 9) V(7 f+ι, λ) + V(vi+19 λ,)CF(7£, λ) pour tout i et pour tout λ. Posons
λt. = λ(7ί ). Alors, en vertu de (1.7), pour tout i, il existe une classe ύf
telle que
Done, par la definition de (^7, λ), il existe, pour tout /, deux suites de
points {pi}, {pi} jouissant des conditions suivantes:
(1.10) {#}€*,;
15) Voir p. ex. N. Bourbaki: Elements de Mathematique, Livre I, Theorie des ensembles,
Chap. II, Theorie des ensembles, Paris, 1954.
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(1. 11) p*
n
 G 7(7*, λ*) pour tout n
(1.12) {KUώ;
(1. 13) Pn-~Pn£V(7i, λ.) pour tout n.
Puisque {p*} 6^?*, il existe deux suites {7°}, {λ°} jouissant des conditions
(1. !)-(!. 4) et telles que
(1.14) 7°<7«
De plus, puisque {ί^}~{ί>°}, pour tout i (i=l, 2, •••), il existe une
suite de nombres positifs {γ^} et celle d'elements de Λ {λ*} jouissant de
deux conditions suivantes : (i) {pn}, {7™} et {λ^} satisfont en commun
aux conditions (1. !)-(!. 4) (ii) Pour tout n, il existe un indice M tel
que M<m entraine p^ G V(ri, λ*)+J°. D'autre part, puisque {pl
n
*
l}~
(S}> pour tout i(i=--Q, 1, 2, •••) il existe une suite de nombres positifs
{7 }^ et celle d'elements de Λ {χ;} jouissant de deux conditions suivantes :
(i) {l>n}> {7n} et {λ*} satisfont en commun aux conditions (1. !)-(!. 4)
(ii) Pour tout n, il existe un indice M tel que M<^m entraine p^1 e
V &'„,*$+ Pi
Cela pose, par induction, nous pouvons choisir deux suites monotones
croissantes de entiers positifs {wj, {&J en sorte qu'ellles satisf assent
aux conditions suivants.
(1.15)
(1.16)
(1. 17) pίt
Posons λ* = (Λλ y )Λ(Λ^) et 7?-7t -3. Alors, on a Σ7y+Σί?ίy<7f.j = l j = l j=ί j = &
Par suite, d'apres [3. 2] on a λf e Λ7* .
D'autre part, en vertu de (1. 13) et (1. 17), on a
Done, V(7f+ι,λf+1)+^1CVr(7f,λ*)+^ir Par suite, on a {#,}€#*.
Nous allons saintenant demontrer que {/>«.} Gώ. Posons λ{ = λf/\
(Λ V})Λ(Λ^*y) et 7< = 7ί-5 Alors, nous pouvons sans peine voir quej=< j=«
{^?}, {7ί}> {λ/J satisfont aux condition (1. !)-(!. 4). D'autre part, en
vertu de (1. 13) et (1. 17), on a
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C F(γ,, λ,.)+F(7ί, λί,) + F(7?, λ?)
Done, on a 7(γ*, λ*)+^.CF(^, λ{)+2?. Par suite on a {#,}~{?«}
D'autre part, en vertu de (1. 11), on a p<
n
. e F(7*, λ*) pout tout /.
Par consequent, ύ appartient a F(7*, λ*), c.q.f.d..
Lemme 1.4. R est complet.
Demonstration. Soit {V(y
n
, λ
w
) + ώ
w
} une suite fondamentale. Alors,
il existe une suite monotone croissante d'entiers positifs {«,.} jouissant
des conditions suivantes
(1. 18) 7ni+1 < 7nJ2 pour tout i :
(1.19) V(vni+l, λ) + ^ (7ι.,+1, λ)C F(7«,, λ) pour tout ί et pour tout λ.
Pour tout i, par induction, nour pouvons d'ailleurs choisir une suite
{Pi} e #„. telle que, pour tout &, on ait
(1.20) Pl+1-Pi
II existe en outre une suite de nombres positifs {7^} et celle
d'elements de A. {λ,l} satisfaisant aux conditions (1. !)-(!. 4). Et, (1. 1)
montre que, pour tout /, il existe un indice k(i) tel que
(1.21)
Nous allons d'abord montrer que la suite {pl^} appartient a R*.
Posons λ* = (Λλ»y)Λ(/^λ^)) et ^ = ^ -2- Alors' on a λ? 6 A7f- Cela
pose, en vertu de (1. 20) et (1. 21), on a
Done, on a 7(7f+ι, λf+1)+^(V+i)CF(7?, λ*)+#(ί). Par suite, on a
Ensuite, designons par ώ la classe a laquelle {pΐ^} appartient, et
montrons que ύe Γ\(V(γ
n
, λj + ώj. Si m^k(i), en vertu de (1.18)-
(1. 21), on a
V>ί y,w _ /,» /,«
Pm Pk(.<m~) — Pm Pk(.m) ~
F(γf, λf ) .
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On a done u
n{ — ύ£ V(yf9 λf) pour tout i, ainsi n<^n{ entraine (F(γ», λ,M) +
Λ
n
)Γ\(V(yΐ9 λ?) + tf)Φθ. Par suite, on a ώ £ V(γw, λJ-f#M pour tout w,
c.q.f.d..
Etant donne un point p de /?, designons par p la classe qui contient
la suite {p
n
=p}. Alors, Γapplication φ: p^φ(p)=p est une application
lineaire biunivoque de R dans R telle que ^>(F(γ, X))=^(y, \)f\φ(R).
Le rang, induit sur (^#) par celui de J?, a done la meme structure que
celui de R.
De plus, φ(R) est partout dense dans R au sens suivant: Pour tout
classe ύeR, il existe une suite fondamentale {F(γM, λj-fώw} telle que
ύ
n
eφ(R) et w e A(^(7«, λ J + tfJ En effet, considerons une suite {A,}
n
qui est contenue dans ύ. Alors, il existe une suite de nombres positifs
{γ
w
} et celle d'elements de Λ{λ
w
} satisfaisant aux conditions (1.!)-(!. 4).
Posons Pί
n
=Pίn^=P2n> Ύ% = Ύn-2, ^ = Λ λ m Alors, {F(γ*, λ*)+/>*} est
m=n
une suite fondamentale telle que tieΓ\(V(7%> λϊ)+/#)
w
En resume, on a le
Thέoreme 1. Etant donne un espace vectoriel range R, R est un
espace vectoriel range complet tel qu'il existe un sous-espace partout dense
de R (au sens pris plus haut) qui a la meme structure de rang que R.
Completion de L.— Dans le but de exclure quelques exceptions tri-
viales, nous allons supposer que la mesure μ jouisse de la condition
suivante:
(*) Pour tout nombre positif 6, il existe un ensemble mesurable A tel
que OOCA)<£.
D'abord, pour toute suite u={f
n
}ζL*, nous pouvons facilement
voir que f„=/„(%) tend vers un fonction f(x) presque partout dans
X, et (R) \ f
n
(x)dμ(x) tend vers un nombre reel p. Posons J(u)=f et
J*
I(u)=p. Alors, Γapplication T: T(u)= (J(u), I(u)) est une application
lineaire de L* dans le produit de M et Γespace de nombres reels R16\
Nous allons maintenant montrer que T(L*) = MxR. Soient / une
fonction mesurable et p un nombre reel. Alors, d'apres Γhypothese (*),
il existe une suite monotone croissante d'ensembles mesurables
16) Dorenavant, nous allons designer par R Γespace vectoriel range de nombres reels
muni de la structure donnee en Exemple 1.1.
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telle que 0<^μ(X— A
n
)<^2 n et /soit sommable sur chacun des ensembles
A
n
 . Definissons une f onction f
n
(x) par
( f(x) pour x£A
n
fn(x) = \ P-(R)\Δ f(x)dμ(x)
 y* - pour xeX-A
n
.( μ(X — A
n
)
Alors, en posant u = {/„}, on a J(u)=f et I(u)=p. Par suite, Γapplica-
tion T est une application lineaire de L* sur MxR.
D'autre part, par la definition de F(γ, A) dans L, il resulte immediate-
ment que, pour que &~0, il faut et il suffit qu'on ait a la fois J(u) = 0
et I(u) = 0. I/application T(ύ)=T(u), ueύ, est done une application
lineaire biunivoque de L sur MxR.
Cela pose, nous pouvons sans peine voir que L — MxR.
§ 2. Definition et propriέtέs generates des integrates (E. R.).
Soit X un ensemble muni d'une mesure non negative μ telle que X
soit un ensemble mesurable de mesure finie et satisfaisant a la condition
(*). L'enonce de § 1 montre que le produit MxR est un espace vec-
toriel range complet dans lequel L est partout dense au sens pris plus
haut. Dans MxR, nous allons designer simplement par F(γ, A) Γensem-
ble F(γ, A) x F(γ). Nous pouvons facilement voir que, pour que F(77, A') +
(/', ^ )C F(γ, A) + (f, p\ il faut et il suffit qu'on ait a la fois μ(A-A') = Q,
{p—p'l^ly—j' et \f(x}— f'(x)\^7 — 7/ presque partout dans A. Done,
on a le
Lemme 2.1. Pour que {F(7», A
n
) + (f
n> pn)} est fondamentale, il faut
et il suffit qu'on ait
(2.1) 7o^7ι^-^7n^-
(2.2) lim7M = 0,
«->00
(2.3) μ(A
n
-A
n+1) = 0 pour tout n,
(2.4) μ(X~A
n
)<,7n pour tout n.
(2.5) \fn+ι(x)-fn(x)\^7n-Ύn+ι presque partout dans A
n
 pour tout n,
(2. 6) I p
n+1 -Pn\^7n- 7n+ι PθUT tout H,
(2.7) f2n(x)=f2n+ι(x) presque partout dans X et p2n=P2n+ι,
(2.8) 7
II en resulte de plus que, pour toute suite fondamentale {F(γM, An)Λ-
(fn> Pn)}> Pour que ( f , . p ) £ f \ ( V ( 7 n , A
n
) + ( f
n y pn)\ il faut et il suffit qu'on
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ait a la fois \irnf
 n
(x)=f(x) presque partout dans X et limp
n
=p.
M->oo n->oo
Definition des integrates (E. R.). — Etant donnee une autre mesure v
qui est equivalente a μ c.-a-d. v est absolument continue par rapport a
μ et vice versa, une suite fondamentals {F(γM, An) + ( f n , pn)} est dite
qu'elle jouisse de la propriete P*(y), si elle satisfait aux conditions sui-
vantes :
(1*) f
n
(x) est sommable pour μ
(2*) p
n
 = (R) ( f
n
(x)dμ(x)
JX
(3*) II existe deux suites monotones decroisantes de nombres positifs
a(ri) et φ(n) jouissant des conditions suivantes :
(3*. 1) lim a(n) = 0
«->00
(3*. 2) lim φ(n) = 0
»->00
(3*. 3) v(X-A
n
)Z^a(ri) pour tout n\
(3*. 4) II existe un nombre k^>l (independant de n) qui satisfait a
Γinegalite ka(nΛ-\)^a(n) pour tout n\
(3*. 5) Quels que soient w, n entiers positifs, pour tout ensemble me-
surable A tel que v(A)^ma(n), on a (R) \ \f
n
(x)\dμ(x)<^mφ(n).
Lemme 2.2. Soίt {Vfrn, A
n
) + ( f
n
, p
n
)} une suite fondamentale jouiss-
ant de la propriete P*(»). Si (f, P)€f\(V(<γ
n9 An) + ( f n , pn))9 alors f(x)
n
est sommable sur chacun des ensembles A
n
 et on a de plus
(2. 9) p = lim (R) ( f(x)dμ(x) .
«->oo )An
Demonstration. En vertu du lemme 2.1., on a \f(x)—f
n
(x)\Z£jn
presque portout dans A
n
. f(x) est done sommable sur A
n
. De plus
(2. 9) resulte de Γinegalite
f(x)dμ(x) p-(R)\ f
n
(x)dμ(x)
JX
+ (R) ( \fn(x) I dμ(x) + (R) ( \f(x) -f
n
(x) I dμ(x)
JX-A
n
 JA
n
Lemme 2. 3. Soient a^n), a2(n) deux suites monotones decroissantes
de nombres positifs satisfaisant aux conditions suivantes : (i) lim ai(n) = Q
n->oo
(ii) Pour chaque indice i, il existe un nombre &t ^ >l (independant de n)
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tel que £,.#,.(# + 1)^ #,.(«) pour tout n. Alors, il existe deux suites d'entiers
positifs n] , n] jouissant des conditions suivantes :
(2. 10) rc$<w5+ι pour tout j
(2. 11) Si j est pair, alors n^ est aussi pair
(2.12) Si j est impair, alors on a «$ = #}_ι + l;
(2. 13) (^Agχ.(w$+1)Xtf.(rc$) pour tout j
(2. 14) Λ/(w})ί^(*1*2)8Λi./(w5/) jtowr few* j(ί, i'=l, 2).
Demonstration. Designons par «|j le plus petit entier pair des n tels
que ai(n)<^(k1k2)~zjMin(a1(0)y 02(0)), et posons «2j+ι = »2j-l-l.
Lemme 2.4.
suites fondamentales jouissant de la propriete P*(v). Alors, il existe
une autre {V(j
ny AH) + (fH, pn)} telle qu'on ait a lafois li
«-
jt;) presque part out dans X et limp
n
=limpn
Demonstration. Remarquons d'abord que, puisque u£ jouisse de la
propriete P*(v), il existe, pour chaque indice /, deux suites monotones
decroissantes de nombres reels α$.(w), φf (w) jouissant des conditions (3*. 1)-
(3*. 5). En vertu du Lemme 2. 3, il existe deux suites d'entiers positifs
n}, n] satisfaisant aux conditions (2. 10)-(2. 14). Posons 7y=y£ι
^ij ,A^j, /^)=/SjU)+/5jU) et Pj-P^+ify. Alors, {F(7y , A^
satisf ait a Γexigence du lemme. En effet, en vertu des (2. 10)-(2. 12)
et Lemme 2. 1., on peut facilement voir qu'elle est une suite fondamentale.
Ensuite, posons a(j) = a
ί
(n}) + a2(n2j) et Φ(j) = 2(k1k2)ό(φί(n}) + φ2(n2j)). Alors,
en vertu de (2.14), on a a(j)Z^2(klk2Yal(n}) et a(j)^2(k1k2)3a2(n2j). Done,
et v(A)^ma(j), on a
,(^) I dμ(x) ^ (R)
 A\flnjW I dμ(x) + (R) \f2nj(x) I dμ(x)
Par consequent, {F(7
n
, A
n
) + ( f
n
, p
n
)} est une suite fondamentale jouissant
de la propriete
Lemme 2.5. S0/07^ c un nombre reel, {V(γ
n
, A
n
)Jr(f
n
, p
n
)} une suite
fondamentale jouissant de la propriete P*(v). Alors, il existe une autre
{V(y*y A*) -i-(fnyPn)} telle que lim/*(jt:)=:ί:lim/w(jι:) presque partout et
« _ 0 0 M - C X 3
Demonstration est immediate.
Or, considerons deux suites fondamentales {V(<y
ny An)+ ( f n y pn)}y
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{V(β
n
, B
n
)-i-(g
n> qn)} jouissant de la propriete P*(v). Alors, les Lemmes
2. 2, 2. 4 et 2. 5 montrent bien que, si lirn /„(#) = lim g
n
(x) presque partout,
«->oo M->oo
on a lim p
n
 = lim q
n
 . En eff et, en vertu des Lemmes 2. 4 et 2. 5, il existe
M^ oo M-^oo
une autre suite fondamentale {V(j
n
, C
n
) + (h
n
, r
n
)} jouissant de la pro-
priete P*(v) et telle qu'on ait \imh
n
(x) = limf
n
(x)-limg
n
(x) = 0 et limr
w
 =
«->co »->co H->oo n-^oo
limp
n
 — limq
n
. D'apres le Lemme 2.2, on a limrM = 0.
«->oo W->-oo tt_».co
Done, s'il existe une suite fondamentale {V(γ
n
, A
n
) + (f
n> pn)} jouiss-
ant de la propriete P*(y) et telle que limf
n
(x)=f(x) presque partout,
W->oo
nous pouvons definir Γintegrale (E. R. υ) de f(x) par
(E. R. »} ( f(x)dμ(x) = \impn(= lim (R) ( fn(x)dμ(x)) .
J X «->o° »->oo Jjf
La fonction /(*) est dite integrable (E. R. v) pour μ et
(/», Pn)} (ou {F(γ
w
, A
w
) + (/
w
, A); a(n), φ(n), k}) s'appelle une suite
generatrice de f(x). Dans le cas oύ »=μ, f(x) sera dite simplement in-
tegrable (E. R.) et 1'integrale de f(x) est designee par (E. R.) { f(x)dμ(x).
JX
Si f(x) est sommable, alors celle est integrable (E. R. v) et on a
(E. R. V) ( f(x)dμ(x) = (Λ) ( f(x)dμ(X) .
JX JX
En vertu des Lemmes 2. 4 et 2. 5, on a immediatement le
Theoreme 2. Solent c^, cz deux nombres reels. Si f^x) et f2(x) sont
2
integrables (E. R. y), alors Σ cifi(χ) est aussί integrable (E. R. v) et on a
ί = l
(E. R. v) \
χ
Σcifi(x)dμ(x) = ΣX (£. R. v) JχΛ(*)d/*(*).
Integration sur les sous-ensembles.— Soit X* un sous-ensemble me-
surable de X muni des mesures μ* et v* induites par μ et » respective-
ment. Alors, on a le
Thέoreme 3. Soit f*(x) une fonction definie sur X*. Definissons une
fonction f(x) definie sur X par
ί /*(*) Pour x£X*
f
 ~ ( 0 pour xeX-X*.
Alors, pour que f*(x) soit integrable (E. R. v*) pour μ*y il faut et il suffit
que f(x) soit integrable (E. R. v) pour μ.
Demonstration. Supposons d'abord que f(x) soit integrable (E. R. v).
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Alors, il existe une suite generatrice {F(γ
w
, A
n
) + (f
n
> p
n
) a(n\ Φ(n)} de
f(x). Posons 7* = 7
n
, A*=X* AAsiwa+i17' et/>*=A» S'il existe un indice
w tel que μ(X* — ^ 4J)=0, /*(#) est sommable et done integrable (JB. Λ. y*).
Si μ(J£* — A*)>0 pour tout w, posons
pour #6.4*
Alors, en vertu de Lemme 2.1, {F(γ*, >!*) + (/?, /#)} est une suite
fondamentale.
Or, d'une part, (R) { + f*(x)dμ*(x) = (R) { f
n
(x)dμ(x) =P* et d'autre
Jx* Jx
part, v*(A)^m«(w) entraine que
_
x
* \fn(x)\dμ(x)
done, {F(γJ, ^4ί) + (/*, p*) <2(w), 2φ(w) + /^(X)7
n
} est une suite generatrice
de /*(*).
La demonstration de Γinverse est immediate.
Changement de la mesure. — Etant donnees deux mesures μ, μ', si μ
est absolument continue par rapport a μ'y on designe par — ^  la deriveedμ
au sens pris de Radon-Nikodym. Si μ est equivalente a μ', alors on a
'
 1$^
Thέoreme 4. So/ί X ww ensemble muni de trois mesures μ, μ' et v
qui sont deux a deux equivalentes. Alors, pour qu'une function f(x) soit
integrable (E. R. v) pour μ, il faut et il suffit que f(x)-^-,(x) soit integra-
uμ
ble (E. R. v) pour μ'. Et, de plus, on a
(E. R. ») \ f(x)dμ(x) = (E. R. ») \ f(x)^-,(x)dμ'(x) .
Jx Jx dμ
Demonstration. D'abord, supposons que f(x) soit integrable (E. R. ι>)
17) Pour un nombre reel p, £/Γ] designe Γentier m tel que
18) Voir p. ex. P. R. Halmos: Measure Theory, New York, 1950.
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pour μ. Alors, il existe une suite generatrice {F(γM, An) + (fny pn) a(n),
φ(n)} de f(x). Posons A
n
 = A2(n/2}+l. Alors, f(x) est sommable sur chacun
des ensembles A^. Siμ(X—A^)^>Q pour tout w, definissons une fonction
/'(*) par
f(x) pour #e^
1 Γ
/«(*> + ,y W*M ,(fn(x)-f(x))dμ(x) pour *e*-^,/*l A — Sin) J An
ί(^)=/i(Λ)^. Alors, on a (Λ) ( f*(x)dμf(x) = (R){ f
n
(x)dμ(x)
«/£ Jjt JX
f
n
(x)dμ(x)=p
n
. Ensuite, v(A)^lma(ri) entraine que
(R)\ \f*(x)\dμ'(x) = (R)\ \f'
n
(x)\dμ(x)
J A JA
\f'
n
(x)\dμ(x)
—
, \f
n
(x)-f(x)\dμ(x)
n
(R)\ \f
n
(x}\dι*(x) + (R)\ \f
n
(x)-f(x)\dμ(x)
JΛ— A
n
 J A
n
D'autre part, puisque μ(X— \JA'
n
)=0, on a
lim μ'(X-AΪ) = μ'(X- \J Aί) = 0 .
n+oo
 n
Par consequent, en posant <γ*=yH + μ'(X-Att, {7(γ*,
une suite generatrice de f(x)-f-t par rapport a .^ De plus, on a
(E. ί?. v) ί /(ΛΓ) ^  rfX(ar) = lim pH = (E. R. v) ( f(x)dμ(x) .JX Uμ n + oo )χ
Inversement, supposons que f(x)-^-f soit integrable (E. R. v) pour μί.
^ ή ή 'Alors, en vertu de Γenonce plus haut, f(x)-βj-β-=f(x) est integrable
aμ aμ
(E. R. v) pour μ, c.q.f .d. .
En posant μ' = v, le Theoreme 4 explique que la theorie des integrates
(E. R. v) (generalisees par v) se reduit a celle des integrates (R. E.) au
sens usuel (c.-a-d. v=μ). En particulier, il montre que, dans le cas d'une
variable reelle, la generalisation donnee par Prof. K. Kunugi19) et la notre
sont coϊncidentes.
19) K. Kunugi: Sur une generalisation de Γintegrale, cite dans 1), §4. Generalisation.
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Cas d'une variable reelle.— Nous allons maintenant considerer le cas
oύ X serait un intervalle ferme [#, ft], — oo<^a<^b<^°oy et μ serait la
mesure de Lebesgue, et v = μ.
Or, nous allons designer par J([_ay ft]) la famille de toutes les fonc-
tions integrables (E. R.) sur [#, ft] qui admettent des suites generatrices
satisfaisant a la condition:
^ 7
n
 — 7ιι+ι pour tout c € An.(2.15)
Alors, de la meme consideration du Theoreme 1, J([a, ft]) est une en-
semble lineaire.
Si /(*)eJ([>, ft]), 1'integrale (E. R.) indefinie F(x) = (E. R.){* f(t)dt
Ja
et f ( x ) peut etre definie presque partout dans [#, ft], et, si en outre
{F(γM, An) + ( f n , pn)} est une suite generatrice de f ( x ) satisfaisant a la
condition (2.15), on a, en posant FH(x) = (L)\ fn(t)dt,J a
(2.16) lim F
n
(x) = F(x) presque partout.
W-^oo
De plus, Lemme 2. 3 montre que, s i f ( x ) 6 J(\_a, ft]), il existe une suite
generatrice { V ( j
n y An) + (fny pn)} de f(x) telle que
/O "1 T\ /Γ l*~\ Λ \ *^" O — M(-ώ. I / ) yC6(|_<7, ft] —A
w
) <^ 2
et qui satisfait a la condition (2.15).
Cela pose, on a le
Lemme 2.6. Si f ( x ) e J({a, ft]) et si {V(γ
n
, A
n
) + (f
ny pn)} est une
suite generatrice de f(x) satisfaisant aux conditions (2.15) et (2.17), alors
on a
(2.18) f] (L) Γ I FH+1(x) - Fn(x) \dx<°°.
w=0 J a
Demonstration. En vertu de la condition (3*), il existe deux suites
monotones decroissantes de nombres positifs a(n) et φ(n) jouissant des
conditions (3*. l)-(3*. 5). Alors, on a
(L) Γ \F
n+1(x)-Fn(x)\dx = (L) ΓJ a J (L) (fn+l(t)-fn(t))dt dx
A
n
(f
n+1(t)-fn(t))dt dx
+ (L) ( {(L) Γ \f
n+1(t)-fn(t) I dt\dxJta,ft-A
n
 I Ja )
Les Integrates (E. #.) 203
\f
n+ί(t)-fn(t) dt
\f
n+1(t)\dt + (L)\ \fn(t}\dt\}-A
n
 Jta,b}-A
n
 )
c.q.f.d..
Done, d'apres le theoreme de Beppo-Levi20), on a le
Thέoreme 5. Si f(x) 6 J([_ay ft]), alors Γintegrale indefinie F(x) de
f ( x ) est une function sommable sur {a, b~\.
D'apres ce theoreme, on peut facilement voir que, si f ( x ) admet une
suite generatrice satisfaisant a la condition (2. 15) et telle que A
n
 soit
ouvert, F(x) est derivable presque partout dans [α, 6] et on a F'(x) =f(x)
presque partout.
Lemme 2. 7. Si f ( x ) £ J ( [ a y #]), et si φ(x) satisfait a la condition de
Lipschitz21\ alors f(x)φ(x) est integrable (E. R.) sur {a, ft]. Si {F(γ
w
, A
n
) +
(fn> P
n
)} est une suite generatrice de f ( x ) satisfaisant aux conditions
(2. 15) et (2. 17), on a
(2. 19) (E. R.) [* f(x)φ(x)dx = lim (L) Γ f
n
(x)φ(x)dx .
Ja w->°° Ja
Demonstration. D'abord, integrant par parties, on a
(L) Γ φ(x)(f
n
^(x)-fn(x))dx ^\φ(b)\ (L) Γ (f
Λ+1(x)-fH(x))dxJ a J a
+ (L) (* \φ'(x) I (L) Γ (f
n+1(t)-fn(t))dtJ a J a dx
sup \φ'(x)\)(L)\t\F
n+1(x)-Fn(x)\dx.
aZ^xZJb J a
Dons, d'apres le Lemme 2. 6, on a
(L) Γ φ(x)(f
n+M~fnW)dX < - .Jβw=0
En posant γ* = (1 + sup | φ(x) \ ) γ« +
a^xZJ)
, (L) \ /W
(L) Γ
Ja
f(x)φ(x\
est done une suite generatrice de
c.q.f.d..
20) Voir p. ex. F. Riesz et B. Sz.-Nagy : Leςons (Γ Analyse Fonctionnelle, Budapest, 1952.
21) Dans la suite, nous dirons simplement "condition de Lipschitz", sous-entendant celle
qui est d'ordre 1.
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Thέoreme 6. Si f ( x ) e J(\_ay #]), et si φ(x) satisfait a la condition
de Lipschitz, alors Vintegrale (E. R.) de f(x)φ(x) peut se calculer par
parties :
(E. R.)\b f ( x ) φ ( x ) d x = F(b)φ(b)-(L) Γ F(x)φ?(x)dx ,
* a J a
oΰ F(x) = (E.R.) \* f(t)dt2*\
Ja
Demonstration. Soit {V(y
n
, AH) + ( f n , pn)} une suite generatrice de
f ( x ) satisf aisant aux condition (2.15) et (2.17). Alors, en posant F(x) =
(E. R.) \X f(t)dt et F
n
(x) = (L) {* f
n
(t)dt, on a lim F
n
(x)φ'(x) = F(x)φ(x) pres-
Ja J
α
 «^.oo ^
que partout. D'autre part, le Lemme 2. 6 montre que Σ (L) \ | FH+l(x) φ'(x) —
w = 0 J a
F
n
(x)φ'(x)\dx<^oo. Par suite, en vertu du theoreme de Beppo-Levi, on
a
(L) (* F(x)φ/(x)dx = lim (L) (* F
n
(x)φ/(x)dx .
Ja n-*°° Ja
Done, utilisant le Lemme 2. 7, on a
(E. R.) f(x)φ(x)dx = lim(L) f*(x)φ(x)dx
J a n-^oo J a
= limφ(b)(L) (" f
n
(x)dx-lim(L) Γ F
n
(x)φ'(x)dx
Λ-J.OO Ja M^.co Ja
= F(b) φ(b) -(L)\b F(x) φ'(x) dx , c.q.f .d. .
J a
Exemple 2. 1. Soit f ( x ) une fonction definie par
/<*) = 0,
— O|
-
Alors, on a /6J([0, 1]), et (E. R.)(lf(x)dx=Q.
Jo
Exemple 2. 2. £" une somme d'un nombre fini d'intervalles f ermes
[>,, 6J (ί = l, 2, •••, nί) : E=\J\_aiy b^. Posons
22W
22) Cf. S. Nakanishi: L'integrale (E. ^?.) et la theorie des distributions, Proc. Japan
Acad., 34 (1958), 565-570, Proposition 1; H. Okano: Multiplication of (E. R.)-integrable func-
tions, ibid., 585-586, Theorem 2.
23) (β, b") designe un intervalle ouvert.
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pour tout entier positif n. Et mettons
Hl(E) = H{(E),
H
n
(E) = H'
n
(E- W #,-(£)) Pour n X 2,
#(£) =E-\JH
n
(E),
H
nιnr
..
n/ι(E) = H'nk(Hnιnf.„„_££)) pour « X 2,
/ί*(E) = H(
n+\Jn =n Hnι...nk(E)) pour » ^  1.
Posons 7=[0,1]. Alors, on a μ(H$(I))^>0 pour tout w. Considerons
une fonction f ( x ) definie par
(ί = 1t 2, 3, •••)
pour x£l-\JH*(I).
n = I
Alors, la fonction f ( x ) appartient a J(I), et son integrate (E. R.)
\ f(x)dx est egale a log 2. Quelque soit 70 un sous-intervalle de 7, f ( x )Jo
n'est pas sommable sur 70.
§ 3. Applications des integrates (E. R.).
Tout d'abord, commenςons par condiderer Γ
Integrate de Poisson. — Etant donnee une fonction f(θ) sommable sur
[ — 7r, ?r], on sait24) que Γintegrale de Poisson
u(r,
 φ} = ί (L)
definit une fonction harmonique a Γinterieur du cercle-unite, et si en
point ΘQ Γintegrale indefinie F(θ) de f(θ) admet une derivee F'(ΘQ), tend
vers F'(ΘQ) quand le point (r, φ) se rapproche du point (1, 00), passant
entre deux cordes au point (1, 00).
Dans la suite, nous allons montrer qu'il est valable sous la seule
condition que f(θ) appratienne a J(\_ — π, π']).
Soit f(θ) une fonction appartenant a J([— TT, π}). Alors, d'apres le
Lemme 2. 7, nous pouvons definir une fonction g ( z ) d'une variable com-
plexe #, -ε|<^l, par
24) P. Fatou, Series trigonometriques et series de Taylor, Acta Mat., 30 (1906). Voir
aussi G. C. Evans: The logarithmic potential, Amer. Math. Soc. Col. Pub. VI, 1929.
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Nous allons maintenant montrer que g ( z ) est holomorphe pour |
En effet, posons
25)
Alors, en vertu du Theoreme 6, on a
h
1*1 (E. R.) J*
Tt
«(eiβ-z-h)(eiβ-z)2
1
f(θ)dθ
(E. R.) Γ f(θ)dθ
J -it
dθ
oύ F(Θ) = (E. R.)(β f(t)dt.
J -it
Done, on a g'(z)=gl(z).
Puisque la fonction u(r, φ) definie par
(3.1) u(r, φ) = * 1-r
2
-*l + r2-2rcos(?>-6>)f(θ)dθ
est la partie reelle de g(z), elle est une fonction harmonique pour |r|<]l.
Ensuite nous allons demontrer le theoreme de Fatou :
Theoreme 7. Soit f(θ) une fonction appartenant a J(\_ — τry π~\). Si
en point Θ0 Vintegrale (E. R.) indefinie F(θ) de f(θ) admet une derivee
F'(θώ> alors la fonction u(ry φ) definie par (3. 1) tend vers F'(ΘQ) quand le
point (r, φ) se rapproche du point (1, 00), passant entre deux cordes au
point (1, 00).26)
Demonstration. Remarquons d'abord que, d'apres le theoreme usuel
de Fatou, nous pouvons supposer, sans restreindre la generalite, que
00=0 et F(Q)=F'(Q)=Q. D'ailleurs, Γhypothese du theoreme est equi-
valente au fait qu'il existe un nombre positif JV tel que
25) L'integrale (E. R.^) d'une fonction a valeurs complexes f(x)=g(,x)Λ-ih(x) est definie
par (E. R.^f(x*)dx=(E. R.^g(x)dx+ί(E. R.^h(x^dx.
26) Cf. H. Okano: Une generalisation d'un theoreme de Fatou concernant Γintegrale de
Poisson, Proc. Japan Acad. 35 (1959) 461-464.
(3.2)
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\φ\<N(\-r).
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Posons
(3. 3) F(θ) = θ
η
(β).
Alors, lim 97(^)^0. Ainsi, etant donne un nombre positif £, il existe un
0->0
nombre positif λ tel qu'on ait
(3.4) \*>(θ)\<£ pour |0|<λ.
De plus, il existe un nombre positif M (independant de θ) tel que,
(3.5) -' λ ' ' Λ -' ' - l
Posons κ
S1
 "2
=Min(l,
2
-2rcos(θ-φ)
D'autre part, d'apres le Theoreme 6, on a
1-ri
 -, (E.Λ)Γ /(^)rf(«)
>; J-ιt
2r(l-r2)sin(φ-θ)
oύ F(θ) = (E.R.)\ f(t)dt.
J -it
D'abord, \reiφ~l\<^K entraine 0^, ^^  .
^ ~~l + r2+2rcosφ
Done, en posant
(L) = f-^ f ^  r-J-« Jf-A/i J»+AΛ
= /, + /,+/,-,
on a (θ)dθ + 1/, pour
Or, Ir^-lKίΓ entraine |/J + |/»|<4e(* |F(β)|rfβ d'apres (3.5).
J -it
Ensuite, posons t=θ—φ, alors on a, en vertu de (3.3),
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Puisque \t+φ\ Z>\t\ + \φ\ ^ -^--f JV(l-r)<λ d'apres (3.2), en vertu
de (3.4), on a \?ι(t+φ)\<^£. Done, on a
D'autre part, on a, en vertu de (3. 2),
sin/
Par suite, \reiφ — \\<^K entraine Γinegalite
f(θ)dθ \F(θ)\dθ+2π+2N\
: J .
Par consequent, on a lim u(r, φ)=Q, c.q.f.d. .
Operateurs integraux (E. R). — Dorenavant, supposons que K(x, y) soit
une fonction definie et ayant des derivees continues dans un domaine
«O<ft a<y<@- Si f(x)£J(ίa,b']), ^<^<6</5, alors, en vertu
du Lemme 2. 7, K(xy y)f(y) est integrable (R R.) sur [<z, ί]. Done, nous
pouvons definir un operateur K f par
Alors, en vertu du Theoreme 6, on peut sans peine voir que (K f)(x)
est une fonction continue dans Γintervalle (ay β).
Si la multiplication f ( x ) g ( x ) de deux fonctions f(x), g(x) est inte-
grable (E. R.) sur [a, ί], definissons une forme bilineaire (/, g) par
( f , g ) = (E.R.)(*f(x)g(x)dx.
J a
Ensuite, posons K*(x, y) = K(y, x). Alors, on a le
Lemme 3. 1. S0ίY ^(Λ:) une fonction sommable sur [a, b~\, f ( x ) €
α, *]). 4/0r$, on α (/JΓ /, ^) = (/, K* g).
Demonstration. Soit {V(j
n
, A
n
) + ( f
n
, p
n
)} une suite generatrice de
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/ satisfaisant aux conditions (2. 15) et (2. 17). Posons
F
n
(x) = (L) ( * f
n
(t)dt , F(x) = (E. R.) (* f(t)dt ,
J a J a
et mettons
M= sup ( \ K ( x , y ) \ 9 S-K(*>y) )a^x^b.a^y^b \ Oy / .
Alors, d'apres le Theoreme 6, on a
I (/£.(/-/,), £)UM(L) \b\g(x)\dx{ \(E. R.) \b (f(y)-f
n
(y))dy
Ja II Ja
+ (L)\t\F(y)-F
n
(y)\dy}
J a )
Done, en vertu du Lemme 2.6, on a lim (K (f— /„), ^)=0.
«->00
D'ailleurs, puisque (K* g)(x) jouit de la condition de Lipschitz dans
la, ft], on a lim(/
w
-/, K:ίί ^))-0 d'apres le Lemme 2.7.
W-^.oo
Par consequent, d'apres le theoreme de Fubini, on a
)-(/, K*.^) = (K (f-f
n
), g) + (f
n
-f, K* g) = 0 , c.q.f.d..
Or, designons par 1 Γoperateur identique. Alors, pour un nombre
reel λ quelconque, Γoperateur 1 — λ K est une application de J(\_ay ft])
dans lui-meme. Nous allons maintenant demontrer le theoreme de Fred-
holm.
Theoreme 8. Pour que 1 — λK admette un operateur inverse, il faut
et il suffit que -^ ne soit pas une υaleur propre de K.
A,
Demonstration. D'abord choisissons deux systemes lineairement in-
dependants de fonctions ayant des derivees continues dans Γintervalle
(a,β): a,(x)y a2(χ)y •••, am(x); βjy), β2(y), —, βm(y),
telles qu'on ait
(L) Γ (*\\K(x,Λ-Σ"i(x)βt(y)\2dxdy<l.
Ja Ja ?'==!
Posons
K^x, y) = \K(xy y)—Σ ai(x)f*i(y) >
K\(x, y) = K^x, y),
Kϊ(x, y) = (L) Γ KAx, t)KΓ\t, y)dt pour n ^  2 .
J a
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Alors, la serie de Neumann
definit une fonction definie et ayant des derivees continues dans Γinter-
valle K β).
Cela prepare, en vertu du Lemm 3. 1, Γequation
> =/
se reduit a la formule27)
<P(x) = f(*) + (E. R.) Γ I\(*, y)f(y)dy
J a
+ Σ Pt(<*t(x)+ (L) Γ ΓΛ*, y)ai(y)dy)
ί = 1 J a
presque partout, avec
f>j-ΊlPi{(L) Γ <*t(χ)βj(χ)dx+(L) (" (* Γ ,^ y)ai(y)β(χ)dxdy
ί=I (. J a J a J a
= (E. R.) ί* (βfix)+ (L) (" Γ^y, x)βj(y)dy)f(x)dxJ a J a
(; = 1,2,3, -, m), c.q.f.d.27^.
Nous allons maintenant passer a Γetude d'un operateur K defini par
un noyau K(xy y) ayant des derivees continues a second ordre.
Lemme 3. 2. Si K(xy y) a des derivees continues a second ordre, alors
(K f ) ( x ) est une fonction a derivees continues, et on a
S y f(t)dt. Alors, en vertu dua
Theoreme 6, on a
κ(x, b)-(L) F(y)Jί-K(x,y)dy9
et en outre
(K f)(x) = (E. R.) £f(y)dyK(x, b)-(L) j * F(y) ~ K(x, y)dy .
27) Cf. la methode de E. Schmidt: Zur Theorie der linearen und nicht linearen Integral-
gleichungen, II, Auflόsung der allgemeinen linearen Integralgleichung, Math. Ann. 64 (1907),
161-174.
28) K
x
 f designe Γoperateur definie par le noyau
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Done, on a
(K f)(x) = (E. R.) (x, b)
= (K
x
 f ) ( x ) , c.q.f .d..
Thέoreme 9. Sous la meme hypothese que le Lemme 3. 2, quelques
soient feJ([_a, &]), g£ J(|>, £]), on a (K f, g) = (f, K* g).
Demonstration. Soient {V(a
n
, A
n
) + ( f
n y pn)} et {V(βn, Bn) + (gn, Qn)}
deux suites generatratrices de / et g respectivement qui satisfont aux
conditions (2. 15) et (2. 17). Alors, d'apres le theoreme de Fubini, on a
-f
n
), g
n
)
-/, K* g) .
)-(/, K* g) =
D'abord, puisque (K f } ( x ) et (K* g)(x) satisfont a la condition de
Lipschitz dans Γintervalle \_a, b~\y on a, d'apres le Lemme 2. 7,
(3.6) lim (K /, £-£„) = 0, lim (/„-/, K* g) = 0 .
Ensuite, nous allons demontrer que lim (K •(/—/„), g'«)=:0. Pour cela,
n-r°°
mettons
sup ( \ K ( x , y ) \ ,
\
K(x9y)
et posons
F
n
(x) = (L) Γ Λ(/)Λ, F(x) = (E. R.) Γ /(ί)Λ, G
n
(x) = (L) Γ £„(*)# .
J a J a J a
Alors, d'apres le Lemme 2. 6, on a
(3.7) lim(L)^\F(x)-FH(x)\dx =0.
et d'ailleurs il existe un nombre positif N tel qu'on ait
(3.8) J b f bgn(x)dx <ΛΓ, (L) \ \gn(x)\dx<^N pour tout n.a J a
Or, d'apres le Lemme 3.2, integrant par parties, on a
lg
n
(x)dx I (K-(/-/„))(&) I
t
+ ( L ) \ b \ ( K
χ
. ( f - f
n
) ) ( x ) \
J a
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Mais, en vertu du Theoreme 6, on a
\(K (f-f.))(b)\έ\K(b,b)\ (E. R.) Γ f(y)dy- (L) ('fn(y)dyJ a J a
J ba F(y)-F.(y) dy
\'\F(y)-F
n
(y)\dy).
Ja
De la meme maniere, pour tout x, , on a
Par suite, d'apres (3. 7) et (3. 8), on a
(3.9) lim (If- (/-/.), ft,) = 0.
n^ oo
Enfin, de la meme consideration, on a
(3.10) lim(f
n
,K* (g
n
-g)) = 0.
H+oo
(3. 6), (3. 9), (3. 10) montrent bien que (K f, g)-(f, K* g)=Q, c.q.f.d.
(Reςu le 17 septembre, 1959)
