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Abstract
We explore the analytic structure of the non-perturbative S-matrix in arguably
the simplest family of massive non-integrable quantum field theories: the Ising field
theory (IFT) in two dimensions, which may be viewed as the Ising CFT deformed
by its two relevant operators, or equivalently, the scaling limit of the Ising model in
a magnetic field. Our strategy is that of collider physics: we employ Hamiltonian
truncation method (TFFSA) to extract the scattering phase of the lightest particles in
the elastic regime, and combine it with S-matrix bootstrap methods based on unitarity
and analyticity assumptions to determine the analytic continuation of the 2 → 2 S-
matrix element to the complex s-plane. Focusing primarily on the “high temperature”
regime in which the IFT interpolates between that of a weakly coupled massive fermion
and the E8 affine Toda theory, we will numerically determine 3-particle amplitudes,
follow the evolution of poles and certain resonances of the S-matrix, and exclude the
possibility of unknown wide resonances up to reasonably high energies.
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1 Introduction
The Ising field theory (IFT) in two spacetime dimensions, arguably the simplest non-
integrable relativistic massive quantum field theory, is defined as the c = 1
2
Ising confor-
mal field theory (ICFT) deformed by both the energy operator ε and the spin field σ. The
Euclidean action of IFT can be written as
SIFT = SICFT +
∫
d2x
[mf
2pi
ε(x) + hσ(x)
]
. (1.1)
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A physical parameter of IFT is the dimensionless ratio of the couplings
η ≡ mf|h| 815 , (1.2)
loosely referred to as the “temperature”.1 In the “high temperature” regime η  1, the IFT
is that of a weakly coupled massive fermion [1]. In the opposite “low temperature” regime
η  −1, the IFT contains a tower of mesons that may be viewed as bound states of a pair
of quarks tied with a flux string [2]. At the special point η = 0, the IFT is integrable and
is well known to be equivalent to the E8 affine Toda theory at the self-dual coupling [3–5].
In this paper we explore the non-perturbative S-matrix of IFT through a combination of
Hamiltonian truncation and bootstrap methods, with the aim of determining the numerical
values of the analytically continued S-matrix elements.
More precisely, we adopt the truncated free fermion space approach (TFFSA) [6, 7] to
compute the energy spectrum of IFT on the circle as a function of the radius R, and use
Luscher’s method [8,9] to extract the elastic scattering phase of a pair of the lightest particles
(of mass m1) at center of mass energy E below the inelastic threshold, namely E < 3m1 when
there is only one stable particle, or E < m1 +m2 when there is a second lightest particle of
mass m2(< 2m1). We then use the elastic scattering data to determine the S-matrix on the
complex s-plane (s = E2), using unitarity at physical energies in the inelastic regime and
the analyticity assumption that all poles on the first sheet are due to on-shell intermediate
particles2. We will show that the analytically continued S-matrix elements can indeed be
computed numerically with rigorous error bars, contingent upon numerical errors of TFFSA.
In particular, we will extract the on-shell three-point couplings of the first and second
lightest particles (which is not directly accessible using Luscher’s method as the energy lies
in an unphysical regime), and identify the location of certain resonances (indicated by zeros
of the S-matrix on the first sheet). Our results become less reliable numerically in the high
energy regime. We will nonetheless be able to exclude the possibility of additional unknown
resonances of sufficiently large width over a moderate energy range.
A quantitative relation between the finite size spectrum and resonance widths has been
suggested by Luscher [12]. The resonances of our consideration were previously studied
in [10,11]. Our main new ingredient is the Lemma of section 2.2, which allows for bounding
the error in determining the location of resonances, given sufficiently accurate low energy
data. In a sense, our result illustrates the extent to which one can determine high energy
physics through low energy “experiments” in two spacetime dimensions, and it would be
very interesting to establish analogous results for S-matrices in higher dimensions.
1Note that the sign of h is inconsequential due to the Z2 symmetry of the Ising CFT, whereas the sign
of m is physically significant.
2The S-matrix elements under consideration are all free of anomalous thresholds.
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The paper is organized as follows. In section 2 we discuss the analytic structure of the
2 → 2 S-matrix elements in two spacetime dimensions, and our method of determining
the analytically continued S-matrix elements based on data in a certain range of physical
energies. In section 3 we describe the determination of the scattering phases in IFT in the
elastic regime using TFFSA. Our results for the analytically continued S-matrix elements of
IFT are presented in section 4. We discuss some physical implications and future applications
and generalizations of our method in section 5.
2 S-matrix in two dimensions
2.1 Analytic structure
p1 p2
p4 p3
s ≡ −(p1 + p2)2
t ≡ −(p2 + p3)2 = 4m2 − s
u ≡ −(p1 + p3)2 = 0
Figure 1: In two-dimensional 2 → 2 scattering, energy-momentum conservation leaves the
center of mass energy squared s as the only kinematic invariant.
In this paper we focus on 2→ 2 S-matrix elements of identical particles of mass m, with
incoming momenta p1, p2 and outgoing momenta −p4,−p3, ordered according to figure 1.
The Mandelstam variables are defined as
s ≡ −(p1 + p2)2, t ≡ −(p2 + p3)2 = 4m2 − s, u ≡ −(p1 + p3)2 = 0. (2.1)
In terms of the relative rapidity θ of particles 1 and 2, we can write
s = 4m2 cosh2
θ
2
. (2.2)
Note that the map from s to θ is not single-valued, and the choice of branch will be determined
through the analytic continuation procedure (see figure 2).
The 2→ 2 S-matrix element, denoted simply S(s), is an analytic function on the complex
s-plane (“first sheet”) away from the branch cuts along (−∞, 0]∪[4m2,∞), the s-channel pole
at s = m2 and the t-channel pole at s = 3m2, as well as other possible poles corresponding
to on-shell particles in the s or t channel.
3
s = 4m2
t = 4m2s
θ
Imθ = −pi
Imθ = 0
Imθ = pi
s = 4m2
s = 0
Figure 2: A typical set of poles (black and red dots) and zeros (grey dots) of a 2 → 2
S-matrix element on the s-plane (left) and on the θ-plane (right). The poles due to the self-
coupling of the particle are represented by red dots. Blue and green dashed lines correspond
to physical scattering in s and t channels respectively. On the physical strip of the θ-plane
(corresponding to the first sheet of the s-plane), zeros are allowed everywhere but they must
appear in complex conjugate and crossing symmetric quadruplets (or pairs if they are on
the imaginary line or on the crossing symmetric line), whereas poles are allowed only on for
purely imaginary θ values.
We will further assume that the particle of mass m is the lightest particle in the theory.
Under this assumption there will be no further singularities on the s-plane corresponding to
anomalous thresholds [13, 14]. Resonances, on the other hand, correspond to poles on the
“second sheet” of S(s) analytically continued through the branch cut of 2 particle states of
the lightest particle.
Crossing symmetry amounts to
S(s) = S(4m2 − s). (2.3)
The physical 2→ 2 scattering amplitude is given by the value of S(s) approaching the right
branch cut from above, namely
lim
→0+
S(s+ i), s ∈ [4m2,∞). (2.4)
For physical energies in the s-channel, S(s) is subject to the unitarity constraint
|S(s)| ≤ 1, s ∈ [4m2,∞) (2.5)
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In particular, below the inelastic threshold, namely for 4m2 ≤ s ≤ min((m + m2)2, 9m2),
where m2 is the mass of the second lightest particle (if it exists), we have |S(s)| = 1.
Furthermore, S(s) is subject to the real analyticity condition
S(s) = (S(s∗))∗ ≡ S∗(s), (2.6)
where S(s∗) is defined as the value of S(s′) at s′ = s∗ on the first sheet. It follows that the
value of S(s) approaching the branch cut [4m2,∞) from below is the complex conjugate of
the physical amplitude.
On the complex rapidity θ-plane, the branch cuts are located at θ ∈ (−∞,−θ0]∪ [θ0,∞)
along the real θ axis and their translations by integer multiples of pii, where θ0 is the rapidity
value that corresponds to the inelastic threshold. The pole at s = m2 and 3m2 translate
to poles at θ = 2pii
3
and pii
3
, as well as their images under shifts by integer multiples of 2pii.
Physical amplitudes are given by
lim
→0+
S(θ + i), θ ∈ R≥0. (2.7)
The first sheet of the complex s-plane is mapped to the “physical strip” 0 < Im θ < pi. The
second sheet corresponds to −pi < Im θ < 0. The crossing symmetry is expressed in terms
of S(θ) as
S(θ) = S(pii− θ). (2.8)
The real analyticity condition can be expressed as
S(θ) = (S(−θ∗))∗ ≡ S∗(−θ). (2.9)
This is because the regions above and below the physical cut s ∈ [4m2,∞) on the s-plane,
related by complex conjugation, are mapped to the regions above the positive and negative
real θ axis on the θ-plane, which are related by complex conjugation combined with a sign
flip (see figure 2).
The unitarity constraint can be expressed as
lim
→0+
S(θ + i)S(−θ + i) = f(θ), (2.10)
where f(θ) is a real-valued function for θ ∈ R that obeys f(θ) = 1 for |θ| < θ0 and f(θ) ≤ 1
for |θ| ≥ θ0. Since S(θ)S∗(θ) = 1 in the elastic regime, we can analytically continue this
relation to the whole physical strip, and write
S(θ) =
1
S∗(θ)
=
1
S(−θ) . (2.11)
It follows that poles in the physical strip (first sheet) correspond to zeros on the second sheet
and vice versa (see figure 2).
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It is generally expected from causality [13, 15] that all poles on the θ-plane away from
the above mentioned branch cuts are either due to intermediate on-shell particles (poles on
the physical strip) or resonances (poles on the second sheet). It is further expected that in
a local quantum field theory S(s) is bounded near infinity on the s-plane [16–18].3 Under
these assumptions, we can write S(θ) in the form
S(θ) = SCDD(θ) exp
[
−
∫ ∞
−∞
dθ′
2pii
log f(θ′)
sinh(θ − θ′ + i)
]
, (2.12)
where f(θ) is the function appearing in (2.10). SCDD(θ), known as the Castillejo-Dalitz-
Dyson (CDD) factor, is meromorphic on the physical strip and is a pure phase for real
θ.
If one further assumes that there is no essential singularity at infinity, then the CDD
factor can be written as
SCDD(θ) = ±
∏
j
i sinαj + sinh θ
i sinαj − sinh θ . (2.13)
The αj’s with Re(αj) ∈ (0, pi) give rise to poles in the physical strip, which we refer to as
“CDD poles”, whereas those with Re(αj) ∈ (−pi, 0) give rise to poles on the second sheet, or
zeros in the physical strip, which we refer to as “CDD resonances” or “CDD zeros”. The CDD
poles are due to intermediate on-shell particles, and are expected to lie on the imaginary
θ-axis (absent anomalous thresholds). The CDD zeros could be anywhere in the physical
strip, and would generally come in quadruples with respect to the reflection θ → −θ∗ and
with respect to crossing transformation θ → pii− θ, unless either Re θ = 0 or Im θ = pi
2
.
In the rest of this paper, while we will be guided by (2.13) in producing the numerical
approximation of S(θ), the method of bounding the error in section 2.2 does not require the
assumption of absence of essential singularity at infinity.
2.2 Numerical analytic continuation and bounds on error
To proceed, it will be convenient to introduce the z variable
z =
sinh θ −
√
3
2
i
sinh θ +
√
3
2
i
=
√
s(4m2 − s)−√3m2√
s(4m2 − s) +√3m2 . (2.14)
(2.14) maps half of the physical strip, namely the domain 0 ≤ Im θ ≤ pi
2
, to the unit disc
|z| ≤ 1. The physical amplitude is given by the value of S(z) at the boundary of the unit
3The usual statement is that S(s) is polynomial bounded at large complex s. Together with the unitarity
bound along the physical branch cut, a theorem of Fuchs [19] implies that S(s) is in fact bounded at large
complex s.
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z-disc. We will denote by I the arc on the boundary of the disc that correspond to the image
of [−θ0, θ0], where S(z) is a phase, and by J the complement of I on the boundary of the
disc that correspond to energies above the inelastic threshold where |S(z)| ≤ 1 (see figure
3).
s
=
4m
2 s
=
∞
I
I J
J
s = 4m2
Imθ = 0
Imθ = pi
ITIT IT
IT
Figure 3: Mapping from the θ-plane (left) to the z-disc (right). The red dots, representing the
self-coupling pole, are mapped to the center of the z-disc. Other typical poles are represented
by black dots, whereas typical zeros are represented by grey dots. The particle production
threshold is indicated by the black stubs.
The t-channel pole at θ = pii
3
, due to the exchange of a particle that is identical to the
external particles, is mapped to z = 0. Any other poles of S(z) on the unit z-disc would
correspond to the exchange of another (stable) particle, whose mass is between m and 2m
(since we have assumed that the external particle of mass m is the lightest). Such a pole
corresponds to a CDD factor of the form
1− z∗z
z∗ − z , (2.15)
where z∗ lies on the interval (−1, 7− 4
√
3) (corresponding to purely imaginary values of θ).
Resonances, on the other hand, correspond to zeros of S(z) in the unit disc. They come
in complex conjugate pairs due to the relation S(z) = (S(z∗))∗, unless they lie on the real
z-axis.
The function
g(z) ≡ −S(z)z
∏
j
zj − z
1− zjz , (2.16)
where the product over j ranges over all CDD poles other than the one at z = 0, is analytic
in the interior of the unit z disc, obeys |g(z)| ≤ 1 on the boundary of the disc, and by
assumption is bounded near z = 1 in the interior of the disc. Note that we will not need to
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assume the absence of essential singularity at z = 1, allowing for instance the possibility of
gravitational dressing factors in the S-matrix [18, 20].
Our objective is to determine g(z) from its values on the arc I, namely the elastic
scattering phases that will be computed independently in the next section using TFFSA and
Luscher’s method. For this, we make use of the following
Lemma: Given any function F (z) that is analytic and bounded in the interior of the unit
disc, and continuous at the boundary,4 and an open subset I of the boundary (a collection
of arcs), we have the inequality
|F (z)| ≤ B1−
1
2pi
|τ−1z (I)|
z exp
[∫
τ−1z (I)
du
2piiu
log |F (τz(u))|
]
(2.17)
for z in the interior of the disc. Here |τ−1z (I)| is the total length of τ−1z (I), where τz is the
Mo¨bius map
τz(w) =
−z¯z + z(w + i) + iw
−z¯ + z¯(z + i)w + i (2.18)
that takes the unit disc to itself while taking 0 to z, and Bz is defined as
Bz =
1
|τ−1z (J )|
∫
τ−1z (J )
dw
iw
|F (τz(w))|, (2.19)
where J is the complement of I in the unit circle.
The proof of the above lemma is given in Appendix A.
For our application, F (z) will be the difference between the function g(z) defined in
(2.16) and a trial function g˜(z) with similar properties (e.g. |g˜(z)| ≤ 1 on the unit circle)
that closely approximates g(z) in the elastic regime (the arc I). The lemma then places a
bound on the “error” |g(z) − g˜(z)| in the interior of the disc. In this case, Bz ≤ 2, and we
will simply replace Bz by 2 in practical evaluations of the error bound. We now describe two
practical methods of constructing such numerical approximations of g(z).
Method I. We can express g(z) in terms of its boundary values using the contour represen-
tation
g(z) =
∮
C
dw
2piiχ(z)
χ(w)
w − z g(w) (2.20)
where χ(w) is a bounded analytic function in the interior of the disc. If χ(w)/χ(z) is
sufficiently small in the “inelastic region” w ∈ J , one may simply drop the contribution
4The assumption of continuity on the boundary can be dropped if we replace the integrals over the
boundary arcs in (2.17) and (2.19) by the suprema of the corresponding integrals over nearby curves in the
interior of the disc, but this will not be necessary for our application.
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from the “inelastic region” in the contour integral, and approximate g(z) with
g˜(z) =
∫
I
dw
2piiχ(z)
χ(w)
w − z g(w). (2.21)
In other words, given a choice of the function χ(z), the approximation g˜(z) is entirely deter-
mined by the elastic scattering phase. It is evident that the error is bounded by
|g(z)− g˜(z)| ≤
∫
J
dw
2piiw|χ(z)|
|χ(w)|
|w − z| . (2.22)
A class of candidate χ function is given by (A.2), (A.3), although such functions are typically
highly oscillatory on the boundary of the disc and may not be suitable for numerically
evaluating (2.21). More generally, an admissible χ(z) can be constructed as
χ(z) = 1− PN(z), PN(z) =
N∑
n=1
anz
n, (2.23)
such that PN(z) approximates 1 on the arc J . The latter is always possible because the set
of functions {zn|n ≥ 1} is a complete basis for L2 functions on J (although not on the entire
circle), by virtue of Beurling-Malliavin theorem. One may attempt to choose such coefficients
an to minimize the gradient of χ(z) along the unit circle to make numerical integration more
feasible.
Method II. Alternatively, one may make some assumptions on the number of (resonance)
zeros of g(z), or generally the structure of the factor SCDD(θ) in (2.12), and directly fit their
positions and the function f(θ) against the elastic scattering phase to obtain an approxima-
tion g˜(z). While one may in principle miss some resonance zeros, by our lemma, as long as
g˜(z) approximates g(z) in the elastic regime, its error anywhere in the interior of the disc
can be bounded rigorously (though not uniformly). In particular, it allows us to rigorously
rule out the possibility of additional resonances in certain regions of the disc.
In terms of the z variable, we can write (2.12) as
S(z) = SCDD(z) exp
 φ0∫
0
dφ
2pi
(
eiφ + z
eiφ − z +
e−iφ + z
e−iφ − z
)
log f(φ)
 , (2.24)
where f(φ) is f(θ) evaluated at z = eiφ. − log f(φ) is expected to be a positive even function in
the range φ ∈ (−φ0, φ0), corresponding to energies above the particle production threshold.
Our approximation to g(z) takes the form
g˜(z) =
(
M∏
k=1
z′k − z
1− z′kz
)
exp
− φ0∫
0
dφ
2pi
(
eiφ + z
eiφ − z +
e−iφ + z
e−iφ − z
)
Q(φ/φ0)
 , (2.25)
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where Q(x) is taken to be a sum of squares of polynomials, constrained by Q(1) = 0. The
“trial zeros” z′1, · · · , z′M as well as Q(x) are chosen by fitting the phase of g˜(z) to that of
g(z) on the elastic arc I.
Application of both methods will be illustrated in section 4. We find method II more
feasible in practice, as in many cases the scattering phase can be reliably extracted from
TFFSA only on a set of disjoint arcs in the elastic regime. Nonetheless, the error bound
given by the lemma is typically quite small away from the inelastic arc J , when reasonable
assumptions on resonance zeros are made. A priori, zeros of S(z) can appear anywhere on
the z-disc, so long as they come in complex conjugate pair when they are away from the
real line. In IFT, as we increase η from zero to positive values, the 5 heavier particles of E8
theory are expected to turn into complex resonances. The simplest possibility is that the
only other zeros of S(z) appear on the real interval (−1, 1). Our analysis will be consistent
with this scenario in that, by numerically fitting (2.25) with z′k constrained to lie on the
real interval (−1, 1), we will be able to rigorously bound the error of our approximation to
S(z) on the z-disc, and exclude the possibility of additional complex zeros outside of a small
neighborhood of the inelastic arc J .
Let us comment that the existence of analytic continuation to the interior of the z-disc
subject to the unitarity bounds on the boundary and the analytic assumptions imposes
highly nontrivial constraints on the elastic scattering data themselves. Numerical errors in
the elastic data (as obtained from TFFSA) could in principle lead to different fits of S(z)
with incompatible (e.g. mutually exclusive) error bounds.
Note that the error bound becomes loose near the inelastic arc on the boundary of the
z-disc. Indeed, based on effective field theory one expects that the low energy scattering
data is insensitive to a high energy resonance of very small width.
3 Elastic amplitudes of Ising field theory
3.1 TFFSA for Ising field theory
To compute the energy spectrum of Ising field theory on a cylinder of radius R, we write the
Hamiltonian as
H = H0 + h
∫ 2piR
0
dx σ(x), (3.1)
where H0 is the Hamiltonian of a free Dirac fermion field of mass |mf | that results from the
Ising CFT deformed by the energy operator. The free fermion Hilbert space Hfree and the
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spectrum of H0, however, depend on the sign of the deformation parameter mf . Hfree is the
direct sum of Neveu-Schwarz (NS) and Ramond (R) sectors,
Hfree = HNS ⊕HR, (3.2)
where HNS is spanned by states of the form
|n1, · · · , nN〉NS, ni ∈ Z+ 1
2
, (3.3)
where N is an even positive integer, and ni are distinct momentum quantum numbers (in
units of 1/R) of the N fermions. The R sector, on the other hand, is spanned by states of
the form
|n1, · · · , nN〉R, ni ∈ Z, (3.4)
where N is odd for the “high temperature” theory with mf > 0, and even for the “low
temperature” theory with mf < 0. A fermion mode labeled by n carries momentum pn and
energy ωn,
pn = n/R, ωn =
√
m2f + (n/R)
2. (3.5)
The ground state energy of NS and R sector are denoted ENS0 (R) and E
R
0 (R) respectively,
with their difference given by
ENS0 (R)− ER0 (R) =
∫ ∞
−∞
dp
2pi
log
1− e−2piRE
1 + e−2piRE
, (3.6)
where we write E ≡
√
p2 +m2f . Note that in the large R limit, (3.6) is of order e
−|mf |R.
The spin field σ has only nonzero matrix elements (form factors) between NS and R
sector states, given by [7]5
NS〈k1, · · · , kM |σ(0)|n1, · · · , nN〉R = es(R)
N∏
i=1
eκ(R,pni )√
2piREni
M∏
j=1
e−κ(R,pkj )√
2piREkj
F (k1, · · · , kM |n1, · · · , nN),
(3.7)
where
F ({ki}|{ni′}) = i[
K+N
2 ]σ¯
∏
i<j
pki − pkj
Eki + Ekj
∏
i′<j′
pni′ − pnj′
Eni′ + Enj′
∏
i,j′
Eki + Enj′
pki − pnj′
, (3.8)
σ¯ = s¯|mf |1/8 , s¯ = 21/12e−1/8A3/2G = 1.35783834 · · · , (3.9)
5In [7] R denotes the circumferences of the circle, whereas here we use R to denote the radius, hence a
factor 2pi difference.
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with AG being Glaishers constant and the functions s(R) and κ(R, p) are given by
s(R) =
R2
2
∫ ∞
−∞
dpdp′
EE ′
pp′
sinh(2piRE) sinh(2piRE ′)
log
E + E ′
|p− p′| ,
κ(R, p) = m2f
∫ ∞
−∞
dp′
2piE ′
1
EE ′ − pp′ log
1− e−2piRE′
1 + e−2piRE′
,
(3.10)
where we again wrote E ≡
√
p2 +m2f and similarly for E
′. Note that both s(R) and κ(R, p)
vanish in the R→∞ limit.
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Figure 4: Level 19 result for energy levels as a function of η. The cylinder circumference is
taken to be 2piR = 6η/mf , where mf is the free fermion mass. Here we have subtracted the
ground state energy and normalized the energy levels with respect to the mass m1 of the
lightest particle. The parts of the curves for E/m1 between 1 and 2 correspond to stable
particles, whereas those with E/m1 > 2 represent scattering states of two or more particles.
We will restrict to the sector of the Hilbert space with zero total momentum along the
circle. Starting from the free massive fermion Hilbert space, including both NS and R sectors,
we will truncate to the finite dimensional subspace spanned by states involving any number
of left or right moving fermions, such that the total right moving momentum is no more than
L/R. L will be referred to as the “truncation level”. We then evaluate the matrix elements of
the IFT Hamiltonian for a basis of the truncated Hilbert space, and numerically diagonalize
the resulting finite dimensional Hamiltonian matrix to obtain the energy spectrum. This is
known as the TFFSA [6]. The error of such an approximation to the energy levels is expected
to be suppressed by inverse powers of the truncation level L, as a consequence of asymptotic
decoupling between low and high energy states [21, 22].
A typical set of resulting energy spectrum obtained from TFFSA is shown in figure 4. In
this example we have taken the truncation level L = 19, fixing a suitable choice of the circle
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radius R in units of |h|− 815 , and scanned over a range of η. In the plot we displayed the first
10 energy levels after subtracting the ground state energy, and normalized in units of the first
excitation energy (identified with the mass m1 of the lightest particle). The energy levels
below 2m1 correspond to stable particles, whereas those above 2m1 generically correspond
to scattering states.
To minimize the error due to level truncation, we can perform an extrapolation to L =∞
by fitting the finite level data to
E(L)(R) = E(∞)(R) + α(R)L−β(R), (3.11)
following [7]. In determining the mass of the stable particles, we first extrapolate the exci-
tation energies to L = ∞ at fixed radii R, and then extrapolate to infinite radius using an
exponential fit.
As for the scattering states in the elastic regime, we work at a given truncation level L
and extract the scattering phase using Luscher’s method as explained in the next section,
for a range of radii. We then extrapolate the resulting graph for the scattering phase as a
function of energy to L =∞ by a power law fit analogous to (3.11).
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Figure 5: A demonstration of finite size effects in the spectral sets, computed using TFFSA
at truncation level L = 22 for two sample values of η. The vertical axis is the approximation
to the elastic scattering phase extracted from the Bohr-Sommerfeld quantization condition,
and the horizontal axis is arg(z) (related to the energy via (2.14)). The value of the cylinder
radius R is indicated by the color scheme, from red (large radii) to violet (small radii). For
η = 2.2, in the range −2.7 < arg z < −1.6, the spectral set of the lowest 2-particle state at
small radii and that of the second lowest 2-particle state at larger radii do not overlap, due
to significant finite size effect in the former. To handle this problem, we discard a posterior
the spectral set data for the lowest 2-particle state at 2piR / 10. The finite size effects are
significantly smaller for the higher 2-particle states, as seen from their approximate overlaps.
For η = 0.4, finite size effects plague higher level 2-particle states as well for 2piR / 3, again
in a clearly visible manner.
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Figure 6: A demonstration of the convergence of the spectral set with respect to increasing
truncation level L. Here we consider the spectral set extracted from a fixed 2-particle energy
level by sampling over a range of radii, at η = 0.5. We interpolate the spectral set within
the given energy level, for L ranging from 16 to 22, and extrapolate the phase values at each
arg(z) to L =∞ by fitting to a power law convergence, resulting in the blue curve.
3.2 Extracting scattering phases
Focusing on the energy range of elastic scattering states of two of the lightest particle with
zero total momentum, we define the spectral set
S = {(En, n−Rpn)| 2m1 < En < min(m1 +m2, 3m1)} . (3.12)
Here the energies En are labeled by the level n in increasing order, with the understanding
that for sufficiently large radius R, En can be thought of as the scattering state of a pair of
particles carrying momentum pn and −pn on the circle, with
En = 2
√
p2n +m
2
1, (3.13)
such that pn is subject to the Bohr-Sommerfeld quantization condition
2piRpn + ϕ(En) = 2pin, (3.14)
where ϕ(E) is the elastic scattering phase at center of mass energy E. Thus, for sufficiently
large R, the spectral set S is expected to lie on the graph of the function 1
2pi
ϕ(E). Examples of
finite size effects are shown in Figure 5. On the other hand, errors due to the level truncation
in TFFSA becomes worse at large R. The convergence with increasing truncation level is
demonstrated in Figure 6.
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Figure 7: The spectral sets for the scattering phase of a pair of lightest particles as a function
of arg(z) in the elastic regime (from −pi to the inelastic threshold), computed at truncation
level L = 22 over a suitable range of the cylinder radius R (in units of 1/mf ), for η = 0.01,
0.4, 1.6, and 4 respectively.
In practice, it is typically sufficient to take the union of spectral sets collected over
suitable moderate ranges of R. The smallness of finite size effects is justified a posteriori
by observing the approximate overlap of spectral sets for different energy levels of 2-particle
states, as demonstrated in Figure 7.
4 The analytically continued S-matrix of Ising field
theory
4.1 Numerical determination of S(z) on the disc using method II
We now present results on the 2 → 2 scattering amplitude S(z) of the lightest particle in
IFT, analytically continued into the interior of the complex z-disc (or equivalently, to the
physical strip in the θ-plane). We adopt method II of section 2.2, in which we begin by
making simple assumptions on the number of CDD/resonance zeros of S(z) on the disc,
and then fit both the CDD zero locations and the function f(φ) in (2.24) against the elastic
scattering phase computed using TFFSA via Luscher’s method.
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Figure 8: The scattering phase as a function of arg(z) in the elastic regime, obtained from
TFFSA via Luscher’s method, is shown in blue. The orange curve represents the fit to an
analytic function built out of a presumed number of CDD zeros and an exponential factor
in the form of (2.25), multiplied by the known CDD pole factors (determined by the masses
of stable particles).
Our data for the elastic phase is subject to two types of errors: those due to level
truncation on the Hamiltonian in TFFSA, and finite size effects on the circle of radius R.
The former is handled by an extrapolation to infinite truncation level using (3.11). The finite
size effects, which corrects both the mass of the particles and the quantization condition
(3.14), is exponentially suppressed at sufficiently large R. As the TFFSA data are collected
over a range of R, the finite size effects are handled by imposing a suitable lower bound on
R, as illustrated in section 3.2. Consequently, the reliable data for the elastic phase may
only cover a collection of disjoint arcs I ′ within the elastic arc I on the boundary of the
z-disc. In this case, we simply replace I by I ′ in applying the method of section 2.2.
To assume a certain number of resonance zeros may appear to be a gross (and incorrect)
simplification. However, the Lemma of section 2.2 gives a rigorous bound on the error of
such a fit to S(z) in the interior of the disc, provided that its errors on elastic arc I, or
rather the subset I ′, are known. That is to say, if we could ignore the error in determining
the elastic scattering phase and the stable particle masses from TFFSA, we would have a
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Figure 9: The 3-point couplings g111 and g112 as functions of η, determined numerically from
the analytically continued S(z) through method II of section 2.2 and then interpolated, with
(very small) error bars produced using (2.17).
rigorous bound on the analytically continued S(z) despite the presumption on the resonance
zeros. If the error bound in the interior of the z-disc ends up small, then our assumptions are
justified a posteriori. On the other hand, if we made incorrect assumptions on the locations of
resonance zeros, the error bounds would necessarily be large in the relevant domain, thereby
indicating that the fit for S(z) is problematic.
From the residues of S(z) at its poles, we can extract the on-shell 3-point coupling gj
between two lightest particles and the j-th lightest particle via [18]
g211j =
4m3j
(
4m21 −m2j
) 3
2
m41(m
2
j − 2m21)
lim
z→zj
z − zj
1− zjzS(z),
(4.1)
where zj is the pole position corresponding to the mass mj of the exchanged particle in either
s or t-channel. The error bound on our numerical approximation to S(z) in the disc allows
us to bound the error of the residue. The results for g111 and g112 at positive η are shown in
Figure 9 (note that the second stable particle only exists up to a finite value of η).
As η increases past certain positive values, the second lightest particle (of mass m2) and
the third lightest particle (of mass m3) turn into resonances, as will be discussed in section
4.2. These resonances will appear as simple zeros of S(z) on the real axis at z′2 and z
′
3
respectively. The numerical determination of z′2 and z
′
3, together with error bars obtained
from (2.17), are shown in Figures 10. Note that the graphs for z′2 and z
′
3 as functions of
η smoothly join those of 1/z2 and 1/z3 (zj being the pole associated with the j-th stable
particle), as expected from the poles moving into the second sheet.
The fourth lightest particle (of mass m4), on the other hand, gives rise to a pair of
resonance zeros z′4 and z
′∗
4 at complex values near the boundary of the z-disc. Our numerical
results for z′4 over a range of η is shown in the LHS of Figure 15.
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Figure 10: Left: location of the resonance zero z′2 (for η ' 2, blue dots) or the pole 1/z2
corresponding to the second lightest particle (for η / 2, red dots, values for the several lowest
η’s are omitted for clarity) as a function of η. Right: location of the resonance zero z′3 (for
η ' 0.1, blue dots) or the pole 1/z3 corresponding to the third lightest particle (for η / 0.1,
red dots) as a function of η. The pole positions z2, z3 are determined from the energy of
1-particle states via TFFSA. The zeros z′2, z
′
3 are determined from the numerical analytic
continuation of S(z), with error bars inferred from (2.17).
Figure 11: The exclusion plots of unknown resonances on the z-disc, for a set of η values
ranging from 0.2 to 4. The possibility of zeros of S(z) is eliminated in the yellow region.
The zeros assumed for the fit are marked by red crosses.
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Figure 12: A view of the exclusion plot on the s-plane (in units of m21), in the case η = 3.
The known zeros of S(s) are marked with red crosses (which are very close to the branch
points s = 0 and 4m21, marked by black dots). The possibility of unknown resonances is
eliminated in the yellow region.
While there may well be other resonance zeros that are not taken into account by our
approximation to S(z), the error bound (2.17) allow us to exclude their presence in much
of the z-disc. Such exclusion plots are shown in Figure 11, where unknown resonances are
excluded in the yellow region but are possible in the blue “non-exclusion” regions. For a view
of the analogous exclusion plot on the s-plane, see Figure 12. Note that our error bound
is loose near z = −1 and near z = 1, giving rise to non-exclusion regions near both. The
non-exclusion region near z = −1 is presumably an artifact of our approach, as Luscher’s
method does not allow us to access the elastic scattering at energies very close to 2m1. It
is very unlikely that there would be unknown low energy resonances near z = −1. On the
other hand, there may well be unknown resonances in the non-exclusion region near z = 1
(high energy limit).
For 0.2 < η ≤ 1.6, it turns out that including an additional pair of complex zeros z′x
and (z′x)
∗, corresponding to a narrow resonance with energy above the inelastic threshold,
improves the fit for S(z) and reduces the error bounds. While our fit suggests the existence
of such a resonance, the latter cannot be justified rigorously through our error bound. In
particular, the non-exclusion region where we cannot rule out the existence of extra resonance
zeros has a connected domain that contains both z′x and the inelastic arc J , as shown in the
RHS of Figure 15. In contrast, the other known resonances (including z′4) lie in their own
“islands” of non-exclusion regions (these islands are too small to be visible in Fig 11). A
comparison of the error bounds for zS(z) at real z with or without including z′x in the fit is
shown in Figure 21.
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Finally, our numerical results for log |S(z)| on the entire unit disc and zS(z) on the real
interval (−1, 1) are shown in Figure 13 and Figure 14 respectively, with the error bounds
indicated in the latter.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 13: The approximation for log |S(z)| on the z-disc, for various η values between 0
and 5, obtained using method II of section 2.2 (error bounds not shown). At each value of
η, we have assumed a certain number of CDD zeros in the fitting, similarly to Figure 11.
For η > 0, one zero on the real z-axis is assumed (this is presumably the resonance z′3 for
0 < η ≤ 1.6 and z′2 for η > 2). For η ≤ 1.8, we include two pairs of complex CDD zeros and
fit their positions. As shown in more detail in Figure 15, the existence of one of the complex
zeros z′4 is justified rigorously by the error bound, and is interpreted as the resonance coming
from the particle of mass m4 at the E8 point. The interpretation of the other complex zero
z′x is unclear. Note that the z
′
4 and z
′
x resonances are not visible in most of the plots due to
their proximity to the boundary, except in the η = 1.6 case where z′x is clearly visible.
4.2 Evolution of poles and zeros
We now describe a simple scenario for the evolution of the poles and zeros of S(z) as functions
of η, which was proposed in [1] and is corroborated by our results. We focus on positive real
values of η, interpolating between the E8 affine Toda theory at η = 0 and the free fermion
point in the high temperature limit η → +∞.
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Starting at η = 0, where the IFT is integable (Figure 13a), S(z) is known to be given
exactly by the CDD factors associated with three poles. Apart from the self-coupling pole at
z = 0, there is a CDD pole at z2 ≈ 0.0467965 corresponding to the second lightest particle
with m2 = 2 cos
pi
5
m1, and another CDD pole at z3 ≈ −0.612751 corresponding to the third
lightest particle with m3 = 2 cos
pi
30
m1. There is no particle production and no resonance in
this case. The infinite energy limit of the S-matrix element is S(z = 1) = 1.
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Figure 14: Numerical results for zS(z) and error bounds for real z ∈ (−1, 1) at various η.
A pole of S(z) can only leave the disc by meeting a mirror zero on the second sheet at
z = −1 (see Figures 13, 14), as the corresponding particle becomes unstable. Note that
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S(z = −1) = −1 is maintained throughout. When a pole leaves the first sheet, its mirror
zero enters the disc as a resonance zero. In particular, the third lightest particle (of mass
m3) decays at η ≈ 0.144, where the pole z3 moves out of the disc and the zero z′3 enters. As
η increases, z′3 moves along the real z-axis with increasing η (Figures 13b-13e) toward z = 1.
We do not know the fate of z′3 at large η. There are three possible scenarios. One
possibility is that z′3 reaches z = 1 at a finite value of η (around ≈ 1.8 by our crude estimate)
and then disappears from the disc. Another possibility is that z′3 “stays” at z = 1 rather
than “exits” the disc, and that S(z) vanishes at z = 1 for η greater than some finite value
(the latter is suggested by [23]). The third possibility is that z′3 meets another zero of S(z)
on the real z-axis, and become a pair of complex resonances which then move toward the
inelastic arc on the boundary, as η increases. This scenario is quite plausible as it is similar
to the expected behavior of complex resonances at negative η (discussed at the end of this
section).
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Figure 15: The location of the complex resonance zeros (colored crosses) z′4 (LHS) and z
′
x
(RHS) for η ranging between 0 and 1.6 (indicated by the color). The white region is part
of the unit z-disc. Colored vertical stubs indicate the locations of the inelastic threshold.
For z′x we also present the relevant non-exclusion regions in the same colors (these are the
same as the blue regions of figure 11, zoomed-in near z′x). In particular, z
′
x lies in the same
connected component of the non-exclusion region as the inelastic arc, and consequently its
existence cannot be rigorously justified.
.
The second lightest particle (of mass m2) becomes unstable at η ≈ 2.078, where the pole
z2 moves out of the disc and the zero z
′
2 enters from z = −1. As η increases further, z′2 moves
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to the right along the real z axis (Figures 13f-13h), and approaches z = 0 as η →∞. In the
latter limit, z′2 annihilates the self-coupling pole at z = 0, as the lightest particle becomes a
free fermion.
Simultaneously, as η becomes nonzero, the 5 heavier particles of the E8 theory immedi-
ately decay and give rise to complex resonances [1, 24]. In particular, the mass m4 of the
fourth lightest particle is below the inelastic threshold at η = 0. For a range of positive η,
the corresponding resonance zero z′4 (and its complex conjugate z
′∗
4 ) is close to the boundary
of the z-disc, and is visible as a jump by 2pi in the elastic scattering phase (see Figure 8 for
η = 0.3 and 0.8). We can take into account such a pair of CDD zeros in the ansatz for fitting
S(z) (via method II of section 2.2), which then allows us to determine the position of z′4 up
to a small known bound on its error.
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Figure 16: Left: m4/m1 as a function of η, where m4 is the real part of the energy of the
z′4 resonance. The red dots represents Re
√
s/m1, where s is the locations of the complex
resonance z′4 on the s-plane. The black dashed line is the first order result of form factor
perturbation theory around the E8 point η = 0. Right: Γ4/(2m1) as a function of m4/m1,
where the width Γ4 is twice the imaginary part of the energy of the z
′
4 resonance. The crosses
represent the locations of
√
s/m1 on the complex plane for the z
′
4 resonance (equivalent to
those in the z-disc plot in left of Figure 15). The black dashed curve represents the leading
order perturbation theory result [10,11] (where Γ4/(2m1) is computed to order η
2, andm4/m1
to order η, near η = 0).
.
The evolution of z′4 with η between 0 and 1.6 is portrayed in the LHS of Figure 15. It
begins at the point corresponding to m4 = 4 cos
pi
5
cos 7pi
30
, and stays close to the elastic arc for
η up to ≈ 2. Note that the inelastic threshold m1 +m2 moves with η until m2 reaches 2m1
and the second lightest particle decays. In Figure 16, we show the real and imaginary part
of the energy of the z′4 resonance for positive η, with a comparison to results from leading
order form factor perturbation theory around η = 0 [10,11].6
6We thank G. Mussardo and G. Taka´cs for bringing the results of [10,11] to our attention.
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For η ≤ 1.8, we find reasonably good fitting for S(z) with the additional complex res-
onance zero z′x included, but with large uncertainty in the location of z
′
x (RHS of Figure
15). We are unable to determine reliably the location or the existence of z′x or any higher
energy resonances, e.g. those coming from the more massive particles at the η = 0 point,
corresponding to pairs of complex zeros, or other possible real zeros near z = 1.
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Figure 17: Spectral sets for the elastic scattering phase, computed from TFFSA with trun-
cation level L = 21 over a range of cylinder radii (indicated by color), for some η values
between −1 and 0.
As for the “low temperature” η < 0 regime, where more stable particles (“mesons”) are
present in the spectrum of IFT, some preliminary results on the elastic scattering phase are
presented in Figure 17. Here we see evidence for the way in which the fourth stable particle
enters the spectrum, suggested in [2]. Namely, as η is decreased below 0, the m4 resonance
becomes wider and moves to lower energies, until its corresponding pair of complex zeros in
the z-disc meet on the real z-axis. As η is decreased further, one of the zeros moves in the
positive-z direction, remaining a resonance, whereas the other zero moves toward z = −1.
The latter eventually exits the disc, as its mirror pole enters at z = −1 from the second
sheet, giving rise to the stable m4 particle. The m5 resonance is visible in Figure 17 as well.
Detailed corroboration and further analysis of the low temperature regime are of interest
and are left for future work.
4.3 Comparison to perturbation theory
In the elastic scattering regime, that is, for |θ| < θ0 where θ0 is the rapidity at the inelastic
threshold, the deviation of the scattering phase from that of the CDD factor is related to
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the function f(θ) in (2.12) via
∆ϕ(θ) ≡ ϕ(θ)− ϕCDD(θ) =
∫ ∞
θ0
dθ′
2pi
[
1
sinh(θ − θ′) +
1
sinh(θ + θ′)
]
log f(θ′). (4.2)
Note that in this regime (4.2) is positive and monotonically increasing. f(θ) is further related
to the total inelastic scattering probability σtot(θ) via
f(θ) = 1− σtot(θ). (4.3)
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Figure 18: The non-CDD part of the elastic scattering phase ∆ϕ as a function of arg(z).
The orange curve is obtained by fitting the phase of (2.25). The purple curve segments
are obtained by subtracting the fitted known CDD factors from the elastic scattering phase
(spectral sets (3.12) computed from TFFSA over suitable ranges of cylinder radii, extrapo-
lated to infinite truncation level). In the η = 2.4 case, the leading perturbative result for the
non-CDD part, based on the 2 → 3 probability (4.4) is shown in green curve. In the η = 4
case, the perturbative result (green curve) is indistinguishable from the orange curve.
For weak magnetic field h in the high temperature regime, namely η  1, there is only
one stable particle, and σtot(θ) is dominated by the 2 → 3 scattering probability σ2→3(θ).
The latter is computed to order h2 in [23], with the result (written in mf = 1 units)
σ2→3(θ) = h2K(θ) +O(h4),
K(θ) =
4 · 2 16 e− 14A3G
pi
(E + 2)
5
2
(E − 2) 32
(2E − 1)4(E − 3)3
(E + 1)(E − 1) 52 (E + 3) 32E3
∫ 1
−1
dt
(
1− µt2
1− νt2
)2 √
1− t2
(1− λt2) 32 ,
(4.4)
where AG is Glaisher’s constant, E ≡ 2 cosh θ2 , and µ, ν, λ are defined as
µ ≡ (E − 2)(2E + 1)
2
(E + 2)(2E − 1)2λ, ν ≡
E + 2
E − 2λ, λ ≡
(E + 1)(E − 3)3
(E − 1)(E + 3)3 . (4.5)
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The leading perturbative contribution to ∆φ(θ) is
−η− 154
∫ ∞
θ0
dθ′
2pi
[
1
sinh(θ − θ′) +
1
sinh(θ + θ′)
]
K(θ′). (4.6)
A comparison between our numerical fit for the (non-perturbative) S-matrix element S(z)
and the perturbative result based on (4.4), (4.6) is shown in Figure 18. The agreement is
close for η = 2.4 and nearly perfect for η = 4.
4.4 Constraining the inelastic cross section
In applying method II to determine the analytic continuation of S(z) from the elastic arc I
to the interior of the z-disc, we have fitted the function f(θ) appearing in (2.12) or (2.24).
Naively, this could give a numerical estimate of the inelastic scattering probability via (4.3).
However, the bound (2.17) becomes loose when z approaches the inelastic arc J on the
boundary of the disc, and we cannot rigorously bound the error on the fit for f(θ). Our
inability to exclude narrow resonances close to the inelastic arc J is the other side of the
same coin, as their effects on the elastic phase can hardly be distinguished numerically from
(4.2) due to inelastic processes.7
It is nonetheless possible to place reliable constraints on the inelastic cross section suitably
integrated over energies, as follows. While we have not taken into account all CDD zeros
in the numerical fit, missing CDD zeros can only correct the “non-CDD elastic scattering
phase” ∆ϕ defined in (4.2) by a negative amount. Hence our numerical fit for ∆ϕ can be
thought of as an upper bound on the following integral transform of the inelastic cross section
σtot (here parameterized as a function of arg(z) rather than the rapidity)
∆ϕ(φ) =
φ0∫
0
dφ′
pi
sin(φ)
cos(φ′)− cos(φ) log
1
1− σtot(φ′) , (4.8)
for φ ∈ (φ0, pi) (the elastic arc).
Examples of such upper bounds are shown in Figure 19. Here we have computed the
non-CDD part of the elastic scattering phase by fitting S(z) while taking into account the
7For instance, had we missed a CDD zero z′∗ (and its complex conjugate) close to the inelastic arc J ,
with z′∗ =
sinh(θ∗+iδ∗)−
√
3
2 i
sinh(θ∗+iδ∗)+
√
3
2 i
for real θ∗ > θ0 and small positive δ∗, the corresponding CDD factor
sinh(θ∗ + iδ∗)− sinh θ
sinh(θ∗ + iδ∗) + sinh θ
· sinh(−θ∗ + iδ∗)− sinh θ
sinh(−θ∗ + iδ∗) + sinh θ = e
−2iδ∗[ 1sinh(θ−θ∗)+
1
sinh(θ+θ∗) ]+O(δ
3
∗) (4.7)
would imitate a contribution to − log f(θ) by 4piδ∗δ(θ− θ∗) +O(δ3∗), resulting in an extra “resonance peak”
in the numerical fit for − log f(θ).
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Figure 19: Upper bound on ∆ϕ (4.8) as a function of φ ≡ arg(z), at smaller η values where
more than one stable particle exists. The bound is obtained by fitting the non-CDD part of
the elastic phase, similarly to that of Figure 18, taking into account the known resonance
zeros including z′4 (but without including z
′
x).
known resonance zeros, including the complex resonance z′4 and (z
′
4)
∗, but not including z′x
whose existence has not been firmed established. The result can then be interpreted as a
rigorous upper bound on (4.8), subject to numerically negligible uncertainties in the location
of the known resonance zeros (as they sit in tiny islands of the non-exclusion region in Figure
11), and subject to the error in the elastic data obtained from TFFSA.
5 Discussion
Let us recap our method of determining the analytically continued 2→ 2 S-matrix element
S(z) of the lightest particle in IFT. We employed TFFSA to compute the spectrum of IFT
on a circle, and used Luscher’s method to extract the scattering phase of a pair of particles
in the elastic regime. Unitarity and analyticity properties of the S-matrix then constrains
S(z) in terms of known CDD poles (from stable particle masses), a priori unknown CDD
zeros (resonances), and the inelastic scattering probability 1− f(θ). We make an educated
guess on the number and rough location of the CDD zeros, and fit the zeros along with f(θ)
to the elastic scattering data.
The key lemma presented in section 2.2 justifies our fitting for S(z) a posteriori, as it
allows us to rigorously bound the error in the interior of the z-disc, assuming that the elastic
scattering phase is known accurately. While we may not have account for all CDD zeros in
the fitting, we can use the error bar to exclude the presence of unknown zeros in extended
regions of the z-disc. The results, presented in section 4, corroborate the simple scenario
of the evolution of poles and resonances proposed in [1]. Furthermore, we have determined
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the location of the real resonance zeros (z′2, z
′
3) to reasonably good accuracy, as well as the
first complex resonance (z′4) provided that the real part of its energy is below the inelastic
threshold. Our results for the non-CDD part of the elastic phase are in good agreement with
leading order form factor perturbation theory result for η > 2.
Many questions about S(z) remain unanswered. For instance, we do not know the ulti-
mate fate of the m4 resonance as η increases above 2, whether it exits the disc (e.g. becoming
unbound as a multi-particle state) or continues to exist at large positive η. It would be in-
teresting to follow the evolution of the four higher resonances as well. Another outstanding
question is the behavior of the high energy limit S(z = 1) as a function of η.
To address these questions with the method of this paper would require more accurate
data in the elastic regime. The error in TFFSA is due to the finite truncation level. While
one can always try to increase the truncation level, this is computationally expensive and
qualitative improvements are unlikely. A more promising approach is to work with an RG-
improved truncated Hamiltonian, along the lines of [21,22,25,26]. The errors introduced by
Luscher’s method, on the other hand, are due to finite size effects. These may be corrected
by taking into account wrapping interactions.
While we have not investigated the low temperature regime η < 0 in detail, some inter-
esting features of the elastic scattering phase is already seen in Figure 17. For sufficiently
large negative η, the stable particles are mesons [2] and their scattering at high energies may
be captured by a sort of parton or flux-string approximation.
So far we have focused exclusively on the 2 → 2 scattering of the lightest particle. It
would be interesting to extend the analysis to other S-matrix elements, and utilize TFFSA
for states with 2 or more particles beyond the elastic regime.
Another avenue of investigation is the analytic continuation of IFT to complex η. For
instance, in [7] TFFSA is applied to the non-unitary IFT with η = ye4pii/15 for real y, in which
case the eigenvalues of the Hamiltonian are either real or come in complex conjugate pairs.
It would be interesting to see whether a similar analysis of the S-matrix can be performed
for the non-unitary IFTs.
Finally, one could hope to extend the method of this paper to more than two space-
time dimensions, which would require extending the lemma of section 2.2 to partial wave
amplitudes that obey elastic unitarity and crossing symmetry.
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A Bounding errors inside the disc
In this Appendix we prove the lemma asserted in section 2.2. Let us write
δ =
∫
I
du
2piiu
µ(u)|F (u)|, (A.1)
where µ(u) is some positive measure factor on I, to be determined later. We can construct
the following analytic function χz(w) on the unit disc |w| < 1,
χz(w) = exp
[∮
C
du
2pii
log hz(u)
u
u+ w
u− w
]
, (A.2)
where C is the counterclockwise contour along the unit circle |u| = 1, and hz(u) is the real
positive valued function defined by
hz(u) = δ˜
1− 2pi
`z µz(u), u ∈ τ−1z (I),
hz(u) = e
−(1− `z
2pi
)−1Az δ˜, u ∈ τ−1z (J ),
(A.3)
for a constant δ˜ > 0. Here we have defined `z ≡ τ−1z (I), and
Az ≡
∫
τ−1z (I)
du
2piiu
log µz(u), µz(u) ≡ u
τz(u)
∂τz(u)
∂u
µ(τz(u)). (A.4)
Note that |χz(u)| coincides with hz(u) along |u| = 1. Furthermore, (A.3) is such that
log hz(u) averages to zero on the unit circle, and therefore χz(0) = 1.
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Now consider the identity
F (z) =
∮
C
dw
2pii
χz(w)
w
F (τz(w)) (A.5)
that holds for any F (z) that is analytic and bounded on |z| < 1. It follows that
|F (z)| ≤
∫
τ−1z (I)
dw
2pii
hz(w)|F (τz(w))|
w
+
∫
τ−1z (J )
dw
2pii
hz(w)|F (τz(w))|
w
≤ δ˜1− 2pi`z δ +Bz(1− `z
2pi
)e−(1−
`z
2pi
)−1Az δ˜,
(A.6)
where Bz is given by (2.19). Minimizing the RHS with respect to δ˜, we have
|F (z)| ≤ B1−
`z
2pi
z e
−Az
(
2piδ
`z
) `z
2pi
. (A.7)
So far, the measure µ(u) is arbitrary, and we can optimize the bound by choosing a suitable
µ(u), or equivalently µz(u), at each given z. For our purpose it will suffice to minimize
e−Az(2piδ/`z)
`z
2pi , which amounts to taking
µz(u) =
2piδz
`z|F (τz(u))| , δz ≡
∫
τ−1z (I)
dw
iw
|F (τz(w))|. (A.8)
This yields the bound (2.17).
B Numerical implementation
The numerical implementation of our method involves the following steps (with estimated
run times and memory usage on the Harvard research computing cluster indicated).
1. Form factors at finite radius - We use Mathematica to evaluate the finite size
contributions to the form factor (3.7). At a given radius, all of the matrix elements are
calculated up to a given level. Runtime: a few hours per radius. Memory: 4GB. Both
up to level 22.
2. TFFSA - We use Julia to generate the truncated Hamiltonian and diagonalize it nu-
merically. In each instance, a data set is generated for a given coupling, at a given
radius and truncation level. Runtime: a few minutes to several hours. Memory: 1.5 to
100 GB. For levels 16 to 22.
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3. Masses - The masses of the stable particles are determined using the TFFSA spectra.
Each energy eigenvalue corresponding to a 1-particle state is first extrapolated to infinite
truncation level, and then extrapolated to infinite radius. Runtime: a few minutes for
each value of η. Memory: 4GB.
4. Spectral Sets - The spectra for all truncation levels are translated into spectral sets,
which are then interpolated to smooth curves. We extrapolate the phase curves to
infinite level using the fit (3.11). The quality of the extrapolation is validated by either
one of two tests. The first test demands the quality of the fit to satisfy a discrete
Crame´r-von Mises criterion, i.e. imposing a threshold on the sum of the differences
squared between the fit and the finite level truncation data, and demands that the
difference between the highest level data and the infinite level extrapolation is small
relative to the difference between the highest level and second highest level data. This
test is typically used for smaller positive values of η, and aims to confirm that the
level truncation data converge to the extrapolated results. The second test demands
that the difference between the extrapolated result and the finite level data is less than
some small constant. This is typically used for large η, where the finite level truncation
results have converged already numerically. Runtime: Around 20 hours per value of η.
Memory: 4GB.
5. Fitting - The fitting code takes the extrapolated elastic scattering phase data obtained
in the previous step, subtracts the CDD pole contributions (determined by the stable
particle masses obtained in step 3) and fits to the ansatz (2.25) by minimizing the
difference over a dense set of energies (in the elastic regime). This ansatz is based on a
finite set of CDD zeros, each of which is presumed to reside in a certain domain, along
with a “non-CDD” exponential factor that involves the function Q(x) approximated
by the sum of squares of polynomials of a certain degree. Note that the integration
involving Q(x) in (2.25) is carried out analytically. Runtime: between 10 minutes for
fitting Q(x) with 3 parameters to around 8 hours for 10 parameters. Memory: 8GB.
6. Error-bounds and values I We evaluate the fit for S(z) on the elastic arc and on the
real z-axis (each with between 500 and 3000 sampling points, depending on the value
of η). On the real z-axis we compute the error bounds using (2.17), discretizing the
relevant integrals with a few thousand sampling points. Runtime: Around 15 hours for
each η value. Memory: 12GB.
7. Error-bounds and values II We evaluate the fit for S(z) and its error bound in the
interior of the disk (with ∼ pi× 2002 sampling points). Due to the number of sampling
points we divide this to typically 25 separate jobs. Runtime: Around 20 hours per 1/25
partition. Memory: 24GB.
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C Comparisons with alternative fittings
In section 2.2 we also introduced method I, which is more intuitive and does not rely on the
presumption of number of zeros. A drawback of this method is that the explicit construction
of the required χ(z) function as in (2.23) is computationally expensive. In practice, to
reduce error in the numerical integration, we minimize a suitably weighted combination of
the absolute value of χ(z) on the unknown arc and its gradient along the unit circle. The
resulting approximate zS(z) and its error bound (computed from (2.17)) for real z are shown
in Figure 20, at several η values, and compared to the results obtained using method II (as
in Figure 14).
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Figure 20: In red, numerical results for zS(z) for real z ∈ (−1, 1) evaluated using method I,
and error bounds evaluated using (2.17), at η = 0.45, 1.05, 4. In blue, results from method
II as in figure 14.
Note that the error bounds obtained from the two methods in Figure 20 do not always
overlap. This is caused by errors in the elastic scattering data themselves, due to finite size
effects and the finite truncation level in TFFSA, as an erroneous set of scattering phases
on the elastic arc may be incompatible with unitarity and analyticity constraints on S(z).
To reduce such errors, we would like to restrict the sampling range of the radius R, after
which the “known region” I ′ of the elastic arc is typically a set of disjoint arcs (see the
domain of the purple curves in Figure 18, for instance). This is not an issue in applying
method II, but would be difficult to handle with method I, as the required χ function (small
in the complement of I ′ on the unit circle but order 1 in the bulk of the disc) would be
computationally expensive to construct.
In applying method II, we have also considered fittings with different assumptions on the
number of CDD zeros. Figure 21 demonstrates the comparison of error bounds on zS(z)
along the real z-axis in the fittings with and without the extra pair of complex resonances
z′x and (z
′
x)
∗.
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Figure 21: Error bounds on the numerical fitting of zS(z) computed using method II, with
the assumption of extra complex resonance z′x (in blue) and without z
′
x (in red).
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