The problem of finding the vertex correspondence between two noisy graphs with different number of vertices where the smaller graph is still large has many applications in social networks, neuroscience, and computer vision. We propose a solution to this problem via a graph matching matched filter: centering and padding the smaller adjacency matrix and applying graph matching methods to align it to the larger network. The centering and padding schemes can be incorporated into any algorithm that matches using adjacency matrices. Under a statistical model for correlated pairs of graphs, which yields a noisy copy of the small graph within the larger graph, the resulting optimization problem can be guaranteed to recover the true vertex correspondence between the networks. However, there are currently no efficient algorithms for solving this problem. To illustrate the possibilities and challenges of such problems, we use an algorithm that can exploit a partially known correspondence and show via varied simulations and applications to Drosophila and human connectomes that this approach can achieve good performance.
Introduction
In many settings, we often want to quantify how multiple networks relate to each other in order to study how actors jointly use these networks. This may arise from multiple modalities, such as communications networks, delivery networks, financial networks, and social networks, or from a time dynamic setting. Similarly, in neuroscience or biology we may seek to compare brain networks or protein networks of different individuals or species. In computer vision, we may seek to determine the relationships between the shapes and objects in two images as represented by graphs. Often, these networks are on different unmatched sets of vertices that are not the same cardinality. This limits the set of available tools as the adjacency matrices and other graph statistics may not be directly comparable.
In a related fashion, detection and location of particular induced subgraphs that correspond to a given activity or structure of interest are also paramount problems in various domains. Examples include determining whether a particular activity pattern is present in a social network, detecting certain shapes in an image, or discovering motifs in brain networks.
When the induced subgraphs are not too large, with up to ≈10-20 vertices, there are a number of approaches including tree search approaches [1] and backtracking algorithms [2] . Parallel algorithms have also been proposed to approximately enumerate the number of isomorphic copies of a subgraph appearing in a large network [3] . However, it may be the case that these subgraphs contain 20 vertices. In this case, many existing approaches will either fail to find the subgraphs of interest or be computationally intractable. While state space representations [4] have been used to identify these larger subgraphs, these also have limitations in terms of the applicable graph structure. As a simple example of the challenge of this problem, consider finding or enumerating cliques. Finding cliques and estimating the number of cliques of small sizes can be achieved via fast algorithms [5] , but the problem of finding the maximum clique is a notoriously challenging problem [6] .
Furthermore, while even the subgraph isomorphism is itself NP-complete [7] , we often expect the subgraphs may not appear exactly in the graph but rather only approximately. This may be due to errors and missingness in the observation of one or both graphs, so finding an exact subgraph might not be possible.
We view both of these as different points on a continuum of related problems that are all examples of graph matching [8, 9] . In a simpler setting, when the two graphs adjacency matrices A, B ∈ {0, 1} n×n are of equal size, the graph matching problem (GMP) seeks the permutation matrix argmin P ∈P A − P BP T = argmax
where P is the set of n × n permutation matrices. While this problem is NP-hard in general, there are numerous approaches in the literature that attempt to approximately solve the GMP. [8] and [10] provide reviews of the prescient literature. In particular, when prior knowledge about the correspondence between vertices the can be incorporated into the algorithms, the GMP can be approximately solved efficiently for graphs with more than 10 5 vertices [11, 12] without the need for sophisticated modern parallel computing to be brought to bear. A more challenging problem that we will not consider is to detect anomalous subgraphs within a collection of graphs [13] . In the anomaly detection setting, the structure of the anomalous subgraph may be only known up to certain graph characteristics or deviations from the structure of the remaining graph. In our setting, the approximate topology of the graph to be detected is known explicitly.
To approximately solve the noisy induced subgraph problem, we will use the machinery of graph matching to construct a graph matching matched filter, aligning the smaller network to its closest subgraph within the larger network. Our main goals in this manuscript are to investigate the theoretical limitations of this noisy graph matching framework when the graphs may be of very different sizes. To match graphs of radically different sizes in Eq. (1), we consider padding the smaller matrix to render graph matching an appropriate tool for the problem [14] . Under a statistical model for noisily implanting an induced subgraph into a larger network, we show that the true induced subgraph will be found by brute force GM algorithm using an appropriate padding scheme, provided graph correlations and probabilities satisfy certain parameter assumptions.
We further demonstrate the effectiveness of these strategies when the vertex correspondence is partially known. By relaxing the graph matching problem constraints to the set of doubly stochastic matrices, a gradient descent approach can be put to use [15] . The problem is non-convex [16] and hence the initialization can incorporate the partial correspondence and random restarts to seek multiple local minimums. By choosing the optimal of these local minima, an exact or approximate recovery of the vertex corre-spondence can often be found.
Background for Graph Matching
In this section we provide a brief background on graph matching, some methods to incorporate prior information, and a statistical model for correlated graphs. Throughout the remainder of this article we will use the following notation.
Let [n] = {1, 2, . . . , n}. Let P n and D n denote the set of n × n permutation matrices and doubly stochastic matrices, respectively. Let J n and 0 n denote the n × n all-ones and all-zeros matrices, respectively, and J nm and 0 nm for n × m rectangular versions. Let A n denote the set of adjacency matrices corresponding to simple undirected graphs, i.e. the set of symmetric hollow {0, 1}-valued n × n matrices. When clear from context, we may omit subscripts indicating the sizes of these matrices. Finally, let ⊕ denote the direct sum of two matrices,
Contrasts with Subgraph Isomorphism
Before describing our noisy matched filter and related procedures, we would like to distinguish our approach and goals from that of exact subgraph isomorphism. The problem of exact subgraph isomorphism is to find an induced subgraph of the larger graph which is isomorphic to the smaller graph. Frequently, the goal is to find all isomorphic copies of the smaller graph within the larger graph. Examples of this could be counting triangle, k-cliques, and k-cycles, some of which have fast algorithms associated with them while in general the problem is NP-complete [7] . The subgraph isomorphism problem is an area of active research [17, ] The problem of noisy matched filters or inexact subgraph isomorphism differs from exact isomorphism in that only the "closest" induced subgraph is sought after. Indeed, for most of the problems we consider below, an isomorphic copy of the subgraph is likely to not even exist in the larger graph (except for our correlation ρ = 1 settings). For this reason, exact subgraph isomorphism approaches cannot succeed. Research for inexact subgraph isomorphism is even more nascent with only a few recent approaches having been developed [18, 19, 20] , each of which has a distinct approach and objective including spectral and higher-order contextual approaches.
A second differing emphasis of this work is that the overall goal is to understand when it is possible to find a specific set of vertices within the larger graph that correspond to the vertices in the small graph. When many isomorphic copies of the small graph are present in the large graph, it will be impossible to distinguish which, if any, of these copies is the "true" vertexcorrespondence.
As such, since our goals are different from those of exact subgraph isomorphism in two ways, comparisons to exact subgraph isomorphism algorithms are not made. Additionally, our theoretical results are algorithmindependent, applying to any approach which attempts to optimize the given objective functions.
Graph Matching Algorithms
Solving the GMP problem exactly is NP-complete in general, but there are a number of approaches which provide good approximate solutions [8, 10] . Some approaches rely on tree-based methods for exact branch and bound algorithms for integer programs [21] . While these approaches are guaranteed to find a global minimum, their computational scaling is very poor. For larger graphs, the constraints for the GMP are often relaxed so that continuous optimization machinery can be deployed [15, 22, 23 ]. The relaxed solutions are then projected back onto P yielding an approximate solution to the graph matching problem. Some relaxations involve applying spectral methods which enables the application of fast linear algebra techniques [24] . A convex approach has also been proposed but requires the graph to have certain properties [25] , which do not frequently hold in practice.
For the computational experiments in this manuscript we will rely on a principled indefinite relaxation of the GMP constraints [16] to the set of doubly stochastic matrices D, the convex hull of P. Details of this algorithm are discussed in Section 3.2. This approach has been shown to perform very well in practice on a number of benchmark problems, especially when exploiting multiple random restarts to avoid poor performing local minima [15] . We expect that many of the phenomena observed in our experiments would appear in similar fashions for other algorithms.
Frequently, these approaches can exploit seeded vertices, i.e., a partial list of known correspondences between the two vertex sets. When sufficiently many seeds are present, these algorithms, which often have few guarantees without seeds, can be solved efficiently and the resulting match can be guaranteed to be correct [14, 26] asymptotically almost surely for relatively general random graph models. While the theory we discuss below does not require seeds, our algorithms will use seeds and the algorithmic performance relies heavily on a sufficient number of a priori available seeds.
In this work, we employ a soft seeding approach [27] which uses the prior information to initialize the algorithm but does not insist that the correspondence for seeds be fixed; i.e., if the seeded vertices are [m] in both networks, we initialize the gradient descent graph matching algorithm at
Conversely, in the hard-seeded setting we optimize over Π n−m with the global solution being then of the form I m ⊕P for P ∈ Π n−m . This allows for the possibility that seeds may be noisy, allowing for the algorithm to potentially correct for incorrect initial seeds, a scenario that we do not explore further here.
Statistical Models
In order to study the applicability and limitations of a graph matching approach for subgraph detections, we analyze the problem from a statistical viewpoint in the setting of the correlated heterogeneous Erdős-Rényi model [16] . The algorithmic approaches we use in our empirical investigations are only partially inspired by this model. The model enforces that the objective functions considered are not unreasonable but, except for the oracle approach, the objective functions are based primarily on topological considerations.
The following definition provides a distribution for pairs of random graphs with different numbers of vertices where there is a positive correlation between corresponding vertex-pairs. In particular, the marginal probabilities of edges in each graph can vary and the presence of an edge in one graph increases the conditional probability of the corresponding edge in the second graph. In a social network setting, this can be interpreted as two people who are related in one graph are more likely to be related in the other graph. Without loss of generality, we assume that the smaller graph (of order n c ) is denoted A and that the corresponding vertices to A in B are the first n c ≤ n vertices.
n×n and R ∈ [0, 1] nc×nc for 0 < n c ≤ n. Denote by Λ c , the order n c principal submatrix of Λ. A pair of adjacency matrices (A, B) ∼ CorrER(Λ, R) if A ∈ A nc , B ∈ A n , and for each u < v, B uv are independent with B uv ∼ Bernoulli(Λ uv ) and for each u < v ≤ n c , A uv are independent with A uv ∼ Bernoulli(Λ uv ). Additionally, for each u, v, u , v ∈ [n c ] with u < v, u < v , u = u , v = v , B u,v and A u ,v are independent except that corr(A uv , B uv ) = R uv .
When n c = n, it can be shown that the solution to the GMP will asymptotically almost surely yield the correct vertex correspondence under mild assumptions on Λ and R, i.e., the unique element in the argmin in Eq. (1) is the identity matrix I [26, 16] .
Note that other authors have considered equivalent reparameterized versions of the model above. In particular, a common viewpoint is that each observed graph is a random subgraph of some common underlying graph, which also arises from independent edge sampling [12] . By varying the parameters for the underlying graph and the parameters for the random subgraph, any correlated Erdős-Rényi can be represented in this way, provided all correlations are non-negative. The reverse is also true, and more distributions can be constructed by allowing for negative correlations and non-identical distributions. Another closely related possibility is that one graph is a noisy observation of an induced subgraph from the other graph, where there may be extra or missing edges [16] . This can also be related to the correlated Erdős-Rényi by an appropriate reparameterization.
The marginal distribution of each graph is an independent edge graph which is closely related to ideas of exchangeable random graphs and latent position models which have been used extensively in various application areas [28, 29] . Any random graph, including exchangeable random graphs, can be viewed as a mixture of independent edge random graphs [30] . Viewed from this perspective, much of the theory we consider below can be extended to such mixtures presuming that the assumptions hold with sufficiently high probability across mixture components.
Padding Approaches
In order to match pairs of graphs with differing numbers of vertices, we propose to pad the smaller graph/matrix with enough rows and columns to match the order of the larger matrix. We will consider a trio of padding schemes which will result in differing qualities for the resulting match [14] : Naive Padding Let A = A ⊕ 0 n j and match A and B; Centered Padding Let A = (2A − J) ⊕ 0 n j , let B = 2B − J, and match A and B; Oracle Padding Let A = (A − Λ nc ) ⊕ 0, let B = B − Λ, and match A and B.
As we will see in the next section, the naive padding scheme-which finds the best fitting subgraph of B to match with A-will not be guaranteed to find the true correspondence between nodes. In contrast, the centered padding scheme-which finds the best fitting induced subgraph of B to match with A-and the oracle padding scheme are guaranteed to succeed under mild model conditions, even in the presence of an exponentially small (in terms of the size of B) subgraph A. In general, the oracle padding scheme will be inaccessible as Λ is unknown, but using various methods to estimate Λ [31, 32] , we can approximate Λ in ways that can improve matching performance. Importantly, the padding and centering schemes are not tied to the algorithms described Section 3.2, and can be used with any graph matching approach which uses the adjacency matrices.
Note that each of these padding approaches corresponds to a particular graph detection problem. With the naive padding scheme, the optimization program is equivalent to the problem argmax σ:
denotes that σ is injective. Hence, the global optimum reveals the largest common subgraph of B and A, as only edge agreements are rewarded whereas edge disagreements are not penalized. Note that if B has a large clique, then the naive approach will tend to match A to this large clique as all edges in A are present in the large clique. As we will see below, the naive padding approach can be guaranteed with high probability to yield an incorrect vertex correspondence under only mild assumptions on R and Λ.
If the graphs have the same number of nodes, both the centered padding scheme and the naive padding scheme are equivalent [33] , while they are not equivalent for graphs of different orders. With the centered padding scheme, the optimization program is equivalent to the problem
In this case, the global optimum reveals the induced subgraph of B which is nearest to A in terms of edge-edit distance [33] . As will be seen below, the optimum to this program can be guaranteed to correspond the true vertex correspondence provided that the graphs are not too sparse and the correlation is sufficiently large.
The oracle padding scheme corresponds to the problem,
where Cov denotes the empirical covariance when both means are known, Cov(A ij , B uv ) = (A ij − Λ ij )(B uv − Λ uv ). As this approach eliminates any undue rewards from matching likely edges to even more likely edges or unlikely edges to even more unlikely edges, the global optimum is guaranteed with high probability to be the true correspondence even under mild assumptions on Λ and R. Indeed, even if A and B were non-identically distributed, with means Λ A and Λ B respectively, by matching A − Λ A and B − Λ B , the theoretical results will still hold [34] .
While the theory below shows that under the correlated heterogeneous Erdős-Rényi model the oracle padding yields stronger guarantees than the centered padding method and the naive padding method can have very bad performance, this will not necessarily translate in practice. This can occur especially due to the fact that we do not find the true global optimum of the GMP but rather a local optimum near our initialization. Our simulations and real data examples illustrate how centering or naive may be preferable in certain scenarios, and biased estimates of the oracle may also improve performance. In practice, one may try different paddings and even use the solution of one padding approach to initialize the optimization for another padding approach. See Section 4 for examples where various approaches, including matching for a second time, may provide more or less ideal performance.
Theory
For each of the padding scenarios, we will consider n c and n as tending to ∞ in order to understand the ability of these optimization programs to detect progressively larger subgraphs. Note that we will require that the number of vertices n c is growing with n. Indeed, if n c is fixed and n grows then eventually every subgraph of size n c will likely appear multiple times as an induced subgraph in B just by chance [35] .
For each padding scenario let P * ∈ {0, 1} nc×nc denote the order n c principal submatrix of the solution to the corresponding graph matching problem. The proofs of each theorem below can be found in Appendix B
The first theorem is a negative result that shows that under weak assumptions on Λ c , one can construct a Λ under which the naive padding scheme is almost surely guaranteed to not detect the errorful version of A in B. Indeed, it can be guaranteed to recover zero true vertex correspondences with high probability.
Theorem 2. Suppose R ∈ [0, 1] nc×nc satisfies R < ρ entry-wise for some scalar ρ ∈ (0, 1). Suppose n c < n/2, β ∈ (0, 1), and entry-wise Λ c ≤ β and
c log n c ). Then there exists Λ such that for A, B ∼ CorrER(Λ, R), using the naive padding scheme,
for some universal constant C > 0 and
This result hinges on the fact that the naive padding scheme finds the best matching subgraph, rather than the best matching induced subgraph; indeed, there is no penalty for matching non-edges in A to edges in B. Hence, if B has a dense substructure of size n c which does not correspond to A then the naive padding scheme will match A to that dense structure with high probability, regardless of the underlying correlation. The proof demonstrates an extreme case where all vertices in A are matched (incorrectly) to vertices in B without true matches. Deviations on the proof will yield that any number of vertices may be mismatched with only a mildly denser substructure in B.
Recall that since the centered padding scheme and the naive padding scheme are equivalent when n = n c , the requirement that n c is sufficiently small is necessary.
On the other hand, the centered padding scheme can be guaranteed to result in the correct detection of the subgraph even when the number of vertices in B is exponentially larger than the number of vertices in A provided R > 1/2 + . (1) implies that using the centered padding scheme
Stated simply, this theorem only requires that the correlations are sufficiently large to guarantee that large subgraphs of logarithmic size can be found via an oracle GM algorithm.
Analogous to the naive padding scheme, the centered padding scheme does have its limitations. The Theorem below indicates that if n c is too small then with high probability, the centered padding scheme will fail to recover the true correspondence for certain Λ, R. Importantly, for the centered padding scheme this is a much weaker limitation than for the naive scheme.
nc×nc for some α ∈ (0, 1/2). There exists a constants ξ, > 0 such that if n c < ξ log n then there exists a Λ ∈ [0, 1] n×n such that
, and for A, B ∼ CorrER(Λ, R), using the centered padding scheme,
Note, that the O(log n) rate corresponds to the information theoretic limit for detecting a planted clique within a random graph, where detecting a clique of size less than 2 log 2 n is impossible [36] . Finally, while the oracle padding is inaccessible for general Λ, it represents the optimal padding scheme as it eliminates any empirical correlations introduced by Λ leaving only the theoretical correlations from R. Theorem 5. Suppose that A, B ∼ CorrER(Λ, R) with R uv ∈ [ρ, 1] and Λ uv ∈ [α, 1 − α], for some α, ρ ∈ (0, 1). Then, using the centered padding scheme,
Remark 6. Note that while the padding schemes are still not equivalent in the homogeneous Erdős-Rényi case, the distribution of the matrix P * are equal under all three padding schemes and hence all are guaranteed to find the correct solution with high probability under identical scenarios.
Computation
Our approach to solve the graph matching problem in this setting will be identical to an approach for graphs of equal sizes; see the FAQ algorithm of [15] for full detail. In particular, we will relax the GMP constraints from P to D and use gradient descent starting at a given D 0 . We will also incorporate seeds by appropriately modifying D 0 . This gradient ascent approach is then given by Algorithm 1.
5 Return P * Algorithm 1: Fast approximate quadratic assign program (FAQ) algorithm [15] for graph matching.
Note that using any of the padding schemes, we do not need to store or compute the entire matrices D k or P k as the objective function only depends on their first n c rows. Hence, lines 1 and 4 can be simplified and accomplished by searching over the set of n c × n matrices corresponding to injections from [n c ] to [n], or equivalently the first n c rows of permutation matrices. In this way, lines 1 and 4 can be solved effectively by variants of the Hungarian algorithm for non-square matrices [37] . Line 2 is a quadratic equation in α and is easily solved. Furthermore, by exploiting the fact thatÃ andB are likely formed by the difference between a sparse and low-rank matrix, fast matrix multiplication and storage can also be exploited for further runtime improvements.
The computational complexity of each iteration is that of solving a rectangular linear assignment problem which can be solved in O(n 2 n c ). The memory/storage complexity for the graphs is n 2 for dense matrices and on the order of the number of edges for sparse graphs. For the doubly stochastic matrix, this can be stored in O(n c n) space. However, as
j=i α j P i memory (and computational) gains can be made as long as D 0 has a sparse plus low-rank structure. As an example, below we consider D 0 = α 0 J/n + (1 − α 0 )P for some permutation matrix P . In this case D 0 can be stored effectively with O(n c ) memory and D k can be stored with at most O(kn c ) memory. The most memory intensive aspect of the problem is storing the gradient, which in general will not be sparse, however it may also have a sparse plus low-rank structure.
The convergence criterion is generally easy to check as the optimal dou- bly stochastic matrix is frequently itself a permutation matrix, which also means the final projection step can be omitted. While this algorithm is not guaranteed to converge to a global optimum, if there are enough seeds or if the matrix D 0 is sufficiently close to the identity, the local maximum which this procedure converges to will likely be the identity.
Experiments
In this section we demonstrate the effectiveness of a graph matching matched filter for errorful subgraph detection in both synthetic and real data settings.
Without loss of generality, we will assume that the seeds are the first s vertices for some s ≤ n c . The matched filter algorithm is given in Algorithm 2
Data: Template A, network B, number of seeds s, number of MC replicates M , padding scheme Result: Matchings {B 1 , B 2 , · · · , B M } 1 A, B ← padded and centered A, B according to padding scheme;
Generate a random doubly stochastic matrix
where P is a random permutation matrix and α ∼ Unif(0, 1);
4 FAQ output is P * , assignment of vertices in B to vertices in A end Algorithm 2: Matched filters algorithm via random restarts, soft seeding, and gradient descent.
As described in Line 2, we initialize the FAQ algorithm at a random start point which initially aligns the seeded vertices across graphs. In particular, our random starting point has the identity as its principal s × s submatrix, corresponding to the seeds. The remaining matrix is sampled as a random convex combination of the the baricenter matrix 1 n−s J n−s and a random permutation matrix sampled uniformly from P n−s . Repeating this process M times, we output M potential matches for the subgraph A in B.
To explore the effectiveness of this procedure, we consider applying our matched filter in the following scenarios: pairs of homogeneous CorrER graphs where we vary the uniform correlation, a planted partition model where the goal is to find the dense partition, a heterogeneous model with two different subgraph sampling schemes, and an application to Drosophila and Human connectomes.
Correlated Homogeneous Erdős-Rényi
As a synthetic data example, we will consider subgraph detection in the CorrER(λJ, ρJ) with λ = 0.5 (i.e., the maximum entropy ER model) for ρ = 0.7, 0.8, 0.9, and 1. When ρ = 1, the induced subgraph of B corresponding to A is exactly isomorphic to A. We consider n = 500, n c = 40, and M = 200 and we replicated the entire experiment for 200 sampled graph pairs. For each experiment, we rank the objective function values, computed as
ij , among the M = 200 random restarts, from smallest to largest. Figure 1a shows the average performance, using the centered padding scheme, across the replicates at each rank. As is evident, without seeds very few vertices are matched correctly, even when the corresponding graphs are isomorphic. However, as both the number of seeds increase and as the correlations increase, the performance of the procedure becomes very good. Note that when ρ = 1, we would expect exact subgraph matching procedures to perfectly recover the correspondence, while they would fail for all lower correlations. These exact procedures do not require seeds but generally scale poorly with the number of vertices in each graph.
Interpreting the correlation 0.9 panel, if 15 seeds are used then nearly all restarts will yield a perfect recovery of the original correspondence. Hence, only one restart is required. Using 7 seeds, most restarts yield suboptimal performance, with only slightly more than the original 7 seeds recovered. However, if we perform 200 restarts and choose the best among them then this will often yield a near perfect recovery of the original correspondence. Similar interpretations can be made for the other correlations. Table 1 : Runtimes in seconds per restart for each setting in terms of the number of seeds and the correlation ρ in the homogeneous Erdős-Rényi setting.
terms of the objective function corresponds to a correct match is less certain (at least to practically ascertain). Knowledge of the size of the gap would also allow for an adaptive algorithm which performs random restarts until a sufficient objective function gap is observed. This is discussed further in Section 5. Finally, table one shows average run times, on a standard laptop, for each restart under each parameterization. Even under the worst of the settings, 200 restarts can be performed in less than 10 minutes. It is worth noting that better algorithmic performance correlates to faster algorithmic runtime, a feature which was observed in previous work using the FAQ algorithm [14] .
Planted Partition Correlated Erdős-Rényi graphs
As a another scenario, we consider the problem where the larger graph has a denser subgraph which corresponds to the smaller graph. We take n = 500, n c = 40, A, B ∼ CorrER(Λ, 0.9J) with Λ = qJ nc pJ n−nc,n pJ n,n−nc pJ n−nc , where p = 0.25 and q ∈ {0.25, 0.3, . . . , 0.5}. For 100 random restarts, 7 seeds and using the centered padding, we replicated each setting 200 times. These parameters were chosen as illustrative examples that demonstrate the general phenomena described below. Figure 2 shows the average number of correctly matched vertices, using the centered scheme, at each objective function rank for each value of q. As would be expected, the problem becomes significantly easier as q increases. A similar gap phenomenon is observed in this setting, as long as q is sufficiently large, though we do not illustrate it here.
Random Dot Product Graph
In order to better evaluate the performance of the procedure under heterogeneous graph models, we will now consider graphs from the random dot product graph (RDPG) model [38, 39] . The RDPG model provides a generalization of the stochastic blockmodel, including mixed-membership [] Each vertex v is associated with a latent position X v ∈ R 2 , which is sampled uniformly from the set {(x, y) ∈ (0, 1)
2 : x + y < 1}. In this case the matrix Λ is given by Λ uv = X T u X v . We again take n = 500 and n c = 40 and sample A, B ∼ CorrER(Λ, 0.9J). The matched subgraphs are sampled in two different ways. Under one sampling design, the matched nodes simply correspond to a random sample of the latent positions. Under the "max-angle" design, the matched nodes are selected to be those with the largest ratio between the second and first elements of the latent positions. We sampled 200 distinct graphs under each subgraph sampling setting and performed 100 random restarts for each sampled graphs. For each restart, the matchings were performed with the naive, centered, and two "oracle"-type padding schemes. As the model above is a low-rank model, we centered each matrix according to its best rank-1 and rank-2 approximations to approximate the oracle padding scheme. Letting, Figure 4a shows the average accuracy at each rank of the objective function. First, the max-angle subgraph is clearly much easier to discover than (b) Each point denotes the conditional mean of the objective function given the number of matched vertices. Each point is scaled according the average number of restarts that achieve the given number of matched vertices. Note that despite the fact that there are fewer high accuracy solutions for the random subgraph, in both situations there is a substantial gap between the objective function value for high accuracy solutions and those with low accuracy. the random subgraph. The center scheme had by far the best performance for the max-angle case and in the random case it also performed well. The rank-2 centering scheme also performed well in the max-angle case and had very similar performance to the center scheme. Both the rank-1 and naive padding schemes failed to display good performance in either case. Under either scenario, the rank-one approximation eliminates most degree based differences between vertices. In some cases this may be helpful if the degree information is not informative about the match, but in this case it appeared to hurt performance in both cases. Rank-two centering in this case seems to restore some of the performance losses from rank-1 centering. This also is somewhat unexpected since the heterogeneity from both principal directions can be used to help identify the vertices. The reasons that the rank-2 centering is better than the rank-1 centering are unclear and an area of current investigation. Note that constant centering maintains all differential vertex behavior which is a strong indicator of which vertices to match to. The naive padding fails here as there are always sets of vertices with similar relative propensities for adjacencies to other vertices but with strictly larger absolute probabilities of adjacencies.
To understand why the max-angle problem is so much easier, note that, under either subgraph sampling scheme, there will be many nodes which have similar behavior to one or more of the sampled nodes due to having nearby latent positions. Under random sampling, most of these similar nodes are likely to correspond to nodes that do not have a match and hence will introduce errors. However, under max-angle sampling the similar nodes have a better chance of being other matchable nodes which will introduce fewer errors as the theoretical correlation will strongly distinguish these vertices. Figure 4b shows the average value of the objective function as a function of the number of matched vertices. Since the different centering schemes have different objective functions which will have slightly different scales, we rescaled objectives functions for each scheme so that the largest value for each was set to zero. The original objective functions for the rank-1, rank-2, and center schemes ranged from 7-23, 8-18, and 11-36 for the max angle setting and 15-25, 9-17, and 9-31 for the random setting, respectively. Each point is sized according to the average number of restarts (out of 100) which achieve the given number of matched vertices. Note that we again observe a gap in the objective function between the bulk of solutions with less than 20 correct matches and those with more than 35 correct matches.
Finding Kenyon cells in a Drosophila connectome
As an application to brain networks, we consider using the matched filter to locate an induced subgraph of Kenyon (K) cells in the fully reconstructed Drosophila mushroom body of [40] . Using the induced subgraph of the K-cells in the right hemisphere of the mushroom body (i.e., as A), we seek to find the K-cells on the left hemisphere (i.e., as B). Although in this example, the K-cells are identified across both hemispheres, this was achieved only with great effort and expenditure. Being able to use one hemisphere to locate structure in the other hemisphere could potentially allow for faster, cheaper neuron identification in future connectomes. In particular, this can be extended to finding similar structures across connectomes collected from multiple individuals.
After initial data preprocessing, there are n c = 100 K-cells in each hemisphere and n = 209 vertices total in the right hemisphere. The pair of graphs are illustrated in Figure 5 , with the first 100 nodes in the left image being the K-cells of the left hemisphere.
As the true correspondence between these pair of graphs is unknown, the accuracy is measured by the number of cells in the right K graph which are matched to K-cells in the left graph, rather then the number of correctly matched pairs.
We consider s = 0 and 10 soft seeds and M = 50, 000 random restarts for our matched filter. The seeds were determined using cells which were given the same name across the two hemispheres.
In addition to performing the matching in our previous examples using naive, centered, and low-rank centered schemes, we also consider a second "re-matching". Letting D * 1 denote the doubly stochastic solution found by the first matching (prior to projecting to the permutations), we consider rematching starting at D * 1 using a (different) low-rank centering. In this way the initial matching may find gross similarities which are then refined by removing more empirical correlation between the graphs. Whether this Figure 6: These panels show the accuracy for detecting the 100 K-cells in the left hemisphere using the K-cells subgraph for the right hemisphere. The four columns correspond to the 4 different centering options and each curve corresponds to the centering that was used for the second matching. Kernel smoothing with bandwidth 0.02 was used to smooth the average accuracy across the normalized objective function ranks (for the first match). The two rows correspond to using 0 and 10 seeds.
procedure is effective will of course depend on the particular choices for the first and second matching. Figure 6 shows the number of correctly matched vertices at each rank of the objective function, after the first match. The ranks were linearly rescaled to be between 0 and 1. Importantly, only the ranking of the initial ranking is used, (not of the second ranking).
In this instance we smoothed the performance across ranks using a Gaussian kernel smoother with bandwidth 0.02. The performance of each matching scheme and the scheme used for the second matching can all have substantial impacts on the overall performance. For example, while the centered scheme alone has very poor performance, if it is followed by the rank-1 scheme then the performance becomes better than the naive.
The overall best performance, according to this smoothed performances estimate, is achieved by using the rank-1 scheme followed by the rank-3 scheme. As these graphs have many matches with similar performance, each of which are local minima for the various objective functions, we fail to observe the substantial gap between accurate and inaccurate solutions. Indeed, most solutions under the rank-1 scheme achieve between 80 and 91 correct matches.
We note that in this instance the number of seeds barely impacts performance. This is likely due to two reasons. These seeds are merely guesses at some true correspondence and the best matchings often does not maintain all of the original seeds. Indeed, using 10 seeds, nearly every match does not include at least one of the original seed pairs. Also, as can be seen in Fig. 6 the graphs have a very distinctive structure where certain nodes, such as those with indices greater than 125, are very unlikely to be matched because of the directed nature of the graph. These nodes can be excluded, which is the opposite side of the coin of having seeds, and also makes the matching problem easier.
In order to visualize matches across restarts, for each pair of vertices across graphs, we can count the number of restarts where the pair was matched. Fig. 5c shows a heat map for these counts for the matches achieved using the rank-1 centering followed by the rank-3 centering using 0 seeds. The total number of restarts was 5000, corresponding to the column sums of the corresponding matrix.
Most of the matchings occur between Kenyon cells and even within these matching there are clear patterns of certain vertices frequently being matched to each other and groups of vertices that appear to be mapped together. Note also that many match pairs occur infrequently, with 32% of pairs never being matched. 58% of pairs which were matched were matched less than 100 times. This visualization and the associated matrix could easily be further analyzed to discover distinct patterns and grouping of vertices. Table 2 shows the matching performance (out of 100) for the solution which achieved the smallest objective function (after the first matching). Using this simple method for selecting a match, we achieve 89 correct matches. The best overall matches were able to find 94 K-cells but these matches did not appear among the top 1000 objective functions values.
One might imagine that better performance could be achieved by sorting according to the objective function value for the second match. However, this actually results in adverse behavior where lower objective functions result in poorer performance. While we do not exactly understand this phenomenon, if we view the second match as only a refinement, then we postulate that lower objective function values have strayed farther from the initial match, Table 2 : The number of K-cells in the left hemishpere detected by the match with the best objective function after the first match. The best among these, highlighted in bold, is 89 which was achieved by first performing a rank-1 centered match and then performing a rank-4 centered match, or a rank-2 centered match in the case of zero seeds.
second match seeds scheme none rank-1 rank-2 rank-3 rank-4 2  76  84  84  81  center  78  86  82  83  83  naive  84  88  85  83  86 which may reduce performance if the initial match is good.
Large-scale DTMRI Graphs
Diffusion tensor magnetic resonance imaging (DTMRI) is a form of MRI which allows for the estimation of coarse scale approximations of the networks of a human brain [41, 42] , so called connectomes. While the estimated graphs frequently only have 10s or 100s of vertices, recent tractography methods and parcellation techniques have allowed the creation of connectomes with tens left 7  186  611  9  49  0  56  121  20  right 7  173  646  0  81  0  65  576  20  left 20  136  816  1  121  0  78  324  10  right 20  192  1077  2  144  0  56  256  20  left 33  70  369  0  36  0  45  289  20  right 33  81  355  0  49  0  30  121  10  left 34  206  1528  0  324  0  78  729  10  right 34  173  1363  0  256  0  95  625  10 of thousands of vertices. To illustrate the ability of algorithm to scale to larger problems, we considered a matching problem on one such graph.
In particular, we used the DS72784 atlas from the neurodata repository [41] , and considered a problem analogous to finding Kenyon cells in the Drosophila connectome. The graph has ≈ 40 thousand nodes. Using the coarser Desikan atlas, each vertex can be assigned to one of 70 regions, 35 in each hemisphere. Corresponding regions are numbered by r and r + 35, for r = 1, . . . , 35.
As in the Drosophila example, we considered the problem of matching the subgraph corresponding to a region in one hemisphere, to the other hemisphere. In particular, we considered the matching of induced subgraphs of regions 7, 20, 33 and 34 in the left hemisphere to the right hemisphere, and matching regions 42, 55, 68, and 69, in the right hemisphere to the left hemisphere. These regions were picked because they were relatively close in number of vertices and edges and not too large. Details, for the numbers of vertices and edges in each graph are in the first three columns Table 3 .
For these experiments we used the same randomized initialization procedure and considered using 0, 10 and 20 seeds. As the true vertex correspondence is unknown, for seeds we randomly selected pairs of vertices from the matched regions. Each of the eight region-to-hemisphere matchings was repeated 400 times for each seeding level. While the number of iterations required per repetition varied, the time per iteration ranged from 5.6 ± 1.5 seconds for the smallest graphs to 8.1 ± 2.6 seconds for the largest graphs.
As the goal for these experiments was primarily to show the ability of our methods to scale to larger problems, we only considered using the centered padding scheme. The results in terms of the number of vertices correctly identified as belonging to the corresponding region indicate that using this procedure we were unable to accurately locate the corresponding region.
The rightmost 6 columns of Table 3 show the number of correctly matched vertices and the number of edge errors for the best edge error match, with the fewest number of edge errors, and the best region match, the match with the most vertices matched to the correct region. We also indicate the number of seeds used for each of these matchings. Note that the fewest edge error matching all used 0 seeds, had less than half the number of edge errors as the best region match, and generally did not find any vertices in the correct region. Figure 7 shows an example of the two matchings for matching region 7 in the left hemisphere. The matching on the left is the best matching achieved in terms of minimizing the objective function and the matching on the right is the best matching achieved in terms of vertices correctly identified as belonging to the corresponding region. The central figure shows the adjacency matrix for the original small graph and the top left and right show the adjacency matrices for the induced subgraphs that were found by the procedure. The bottom left and right show the difference between the original graph and the matched graph, with missing edges shown in blue and extra edges shown in red. Both matches appear to share the overall structure of the center plot but the left match matches many finer details that the right match does not.
Discussion
In this manuscript we have proposed a number of padding methods to transform the noisy subgraph detection problem into a graph matching problem. Each padding scheme emphasizes a different aspects of common graph structure. Theoretically, the centered and oracle padding schemes are guaranteed to recover the original vertex correspondence in the correlated Erdős-Rényi statistical model, provided correlations and edge probabilities do not decay too quickly and the order of the smaller graph is at least logarithmic in the order of the larger graph.
By using a partially known vertex correspondence and random restarts, we are frequently able to recover the full correspondence accurately in a number of synthetic data settings and in a connectomics setting, using a gradient ascent approach on a relaxation of the original problem. Importantly, we frequently observe a gap in the objective function value between a restart that achieves good performance and those with poor performance [43, 44] . If the size of the gap can be predicted, it can used to detect the fact that the correct alignment has been found rather than a spurious local minimum, and additionally can provide an adaptive stopping criterion for performing random restarts.
Rigorous results for the expected gap size in the correlated Erdős-Rényi model are currently unknown. Two recent results for graphs with the same number of vertices do provide some hints. [45] investigates the ratio of A − B 2 F and E P [ A − P BP T ], where the expectation is take with respect to a uniform distribution over all permutation matrices. The authors show that this quantity will converge to 1 − ρ T , where ρ T is the "total correlation" of the graph pair, incorporating the correlation of the edge probabilities and the correlation of the edge presence random variables. This result implies that
. Of course, the error for a local optimum will not necessarily be close to the error for a random permutation, so this result is not directly applicable. Another related result is in [27] , which shows that under certain conditions there will be no local optimum which correctly align more than θ( √ n) vertices. This gap in the number of aligned vertices presumably leads to a gap in the objective function. Another related avenue is that for quadratic assignment programs for independent homogeneous Erdős-Rényigraph, the deviation of the objective function at the solution compared to the objective at any fixed permutation has been well studied [44, 43] . Further explorations along these lines are active areas of research.
As the best objective function does not always correspond to the best matching performance, it can be difficult to evaluate performance when ground truth is not present. One way to quantify uncertainty is to study the proportion of times that two nodes are matched across graphs among the random restarts. By essentially taking the average of the permutations, one could determine which matches are most probable and which have higher uncertainty. We demonstrate this idea in Figure 5c where we see patterns of matches indicating that certain groups of vertices are more similar within the set of K-cells.
We have assumed that the induced subgraphs are identically distributed and positively correlated. These assumptions are important for our proof. Indeed, if negative correlation is allowed, the objective functions are seeking the wrong solution. Non-identical graphs can be more easily dealt with by using separate oracle estimates, as was done in the random dot product and Drosophila connectome examples. Further theoretical issues such as nonindependent edge graph may also be possible to deal with by exploiting the possibility that the graph pair is constructed out of a still large number of independent Bernoulli trials, none of which can drastically change graph structure. Such an assumption may allow for the application of Proposition 7 as in our proofs below.
The general question of which pairs of graphs are matchable, by which we mean the "true" correspondence is recoverable, remains open. One of the key aspects that make it possible in the correlated Erdős-Rényi model is that the noise introduced by the independent edges introduces asymmetries in the observed graphs, so that there are few or no automorphisms or even near automorphisms. Hence, under the correlated setting, all but the true correspondence lead to an increase in the number of edge discrepancies. For two arbitrary graphs, it is reasonable to expect that a similar conditions would be required, namely that there is a sufficient agreement between the graphs at the true correspondence, and that each graph is sufficiently asymmetric so that no other correspondence also has a small number of edge disagreements. 
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A Auxiliary Results
We use the following McDiarmid-like concentration result in the proof of each of our theorems.
Proposition 7 (Proposition 3.2 from [1] ). Let X 1 , . . . , X m be a sequence of independent Bernoulli random variables where
R be such that changing any X i to 1 − X i changes f by at most
for all 0 < t < 2σ/M .
The following proposition characterizes how a pair of correlated Bernoulli random variables can be generated from a set of three independent random variables. Along with a bound on the variances of these three Bernoullis this allows for the use of Proposition 7.
Proposition 8. If X, Y are marginally Bernoulli random variables with parameter Λ and correlation ρ, then the bivariate Bernoulli distribution of (X, Y ) is given by
Let Z 0 , Z 1 and Z 2 be independent Bernoulli random variables with
It also holds that
B Proofs of Main Results
In this section we prove our three main theorems.
For convenience, we recall the main variables for each theorem. Let [n] = {1, 2, . . . , n}. Let P n and D n denote the set of n × n permutation matrices and doubly stochastic matrices, respectively. Let J n and 0 n denote the n × n all-ones and all-zeros matrices, respectively, and J nm and 0 nm for n × m rectangular versions. Let A n denote the set of adjacency matrices corresponding to simple undirected graphs, i.e. the set of symmetric hollow {0, 1}-valued n×n matrices. Finally, let ⊕ denote the direct sum of matrices.
The number of vertices is n in the large graph and n c in the small graph. The matrix of correlations is R ∈ [0, 1] nc×nc and the matrix of edge probabilities is Λ ∈ [0, 1] nc×nc with the principal n c × n c submatrix given by Λ c . We observe A, B ∼ CorrER(Λ, R) with A ∈ A nc and B ∈ A n .
Proof of Theorem 2. Let Q ∈ P n (with associated permutation τ ) map all vertices in the small graph to vertices without matches in the large graph, so that k j = |{i ≤ n c : i = τ (i) > n c }| = n c . Let E Q be the set of edges in A permuted by Q, and note that E Q = Applying Proposition 7 with M = 2, σ 2 = Θ(n 2 c ), we have
where C is a positive constant that can vary line-to-line.
Proof of Theore 3. Let M = {Q ∈ P : Q c = I nc }, where Q c denotes the n c × n c principal submatrix of Q, denote the set of permutation which correctly match the n c core vertices. Note that if P ∈ M, then A − B F = A − P BP T F . Let Q / ∈ M (with associated permutation τ ) satisfy k j = |{i ≤ n c : i = τ (i) > n c }| and k c = |{i ≤ n c : i = τ (i) ≤ n c |, so that Q correctly matches the labels of n c − k c − k j of the core n c vertices across A and B. Define X Q = 
so that
Note that X Q is a function of
independent Bernoulli random variables, and in the language of Proposition 7, we have that M = 2 and σ 2 satisfies σ 2 ≤ 3n c (k c + k j ) and
Setting t = 2 (n c − 1)(k c + k j ) · γ σ yields t < σ as required, and letting C be a positive constant that can vary line by line we have that,
Define the equivalence relation "∼" on P n via P ∼ Q if P ·,v = Q ·,v for all core vertices v. Note that P ∼ Q implies that X P = X Q . To prove that there is no P / ∈ M satisfying X P ≤ 0, it suffices to consider a single P from each equivalence class under "∼". Summing Eq. (4) over the (at most) n 2(k j +kc) c n 2k j j equivalence classes for each k c , k j and then over k c and k j yields the desired result.
Proof of Theorem 4. For each i ∈ [n − n c ], define P i to be the permutation matrix whose associated permutation transposes n c + i and n c . Let X i = trace(AP i BP i )
T /2 and let X = trace(AB) T /2. It holds that X < X i if and only if v<ncÃ nc,v (B nc,v −B nc+i,v ) < 0, whereÃ i,j andB i,j are 1 (resp., −1) depending on the presence (resp., absence) of an edge between i and j in A or B. Let Z = n−m i=1 1 {X<X i } . We will proceed to show that, under the assumptions on the growth rates of n and n c , we have that P[Z = 0] = o(1).
Let the event E a, b be defined as For a, b ∈ {0, 1} nc−1 , let Proof of Theorem 5. The proof for the oracle padding scheme proceeds almost identically to the proof for the centered padding scheme. In particular, for each Q we let X Q , E Q , k j and k c be defined as in the proof of Theorem 3.
Hence, using that E[ A uv B wr ] = R uv Λ uv (1 − Λ uv ), if {u, v} = {w, r} 0, if {u, v} = {w, r}, we have,
The remainder of the proof follows mutatis mutandis.
