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Abstract
In the present paper we are studying scale properties of twist-2 conformal operators in
supersymmetric Wess-Zumino model. In particular, we are interested in a construction of mul-
tiplicatively renormalized conformal operators. We show, that in order to find multiplicatively
renormalized operators in this model, it is sufficient to find multiplicatively renormalized oper-
ators only for one member of operator supermultiplet. We found a closed analytical solution
for fermionic conformal operator, which together with supersymmetry transformations could be
used to find remained multiplicatively renormalized bosonic operators. Moreover, we found, that
the knowledge of fermionic diagonal and non-diagonal anomalous dimensions matrices allows
us completely reconstruct the forward anomalous dimensions matrix in singlet case.
1 Introduction
Parton distributions in QCD satisfy the Balitsky-Fadin-Kuraev-Lipatov (BFKL) [1] and Dokshitzer-
Gribov-Lipatov-Altarelli-Parizi [2] equations. When considered in supersymmetric limit these equa-
tions reveal some remarkable properties. For example, in the maximally supersymmetric N = 4
Yang-Mills theory there is a deep relation between BFKL and DGLAP evolution equations [3]. In
particular, the anomalous dimensions of Wilson twist-2 operators in N = 4 SYM could be found
from the eigenvalues of the kernel of BFKL equation. Moreover, the anomalous dimensions matrix of
the twist-2 operators in N = 4 Supersymmetric Yang-Mills theory has a very simple form with its el-
ements being expressed in terms of one universal anomalous dimension with shifted arguments [3, 4].
In leading order, universal anomalous dimension was found to be proportional to the Ψ-function,
what may be considered as an argument in favor of integrability of this model [5]. Generally, the
conformal invariance of the theory in leading order allows us to construct multiplicatively renormal-
ized quasi-partonic operators [6] up to this order in perturbation theory. However, in next-to-leading
order in perturbation theory multiplicative renormalization of conformal operators is violated due to
necessity in regularization of arising ultraviolet divergences.
The Efremov-Radyushkin-Brodsky-Lepage (ER-BL) equation [7] may be viewed as some kind of
the generalization of the DGLAP equation for the case of non-forward distribution functions. In this
case in and out hadronic states in matrix elements of conformal operators are different, what allows
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us to study scale properties of hadron wave functions. In the latter case the matrix elements of corre-
sponding conformal operators are considered between vacuum and hadronic state. It is known, that
the eigenfunctions of ER-BL evolution equation are directly related to multiplicatively renormalized
conformal operators. Moreover, knowing ER-BL evolution kernels one may find both diagonal and
non-diagonal parts of anomalous dimensions matrix for corresponding conformal operators.
Recently, there was a great interest in properties of before mentioned operators in the context
of famous AdS/CFT correspondence [8]. Namely, there are some calculations of the anomalous
dimensions of such operators in the limit of large j (Lorentz spin) from both sides of the AdS/CFT
correspondence [9, 10, 4, 11]. There are, also some predictions for anomalous dimensions of other
types of operators from string theory [12], partially confirmed by field theory calculations. It should
be noted, that up to this moment only diagonal part of anomalous dimension matrix have been
studied in the context of AdS/CFT correspondence and it would be interesting to compare the
results for its non-diagonal part with the appropriate result from string theory. So, we believe, that
non-diagonal parts of anomalous dimensions matrices in supersymmetric theories may reveal some
interesting properties and thus are worth to study.
In this paper we start our study with a simple supersymmetric model - supersymmetric Wess-
Zumino model [13] which contains only matter superfields. This model allow us to understand general
properties of the ER-BL equations and their solutions in the supersymmetric theories. As the next
step we suppose to perform a similar analysis for field theories with more supersymmetries. We
will be mainly interested in the construction of multiplicatively renormalized conformal operators
for non-forward kinematics and subsequent understanding of their string counterparts. This will be
a subject of one of our next papers.
To be precise, in the present work we calculate evolution kernels for non-singlet and singlet
unpolarized conformal operators together with similar quantities in polarized case. We study the
transformation properties of twist-2 conformal operators in Wess-Zumino model under supersymme-
try transformations. At this point, it is natural to introduce fermionic operators (with respect to
quantum numbers), as components of corresponding supersymmetric chiral multiplets. It is shown,
that the latter allow us reduce the problem of finding the solution of evolution equations in singlet
case (here we have operator mixing adding extra complexity) to the similar problem for fermionic
operators. The corresponding problem for fermionic operators turns out to be much simpler and
we will be able to obtain a closed analytical solution for multiplicatively renormalized fermionic
operators, which together with supersymmetry transformation could used to obtain a solution of
evolution equations in the singlet case. Moreover, we found, that the knowledge of fermionic diago-
nal and non-diagonal anomalous dimensions matrices allows us completely reconstruct the forward
anomalous dimensions matrix in singlet case.
Our present consideration is based on two approaches developed for studying non-forward partonic
distribution functions. The first one follows the articles of Mikhailov and Radyushkin [14, 15, 16],
where an effective method for calculation of the evolution kernels of ER-BL equation was proposed
[14, 15]. The properties of evolution kernels were later studied in [16]. The absence of the gauge
fields in our problem considerably simplifies the whole calculation, so here, we are following Ref. [14],
where the scalar φ3(6) theory in the space-time dimension six was considered. The second approach is
based on papers of Mu¨ller [17, 18], where the renormalized conformal Ward identities were extensively
exploited to find non-diagonal parts of anomalous dimension.
The present paper is organized as follows. In section 2, after briefly recalling some necessary
background about distribution amplitudes, conformal operators and supersymmetric Wess-Zumino
model, we give our results for ER-BL evolution kernels in unpolarized and polarized cases together
with some comments on the details of this calculation. In section 3 we introduce an approach for the
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evaluation of non-diagonal parts of anomalous dimensions matrices for conformal operators, we are
interested in, based on the analysis of conformal Ward identities for Green functions with operator
insertions. The obtained non-diagonal anomalous dimensions matrices were checked to coincide with
those coming from ER-BL evolution kernels evaluated before. In section 4, we combine our conformal
operators into one supersymmetric chiral multiplet and study the constrains on anomalous dimensions
of conformal operators following from supersymmetric Ward identity. Next, in section 5 we construct
multiplicatively renormalized fermionic operator up to next-to-leading order in perturbation theory
and explain how corresponding solutions could be found for other operators. Finally, section 6
contains our conclusion.
2 ER-BL evolution kernels in the supersymmetric Wess-
Zumino model
2.1 Preliminary
The field-theoretical background for the study of the distribution amplitudes is provided by their
relation to the matrix elements of non-local operators sandwiched between hadron and vacuum states
φ(x) =
1
2π
∫
dz−e
ixp+z− < 0|ϕ(0)ϕ(z−)|h(p+) >, (1)
where p+ is hadron momentum, x - momentum fraction carried by field ϕ and z− stands for light-cone
coordinate.
ER-BL equation describes the scale dependence of the distribution amplitudes (DA) or more gen-
eral non-forward parton distribution in contrast to scale dependence of forward distribution functions
governed by DGLAP equation. The ER-BL equation is generally written as
µ2
d
dµ2
φ(x, µ) =
∫ 1
0
dyV(x, y|α(µ))φ(y, µ) , (2)
where evolution kernel
V(x, y|α) = α
4π
V(0)(x, y) +
( α
4π
)2
V(1)(x, y) + ... (3)
is given as a series in the coupling constant and is calculated in perturbation theory. In leading order
the solution of evolution equation (2) could be constructed introducing moments of DA with respect
to Gegenbauer polynomials in the case of bosonic (on quantum numbers) DA or Jacobi polynomials
in the case of fermionic DA. For example, for non-singlet bosonic DA we have:∫ 1
0
dxC
3/2
k (x− x¯)φ(x,Q2) = 〈0|Oψk,k(µ2)|P 〉redµ2=Q2 , (4)
where x¯ = 1− x and 〈0|Oψk,k(µ2)|P 〉red = 〈0|Oψk,k(µ2)|P 〉/P k+1+ denotes reduced expectation value of
non-singlet bosonic conformal twist-2 operator:
Oψj,l =
1
2
ψ¯+(i∂+)
lγ+C
3/2
j
(D+
∂+
)
ψ+ (5)
where D = −→∂ −←−∂ , ∂ = −→∂ +←−∂ . In leading order this and other conformal operators, we will consider
later, are multiplicatively renormalized, so that the solution of evolution equation can be easily
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found. The evolution equation for DA (2) leads to renormalization group equations for corresponding
conformal operators:
µ
d
dµ
Oψj,l(µ2) =
l∑
k=0
γj,k(α(µ
2))Oψk,l(µ2), (6)
where the anomalous dimensions matrix
γj,k =
( α
4π
)
γ
(0)
k δj,k +
( α
4π
)2
γ
(1)
j,k + . . . (7)
is diagonal in leading order and could be extracted from the expression for evolution kernel:∫ 1
0
dxC
3/2
j (x− x¯)V(x, y|α) =
j∑
k=0
γjk(α)C
3/2
k (y − y¯). (8)
So, we see that the problem of determining the evolution kernels for DA and the problem of
calculation of anomalous dimensions matrix for corresponding conformal operators are closely re-
lated. In what follows, we are using two different approaches to determine DA evolution kernels and
anomalous dimensions matrices of our conformal operators. Equations, similar to (8) will be used
only to check, that both methods give us the same results.
2.2 Wess-Zumino model
The field content of supersymmetric Wess-Zumino model [13] consists of the (anti)chiral supermulti-
plets containing off mass shell a complex scalar field ϕ, one Majorana fermion field ψ (“quark” field)
and a complex auxiliary scalar field F :
Φ(y, θ) = ϕ(y) +
√
2θψ(y) + θθF(y) (9)
Φ(x, θ, θ¯) = ϕ(x) +
√
2θψ(x) + θθF(x)
− iθσµθ¯∂µϕ(x)− 1
4
θθθ¯θ¯∂µ∂
µϕ(x)− i√
2
θθθ¯σ¯µ∂
µψ(x) (10)
The lagrangian for this model is conveniently written using superfield formalism and is given by
L =
∫
d2θd2θ¯Φ¯iΦ
i − 1
3!
∫
d2θYijkΦ
iΦjΦk − 1
3!
∫
d2θ¯Y¯ ijkΦ¯iΦ¯jΦ¯k , (11)
where Yijk is Yukawa coupling, symmetric with respect to all indices. The first term in the la-
grangian stands for kinetic terms of all fields present in this model, second and third terms denote
superpotential (and its hermitian conjugate), which remains non-renormalized to all orders in pertur-
bative theory. Due to non-renormalization of the superpotential the β-function for Yukawa coupling
completely determined by the wave function renormalization of fields. To simplify notation it is
convenient to put Y ijk = g. The first coefficient of Yukawa β-function β(g2) = b0
g3
(4pi)2
+ . . . in
Wess-Zumino model is b0 = −3 and the leading order anomalous dimension of the chiral superfield
is γΦ =
g2
(4pi)2
.
In what follows, we will also need this lagrangian written in component notation. Rewriting
complex scalar field ϕ = (A + iB)/
√
2 in terms of real scalar A and pseudoscalar B fields, complex
4
auxiliary scalar field F = (F + iG)/√2 in terms of real scalar F and pseudoscalar G auxiliary fields
the Wess-Zumino lagrangian takes the form
L = 1
2
∂µA∂µA+
1
2
∂µB∂µB +
i
2
ψ¯γµ∂µψ +
1
2
(
F 2 +G2
)
+ g
[
F (A2 +B2) + 2GAB − iψ¯(A+ γ5B)ψ
]
. (12)
The supersymmetric transformations for the component fields could be summarized as follows
δQA = ǫ¯ψ , δQB = ǫ¯γ5ψ ,
δQψ = iγµ∂µ(A+ γ5B)ǫ+ i (F + γ5G) ǫ , (13)
δQF = ǫ¯γµ∂µψ , δ
QG = ǫ¯γµγ5∂µψ .
After eliminating auxiliary fields F and G with the use of their equations of motion the lagrangian
in Eq. (12) becomes
L = 1
2
∂µA∂µA+
1
2
∂µB∂µB +
i
2
ψ¯γµ∂µψ
− 1
2
g2
(
A2 +B2
)2 − igψ¯ (A + γ5B)ψ. (14)
Without auxiliary fields supersymmetric transformations (14) do not form a closed algebra. However,
introducing light-cone coordinates and defining light-cone fields one can find closed superalgebra for
“plus” - components of the fields. In light-cone coordinates general four-vector Xµ is represented as
X± = (1/
√
2)(X0±X3), andXµYµ = X+Y−+X−Y+−X iY i, where i=1,2. For spinors the appropriate
definition is λ± =
1
2
γ±γ∓λ, so that λ = λ+ + λ−. Then choosing ǫ = ǫ− the supersymmetric
transformations take the following form [19]
δQA = ǫ¯−ψ+ ,
δQB = ǫ¯−γ5ψ+ , (15)
δQψ+ = i∂+(A− γ5B)γ−ǫ− .
Now, let us introduce the local conformal Wilson twist-2 operators appearing in this model for
unpolarized and polarized cases
Oψj,l =
1
2
ψ¯+(i∂+)
lγ+C
3/2
j
(D+
∂+
)
ψ+ , (16)
O˜ψj,l =
1
2
ψ¯+(i∂+)
lγ+γ5C
3/2
j
(D+
∂+
)
ψ+ , (17)
Oφj,l = A(i∂+)l+1C1/2j+1
(D+
∂+
)
A+B(i∂+)
l+1C
1/2
j+1
(D+
∂+
)
B , (18)
O˜φj,l = A(i∂+)l+1C1/2j+1
(D+
∂+
)
B +B(i∂+)
l+1C
1/2
j+1
(D+
∂+
)
A , (19)
where D = −→∂ −←−∂ , ∂ = −→∂ +←−∂ and Cνn(z) - Gegenbauer polynomials
Cνn(z) =
(−1)n2n
n!
Γ(n+ ν)
Γ(ν)
Γ(n+ 2ν)
Γ(2n+ 2ν)
(1− z2)−ν+1/2 d
n
dzn
[
(1− z2)n+ν−1/2] . (20)
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Moreover in this model one can introduce also the following fermionic (by quantum numbers) oper-
ators
Oferj,l = ψ¯+(i∂+)l+1P (1,0)j+1
(D+
∂+
)
(A+ γ5B) , (21)
O˜ferj,l = ψ¯+(i∂+)l+1γ5P (1,0)j+1
(D+
∂+
)
(A+ γ5B) , (22)
where P
(α,β)
n (z) - Jacobi polynomials
P (α,β)n (z) =
(−1)n
n! 2n
(1− z)−α(1 + z)−β d
n
dzn
[
(1− z)α(1 + z)β(1− z2)n] . (23)
As was already mentioned in introduction, we will be interested in the renormalization properties
of these operators. It should be noted, that in the singlet case there is mixing between bosonic
operators formed by fermion and scalar fields. Also, in the non-forward kinematics, in contrast to
forward case, the operators (16) and (18) will mix under renormalization not only with each other,
but also with the total derivatives of these operators.
The scale properties of twist-2 conformal operators, we are interested in, could be deduced from
scale properties of corresponding distribution amplitudes. So, in what follows, we will first determine
the evolution kernels for DA in the cases of interest.
2.3 Unpolarized case
2.3.1 Non-singlet case
In non-singlet case we need to calculate the evolution kernel of DA, which Gegenbauer moments are
given by matrix elements of operator (16) sandwiched between quark states. In leading order there
is only one diagram shown in Fig. 1.a and in next-to-leading order there are three diagrams shown
in Fig. 2.a, 2.b and 2.c 1. For the diagram evaluation we used the method proposed by Mikhailov
and Radyushkin [14, 15]. The calculation details together with diagram by diagram answers may be
found in Appendices A and B. The final result for the non-singlet non-forward evolution kernel is
(α = g
2
4pi
)
VNS(x, y) =
α
4π
V
(0)
NS(x, y) +
( α
4π
)2
V
(1)
NS(x, y) (24)
V
(0)
NS (x, y) = θ(x < y)
{
2
x
y
− δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(25)
V
(1)
NS (x, y) = θ(x < y)
{
−4x
y
− x¯
y¯
ln(x¯)− x
y
ln(x) +
x¯
y¯
ln
(
1− x
y
)
− x
y
ln
(
1− x
y
)
+
x¯
y
ln2(x¯) + 2
x
y¯
ln(x) ln(y)− x
y¯
ln2(y) + δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(26)
In the forward case the evolution kernels are given by
P
(0)
NS(z) = 2z¯ − δ(1− z) (27)
P
(1)
NS(z) = −4z¯ − 2z¯ ln(z¯) + 2z¯ ln(z) + (1 + z) ln2(z) + δ(1− z) (28)
1One need to include also graphs with external self-energies which give δ-function contribution in the coordinate
space
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First three terms in the second line in Eq. (26) represent non-symmetric piece of the kernel yy¯VNS(x, y)
with respect to the exchange of variables (x↔ y)
yy¯VNS(x, y) = xx¯VNS(y, x) (29)
and, as was shown in Ref. [14, 16], lead to non-diagonal part of anomalous dimensions matrix in the
basis of Gegenbauer polynomials (see below).
2.3.2 Singlet case
In singlet case there is mixing between operators (16) and (18) and the evolution kernel takes now
the matrix form
V(x, y) =
(
Vψψ(x, y) Vψϕ(x, y)
Vϕψ(x, y) Vϕϕ(x, y)
)
(30)
with the elements of this matrix in leading order (diagrams Fig. 1.a - 1.d) given by
V
(0)
ψψ (x, y) = θ(x < y)
{
2
x
y
− δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
V
(0)
ψϕ (x, y) = θ(x < y)
{
2x
}
−
(
x↔ x¯
y ↔ y¯
)
V
(0)
ϕψ (x, y) = θ(x < y)
{
−2
y
}
−
(
x↔ x¯
y ↔ y¯
)
V(0)ϕϕ (x, y) = θ(x < y)
{
−2− δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(31)
and next-to-leading orders (diagrams Figs. 2- 5)
V
(1)
ψψ (x, y) = θ(x < y)
{
−6x
y
+
x
y
ln
(
x
y
)
− x¯
y¯
ln(x¯)− x
y
ln(x) +
1
y¯
(
1− x
y
)
ln
(
1− x
y
)
+
x¯
y
ln2(x¯) + 2
x
y¯
ln(x) ln(y)− x
y¯
ln2(y) + δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(32)
V
(1)
ψϕ (x, y) = θ(x < y)
{
−6x− x ln
(
x
y
)
+ 3x¯ ln(x¯)− 3x ln(x)− ln
(
1− x
y
)
+ x¯ ln2(x¯)− 2x ln(x) ln(y) + x ln2(y)
}
−
(
x↔ x¯
y ↔ y¯
)
(33)
V
(1)
ϕψ (x, y) = θ(x < y)
{
6
y
+
1
y
ln
(
x
y
)
− 1
y¯
ln(x¯) +
1
y
ln(x) +
1
yy¯
ln
(
1− x
y
)
+
1
y
ln2(x¯)− 2
y¯
ln(x) ln(y) +
1
y¯
ln2(y)
}
−
(
x↔ x¯
y ↔ y¯
)
(34)
V(1)ϕϕ (x, y) = θ(x < y)
{
2 + ln
(
x
y
)
+ ln2(x¯) + 2 ln(x) ln(y)− ln2(y) + δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(35)
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The corresponding evolution kernels in the case of forward scattering have the following form
P(0)(x, y) =
(
2z¯ − δ(1− z) 2
2z −δ(1− z)
)
(36)
P
(1)
ψψ (z) = −7z¯ − 2z¯ ln(z¯) + z¯ ln(z) + (1 + z) ln2(z) + δ(1− z) (37)
P
(1)
ϕψ (z) = −7 + z − 2 ln(z¯) + (1− 2z) ln(z) + ln2(z) (38)
P
(1)
ψϕ (z) = 1− 7z − 2z ln(z¯) + (z − 2) ln(z)− z ln2(z) (39)
P(1)ϕϕ (z) = z¯(1− 2 ln(z)) + δ(1− z) (40)
2.3.3 Fermionic operator
The calculation of evolution kernel for fermionic DA is similar to the calculation of evolution kernels
for bosonic DA. However, in this case there is one subtlety worth to mention. It is necessary to keep
track of what are the meanings of x and y in the expression for evolution kernels.
Now, for example if we agreed that x and y are the fractions of momentum for scalar field in
fermionic operator, then we have the following answers for evolution kernels in leading and next-to-
leading orders (see diagrams in Fig. 1.e and Fig. 6)
V
(0)
fer
(x, y) = θ(x < y¯)
{
−2
y¯
}
− δ(x− y) (41)
V
(1)
fer
(x, y) = θ(x < y)
{
2
ln(x) ln(y)
y¯
− ln
2(y)
y¯
}
+ θ(x > y)
{
ln2(x)
y¯
}
+
1
y¯
ln(x)− θ(x > y¯)
{
1
y¯
ln
(
1− x¯
y
)}
+ θ(x < y¯)
{
6
y¯
+
1
y¯
ln
(
1− x
y¯
)
+
1
y¯
ln
(
x
y¯
)}
+ δ(x− y) (42)
Evolution kernel in the case of forward scattering has the following form
P
(0)
fer
(z) = 2− δ(1− z) (43)
P
(1)
fer
(z) = −6 − ln(z)− 2 ln(z¯) + ln2(z) + δ(1− z) (44)
2.4 Polarized case
In polarized case the results for each contributing diagram differ from those in unpolarized case only
by overall sign.
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2.4.1 Non-singlet case
In non-singlet case the diagrams Fig. 1.a and Fig. 2.b change the overall sign and thus the final result
for the non-singlet evolution kernel in polarized case has the following form:
V˜NS(x, y) =
α
4π
V˜
(0)
NS (x, y) +
( α
4π
)2
V˜
(1)
NS (x, y) (45)
V˜
(0)
NS(x, y) = θ(x < y)
{
−2x
y
− δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(46)
V˜
(1)
NS(x, y) = θ(x < y)
{
4
x
y
+
x¯
y¯
ln(x¯) +
x
y
ln(x)− 1
y¯
(
1− x
y
)
ln
(
1− x
y
)
+
x¯
y
ln2(x¯) + 2
x
y¯
ln(x) ln(y)− x
y¯
ln2(y) + δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(47)
In the forward case the evolution kernels are given by
P˜
(0)
NS(z) = −2z¯ − δ(1− z) (48)
P˜
(1)
NS(z) = 4z¯ + 2z¯ ln(z¯) + 2z¯ ln(z) + (1 + z) ln
2(z) + δ(1− z) (49)
2.4.2 Singlet case
Changing the overall sign of diagrams in the cases where it is necessary and taking into account
mixing between operators (17) and (19) the evolution kernel in the singlet case has the following
form
V˜(x, y) =
 V˜ψψ(x, y) V˜ψϕ(x, y)
V˜ϕψ(x, y) V˜ϕϕ(x, y)
 (50)
with the elements of this matrix in leading order given by
V˜
(0)
ψψ (x, y) = θ(x < y)
{
−2x
y
− δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
V˜
(0)
ψϕ (x, y) = θ(x < y)
{
−x
}
−
(
x↔ x¯
y ↔ y¯
)
V˜
(0)
ϕψ (x, y) = θ(x < y)
{
1
y
}
−
(
x↔ x¯
y ↔ y¯
)
V˜
(0)
ϕϕ (x, y) = θ(x < y)
{
2− δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(51)
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and in next-to-leading order
V˜
(1)
ψψ (x, y) = θ(x < y)
{
6
x
y
+
x
y
ln
(
x
y
)
+
x¯
y¯
ln(x¯) +
x
y
ln(x)− 1
y¯
(
1− x
y
)
ln
(
1− x
y
)
+
x¯
y
ln2(x¯) + 2
x
y¯
ln(x) ln(y)− x
y¯
ln2(y) + δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(52)
V˜
(1)
ψϕ (x, y) = θ(x < y)
{
6x+ x ln
(
x
y
)
+ x¯ ln(x¯)− x ln(x) + ln
(
1− x
y
)
+ x¯ ln2(x¯)− 2x ln(x) ln(y) + x ln2(y)
}
−
(
x↔ x¯
y ↔ y¯
)
(53)
V˜
(1)
ϕψ (x, y) = θ(x < y)
{
−6
y
− 1
y
ln
(
x
y
)
+
1
y¯
ln(x¯)− 1
y
ln(x)− 1
yy¯
ln
(
1− x
y
)
+
1
y
ln2(x¯)− 2
y¯
ln(x) ln(y) +
1
y¯
ln2(y)
}
−
(
x↔ x¯
y ↔ y¯
)
(54)
V˜ϕϕ(x, y) = θ(x < y)
{
−2 − ln
(
x
y
)
+ ln2(x¯) + 2 ln(x) ln(y)− ln2(y) + δ(x− y)
}
+
(
x↔ x¯
y ↔ y¯
)
(55)
The corresponding kernels in the case of forward scattering are found to be
P˜
(0)
(x, y) =
( −2z¯ − δ(1− z) −2
−2z −δ(1− z)
)
(56)
P˜
(1)
ψψ (z) = 7z¯ + 2z¯ ln(z¯) + z¯ ln(z) + (1 + z) ln
2(z) + δ(1− z) (57)
P˜
(1)
ϕψ (z) = 7− z + 2 ln(z¯) + (3− 2z) ln(z) + ln2(z) (58)
P˜
(1)
ψϕ (z) = −1 + 7z + 2z ln(z¯) + (3z − 2) ln(z)− z ln2(z) (59)
P˜
(1)
ϕϕ (z) = −z¯(1 + 2 ln(z)) + δ(1− z) (60)
2.4.3 Fermionic operator
As it can be easily seen from Eqs. (21) and (22) there is a simple relation between fermionic operators
in polarized and unpolarized cases
O˜ferj,l = −γ5Oferj,l (61)
Thus, the evolution kernel for fermionic DA in polarized case differs only by overall sign from unpo-
larized one.
3 Conformal Ward Identity approach
As was shown in Refs. [17, 18] non-diagonal part of anomalous dimension matrix may be obtained
by studying renormalized Conformal Ward Identities (CWI) for the Green functions of elementary
fields with the insertions of corresponding conformal operators. To deduce the necessary identities,
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one starts with the generating functional for renormalized disconnected Green functions of conformal
operators. Exploiting its invariance with respect to transformations of collinear conformal group we
get
〈[Ojl](δGχ)〉 = −〈[(δGOjl])χ〉 − 〈[Ojl](δG[S])χ〉 , (62)
where < A > denotes averaging over the vacuum of the time ordered product TA exp(i[S]) and
χ =
∏
i φi stands for the product of elementary fields at different space-time points. The left hand
side of the above equality is the differential operator acting on renormalized Green function 〈[Ojl]χ)〉,
which thus should be finite. Hence, the right hand side of the equality is also finite. Using this fact
we may determine the scale and special conformal anomalous matrices for conformal operators under
consideration.
Now, the crucial point is to note, that scale and special conformal anomalies are in fact related.
The relation between matrices of scale and special conformal anomalies could be obtained by consid-
ering the action of the commutator of special conformal transformation with dilation [δD, δK− ] = δ
K
−
on Green function with conformal operator insertion. As a result we obtain the following relation[
aˆ(l) + γˆc(α, l) +
β(α)
α
bˆ(l), γˆ(α)
]
= 0 , (63)
where γˆc(α, l) is matrix of special conformal anomalies, aˆ(l), bˆ(l) is some matrix coefficients and γˆ(α)
are the anomalous dimensions matrix, we want to find. Due to the fact, that matrices aˆ(l) and bˆ(l)
do not depend on coupling constant (in contrast with all other quantities, appearing in Eq. (63)),
it is possible to solve this equation recursively at a given order of perturbation theory and find the
relation between non-diagonal elements of anomalous dimension matrix γNDjk in n
th-order and matrix
of special conformal anomalies γˆc(α, l) in (n− 1)-order of perturbation theory. For example, at LO
we have γNDjk = δjkγ
D
k . It should be noted, that in the absence of gauge field the final expression
is considerably simplified and one only needs to know the matrices a(l) b(l). More details about
this method in the case of fermionic operator could be found in Appendix C. Below we present the
results, obtained within this framework, for non-diagonal parts of anomalous dimensions matrix of
conformal operators, we are interested in.
3.1 Unpolarized case
3.1.1 Non-singlet case
Consider first the case of non-singlet bosonic operator. Solving Eq. (63) in the next-to-leading order,
it is easy to find the following general expression for non-diagonal anomalous dimensions matrix
[17, 18]
ψψγNDj,k =
(
ψψγ
(0)
j − ψψγ(0)k
)
dj,k
(
b0 + γΦ − ψψγ(0)k
)
, (64)
where
ψψγ(0)n =
2
n+ 1
− 2
n + 2
− 1
is the corresponding leading order anomalous dimension of operator (16) in forward case and
dj,k =

2k + 3
(j + k + 3)(j − k) if j − k > 0 and even
0 otherwise
(65)
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Taking into account the next-to-leading order anomalous dimension in forward case
ψψγ(1)n =
2
(n+ 1)3
− 2
(n+ 1)2
− 4
n+ 1
+
2
(n+ 2)3
+
2
(n+ 2)2
+
4
n + 2
+
2S1(n + 1)
n+ 1
− 2S1(n+ 2)
n + 2
+ 1 (66)
it not hard to verify that the relation (8) holds true.
3.1.2 Singlet case
In the singlet case the expression for non-diagonal anomalous dimensions matrix should be modified to
take into account operator mixing. In the case of Wess-Zumino model the corresponding expressions
are [20]
ψψγNDj,k =
(
ψψγ
(0)
j − ψψγ(0)k
)
dj,k
(
b0 − ψψγ(0)k
)
−
(
ψφγ
(0)
j − ψφγ(0)k
)
dj,k
φψγ
(0)
k (67)
ψφγNDj,k =
(
ψφγ
(0)
j − ψφγ(0)k
)
dj,k
(
b0 − φφγ(0)k
)
−
(
ψψγ
(0)
j − ψψγ(0)k
)
dj,k
ψφγ
(0)
k (68)
φψγNDj,k =
(
φψγ
(0)
j − φψγ(0)k
)
dj,k
(
b0 − ψψγ(0)k
)
−
(
φφγ
(0)
j − φφγ(0)k
)
dj,k
φψγ
(0)
k (69)
φφγNDj,k =
(
φφγ
(0)
j − φφγ(0)k
)
dj,k
(
b0 − φφγ(0)k
)
−
(
φψγ
(0)
j − φψγ(0)k
)
dj,k
ψφγ
(0)
k , (70)
where abγ
(0)
j are leading order anomalous dimensions of singlet operators (16) and (18):
ΓWZ =
ψψγn
ψφγn
φψγn
φφγn
=
2
n + 1
− 2
n+ 2
− 1 2
n + 1
n + 1
2
2
n + 2
2
n + 1
−1
(71)
Note, that in our normalization of Gegenbauer polynomials, the anomalous dimensions of conformal
operators (16) and (18) in singlet case differ from corresponding anomalous dimensions of the usual
(non-conformal) Wilson twist-2 operators appearing in the description of DIS by shift in argument
n → n + 1 and normalization factors. Here and in what follows we will show explicitly additional
normalization factors 2
n+1
or n+1
2
. For example, our results for ψφγn and
φψγn in Eq. (71) contain
explicit multiplication by these factors.
The next-to-leading order diagonal elements of anomalous dimensions matrix in this case are
given by
ψψγ(1)n =
2
(n+ 1)3
− 1
(n+ 1)2
− 7
n+ 1
+
2
(n + 2)3
− 1
(n + 2)2
+
7
n+ 2
+
2S1(n+ 1)
n+ 1
− 2S1(n+ 2)
n+ 2
+ 1 (72)
ψφγ(1)n =
(
2
(n+ 1)3
− 1
(n + 1)2
− 7
n + 1
+
2
(n+ 2)2
+
1
n + 2
+
2S1(n+ 1)
n+ 1
)
n+ 1
2
(73)
φψγ(1)n =
(
2
(n+ 1)2
+
1
n+ 1
− 2
(n + 2)3
+
1
(n+ 2)2
− 7
n + 2
+
2S1(n+ 1)
n+ 2
)
2
n+ 1
(74)
φφγ(1)n =
2
(n+ 1)2
+
1
n + 1
− 2
(n+ 2)2
− 1
n + 2
+ 1 (75)
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In singlet case the relation similar to Eq. (8) has the following matrix form∫ 1
0
dx
(
C
3/2
n (x− x¯) C1/2n+1(x− x¯)
) Vψψ(x, y) Vψϕ(x, y)
Vϕψ(x, y) Vϕϕ(x, y)
 =
=
n∑
k=0
 ψψγn,k ψφγn,k
φψγn,k
φφγn,k
 C3/2k (y − y¯)
C
1/2
k+1(y − y¯)
 (76)
It could be easily verified substituting explicit expressions for NLO evolution kernels Eqs. (32-35)
and NLO anomalous dimensions Eqs. (72-75).
3.1.3 Fermionic operator
The expression for non-diagonal anomalous dimensions matrix of operators with fermionic quantum
numbers (21) could be derived similar to the case of bosonic operators (for more details see Appendix
C). It is given by
ferγNDj,k =
(
ferγ
(0)
j − ferγ(0)k
)
dferj,k
(
β0 − ferγ(0)k
)
, (77)
where
ferγ(0)n = (−1)n+1
2
n+ 1
− 1 (78)
is the corresponding leading order anomalous dimension of fermionic operator (21) in forward case.
The matrix dferj,k is defined through the derivative of corresponding Jacobi polynomial over its indices:
d
dν
P
(1+ν,ν)
j (z)
∣∣∣∣
ν=0
= 2
j∑
k=0
dferj,kP
(1,0)
k (z) (79)
The explicit expression for dferj,k (j > k) has the following form
dferj,k = (−1)j−k
1
j − k
(j + 1) + (−1)j−k(k + 1)
j + k + 2
k + 1
j + 1
(80)
Taking into account the next-to-leading order anomalous dimension of this operator in forward case
ferγ(1)n =
2
(n+ 1)3
+ 1 + (−1)n+1
(
1
(n + 1)2
− 6
n + 1
+
S1(n+ 1)
n + 1
)
(81)
it easy to verify, that the relation similar to Eq. (8)∫ 1
0
dxP
(1,0)
j (x− x¯)Vfer(x, y|α) =
j∑
k=0
ferγjk(α)P
(1,0)
k (y − y¯) (82)
is valid.
3.2 Polarized case
In the polarized case non-diagonal anomalous dimensions matrices have the same expression as in
unpolarized case (see. Eqs. (64), (67)-(70) and (77)). The only change, which should be done, is the
replacement of unpolarized forward anomalous dimensions γj with polarized ones γ˜j.
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3.2.1 Non-singlet case
Taking into account the change of sign in diagrams in Fig. 1.a and Fig. 2.b we find that polarized
leading order anomalous dimension is given by
ψψγ˜(0)n = −
2
n + 1
+
2
n + 2
− 1 , (83)
whereas in next-to-leading order we have
ψψ γ˜(1)n =
2
(n + 1)3
− 2
(n+ 1)2
+
4
n+ 1
+
2
(n + 2)3
+
2
(n+ 2)2
− 4
n+ 2
− 2S1(n + 1)
n+ 1
+
2S1(n+ 2)
n+ 2
+ 1 (84)
It easy to see , that the relation (8) holds true.
3.2.2 Singlet case
In singlet case the leading order anomalous dimensions are
Γ˜WZ =
ψψ γ˜n
ψφγ˜n
φψγ˜n
φφγ˜n
=
− 2
n+ 1
+
2
n + 2
− 1 − 2
n + 1
n+ 1
2
− 2
n + 2
2
n + 1
−1
(85)
In the next-to leading order the diagonal elements of the anomalous dimensions matrix have the
following expressions
ψψγ˜(1)n =
2
(n+ 1)3
− 3
(n+ 1)2
+
7
n+ 1
+
2
(n+ 2)3
+
3
(n + 2)2
− 7
n+ 2
− 2S1(n+ 1)
n + 1
+
2S1(n+ 2)
n + 2
+ 1 (86)
ψφγ˜(1)n =
(
2
(n + 1)3
− 3
(n + 1)2
+
7
n+ 1
+
2
(n+ 2)2
− 1
n + 2
− 2S1(n+ 1)
n+ 1
)
n+ 1
2
(87)
φψγ˜(1)n =
(
2
(n + 1)2
− 1
n + 1
− 2
(n + 2)3
− 3
(n + 2)2
+
7
n+ 2
− 2S1(n+ 1)
n+ 2
)
2
n + 1
(88)
φφγ˜(1)n =
2
(n+ 1)2
− 1
n+ 1
− 2
(n+ 2)2
+
1
n + 2
+ 1 (89)
4 Supersymmetric Ward Identity
Now, let us recall, that all operators considered above form the representation of N = 1 supersymme-
try algebra. Similar to CWI we may consider the supersymmetric Ward identity [21] (its derivation
goes along the same lines as the derivation of CWI). As we will see in a moment, there is a host of
remarkable consequences for anomalous dimensions of our operators following from supersymmetric
Ward identity. To begin with, let us introduce the following combinations of conformal operators for
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unpolarized (Eqs. (16), (18) and (21)) and polarized (Eqs. (17), (19) and (22)) operators.
S1j,l =
2
j + 1
Oψj,l +Oφj,l P1j,l =
2
j + 1
O˜ψj,l + O˜φj,l (90)
S2j,l = −
j + 1
j + 2
2
j + 1
Oψj,l +Oφj,l P2j,l = −
j + 1
j + 2
2
j + 1
O˜ψj,l + O˜φj,l (91)
Vj,l = Oferj,l Uj,l = O˜ferj,l , (92)
where the coefficients in front of operators define the matrix, diagonalizing the matrices of forward
anomalous dimensions (71) and (85).
Under restricted light-cone supersymmetry transformations the combinations of conformal oper-
ators introduced above transform as follows
δQS1j,l = (1− (−1)j)ǫ¯V†j−1,l (93)
δQS2j,l = (1− (−1)j)ǫ¯V†j,l (94)
δQP1j,l = (1 + (−1)j)ǫ¯V†j−1,l (95)
δQP2j,l = (1 + (−1)j)ǫ¯V†j,l (96)
δQV†j,l = i∂+
(S1j+1,l + γ5P2j,l) γ−ǫ+ i∂+ (S2j,l + γ5P1j+1,l) γ−ǫ . (97)
The transformation low for the operators Uj,k foolowing from the observation Uj,k = −γ5Vj,k and the
Eq. (96). Now, we see that it is natural to combine bosonic and fermionic conformal operators into
N = 1 chiral supermultiplet.
Φ =
(S1 + iP2)+√2θX + θθ (S2 + iP1) , (98)
where Vj−1,l is the Majorana fermion build from the Weyl spinor X .
It is easy to find, that the renormalized supersymmetric Ward identity in the regularization
scheme, preserving supersymmetry, has the following form [21] (Sj,l denotes vector of operators S
1
j,l
and S2j,l)
〈[Sjl]δQX〉 = −〈δQ[Sjl]X〉 − 〈i[Sjl](δQS)X〉 and 〈δQ[Sjl]X〉 = finite , (99)
where we used the fact, that renormalized action in supersymmetric regularization is invariant with
respect to supersymmetry transformations 〈i[Sjl](δQS)X〉 = 0. The operators (93) and (94) mix
under renormalization and thus we define renormalized operators as (square brackets correspond to
renormalized quantities)[ S1
S2
]
jl
=
j∑
k=0
(
11ZS
12ZS
21ZS
22ZS
)
jk
(
Z−1φ 0
0 Z−1φ
)( S1
S2
)
kl
(100)
and as a consequence the renormalization group equation for these operators is given by
d
d lnµ
[ S1
S2
]
jl
=
j∑
k=0
(
11γS 12γS
21γS 22γS
)
jk
[ S1
S2
]
kl
(101)
Now, from supersymmetric Ward identity (99) we get (σk =
1
2
(1− (−1)k) and Zjk = 0 for k > j)
j∑
k=0
k∑
k′=0
(
11ZS
12ZS
21ZS
22ZS
)
jk
σk
( {Z−1V }k−1,k′
{Z−1V }kk′
)
[Vk′l] = finite (102)
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1/ǫ poles in (102) cancel, provided
j∑
k=0
{
11Z
[1]
S
}
jk
σk [Vk−1,l] +
j∑
k=0
{
12Z
[1]
S
}
jk
σk [Vkl] = σj
j∑
k=0
{
Z
[1]
V
}
j−1,k
[Vkl], (103)
j∑
k=0
{
21Z
[1]
S
}
jk
σk [Vk−1,l] +
j∑
k=0
{
22Z
[1]
S
}
jk
σk [Vkl] = σj
j∑
k=0
{
Z
[1]
V
}
jk
[Vkl] (104)
Noting, that Uj,k = −γ5Vj,k, it is easy to derive analogous relations for polarized operators Pj,k.
Taking into account linear independence of fermionic operators [Vkl] we finally get the following
relations [21]
11γS2n+1,2m+1 =
22γ
P
2n,2m =
ferγ2n,2m, m ≤ n, (105)
12γS2n+1,2m+1 =
21γ
P
2n,2m+2 =
ferγ2n,2m+1, m ≤ n− 1, (106)
21γ
S
2n+1,2m+1 =
12γ
P
2n+2,2m =
ferγ2n+1,2m, m ≤ n , (107)
22γ
S
2n+1,2m+1 =
11γ
P
2n+2,2m+2 =
ferγ2n+1,2m+1, m ≤ n , (108)
and
12γ
S
2n+1,2n+1 = 0 ,
12γ
P
2n,2n = 0 . (109)
These relations allow us to find anomalous dimensions of bosonic operators from known anomalous
dimensions of fermionic operators and vice versa. In particular, substituting explicit expression for
non-diagonal anomalous dimension of bosonic operators, one can determine matrix dj,k for fermionic
operators Eq. (80). The found relations between anomalous dimensions of conformal operators is
special case of existing superconformal relations for anomalous dimensions of conformal operators in
supersymmetric theories.
To obtain from the results above the corresponding relations for anomalous dimensions of confor-
mal operators considered earlier, one will need the following transition formulae among anomalous
dimensions of conformal operators (90) and (91) and anomalous dimensions of operators (16) and
(18) 
1
k + 1
11γ
1
k + 2
12γ
1
k + 1
21γ
1
k + 2
22γ

jk
=
1
2k + 3

k + 2
j + 1
k + 2
2
2
j + 1
1
k + 1
j + 1
k + 1
2
− 2
j + 1
−1
k + 2
j + 2
−k + 2
2
2
j + 2
−1
k + 1
j + 2
−k + 1
2
− 2
j + 2
1


ψψγ
φψγ
ψφγ
φφγ

jk
(110)
Now, let us explore some particular limits of equations (105)-(109). From Eq. (109) it follows, that
(here and below γjj ≡ γj, γ ≡ γV , γ˜ ≡ γA and indexes S (P) correspond to unpolarized (polarized)
cases):
ψψγij +
j + 1
2
φψγij =
2
j + 1
ψφγij +
φφγij, i = S,P, (111)
where j is odd for unpolarized case and even for polarized case. This equation is analogous (up to
redefinition of anomalous dimensions) to the well-known Dokshitzer relation (last paper in Ref. [2]),
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which was found first empirically in LO in the case of supersymmetric QCD (the anomalous dimen-
sions in supersymmetric QCD could be obtained from those in ordinary QCD through substitutions
CA = Nc, CF = Nc and Nf =
1
2
Nc.).
From (105) and (108), we also have (for odd j)
ψψγSj +
j + 1
2
φψγ
S
j =
ψψγPj−1 −
2
j
ψφγ
P
j−1 =
ferγj−1 , (112)
ψψγPj+1 +
j + 2
2
φψγPj+1 =
ψψγSj −
2
j + 1
ψφγSj =
ferγj . (113)
Moreover, from equations (106) and (107) we get the following relations between diagonal and non-
diagonal elements of anomalous dimensions matrices of conformal operators
2
j + 2
ψφγ
i
j −
j + 1
2
φψγ
i
j =
j + 1
2j + 1
∆kj+1,j−1 =
ferγj,j−1 , (114)
where j is odd for i = S and k = P, j is even for i = P and k = S and
∆ij+1,j−1 ≡
j
j + 2
ψψγ
i
j+1,j−1+
j
2
φψγ
i
j+1,j−1−
2
j + 2
ψφγ
i
j+1,j−1− φφγij+1,j−1. (115)
In the leading order ∆ij+1,j−1 is equal to zero, but starting from next-to-leading order it acquires
nonzero contribution. Here, we would like to note, that all these relations are valid in all orders of
perturbation theory provided anomalous dimensions were evaluated in supersymmetric scheme. In
Wess-Zumino model such scheme could be identified with the usual MS-scheme.
Next, the forward anomalous dimensions matrix in singlet case (71) is diagonalized with the help
of matrix D
D =
2
j + 1
1
− 2
j + 2
1
(116)
so, that in leading order we have
[
DΓWZD
−1
](0)
=
2
j + 1
− 1 0
0 − 2
j + 2
− 1
(117)
In next-to-leading order of perturbation theory the elements of forward anomalous dimensions matrix
of bosonic operators are given by (72)-(75). Using the same diagonalizing matrix D (116), as in
leading order, we get[
DΓWZD
−1
](1)
= (118)
2
(j + 1)3
+
1
(j + 1)2
− 6
j + 1
+
2S1(j + 1)
j + 1
+ 1 0
4
j + 1
− 4
j + 2
2
(j + 2)3
− 1
(j + 2)2
+
6
j + 2
− 2S1(j + 2
j + 2
+ 1
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So, in leading order the following relations between elements of anomalous dimensions matrix are
valid
ψψγj +
j + 1
2
φψγj =
2
j + 1
ψφγj +
φφγj (119)
ψψγj − j + 1
2
j + 1
j + 2
φψγj = − 2
j + 1
j + 2
j + 1
ψφγj +
φφγj (120)
However, in next-to-leading order the relation (120) does not hold, while the relation (119) is valid
to all orders of perturbation theory. Note, also, that from the relation (119) it follows that
ψψγj − 2
j + 1
ψφγj = −j + 1
2
φψγj +
φφγj (121)
which is also valid to all orders in perturbation theory and in leading order coincides with the
relation (120). Moreover, modifying the diagonalizing matrix (116) it is possible to show, that the
forward anomalous dimensions matrix will remain diagonal also in next-to-leading order, and, what
is more important, in all orders of perturbation theory. Such matrix D̂ is given by [22] 2:
D̂ =
2
j + 1
1
−j + 1
2
φψγj
ψφγj
1
, (122)
In polarized case the forward anomalous dimensions matrix (85) may be diagonalized with the help
of the same matrix D (116), as in unpolarized case and it is possible to find, that
[
D˜Γ˜WZD˜
−1
](0)
=
− 2
j + 1
− 1 0
0
2
j + 2
− 1 .
(123)
In next-to-leading order the elements of forward anomalous dimensions matrix in polarized case are
given by Eqs. (86)-(89). Using the same diagonalization matrix, as in leading order, we get[
D˜Γ˜WZD˜
−1
](1)
= (124)
− 2
(j + 1)3
+
1
(j + 1)2
− 6
j + 1
+
2S1(j + 1)
j + 1
− 1 0
4
j + 1
− 4
j + 2
+
8
(j + 2)2
− 2
(j + 2)3
− 1
(j + 2)2
+
6
j + 2
− 2S1(j + 2)
j + 2
− 1
At LO we have three independent relations among elements of forward anomalous dimensions matrix:
Eq. (111) together with Eq. (112), Eq. (113) and Eq. (114), where at LO we have ∆ij+1,j−1 = 0.
Therefore, we may conclude, that in forward case in leading order of perturbation theory, it is
sufficient to know only one diagonal element of anomalous dimensions matrix (71) or anomalous
dimension of fermionic operator ferγj to reconstruct the whole matrix.
At NLO the righthand side of Eq. (114) is nonzero and as a consequence matrices (118) and (124)
become triangular. So, to reconstruct the forward anomalous dimensions matrix one needs to know
additionally any other element of forward anomalous dimensions matrix or non-diagonal anomalous
dimension of fermionic operator ferγj,j−1.
2We thank Anatoly Kotikov for fruitful discussions of this issue.
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5 Solution of NLO evolution equation
Our primary goal is the construction of multiplicatively renormalized conformal operators up to
next-to-leading order in perturbation theory. The non-singlet case is simple and the corresponding
solution could be easily found in full analogy with φ3-theory [14]. So, here we will be interested
only in singlet case with bosonic operator mixing. In previous section we shown, that the twist-2
conformal operators form a chiral supermultiplet of N = 1 supersymmetry algebra and derived their
transformation rules under supersymmetry. It turns out, that in the singlet case, it is sufficient to find
only the expression for multiplicatively renormalized fermionic operator. The multiplicatively renor-
malized bosonic operators up to next-to-leading order in perturbation theory could be obtained then
via supersymmetry transformations from the expression for multiplicatively renormalized fermionic
operator.
As we already mentioned before there is a close relation between DA and conformal operators,
we are studying. To see it explicitly, let us consider the case of non-singlet bosonic operator. The
eigenvalues of the anomalous dimensions matrix γˆ of this operator are γj = γjj. Therefore, the
renormalization group analysis provides for multiplicatively renormalized operators O˜jl:
O˜jl(µ
2) = exp
(∫ µ2
µ20
dt
t
γj (g(t))
)
O˜jl(µ
2
0). (125)
Moreover, the operators Ojl could be completely expressed through O˜jl:
Ojl(µ
2) =
k∑
k=0
Bjk
(
g(µ2)
)
O˜kl(µ
2). (126)
Then, the evolution of distribution amplitude is given by:
φ(x,Q2) =
∞∑
n=0
φn
(
x, α(Q2)
)
exp
(∫ Q2
Q20
dt
t
γn
(
g(t)
)) 〈0|Onn(Q20)|P 〉red, (127)
where
φn
(
x, α(Q2)
)
=
∞∑
k=n
xx¯
NkC
3/2
k (x− x¯)Bkn
(
α(Q2)
)
, (128)
where Nk is some normalization factor (see below). So, in this section we will first determine the
eigenfunctions of the fermionic evolution kernel. Then, it is straightforward to write down the mul-
tiplicatively renormalized fermionic operators. Our treatment here is close to the work of Mikhailov
and Radyushkin on φ3-theory in 6-dimensional space-time [14, 16].
In leading order of perturbation theory the evolution equation (2) for the fermionic operator (21)
could be easily solved employing separation of variables.
φ(x, µ2)
∣∣
LO
=
∑
n=0
an
(
ln
µ2
Λ2
)−(ferγ(0)n /b0)
x¯P (1,0)n (x− x¯) , (129)
where ferγ
(0)
n is the LO anomalous dimension of the fermionic operator (21) and x¯P
(1,0)
n (x−x¯) = ψn(x)
is the solution of the eigenvalue equation∫ 1
0
v0(x, y)ψn(y)dy = λnψn(x) , (130)
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where λn = (−1)n/(n+ 1) and v0 is defined as
V
(0)
fer
(x, y) = v0(x, y) + δ(x− y) (131)
The easiest way to find ψn’s is to note, that the combination y¯v0(x, y) ≡ v˜(x, y) is symmetric under
the change x ↔ y: v˜(x, y) = v˜(y, x). Another property of v0(x, y) is that its convolution with the
polynomial of degree N is the polynomial of degree M with M ≤ N . Thus, the functions ψn(x)/x¯
should be the polynomials orthogonal to each other on [0, 1] with measure x¯.
Now, let us proceed with NLO evolution kernel. It is convenient to rewrite the resulting expression
Eq. (42) for NLO evolution kernel of the fermionic operators in the following form
V
(1)
fer
= θ(x > y¯)
{
1
y¯
ln(x)− 1
y¯
ln
(
1− x¯
y
)}
+ θ(x < y¯)
{
1
y¯
ln(y¯ − x) + 6
y¯
}
+ θ(x < y)
{
− ln
2(y)
y¯
+
2 ln(x) ln(y)
y¯
}
+ θ(x > y)
{
ln2(x)
y¯
}
(132)
+ θ(x < y¯)
{
2
y¯
ln
(
x
y¯
)}
+ δ(x− y)
It is easy to verify, that the combination y¯V
(1)
fer
is symmetric with respect to transformation x ↔
y if one takes into account only the first line of Eq. (132). The second and third lines of the
expression above constitute non-symmetric piece and thus lead to the non-diagonal terms in the
Jacobi polynomial basis (excluding δ-function, of course). To find a solution of NLO evolution
equation we will need the expression of NLO evolution kernel in the basis of LO eigenfunctions. To
simplify further notation it is convenient to introduce following definitions:
Ψ(1,0)ν,n (x) =
w(1 + ν, ν|x− x¯)
Nn(1 + ν, ν) (−1)
nP (1+ν,ν)n (x− x¯) (133)
Ψ(1,0)n (x) = Ψ
(1,0)
ν,n (x)
∣∣
ν=0
, (134)
where Nn(α, β) = 2α+β+1 Γ(n+α+1)Γ(n+β+1)(2n+α+β+1)Γ(n+1)Γ(n+α+β+1) is the normalization factor and w(α, β, x) =
(1−x)α(1+x)β is weight function. These are just the solutions of the eigenvalue equation (130) and
its generalization: ∫ 1
0
dyV (0)ν (x, y)Ψ
(1,0)
ν,n (y) = −
(−1)n+1
n + 1 + ν
Ψ(1,0)ν,n (y) , (135)
where
V (0)ν (x, y) = θ(x < y¯)
1
y¯
(
x
y¯
)ν
(136)
To write down the evolution kernel in the basis of LO eigenfunctions, it is convenient to express the
NLO kernel as the convolution of LO evolution kernels and their derivatives:
v0(x, y) = θ(x < y¯)
1
y¯
(137)
v˙0(x, y) =
(
d
dν
V (0)ν (x, y)
)∣∣∣∣
ν=0
= θ(x < y¯)
1
y¯
ln
(
x
y¯
)
(138)
Then it is an easy exercise to derive, that:
V (1)(x, y) = −2v˙0(x, z)⊗ v0(z, y) + 6v0(x, y) + 2v˙0(x, y) + u(x, y) , (139)
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where ⊗ denotes the convolution and
u(x, y) = θ(x > y¯)
{
1
y¯
ln(x)− 1
y¯
ln
(
1− x¯
y
)}
+ θ(x < y¯)
{
1
y¯
ln(y¯ − x)
}
(140)
It is not hard to show that u(x, y) is diagonal in the basis of LO eigenfunctions:∫ 1
0
dy u(x, y)Ψ(1,0)n (y) = (−1)n+1
{
− 1
(n + 1)2
+
2S1(n+ 1)
n + 1
}
Ψ(1,0)n (x). (141)
Now, what is left is to specify the action of dot kernels on LO eigenfunctions. As a starting point we
take the following eigenvalue equation
V (0)ν (x, y)⊗Ψ(1,0)ν,n (y) = −
(−1)n+1
n + 1 + ν
Ψ(1,0)ν,n (x) (142)
Differentiating this equation with respect to ν and putting it afterwards to zero we get
v˙0(x, y)⊗Ψ(1,0)n (y) + v0(x, y)⊗
d
dν
(
Ψ(1,0)ν,n (y)
)∣∣∣∣
ν=0
=
(−1)n+1
(n+ 1)2
Ψ(1,0)n (x)−
(−1)n+1
n + 1
d
dν
(
Ψ(1,0)ν,n (x)
)∣∣∣∣
ν=0
(143)
So, to find an action of dot kernels on LO eigenfunctions we need to know an expression for the ν
derivative of Ψ
(1,0)
ν,n . The latter is given by
d
dν
(
Ψ(1,0)ν,n (x)
)∣∣∣∣
ν=0
= 2
∞∑
k>n
dˆknΨ
(1,0)
k (x) + diagonal part , (144)
where
dˆjk =
1
j − k
(j + 1) + (−1)j−k(k + 1)
j + k + 2
k + 1
j + 1
(145)
We failed to find diagonal part in the equation above, however it is quite easy to derive diagonal part
directly for v˙0(x, y)⊗Ψ(1,0)n (y). In this way, we get from Eq. (143)
v˙0(x, y)⊗Ψ(1,0)n (y) =
(−1)n+1
(n+ 1)2
Ψ(1,0)n (x)−
∞∑
k>n
dkn(γ
(0)
k − γ(0)n )Ψ(1,0)k (x) (146)
We can summarized the actions of building blocks of NLO evolution kernel on LO eigenfunctions as
follows
v0(x, y)⊗Ψ(1,0)n (y) = −
(−1)n+1
n+ 1
Ψ(1,0)n (x) (147)
v˙0(x, y)⊗Ψ(1,0)n (y) =
(−1)n+1
(n+ 1)2
Ψ(1,0)n (x)−
∞∑
k>n
dkn(γ
(0)
k − γ(0)n )Ψ(1,0)n (x) (148)
u(x, y)⊗Ψ(1,0)n (y) = (−1)n+1
{
− 1
(n+ 1)2
+
2S1(n+ 1)
n+ 1
}
Ψ(1,0)n (x) (149)
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With all these formula at hand it is easy to derive that
− 2v˙0(x, z)⊗ v0(z, y)⊗Ψ(1,0)n (y) =
2
(n+ 1)3
Ψ(1,0)n (x) (150)
+
∞∑
k>n
dkn
(
γ
(0)
k − γ(0)n
) (−1− γ(0)n )Ψ(1,0)k (x)
Note, that substituting the expression for NLO evolution kernel in the basis of LO eigenfunction into
Eq. (82) we can easily determine analytical expression for non-diagonal part of anomalous dimensions
matrix of fermionic operator.
Now we are ready to write down the solution of ER-BL evolution equation for fermionic operator
(21) in next-to-leading order. Note, first, that if the next-to-leading order kernel V (1)(x, y) is diagonal
in the Jacobi polynomials basis, then the solution of evolution equation (2) would be
φ(diag)n
(
x, µ2
)
= an
(
µ20
)
exp
(
−
∫ µ2
µ20
ferγn(g(t))
dt
t
)
x¯P (1,0)n (x− x¯), (151)
where ferγn(g) =
(
α
4pi
)
ferγ
(0)
n +
(
α
4pi
)2 ferγ(1)n with ferγ(0)n and ferγ(1)n given by Eqs. (78) and (81) corre-
spondingly. In the case when V (1)(x, y) contains the non-diagonal terms, the solution of the evolution
equation will differ from φ
(diag)
n by O(α) terms. Therefore, we will look for the solution in the following
form
φn =
(
1 +
α
4π
W
)
⊗ φ(diag)n , (152)
Consider first a more simple case b0 = 0. Substituting (152) into the evolution equation and using
the explicit form of the total kernel (139) one can find, that in this case W =W (x, y) should satisfy
the following equation
[v0,W ]− + v˙0 ⊗ (γψ − v0) = 0. (153)
This equation could be easily solved noticing, that it is similar to eigenvalue equation for the V
(0)
ν
kernel written up to O(ν) terms
[v0, ω]− + v˙0 = 0, (154)
where ω stands for the generator of ν-shifts:
Ψ(1,0)ν,n ≡ Ψ(1,0)n + ν
d
dν
Ψ(1,0)ν,n
∣∣∣∣
ν=0
+O(ν2) = (1 + ν ω)⊗Ψ(1,0)n +O(ν2) (155)
As a result, we have the following expression for W :
W = −ω ⊗ (v0 − γψ) (156)
and as a consequence we have
φn =
(
1 +
α
4π
W
)
⊗Ψ(1,0)n =
(
1− α
4π
(
λn − γψ
)
ω
)
⊗Ψ(1,0)n
= Ψ(1,0)ν,n (x)
∣∣
ν= α
4pi
γ
(0)
n
(
1 +O(α2)) (157)
Then, the multiplicatively renormalized operators in this (b0 = 0) case could be written through the
coefficients dˆkn (145) of the expansion (144):
On = On + α
4π
∑
n>k
dˆknγ
(0)
k On (158)
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In the b0 6= 0 case the equation for the rotation kernel W has even more complicated structure than
Eq. (153)
b0W + [v0,W ]− + v˙0 ⊗ (b0 + γψ − v0) = 0. (159)
The effective method to solve this equation is to use matrix representation for the kernels in the
Jacobi polynomial basis. It then follows, that W ⊗Ψ(1,0)n has the following form:
W ⊗Ψ(1,0)n = (b0 + γΦ − λn) (λn − v0 − b0)−1 ⊗ v˙0 ⊗Ψ(1,0)n (160)
Now using the expression for the dot kernel in the Jacobi polynomial basis derived previously, we
get
W ⊗Ψ(1,0)n =
(
b0 +
ferγ(0)n
)(
P¯nΨ˙
(1,0)
n + b0
∞∑
k>n
dˆkn
ferγ
(0)
k − ferγ(0)n − b0
Ψ
(1,0)
k
)
, (161)
where P¯n is the projection operator P¯nΨ
(1,0)
n = (1 − δnk)Ψ(1,0)n subtracting the diagonal part. The
multiplicatively renormalized operators in this case are given by
On = On + α
4π
(b0 +
ferγ(0)n )
∑
n>k
dˆkn
ferγ
(0)
k − ferγ(0)n
ferγ
(0)
k − ferγ(0)n − b0
Ok. (162)
6 Conclusion
It follows from our analysis, that to find multiplicatively renormalized twist-2 conformal operators
in Wess-Zumino model it is sufficient to find multiplicatively renormalized operators only for one
member of operator supermultiplet. It is convenient in this case to find a solution for fermionic op-
erator. For the latter the problem of finding multiplicatively renormalized operators is much simpler
compared to singlet bosonic operators, where we have operator mixing. All other multiplicatively
renormalized operators could be then obtained from fermionic operator with the use of supersymme-
try transformations. Moreover, we found, that the knowledge of fermionic diagonal and non-diagonal
anomalous dimensions matrices allows us completely reconstruct the forward anomalous dimensions
matrix in singlet case. Also, the analysis was performed in a simplified supersymmetric Wess-Zumino
model, we think that most of our findings could be straightforwardly applied to field theories with
more supersymmetries.
Acknowledgments
We are grateful to A.V. Kotikov, L.N. Lipatov and S.V. Mikhailov for numerous discussions on the
subject of this paper. The work of A.O. was supported by the National Science Foundation under
grant PHY-0244853 and by the US Department of Energy under grant DE-FG02-96ER41005. The
work of V.V. is supported by grants INTAS 00-366 and RSG SS-1124.2003.2.
References
[1] L. N. Lipatov, Sov. J. Nucl. Phys. 23 (1976) 338 [Yad. Fiz. 23 (1976) 642]; V. S. Fadin, E. A. Ku-
raev and L. N. Lipatov, Phys. Lett. B 60 (1975) 50; E. A. Kuraev, L. N. Lipatov and V. S. Fadin,
23
Sov. Phys. JETP 44 (1976) 443 [Zh. Eksp. Teor. Fiz. 71 (1976) 840]; E. A. Kuraev, L. N. Li-
patov and V. S. Fadin, Sov. Phys. JETP 45 (1977) 199 [Zh. Eksp. Teor. Fiz. 72 (1977) 377];
I. I. Balitsky and L. N. Lipatov, Sov. J. Nucl. Phys. 28 (1978) 822 [Yad. Fiz. 28 (1978) 1597];
I. I. Balitsky and L. N. Lipatov, JETP Lett. 30 (1979) 355 [Pisma Zh. Eksp. Teor. Fiz. 30
(1979) 383].
[2] V. N. Gribov and L. N. Lipatov, Yad. Fiz. 15 (1972) 781 [Sov. J. Nucl. Phys. 15 (1972) 438];
V. N. Gribov and L. N. Lipatov, Yad. Fiz. 15 (1972) 1218 [Sov. J. Nucl. Phys. 15 (1972) 675];
L. N. Lipatov, Sov. J. Nucl. Phys. 20 (1975) 94 [Yad. Fiz. 20 (1974) 181]; G. Altarelli and
G. Parisi, Nucl. Phys. B 126 (1977) 298; Y. L. Dokshitzer, Quantum Chromodynamics. (In
Russian),” Sov. Phys. JETP 46 (1977) 641 [Zh. Eksp. Teor. Fiz. 73 (1977) 1216].
[3] A. V. Kotikov and L. N. Lipatov, arXiv:hep-ph/0112346; A. V. Kotikov and L. N. Lipatov,
Nucl. Phys. B 661 (2003) 19 [arXiv:hep-ph/0208220].
[4] A. V. Kotikov, L. N. Lipatov and V. N. Velizhanin, Phys. Lett. B 557 (2003) 114
[arXiv:hep-ph/0301021].
[5] L. N. Lipatov, “High-energy asymptotics of multicolor QCD and exactly solvable lattice models,”
arXiv:hep-th/9311037;
L. N. Lipatov, “Asymptotic behavior of multicolor QCD at high energies in connection with
exactly solvable spin models,” JETP Lett. 59 (1994) 596 [Pisma Zh. Eksp. Teor. Fiz. 59 (1994)
571];
L. D. Faddeev and G. P. Korchemsky, Phys. Lett. B 342 (1995) 311 [arXiv:hep-th/9404173].
[6] Y. M. Makeenko, Sov. J. Nucl. Phys. 33 (1981) 440 [Yad. Fiz. 33 (1981) 842]; T. Ohrndorf, Nucl.
Phys. B 198 (1982) 26; A. P. Bukhvostov, E. A. Kuraev, L. N. Lipatov and G. V. Frolov, JETP
Lett. 41 (1985) 92 [Pisma Zh. Eksp. Teor. Fiz. 41 (1985) 77]; A. P. Bukhvostov, G. V. Frolov,
L. N. Lipatov and E. A. Kuraev, Nucl. Phys. B 258 (1985) 601.
[7] A. V. Efremov and A. V. Radyushkin, JINR preprint E2-11983, Dubna (October 1978); Theor.
Math. Phys. 42 (1980) 97 [Teor. Mat. Fiz. 42 (1980) 147]; Phys. Lett. B 94 (1980) 245; G. P. Lep-
age and S. J. Brodsky, Phys. Lett. B 87 (1979) 359; Phys. Rev. D 22 (1980) 2157.
[8] J. M. Maldacena, Adv. Theor. Math. Phys. 2 (1998) 231 [Int. J. Theor. Phys. 38 (1999)
1113] [arXiv:hep-th/9711200]; S. S. Gubser, I. R. Klebanov and A. M. Polyakov, Phys. Lett.
B 428 (1998) 105 [arXiv:hep-th/9802109]; E. Witten, Adv. Theor. Math. Phys. 2 (1998) 253
[arXiv:hep-th/9802150].
[9] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, Nucl. Phys. B 636 (2002) 99
[arXiv:hep-th/0204051].
[10] S. Frolov and A. A. Tseytlin, JHEP 0206 (2002) 007 [arXiv:hep-th/0204226].
[11] A. V. Belitsky, A. S. Gorsky and G. P. Korchemsky, arXiv:hep-th/0304028.
[12] S. Frolov and A. A. Tseytlin, arXiv:hep-th/0304255.
[13] J. Wess and B. Zumino, Phys. Lett. B 49 (1974) 52.
[14] S. V. Mikhailov and A. V. Radyushkin, Theor. Math. Phys. 65, 999 (1986) [Teor. Mat. Fiz. 65,
44 (1985)].
24
[15] S. V. Mikhailov and A. V. Radyushkin, Nucl. Phys. B 254, 89 (1985).
[16] S. V. Mikhailov and A. V. Radyushkin, Nucl. Phys. B 273, 297 (1986).
[17] D. Muller, Z. Phys. C 49 (1991) 293.
[18] D. Muller, Phys. Rev. D 49 (1994) 2525.
[19] L. Brink, O. Lindgren and B. E. Nilsson, Nucl. Phys. B 212 (1983) 401; S. Mandelstam, Nucl.
Phys. B 213 (1983) 149; D. M. Capper and D. R. Jones, Phys. Rev. D 31 (1985) 3295.
[20] A. V. Belitsky and D. Muller, Nucl. Phys. B 527 (1998) 207 [arXiv:hep-ph/9802411].
[21] A. V. Belitsky, D. Muller and A. Schafer, Phys. Lett. B 450 (1999) 126 [arXiv:hep-ph/9811484];
A. V. Belitsky and D. Muller, Nucl. Phys. Proc. Suppl. 79 (1999) 576 [arXiv:hep-ph/9905211];
Phys. Rev. D 65 (2002) 054037 [arXiv:hep-ph/0009072].
[22] A. Kotikov, private communication.
[23] M. Tentyukov and J. Fleischer, Comput. Phys. Commun. 132, 124 (2000).
[24] P. Nogueira, J. Comput. Phys. 105, 279 (1993).
[25] J. A. Vermaseren, arXiv:math-ph/0010025.
[26] G. Mack and A. Salam, Annals Phys. 53 (1969) 174.
Appendix A
Here we give the diagram by diagram results. The whole calculation was automized with the help of
Feynman diagram analyzer DIANA [23], calling QGRAF [24] for the Feynman diagram generation,
and computer algebra system FORM [25].
The results for each diagram include contributions of this diagram to forward anomalous dimen-
sion γm, to forward evolution kernel P(z) and to non-forward evolution kernel V(x, y). Here and
below, the contributions of diagrams marked by star ’∗’ change the overall sign in polarized case.
The tadpole diagrams (similar to 1.d) give zero contribution in forward case and are proportional to
constant in non-forward case. So, in what follows we do not write explicit expressions for contribu-
tions of these diagrams. Also, graphs containing external self-energies, giving δ-function contribution
to evolution kernels, were taken into account in calculation, but not shown explicitly here.
25
(a) (b) (c) (d) (e)
Figure 1: One-loop diagrams
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m+ 2
1.a ∗ 2z¯
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m+ 1
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m+ 2
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m+ 1
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θ(x < y)
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y
− ( x↔ x¯, y ↔ y¯ )
0
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θ(x < y) + ( x↔ x¯, y ↔ y¯ )
(−1)m+1 2
m+ 1
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θ(x < y¯)
2
y¯
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(a) (b) (c) (d)
Figure 2: Two-loop diagrams for quark operator Eq. (16) sandwiched between quark states
− 2
(m+ 1)3
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− 2
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6
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ln(x¯) + 2
x
y¯
ln(y) +
x¯
y
ln2(x¯) + 2
x
y¯
ln(x) ln(y)
−x
y¯
ln2(y)
}
+
(
x↔ x¯
y ↔ y¯
)
− 2
(m+ 1)2
+
6
m+ 1
− 2
(m+ 2)2
− 6
m+ 2
2.b ∗ 6z¯ + 2(1 + z) ln(z)
θ(x < y)
{
−4x
y
− 2 x¯
y
ln(x¯)− 2x
y¯
ln(y)
}
+
(
x↔ x¯
y ↔ y¯
)
4
m+ 1
− 4
m+ 2
− 2S1(m+ 1)
m+ 1
+ 2
S1(m+ 2)
m+ 2
2.c 2z¯ (2 + ln(z¯))
θ(x < y)
{
−4x
y
− x¯
y¯
ln(x¯)− x
y
ln(x) +
1
y¯
(
1− x
y
)
ln
(
1− x
y
)}
+
(
x↔ x¯
y ↔ y¯
)
− 1
(m+ 1)2
+
3
m+ 1
+
1
(m+ 2)2
− 3
m+ 2
2.d ∗ z¯ (3 + ln(z))
θ(x < y)
x
y
{
−2− ln
(
x
y
)}
+
(
x↔ x¯
y ↔ y¯
)
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(a) (b) (c) (d)
Figure 3: Two-loop diagrams for quark operator Eq. (16) sandwiched between scalar states
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)
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Figure 4: Two-loop diagrams for scalar operator Eq. (18) sandwiched between quark states
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)
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Figure 5: Two-loop diagrams for scalar operator Eq. (18) sandwiched between scalar states
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(m+ 1)2
5.a 2z¯ (1 + ln(z))
θ(x < y)
{
−4 − 2 ln
(
x
y
)
+ ln2(x¯) + 2 ln(x) ln(y)− ln2(y)
}
+
(
x↔ x¯
y ↔ y¯
)
3
m+ 2
− 3
m+ 1
5.b −3z¯
θ(x < y)
{
6 + 3 ln
(
x
y
)}
+
(
x↔ x¯
y ↔ y¯
)
(a) (b) (c) (d) (e)
Figure 6: Two-loop diagrams for operator Eq. (21) with fermion quantum numbers
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2(m+ 1)3
− 2
(m+ 1)2
6.a (2 + ln(z)) ln(z)
θ(x < y)
{
2
ln(x) ln(y)
y¯
+ 2
ln(y)
y¯
− ln
2(y)
y¯
}
+ θ(y < x)
{
2
ln(x)
y¯
+
ln2(x)
y¯
}
(−1)m+1
(
− 2
m+ 1
+
S1(m+ 1)
m+ 1
)
6.b −2 − ln(z¯)
θ(x < y¯)
2
y¯
− θ(x > y¯)1
y¯
ln
(
1− x¯
y
)
+
1
y¯
ln(x)
(−1)m+1
(
1
(m+ 1)2
− 2
m+ 1
)
6.c −2 − ln(z)
θ(x < y¯)
{
2
y¯
+
1
y¯
ln
(
x
y¯
)}
(−1)m+1
(
− 2
m+ 1
+
S1(m+ 1)
m+ 1
)
6.d −2 − ln(z¯)
θ(x < y¯)
{
2
y¯
+
1
y¯
ln
(
1− x
y¯
)}
2
(m+ 1)2
6.e −2 ln(z)
−θ(x < y)2
y¯
ln(y)− θ(y < x)2
y¯
ln(x)
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Appendix B
Here we present details on the evaluation of momentum integrals present in the calculation of evo-
lution kernels of ER-BL equations. Our consideration follows the original work of Mikhailov and
Radyushkin [15]3
The main complication of the integrals involved compared to usual propagator-type integrals (for
which a lot of powerful technics were developed over the past years) is the presence of δ-function
related to effective vertex. To derive all the formula we used α-presentation for momentum integrals
as was originally proposed in [15]. For propagators and δ-function insertion we have:
1
(k2 + iε)ν
=
(−i)ν
Γ(ν)
∫ ∞
0
dααν−1 · exp
{
iα
(
k2 + iε
)}
(163)
δ
(
x− k · n
P · n
)
=
1
2π
∫ ∞
−∞
dα exp
{
iα
(
x− k · n
P · n
)}
(164)
In what follows we used the same integration measure convention as used by [15], that is we use MS
prescription. Technically, it could be accomplished by multiplying each integration ddk by additional
factor M(ε) = (4π)−εΓ(1 − ε). At one-loop level all integrals obtained after projecting out Dirac
structure of the conformal operator under consideration and expanding scalar products of momenta
in the numerator over the denominator factors could be reduced to the following two most general
integrals∫
ddk
(2π)d
δ
(
1− n·k
n·P
)
[(k − aP )2 −m21]n1 [(k − bP )2 −m22]n2
=
i(−π)d/2
(2π)dΓ(n1)Γ(n2)
Γ
(
n1 + n2 − d
2
)∫ 1
0
dααn1−1(1− α)n2−1δ(x− aα− b(1− α))A d2−n1−n2
(165)
and ∫
ddk
(2π)d
δ
(
1− n·k
n·P
)
[k2 −m21]n1[(k − aP )2 −m22]n2[(k − bP )2 −m23]n3
=
i(−π)d/2
(2π)dΓ(n1)Γ(n2)Γ(n3)
Γ
(
n1 + n2 + n3 − d
2
)
×
∫ 1
0
{dβ2dβ3}(1− β2 − β3)n1−1βn2−12 βn3−13 δ
(
x− aβ2 − bβ3
)
B
d
2
−n1−n2−n3 , (166)
where the following notation is introduced: d = 4− 2ε, {dβ2dβ3} = θ(1− β2 − β3)dβ2dβ3 and
A = −αm21 − (1− α)m22 (167)
B = −β2m22 − β3m23 − (1− β2 − β3)m21 (168)
The masses m21, m
2
2, m
2
3 provide infrared regularization in the cases where it is necessary.
On the other hand these expressions for one-loop integrals could be used as building blocks to
obtain expressions for necessary two-loop integrals. Here we would like to note that evolution kernels,
3It should be noted that expressions for J(z) and S(z) functions (to be introduced below) have misprints in [15].
We thank Sergei Mikhailov for fruitful discussions on this subject and performed crosschecks.
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in which we are interested, are being obtained as a result of application KR′-operation to diagrams
describing renormalization of effective vertices corresponding to multiparticle distribution functions.
So, in what follows we give answers for all necessary two-loop integrals before and after application
of KR′-operation. Note, that it would be incorrect to use just KR′-subtracted scalar integrals as
extra ε terms could follow from Dirac algebra for γ-matrices and procedure used for subtracting
subdivergences provided by R′-operation should take them into account.
To perform the calculation described in this paper the following general formulas for two-loop
scalar integrals are sufficient
V (b|c, d|1) = −(4π)4
∫
1
(l − cP )2(l − dP )2
∫
δ
(
x− k·n
P ·n
)
(k − l)2(k − bP )2
ddl¯ddk¯
(2π)2d
(169)
Before KR′-operation we have
V (b|c, d|1) = 1
2εy2
{
θ(−x1)θ(x1 > y1)J˜
(
x1
y1
)
− θ(−x1)θ(x1 > y1 + y2)J˜
(
x1
y1 + y2
)
+ θ(x1)θ(x1 < y1 + y2)J˜
(
x1
y1 + y2
)
− θ(x1)θ(x1 < y1)J˜
(
x1
y1
)}
(170)
Here we have introduced the notation
ddk¯ = M(ε)ddk, x1 = x− b, y1 = d− b, y2 = c− d > 0
J˜(z) = −1
ε
ln z +
1
2
ln2 z, S˜(z) =
1
ε
1− z
z
− 21− z
z
− 1 + z
z
ln z
J(z) =
1
ε
ln z +
1
2
ln2 z, S(z) = −1
ε
1− z
z
− 21− z
z
− 1 + z
z
ln z
The result for V (b|c, d|1) after KR′-operation could be obtained from the result without KR′-
operation performed with the substitution J˜(z)→ J(z).
V
(
b
∣∣∣c, d∣∣∣ l · n
P · n
)
= −(4π)4
∫
l · n/P · n
(l − cP )2(l − dP )2
∫
δ
(
x− k·n
P ·n
)
(k − l)2(k − bP )2
ddl¯ddk¯
(2π)2d
(171)
Before KR′-operation we have
V
(
b
∣∣∣c, d∣∣∣ l · n
P · n
)
=
1
2εy2
{
θ(x1 > y1)θ(−x1)
[
x1S˜
(
x1
y1
)
+ bJ˜
(
x1
y1
)]
− θ(x1 > y1 + y2)θ(−x1)
[
x1S˜
(
x1
y1 + y2
)
+ bJ˜
(
x1
y1 + y2
)]
+ θ(x1 < y1 + y2)θ(x1)
[
x1S˜
(
x1
y1 + y2
)
+ bJ˜
(
x1
y1 + y2
)]
− θ(x1 < y1)θ(x1)
[
x1S˜
(
x1
y1
)
+ bJ˜
(
x1
y1
)]}
(172)
33
The result for V
(
b|c, d| l·n
P ·n
)
after KR′-operation could be obtained from the result without KR′-
operation performed with the substitutions: J˜(z)→ J(z) and S(z)→ S˜(z)
W
(
a, b
∣∣∣ c ∣∣∣ { 1
(l · n/P · n)
})
= −(4π)4
∫
δ(x− k·n
P ·n
)
(k − aP )2(k − bP )2
×
∫
1
(l − k)2(l − cP )2
{
2
(l · n/P · n)
}
ddk¯dd l¯
(2π)2d
. (173)
Before KR′-operation we have
W
(
a, b
∣∣∣ c ∣∣∣ { 1
(l · n/P · n)
})
a 6= b
=
1
2ε
{
1
1
2
(x1 + y + 1) + b
}
1
y1 + y2
{
θ(x1)θ(y1 + y2 > x1)
[
−1
ε
+ 2
]
+ θ(x1)θ(y1 > x1) ln
x1
y1
− θ(x1)θ(y1 > x1)θ(x1 > y1 + y2) ln [y1 + y2]− x1
[y1 + y2]− y1
+ θ(x1 > y1)θ(y1 + y2 > x1) ln
[y1 + y2]− x1
[y1 + y2]− y1 − θ(−x1)θ(x1 > y1) ln
x1
y1
}
a− b 6= c
=
1
2ε
{
1
1
2
(x1 + y1 + b)
}(
θ(−x1)θ(x1 > y1) + θ(x1)θ(y1 > x1)
)( 1
y1
+
1
x1
)
, (174)
where x1 = x − b, y1 = c − b, y2 = a − c, y1 + y2 = a − b ≥ 0, x > 0. After KR′-operation was
performed the integral above takes the following form
W
(
a, b
∣∣∣ c ∣∣∣{ 1
(l · n/P · n)
})
a 6= b
=
1
2ε
{
1
1
2
(x1 + y + 1) + b
}
1
y1 + y2
{
θ(x1)θ(y1 + y2 > x1)
[
1
ε
+ 2
]
+ θ(x1)θ(y1 > x1) ln
x1
y1
− θ(x1)θ(y1 > x1)θ(x1 > y1 + y2) ln [y1 + y2]− x1
[y1 + y2]− y1
+ θ(x1 > y1)θ(y1 + y2 > x1) ln
[y1 + y2]− x1
[y1 + y2]− y1 − θ(−x1)θ(x1 > y1) ln
x1
y1
}
a− b 6= c
=
1
2ε
{
1
1
2
(x1 + y1 + b)
}(
θ(−x1)θ(x1 > y1) + θ(x1)θ(y1 > x1)
)( 1
y1
+
1
x1
)
. (175)
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Appendix C
Here, we following Refs. [17, 18], present the details for the derivation of non-diagonal part of anoma-
lous dimensions matrix for fermionic operator, based on the analysis of conformal Ward identity for
Green functions with fermionic operator insertion. In what follows, we will consider somewhat more
general fermionic operator, then one considered in the main body of the paper:
Oferj,l = ψ¯+(i∂+)
lP
(α,β)
j
(
D+
∂+
)
φ . (176)
Even so, this operator will be highest vector in corresponding conformal representation only for α = 1
and β = 0, some of the formulas given here will certainly have applications in other supersymmetric
models with more rich field content. To start with, let us remained reader some basic facts about
conformal symmetry group.
Conformal group is defined as the most general group leaving invariant light-cone in n-dimensional
Minkowski space. The algebra of this group contains, in addition to generators of Poincare group:
Pµ and Mµν , the generator of dilations D and n generators Kµ of special conformal transformations.
The latter generators satisfy the following commutation relations [26]:
[D,Kµ] = iKµ , [Kµ, Pν ] = −2i(gµνD +Mµν),
[D,Pµ] = −iPµ , [Kρ,Mµν ] = i(gρµKν − gρνKµ),
[Kµ, Kν ] = 0 , [D,Mµν ] = 0 . (177)
Here we will work only with the subalgebra of conformal algebra, the so called collinear conformal
algebra, isomorphic to SU(1, 1) ∼= SO(2, 1). The representations of collinear conformal algebra could
be obtained from those of full conformal algebra via a projection to the light cone. The necessary
projection itself could be build with the help of two light-cone vectors, n and n∗ with the properties:
n2 = n∗2 = 0 and n ·n∗ = 1. The generators of collinear conformal group obtained have the following
expressions:
K− = n
∗
µK
µ, D ,
P+ = nµP
µ, M−+ = n
∗
µM
µνnν . (178)
In what follows, we will also need the transformation laws of fermion and scalar fields under special
conformal transformations:
K−φ = i
(
2x−(dφ + x · ∂)− x2∂−
)
φ,
K−ψ = i
(
2x−(dψ + x · ∂) + 2Σ−νxν − x2∂−
)
ψ (179)
where dφ and dψ are scale dimensions for the scalar and fermion fields correspondingly. Σ−ν is the
spin operator:
Σµνψ =
1
4
[γµ, γν ]ψ. (180)
The fermion conformal operators, we are interested in, form an infinite dimensional representation
of collinear group. The members of each series are labeled by their spin l. The generators D and
M−+ are diagonal with respect to representations, whereas P+ acts as a raising operator and K− as
a lowering operator. The action of K− on O
fer
j,l is
K−O
fer
j,l =
∫
d4x
{
(K−φ(x))
δ
δφ(x)
+
(
K−ψ¯(x)
) δ
δψ¯(x)
}
Oferj,l . (181)
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Now, it is an easy exercise to find that
K−O
fer
j,l = a(j, l, α, β)O
fer
j,l−1, (182)
where
a(j, l, α, β) = 2(j − l)(j + l + α + β + 1). (183)
To derive the conformal Ward identity itself we start with generating functional for renormalized
disconnected Green functions with operator insertions
Zj,l(η¯, η, J) =
1
N
∫
DΦ[Oferj,l ] · exp
{
i[S] + i
∫
ddx[η¯(x)ψ(x) + ψ¯(x)η(x) + J(x)φ(x)]
}
,
i[S] = i
∫
ddxL , (184)
where [Oferj,l ] and [S] denote corresponding renormalized quantities. Using the invariance of the gen-
erating functional with respect to special conformal transformations and performing differentiation
over field sources, one gets the following conformal Ward identity
〈[Oferj,l ]
(
δKχ
)〉 = −〈(δK [Oferj,l ])χ〉 − 〈[Oferj,l ] (δK [S])χ〉, (185)
where 〈A〉 stands for vacuum averaging of the time ordered product TA exp(i[S]) and χ = Πiφi
denotes product of elementary fields taken at different space-time points. Note, that the left-hand
side of Eq. (185) is finite, so the right-hand side also should be finite. The first term at right-hand
side is a variation of the renormalized fermion operator under special conformal transformations. It
is given by
δK [Oferj,l ] = i
j∑
k=0
{
ZˆAˆ(l, ε)Zˆ−1
}
j,k
[Oferk,l−1], (186)
where we introduced the following notation 4
[Oferj,l ] =
j∑
k=0
Zjk(ε, g)O
fer
k,l , k ≤ l , (187)
and5
Aˆ(l, ε) = aˆ(l) + 2(γΦ + ε)bˆ(l), (188)
aˆ(l) =
{
a(j, l, α, β)δjk
}
, (189)
bˆ(l) = 2
∫ 1
−1
dx
w(x|α, β)
Nnk(α, β)P
(α,β)
k (x)LˆP (α,β)j (x), (190)
with
Lˆ = l − x d
dx
, w(x|α, β) = (1− x)α(1 + x)β,
Nk(α, β) = 2α+β+1 Γ(k + α + 1)Γ(k + β + 1)
(2k + α + β + 1)Γ(k + 1)Γ(k + α+ β + 1)
. (191)
4The renormalization of conformal operators does not depend on l due to Lorentz invariance and the matrix Zjk
is triangular.
5Note, that here we used the fact that anomalous dimensions of scalar and fermion fields are equal, as they belong
to the same supermultiplet.
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The evaluation of integral in the definition of matrix bˆ(l) gives
bjk(l) = 2(l − k)δjk
− θ(j > k)
{
(2k + α+ β + 1)
Γ(k + α + β + 1)
Γ(j + α + β + 1)
[
(−1)j−k Γ(j + α + 1)
Γ(k + α+ 1)
+
Γ(j + β + 1)
Γ(k + β + 1)
]}
.
The second term on the right-hand side of Eq. (185) is the product of two renormalized operators:
[Oferj,l ] and the variation of renormalized action. For the latter we have the following expression
iδK− [S] =
β¯(ε, g)
g
[△−] with [△−] = g ∂
∂g
i
∫
ddx2x−L(x), β¯(ε, g) = −εg + β(g). (192)
As it is known, the product of two renormalized operators may still contain ultraviolet divergences,
so an additional subtraction of divergences is necessary
[Oferj,l △−] = [Oferj,l ][△−]− i
j∑
k=0
Z∗jk(l)[O
fer
k,l−1]. (193)
Substituting Eqs. (186), (192) and (193) into conformal Ward identity and taking limit ε → 0, one
gets6
〈[Oferj,l ]δK−χ〉 = i
j∑
k=0
{aˆ(l) + γˆc(g, l)}jk〈[Oferk,l ]χ〉 −
β
g
〈[Oferj,l △−]〉. (194)
Here the definition for the matrix of special conformal anomalies was introduced
γˆc = lim
ε→0
(
ZˆAˆZˆ−1 − aˆ− β¯
g
Zˆ∗
)
. (195)
It is easy to derive, that in Wess-Zumino model we are considering here Zˆ∗[1](l) (the coefficient of
simple pole in ε) is given by
Zˆ∗[1](l) = g2γˆ(1)bˆ(l) +O(g2) (196)
and as a consequence we have γˆc = bˆ(l)(γˆ(1) + 2γ
(1)
Φ 1ˆ) with 1ˆ = {δjk}.
Now, the crucial point is to note, that the scale and special conformal anomalies are in fact
related. The relation between matrices of scale and special conformal anomalies could be obtained by
considering the action of the commutator of special conformal transformation with dilation [δD, δK− ] =
δK− on Green function with fermion operator insertion. Taking into account that δ
D acts on 〈[Oferj,l ]χ〉
as µ ∂
∂µ
+Nψγψ+Nφγφ (Nψ and Nφ are numbers of ψ and φ fields in χ) one gets the following identity[
aˆ(l) + γˆc(g, l) + 2
β(g)
g
bˆ(l), γˆ(g)
]
= 0 . (197)
Since aˆ(l) does not depend on coupling constant, solving this equation recursively we see that γNDjk
in (n)-loop order is determined by the (n − 1)-loop approximation of γˆc, β and γˆ = γˆD + γˆND. At
two first order we have
γ
(0)
jk = δjkγ
D
k , (198)
[γNDjk ]
(1) =
γ
(0)
j − γ(0)k
2(j − k)(j + k + 2)(γ
c(0)
jk − β0bjk) . (199)
6Note, that at this point the finiteness of the right-hand side of CWI is used
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