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Abstract. This paper presents a population-based approach to the Variable
Neighbourhood Search algorithm, named PRVNS. The main contribution of the
proposed algorithm, in addition to evolve a population of individuals, is that
each individual adapts its neighborhood variations autonomously. This auto-
nomous neighborhood control allows individuals to intensify or diversify the se-
arch for promising regions in the solution space during the optimization process.
Hence, each individual adapts its behavior according to the region in which it is
located. This work focuses on optimization problems with continuous domain.
Several benchmark functions with high dimensionality (D = 250) were used.
Results were obtained and compared with the non-populational VNS approach
and with the Differential Evolution algorithm. Results suggest that the proposed
approach is a promising and competitive alternative to continuous optimization.
Resumo. Este trabalho apresenta uma abordagem populacional para o al-
goritmo de Busca em Vizinhanc¸a Varia´vel, denominado PRVNS. A principal
contribuic¸a˜o do algoritmo proposto, ale´m de evoluir uma populac¸a˜o de in-
divı´duos, e´ que cada indivı´duo adapta suas variac¸o˜es de vizinhanc¸a de maneira
autoˆnoma. Este controle autoˆnomo de vizinhanc¸a permite aos indivı´duos inten-
sificar ou diversificar a busca por regio˜es promissoras no espac¸o de soluc¸o˜es
durante o processo de otimizac¸a˜o. Cada indivı´duo adapta seu comportamento
de acordo com a regia˜o em que se encontra no espac¸o de soluc¸o˜es. Este
trabalho tem como foco de aplicac¸a˜o problemas de otimizac¸a˜o com domı´nio
contı´nuo. Foram utilizadas va´rias func¸o˜es benchmark com alta dimensionali-
dade (D = 250). Resultados foram obtidos e comparados com a abordagem
na˜o-populacional do VNS e com o algoritmo populacional de Evoluc¸a˜o Di-
ferencial. Resultados sugerem que a abordagem proposta e´ uma alternativa
promissora e competitiva para otimizac¸a˜o contı´nua.
1. Introduc¸a˜o
O algoritmo de Busca em Vizinhanc¸a Varia´vel (Variable Neighbourhood Search - VNS)
e´ uma meta-heurı´stica de melhoras iterativas que vem sendo aplicada com sucesso na
resoluc¸a˜o de problemas tanto em domı´nios discretos, como problemas de atribuic¸a˜o de
tarefas [Kratica et al. 2010] e sequenciamento de produc¸a˜o [Ribeiro et al. 2008], quanto
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em domı´nios contı´nuos, como no treinamento de redes neurais [Alba and Martı´ 2006]
e ma´quina de vetores de suporte [Carrizosa et al. 2012]. Sua principal caracterı´stica e´
modificar iterativamente uma u´nica soluc¸a˜o corrente, utilizando variac¸o˜es de vizinhanc¸a
no decorrer da busca.
Existem algumas variac¸o˜es do VNS mas sua versa˜o mais canoˆnica e´ o VNS
Reduzido (RVNS) que utiliza uma soluc¸a˜o candidata durante a busca variando a sua
vizinhanc¸a na tentativa de encontrar melhores soluc¸o˜es. Essencialmente, o algoritmo
VNS na˜o utiliza uma abordagem populacional. Um algoritmo populacional possui va´rias
soluc¸o˜es candidatas (indivı´duos) que sa˜o otimizadas em paralelo. Cada indivı´duo e´ ini-
ciado de modo aleato´rio em diferentes regio˜es do espac¸o de busca, permitindo explo-
rar diferentes regio˜es, aumentando a diversidade da busca. Alguns exemplos de algorit-
mos populacionais sa˜o a Otimizac¸a˜o por Enxame de Partı´culas (PSO) [Kennedy 2010],
Evoluc¸a˜o Diferencial (DE) [Price et al. 2006] e Otimizac¸a˜o por Coloˆnia de Formigas
(ACO) [Dorigo and Birattari 2010].
Algumas propostas populacionais para o VNS foram encontradas na literatura, to-
das abordando problemas discretos. Os principais pontos a serem considerados nessas
propostas sa˜o as rotinas de perturbac¸a˜o e a troca de soluc¸o˜es. O trabalho de [Ng 2010]
apresenta uma proposta para o problema Minimum Shift Design e utiliza uma aborda-
gem de perturbac¸a˜o sem informac¸a˜o da populac¸a˜o, gerando aleatoriamente um vizinho
da soluc¸a˜o sendo avaliada, usando a amplitude de vizinhanc¸a atual. Esta amplitude
e´ a mesma usada para todos os indivı´duos da populac¸a˜o. A atualizac¸a˜o das soluc¸o˜es
usa uma estrate´gia gulosa trocando sempre a pior soluc¸a˜o de toda a populac¸a˜o. Ja´
em [Hsiao et al. 2012] sa˜o abordados quatro problemas: Max-SAT, Bin Packing, Flow
Shop Scheduling e Personnel Scheduling e o trabalho apresenta uma proposta de hiper-
heurı´stica que utiliza um VNS populacional. Durante a etapa de perturbac¸a˜o e´ realizada
uma mutac¸a˜o entre indivı´duos. A troca de soluc¸a˜o so´ e´ feita pela melhor soluc¸a˜o, e caso
na˜o seja melhor e´ feito um torneio de dois indivı´duos aleato´rios da populac¸a˜o substituindo
o pior. No trabalho de [Wang and Tang 2009] o problema abordado e´ Single Machine
Total Weighted Tardiness Problem e a perturbac¸a˜o e´ feita selecionando m candidatos
aleato´rios que sa˜o combinados atrave´s de uma estrate´gia gulosa que seleciona sempre
a melhor combinac¸a˜o das soluc¸o˜es encontradas e enta˜o e´ gerada uma nova soluc¸a˜o que
considera a amplitude de vizinhanc¸a atual. Esta perturbac¸a˜o utiliza a mesma amplitude
de vizinhanc¸a para toda a populac¸a˜o. Para atualizar as soluc¸o˜es, se a soluc¸a˜o gerada pela
perturbac¸a˜o for a melhor ja´ encontrada, o pior da populac¸a˜o e´ substituı´do. Caso contra´rio
e´ substituı´da a soluc¸a˜o mais distante da melhor soluc¸a˜o, dada uma regra de distaˆncia
estabelecida.
Este trabalho propo˜e uma versa˜o populacional (PRVNS) do algoritmo RVNS para
problemas de otimizac¸a˜o contı´nua utilizando a amplitude de vizinhanc¸a no processo
de perturbac¸a˜o [Gendreau and Potvin 2010]. Sendo um algoritmo populacional, pode-
se usar va´rias soluc¸o˜es candidatas para explorar o espac¸o de soluc¸o˜es. Nesta proposta
cada indivı´duo define as variac¸o˜es de vizinhanc¸a de forma independente. O controle de
amplitude separada para cada indivı´duo permite intensificar ou diversificar a busca por
regio˜es promissoras no espac¸o de soluc¸o˜es de maneira heterogeˆnea. De maneira geral,
uma maior amplitude caracteriza a diversificac¸a˜o, enquanto que uma amplitude menor
reforc¸a a intensificac¸a˜o da busca [Sheikh Rajab 2012]. Desta maneira, cada indivı´duo
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na populac¸a˜o e´ responsa´vel por coordenar seu comportamento durante o processo de
otimizac¸a˜o. Esta e´ a principal caracterı´stica que difere a abordagem aqui proposta das
demais abordagens encontradas. A troca de soluc¸o˜es e´ feita atrave´s da estrate´gia gulosa,
so´ atualizando a soluc¸a˜o corrente se a nova soluc¸a˜o for melhor. Quando ocorre a troca de
soluc¸a˜o, a amplitude e´ diminuı´da para intensificar a explorac¸a˜o na vizinhanc¸a e quando
na˜o ocorre melhora a amplitude aumenta tentando explorar soluc¸o˜es mais distantes.
A estrutura deste trabalho segue na Sec¸a˜o 2 com uma revisa˜o bibliogra´fica sobre
os conceitos que envolvem o algoritmo VNS; a Sec¸a˜o 3 mostra o desenvolvimento do
algoritmo proposto PRVNS; a Sec¸a˜o 4 discute os experimentos realizados; a ana´lise dos
resultados e´ feita na Sec¸a˜o 5; por fim as concluso˜es do trabalho sa˜o apresentadas na Sec¸a˜o
6, juntamente com os trabalhos futuros.
2. Busca em Vizinhanc¸a Varia´vel
O algoritmo de Busca em Vizinhanc¸a Variavel (Variable Neighbourhood Search - VNS)
e´ um algoritmo meta-heurı´stico proposto por Mladenovic´ and Hansen em 1997 que
modifica uma soluc¸a˜o corrente explorando vizinhos na tentativa de encontrar melhores
soluc¸o˜es. No VNS, a amplitude da busca varia dinamicamente de acordo com a dificul-
dade de melhora da soluc¸a˜o corrente [Gendreau and Potvin 2010].
Uma estrutura de vizinhanc¸a pode ser denotada porNk(~x), sendo ~x a soluc¸a˜o cor-
rente e k o ı´ndice da estrutura de vizinhanc¸a sendo explorada (k varia entre k1 e kmax). O
vetor ~x e´ um vetor soluc¸a˜o d-dimensional (~x = [x1, x2, ..., xd] ) e entende-se por vizinhos
de ~x os vetores pro´ximos a ele obedecendo a me´trica e amplitude de vizinhanc¸a utilizada.
Para delimitar os vizinhos em uma regia˜o pode-se usar uma amplitude ou raio definido
por rk(k = 1, .., kmax) em que ao longo do processo de busca, k pode variar, ampliando
ou contraindo a amplitude de vizinhos de ~x [Mladenovic´ et al. 2008].
Para a estrutura N k(~x) e´ possı´vel utilizar uma ou mais me´tricas sendo definidas
por
Nk(~x) = {~y ∈ X |rk−1 < ρk(~x, ~y) ≤ rk} (1)
ou ainda
Nk(~x) = {~y ∈ X |ρk(~x, ~y) ≤ rk} (2)
Estas me´tricas sa˜o as representadas na Figura 1 e definem a geometria da estrutura
N k(~x) no espac¸o de busca onde ρk(~x, ~y) e´ a distaˆncia entre duas soluc¸o˜es e e´ dada por





p (1 ≤ p ≤ ∞)
ou
ρk(~x, ~y) = max
0≤i≤n
|xi − yi|, p =∞
onde p define a me´trica `p: Manhattan (`1), Euclidiana (`2) ou Chebyshev (`∞). A
utilizac¸a˜o destas me´tricas pode se dar de forma heterogeˆnea usando mais de uma me´trica
e variando-as conforme a execuc¸a˜o, ou de forma homogeˆnea mantendo a mesma me´trica
ao longo de toda execuc¸a˜o. Sua escolha e como sera˜o usadas depende da descric¸a˜o do
problema [Carrizosa et al. 2012].
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Figura 1. Tipos de
me´tricas
Figura 2. Busca em vizinhanc¸a
varia´vel com `2. Adaptado de
[Sheikh Rajab 2012]
As estruturas de vizinhanc¸a para a mesma soluc¸a˜o respeitam a relac¸a˜o N1(~x) ⊆
N2(~x) ⊆ ... ⊆ Nkmax(~x) pois Nk(~x) aumenta sua amplitude expandindo a estrutura
atual para uma nova vizinhanc¸a. Esse comportamento e´ ilustrado na Figura 2 usando a
me´trica Euclidiana (`2). No passo (a), k inicia em 1 e Nk(~x) pode ser visto pelo cı´rculo
em negrito, quando o VNS encontra uma soluc¸a˜o melhor ele a assume como soluc¸a˜o
corrente mantendo ou reiniciando o valor de k = 1 como visto no passo (b). Em (c), k foi
ampliado ate´ chegar no kmax que neste caso e´ 3 pois na˜o encontrou melhor soluc¸a˜o com
valores menores de k. (d) demonstra a relac¸a˜o ρk(~x, ~y) que pode ter dois comportamentos
como na Equac¸a˜o 1 e 2 [Sheikh Rajab 2012].
O VNS possui algumas variac¸o˜es encontradas na literatura e sua forma mais
canoˆnica e´ o VNS Reduzido (RVNS). Seu algoritmo consiste apenas no processo de
perturbac¸a˜o e troca de vizinhanc¸a ate´ alcanc¸ar a condic¸a˜o de parada, como observado
na Figura 2 e no Algoritmo 1 em que uma u´nica soluc¸a˜o e´ otimizada iterativamente
aplicando-se as vizinhanc¸as varia´veis. Para executar o RVNS primeiramente deve-se defi-
nir a me´trica, os valores da estrutura de vizinhanc¸a Nk de k = 1 a` kmax e gerar um vetor
inicial ~x pertencente ao espac¸o de busca da func¸a˜o. A condic¸a˜o de parada do RVNS utiliza
um contator que tem seu limite definido previamente, e pode ser o nu´mero de avaliac¸o˜es
da func¸a˜o objetivo ou o tempo de CPU [Alba and Martı´ 2006]. O Algoritmo 1 detalha a
abordagem RVNS [Gendreau and Potvin 2010].
A pro´xima sec¸a˜o descreve a abordagem populacional proposta neste trabalho, o
PRVNS.
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Algoritmo 1: Algoritmo RVNS
1 input : Nk, LB, UB, tmax, kmax
output: Melhor soluc¸a˜o encontrada ~x
2 Definir a me´trica e estrutura de vizinhanc¸a Nk,k = 1, ..., kmax;
3 Gerar aleatoriamente um ponto inicial ~x;
4 Avaliar f(~x);
5 while t > tmax do
6 k← 1 ;
7 while k ≤ kmax do
// Perturba o ponto local gerando um
novo candidato ;
8 ~y← x ;
9 i← rand(1, d) // ı´ndice aleato´rio ;
10 y[i]← rand(LB,UB) ;
11 Avaliar f(~y);
// Troca a soluc¸a˜o e a vizinhanc¸a ;
12 if f(~y) < f(~x) // Minimizac¸a˜o ;
13 then
14 ~x← ~y // Faz um movimento
15 k ← 1 // Volta a primeira amplitude de
vizinhanc¸a
16 else k ++ // Amplia a vizinhanc¸a ;
17 t++ // Incrementa o contador de iterac¸a˜o
18 return ~x;
3. Abordagem Populacional
O Algoritmo de Busca em Vizinhanc¸a Varia´vel Reduzido baseado em Populac¸a˜o
(Population-based Reduced Variable Neighbourhood Search - PRVNS) faz uso na˜o so-
mente de uma u´nica soluc¸a˜o candidata para vasculhar o espac¸o de soluc¸o˜es, mas sim
de um conjunto de possı´veis soluc¸o˜es, chamado de populac¸a˜o. O algoritmo se baseia
no comportamento do VNS canoˆnico (RVNS) e por isso e´ denotado PRVNS. No RVNS
tem-se a estrutura denotada por Nk(~x) sendo que ~x e´ um indivı´duo e k sempre referen-
cia este mesmo indivı´duo. Ja´ na versa˜o populacional tem-se um valor de k associado a`
cada indivı´duo, podendo assim assumir valores distintos, o que pode ser interessante para
a diversificac¸a˜o da populac¸a˜o. Desta maneira, pode-se definir a estrutura de vizinhanc¸a
populacional por Nki(~xi) em que ki e´ o ı´ndice da estrutura de vizinhanc¸a atual para o
indivı´duo ~xi da populac¸a˜o. Este ı´ndice varia entre ki1 e kimax . Modificando o respec-
tivo ki de um indivı´duo e´ possı´vel expandir ou contrair a amplitude de vizinhanc¸a. O
Algoritmo 2 detalha a abordagem PRVNS usando a definic¸a˜o de estrutura de vizinhanc¸a
populacional.
O Algoritmo 2 define o tamanho da populac¸a˜o com o paraˆmetro n, a probabili-
dade de ocorrer perturbac¸a˜o atrave´s do paraˆmetro PC, a condic¸a˜o de parada com o valor
ma´ximo de gerac¸o˜es Gmax, o nu´mero ma´ximo de vizinhanc¸as kmax e o valor de ampli-
tude atribuı´do a cada vizinhanc¸a rki . No lac¸o da linha 2, o algoritmo inicializa a populac¸a˜o
com soluc¸o˜es candidatas ~xi, definindo sua vizinhanc¸a inicial como ki = 1 e avaliando sua
func¸a˜o objetivo. A seguir o algoritmo executa a iterac¸a˜o da linha 6 ate´ a condic¸a˜o de
parada ser alcanc¸ada. Neste lac¸o esta˜o as principais etapas do Algoritmo 2: perturbac¸a˜o e
troca da amplitude de vizinhanc¸a. A perturbac¸a˜o ocorre entre as linhas 8 e 14. No RVNS
a perturbac¸a˜o e´ feita modificando um ı´ndice de ~x para gerar ~y. No PRVNS e´ utilizado a
informac¸a˜o da soluc¸a˜o de outros indivı´duos da populac¸a˜o para compor o vetor perturbado
(linha 8). O controle de expansa˜o e contrac¸a˜o faz analogia com a amplitude de vizinhanc¸a
do VNS e e´ visto na linha 8 onde dois indivı´duos aleato´rios sa˜o selecionados e usados na
linha 12 junto ao valor de rand(−rki , rki) que controla a amplitude de vizinhanc¸a. O va-
lor de p selecionado na linha 9 garante que pelo menos um ı´ndice de xi,j seja perturbado,
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Algoritmo 2: Esquema geral do algoritmo PRVNS
1
input : n, PC, Gmax, kmax, rki (1 ≤ i ≤ kmax)
output: Melhor soluc¸a˜o encontrada ~s
2 for (i=0; i < n; i++) do
3 Inicializar ~xi aleatoriamente
4 Inicializar vizinhanc¸a ki = 1
5 Avaliar func¸a˜o objetivo f(~xi)
6 while (iter < Gmax) do
// Etapa populacional
7 for (i=0; i < n; i++) do
// Etapa de perturbac¸a˜o





9 Selecionar dimensa˜o p ∈ d
10 for (j=0; j < d; j++) do
11 if (j == p) ∨ (rand(0, 1) ≤ PC) then
12 yj = xs2,j + rand(−rki , rki) ∗ (xs1,j)
13 else
14 yj = xi,j
// Etapa de avaliac¸a˜o e troca de
amplitude da vizinhanc¸a
15 Avaliar f(~y)
16 if f(~y) < f(~xi)// Minimizac¸a˜o
17 then
18 ~xi ← ~y // Faz um movimento
19 ki ← 1 // Volta a primeira amplitude de
vizinhanc¸a
20 else
// Troca de amplitude
21 if (ki < kmax) then
22 ki ++
23 iter ++
24 ~s← Encontrar melhor soluc¸a˜o da populac¸a˜o ;
25 return ~s ;
pore´m e´ mantido o paraˆmetro PC para controlar a probabilidade de perturbac¸a˜o. Entre as
linhas 15 e 22 e´ feita a troca de vizinhanc¸a. Na linha 15 e´ realizada a avaliac¸a˜o da func¸a˜o
objetivo e caso o valor de ~y seja melhor que a soluc¸a˜o corrente, ele troca a soluc¸a˜o e rei-
nicia a amplitude de vizinhanc¸a ki como visto na linha 18 e 19. Caso a soluc¸a˜o gerada (~y)
na˜o seja melhor do que a soluc¸a˜o corrente (~xi), a amplitude de vizinhanc¸a e´ aumentada
na linha 22 com o objetivo de tentar explorar regio˜es mais distantes. A amplitude e´ incre-
mentada ate´ que o valor de kimax seja alcanc¸ado. O algoritmo encerra com a condic¸a˜o de
parada Gmax que e´ o nu´mero ma´ximo de gerac¸o˜es.
4. Experimentos
Experimentos foram realizados utilizando os algoritmos RVNS, PRVNS e a Evoluc¸a˜o
Diferencial (DE). O DE e´ um algoritmo populacional que utiliza um peso fixo F para
perturbac¸a˜o fazendo a diferenc¸a entre treˆs indivı´duos selecionados aleatoriamente. Por
tambe´m usar um valor de peso na influencia da perturbac¸a˜o, optou-se em utilizar o DE
nos experimentos como algoritmo de comparac¸a˜o ao PRVNS. Os algoritmos foram apli-
cados a um conjunto de 10 func¸o˜es de benchmark para otimizac¸a˜o contı´nua, descritas na
Tabela 1. A tabela mostra a sigla de cada func¸a˜o usada no trabalho, bem como o nome,
a equac¸a˜o matema´tica que a representa, o domı´nio e o o´timo global para minimizac¸a˜o
da func¸a˜o. Todos os experimentos foram executados utilizando computadores AMD Phe-
nom II X4 B93 com 4GB de memo´ria e ambiente Linux 64 bits. Para todos os algoritmos
foram utilizados 500.000 avaliac¸o˜es da func¸a˜o objetivo em cada execuc¸a˜o, DE e PRVNS
utilizaram uma populac¸a˜o de 50 indivı´duos cada um. Foram realizadas 30 execuc¸o˜es de
cada func¸a˜o com dimensa˜o d = 250 para cada abordagem. Optou-se por uma alta dimen-
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sionalidade nas func¸o˜es para poder avaliar o desempenho dos algoritmos em problemas
com alto nı´vel de complexidade. O RVNS e PRVNS utilizam a me´trica `∞ e a relac¸a˜o
da Equac¸a˜o 2. O RVNS usa kmax = 5 com valores: 0.1, 0.28, 0.78, 2, 19 e 6.14 obtidos
de uma progressa˜o geome´trica de raza˜o 2.8 definida de forma empı´rica. O PRVNS uti-
liza valores distribuı´dos uniformemente entre 0 e 1: 0.1, 0.3, 0.5, 0.7 e 0.9 tambe´m com
kmax = 5 de forma empı´rica. Os demais paraˆmetros do DE seguem os valores encontra-
dos na literatura para PC = 0.9 e F = 0.4717 [Pedersen 2010]. O PC = 0.9 tambe´m foi
utilizado para o PRVNS.
Tabela 1. Func¸o˜es avaliadas no experimento
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5. Resultados e Ana´lises
Os resultados do experimento para as dez func¸o˜es bechmark sa˜o mostrados na Tabela 2
com o nu´mero e nome de cada func¸a˜o, o valor de mı´nimo global e a me´dia com desvio
padra˜o sendo separadas para os algoritmos RVNS, PRVNS e DE, respectivamente. Em ne-
grito esta ressaltado o algoritmo que obteve o melhor resultado para determinada func¸a˜o.
Na parte inferior da tabela a quantidade de melhores soluc¸o˜es e de soluc¸o˜es o´timas en-
contradas foram sumarizadas para cada algoritmo. Na Tabela 2 o PRVNS foi o u´nico
algoritmo a encontrar a soluc¸a˜o o´tima em F3, F5 e F9 ale´m de obter 5 melhores soluc¸o˜es
em F1, F3, F5, F7 e F9, seguido do DE com 3 em F6, F8 e F10. O RVNS na˜o obteve a
melhor soluc¸a˜o em nenhum caso. Na func¸a˜o F2 o PRVNS e o DE ficaram equivalentes
quando analisado o desvio padra˜o mas ambos tiveram melhor soluc¸a˜o que o RVNS, e em
F4 o desvio padra˜o fez com que os treˆs algoritmos ficassem equivalentes, mas o DE teve
o menor desvio padra˜o.
O gra´fico de convergeˆncia dos algoritmos RVNS, PRVNS e DE e´ mostrado na
Figura 3 para cada uma das dez func¸o˜es benchmark. O eixo y representa a gerac¸a˜o e o eixo
x representa o valor da me´dia da melhor soluc¸a˜o encontrada a cada execuc¸a˜o do algoritmo
na respectiva gerac¸a˜o y. Para melhor visualizac¸a˜o da convergeˆncia, em algumas func¸o˜es
foi utilizado a escala logarı´tmica denotada por LOG(Gerac¸o˜es) em y. No comportamento
de convergeˆncia de um algoritmo, o deseja´vel e´ manter o equilı´brio entre diversificac¸a˜o
e intensificac¸a˜o da busca, objetivando manter uma boa diverssidade de soluc¸o˜es durante
o processo de otimizac¸a˜o, o que pode evitar ficar preso em pontos locais no espac¸o de
soluc¸o˜es. A Figura 3 mostra que, em quase todas as func¸o˜es, o RVNS na˜o conseguiu
convergir sua soluc¸a˜o ao longo das gerac¸o˜es, com excec¸a˜o da func¸a˜o F2 e F6 com uma
pequena melhora no inı´cio. Esta verificac¸a˜o indica pouca habilidade do algoritmo sair
de pontos locais no espac¸o de soluc¸a˜o do problema. O PRVNS iniciou convergindo nas
func¸o˜es F8 e F10 pore´m nas u´ltimas gerac¸o˜es teve pouca melhora. Nas demais func¸o˜es
Computer on the Beach 2015 - Artigos Completos 017
Tabela 2. Resultados obtidos para os experimentos com as func¸o˜es (d = 250)
Nu´mero Func¸a˜o Mı´nimo RVNS PRVNS DE
F1 Rastrigin 0 Me´dia 4.601e+03 0.05 264.60
Desv. P. 1.53e+02 0.29 32.64
F2 Schaffer F7 0 Me´dia 45.82 14.81 15.91
Desv. P. 9.65 1.45 0.59
F3 Ackley 0 Me´dia 21.21 0.00 8.62
Desv. P. 0.06 0.00 0.63
F4 Rosenbrock 0 Me´dia 4.10e+09 9.23e+05 4.65e+03
Desv. P. 3.47e+08 3.13e+06 6.62e+03
F5 Sphere 0 Me´dia 8.38e+05 0.00 23.36
Desv. P. 5.17e+04 0.00 118.60
F6 Schaffer F6 0 Me´dia 122.52 116.76 109.00
Desv. P. 0.90 0.88 4.88
F7 Levy 0 Me´dia 3.29e+03 21.39 34.27
Desv. P. 2.70e+02 1.39 4.91
F8 Zakharov 0 Me´dia 2.16e+18 2582.43 1234.27
Desv. P. 9.51e+17 177.27 141.28
F9 Schwefel 2 .22 0 Me´dia 1180.00 0.00 0.07
Desv. P. 35.60 0.00 0.17
F10 Griewank 0 Me´dia 7.05e+03 1.00 0.06
Desv. P. 3.26e+02 0.00 0.28
Melhores soluc¸o˜es: 0 5 3
O´timo global: 0 3 0
ele conseguiu manter uma boa convergeˆncia como visto em F0, F1, F2, F3, F4, F5, F6,
F7 e F9. Em F3 e F5 o PRVNS teve uma ra´pida convergeˆncia, encontrando o ponto o´timo
com poucas gerac¸o˜es.
Comparando o PRVNS com o RVNS, a influeˆncia populacional do PRVNS gerou
uma melhora bastante significativa no valor da soluc¸a˜o e na convergeˆncia do algoritmo
como visto em todos os casos da Tabela 2 e da Figura 3. A melhora na soluc¸a˜o ocorre
pela troca de informac¸a˜o da populac¸a˜o no processo de perturbac¸a˜o, o que aumenta a
diversidade da busca. A intensificac¸a˜o do algoritmo e´ feita na etapa de avaliac¸a˜o e troca
de soluc¸a˜o atrave´s da estrate´gia gulosa, ale´m do controle da amplitude de vizinhanc¸a
para cada indivı´duo de forma independente. O controle de amplitude separada para cada
indivı´duo permite intensificar ou diversificar de forma independente diferentes regio˜es do
espac¸o de busca.
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O presente trabalho apresenta uma abordagem populacional para o algoritmo VNS, tendo
como foco de aplicac¸a˜o problemas com domı´nio contı´nuo. O algoritmo populacional,
PRVNS, permite usar va´rias soluc¸o˜es candidatas para explorar o espac¸o de soluc¸o˜es, em
que cada indivı´duo pode definir as variac¸o˜es de vizinhanc¸a de forma independente atrave´s
da amplitude. O processo de perturbac¸a˜o usa informac¸a˜o de outras soluc¸o˜es da populac¸a˜o
influenciadas por um valor de peso que define a amplitude de vizinhanc¸a e assim, a
sua variac¸a˜o. Dos resultados obtidos, comparando a abordagem populacional proposta
(PRVNS) com sua respectiva abordagem na˜o populacional (RVNS) o algoritmo PRVNS
se mostra muito superior ao RVNS dada a caracterı´stica de paralelismo implı´cito presente
na abordagem populacional. Comparando o PRVNS com outro algoritmo populacional, o
DE, os resultados se mostram bastante competitivos e indicando um grande potencial do
algoritmo PRVNS na resoluc¸a˜o de problemas contı´nuos.
Como trabalhos futuros pretende-se utilizar um conjunto maior de func¸o˜es obje-
tivo e outros algoritmos populacionais para comparac¸a˜o, ale´m de realizar uma ana´lise dos
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paraˆmetros usados no PRVNS. Objetiva-se tambe´m aplicar este algoritmo em problemas
reais.
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