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Abstract—In this paper, we consider an online distributed
composite optimization problem over a time-varying multi-agent
network that consists of multiple interacting nodes, where the
objective function of each node consists of two parts: a loss
function that changes over time and a regularization function.
This problem naturally arises in many real-world applications
ranging from wireless sensor networks to signal processing. We
propose a class of online distributed optimization algorithms
that are based on approximate mirror descent, which utilize
the Bregman divergence as distance-measuring function that
includes the Euclidean distances as a special case. We consider
two standard information feedback models when designing the
algorithms, that is, full-information feedback and bandit feed-
back. For the full-information feedback model, the first algorithm
attains an average regularized regret of order O(1/
√
T ) with
the total number of rounds T . The second algorithm, which only
requires the information of the values of the loss function at two
predicted points instead of the gradient information, achieves the
same average regularized regret as that of the first algorithm.
Simulation results of a distributed online regularized linear
regression problem are provided to illustrate the performance
of the proposed algorithms.
Index Terms—Online distributed optimization, composite ob-
jective, average regularized regret, approximate mirror descent,
bandit feedback.
I. INTRODUCTION
In recent years, there have been considerable research efforts
on distributed multi-agent optimization, due to its widespread
applications in machine learning, sensor networks, smart grids,
and distributed control systems. In distributed multi-agent op-
timization, each node is endowed with a local private objective
function, and the main task of the network is to collectively
minimize the sum of the objective functions of nodes by local
computations and communications [1], [18]–[24].
There exist many efficient distributed optimization algo-
rithms in the literature. In the seminal work [1], the authors
proposed the notable distributed projected subgradient algo-
rithm for solving distributed constrained multi-agent optimiza-
tion problem and provided its convergence analysis results.
To establish non-asymptotic convergence results, Duchi et
al. [2] proposed a distributed optimization algorithm that
is based on dual averaging, and characterized its explicit
convergence rate. The works [27]–[29] developed a class of
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distributed optimization algorithms that are built on mirror
descent, which generalize the projection step by using the
Bregman divergence. Different from the aforementioned works
that deal only with non-composite objective functions, the
authors in [16], [31] considered a decentralized composite
optimization problem where the local objective function of
every node is composed of a smooth function and a non-
smooth regularizer. This problem naturally arises in many
real applications including distributed estimation in sensor
networks [4], [10], distributed quadratic programming [31],
and distributed machine learning [30], [32], to name a few. It
is worth emphasizing that the objective functions considered
in the aforementioned works are time-invariant. However, in
many real applications the objective functions change over
time, due to the dynamically changing and uncertain nature
of the environment, taking the distributed estimation in sensor
networks as an example [10]. Online optimization is known as
a powerful tool that can deal with time-varying cost functions
that satisfy certain properties (see, e.g., [5]–[9]). The work
[5] considered online convex optimization where the objective
function varies over time, and introduced a notion of regret to
measure the performance of online optimization algorithms.
Based on [5], a class of bandit online optimization algorithms
were proposed in [6]–[8] to remove the need for gradient
information of the objective functions.
Building on the distributed optimization model in [1], in this
paper we focus on solving distributed composite optimization
problem in online setting over a time-varying network. Specif-
ically, the problem is as the following:
minx∈K
T∑
t=1
m∑
i=1
fi,t(x)
where fi,t(x) := ℓi,t(x) + r(x)
(1)
where ℓi,t : R
d → R is the convex loss (or cost) function
associated with node i at time t, r is the convex and possibly
nonsmooth regularization function, and K ⊆ Rd is the convex
constraint set (or decision space) known to all the nodes in
the network.
Recently, there have been increasing research interests in
solving distributed convex optimization in online setting [10]–
[15]. In the work [13], the authors developed a distributed
autonomous online learning algorithm that is based on com-
puting local subgradients, and they derived an O(lnT/T )
average regret rate for strongly convex cost functions. On
the other hand, the work [10] extended the distributed dual
averaging algorithm in [2] to online setting, and derived an
O(1/
√
T ) average regret rate. The authors in [11] further
applied the online distributed dual averaging algorithm to
2dynamic networks. The authors in [12] proposed an online
distributed optimization that is based on mirror descent and
established its convergence analysis results.
Our goal in the paper is to design distributed algorithms
for solving problem (1) under full-information feedback and
bandit feedback that attain non-trivial performance, respec-
tively. For each feedback model, we devise a distributed
algorithm with sub-linear cumulative regularized regret. Our
algorithms are simple and naturally involve in each round a
local approximate mirror descent step and a communication
and averaging step where nodes aim at aligning their decisions
to those of their neighbors. The average regularized regret
analysis of our algorithms is however challenging as it requires
us to understand how these two steps interact. In particular, this
paper aims at establishing average regularized regrets that are
comparable to those of the centralized algorithms. Specifically,
the contributions of the paper can be summarized in three
directions.
• First, we have developed two mirror descent based
distributed online algorithms that generalize the stan-
dard gradient descent based algorithms. In particular,
we analyze approximate versions of distributed online
algorithms where the decisions at every round are not
the exact minimizer of the corresponding optimization
problem but approximate ones; this is commonly ob-
served in iterative optimization problems, since in general
they cannot be solved to infinite precision. We have also
highlighted the dependence of the average regret bound
on the optimization errors. Different from the work [11],
our algorithms are non-Euclidean, in the sense that they
enable us to generate more efficient updates by carefully
choosing the Bregman divergence. Different from the
work [12], our optimization problem is composite and
the proposed algorithms are approximate.
• Second, in the case of full-information feedback, we
develop an online distributed composite mirror descent
(ODCMD) algorithm and show that the average regular-
ized regret of algorithm ODCMD scales as O(1/√T ).
Algorithm ODCMD extends the algorithm in [9] to
distributed multi-agent setting, and in particular, the
O(1/√T ) average regret scaling is identical to those
of centralized online optimization algorithms proposed
in [5], [9]. Moreover, this rate of convergence is the
same as that of [11], where the objective function is
non-composite and the algorithm is gradient descent
based. Different from the works [3], [16], [31], where the
objective functions are time-invariant and the algorithm
is gradient descent based, algorithm ODCMD is online
and based on mirror descent.
• Third, we further solve the online distributed composite
optimization under bandit feedback. New challenges arise
in the absence of gradient information when designing
the algorithm, however, we remedy this by introducing
a distributed gradient estimator that only needs two
point observations of the loss function. Specifically, we
propose a bandit online distributed composite mirror de-
scent (BanODCMD) algorithm and show that the average
regularized regret scales as O(p(d)d/√T ), where p(d)
is a constant that depends on the norm used. In the case
of Euclidean norm, we have p(d) = 1 and the average
regularized regret scales as O(d) with the dimension d,
which is identical to that of centralized online bandit
optimization [6]. In the case of ℓp norm with p ≥ 1, we
have p(d) ≤
√
d and algorithm BanODCMD achieves an
average regret scaling as O(d√d/√T ), which is a factor
of
√
d better than that obtained for a centralized algorithm
in [7]. Different from existing algorithms [11]–[14], the
proposed algorithm BanODCMD removes the need for
gradient information of the loss functions. This makes
our algorithm applicable to cases where the gradient
information is unavailable or costly to access.
The remainder of this paper is organized as follows: In
Section II, we give a description of the notations and assump-
tions used throughout the paper. In Section III, we propose
the ODCMD algorithm that solves the problem under full-
information feedback and derive its average regularized regret
rate. In Section IV, to solve the problem under bandit feed-
back, we propose the BanODCMD algorithm and establish its
average regularized regret rate. We numerically evaluate the
convergence performance of ODCMD and BanODCMD on
a distributed online regularized linear regression problem in
Section V. Finally, we conclude with Section VI.
Notation and Terminology: Let Rd be the d-dimensional
vector space. Write 〈a, b〉 to denote the standard inner product
on Rd, for any a, b ∈ Rd. Write ‖x‖2 to denote the Euclidean
norm of a vector x ∈ Rd. Denote ‖ · ‖∗ the dual norm to ‖ · ‖,
defined by ‖x‖∗ = max‖y‖=1 〈x,y〉. For a vector x ∈ Rd,
let [x]i be the ith entry of x. Write [m] to denote the set of
integers {1, . . . ,m}. Let ∆d be the probability simplex in Rd,
i.e., ∆d = {x ∈ Rd |
∑d
i=1[x]i = 1, [x]i ≥ 0, i ∈ [d]}. For
a matrix P , use [P ]ij to denote the entry of ith row and jth
column. Use the notation ∇f(x) to refer to any (sub-)gradient
of f at point x. Given two positive sequences {at}∞t=1 and
{bt}∞t=1, write at = O(bt) if lim supt→∞ atbt < ∞. Write
E[X ] to denote the expected value of a random variable X .
II. PROBLEM SETTING
A. The Problem
In this paper we focus on solving problem (1) over a time-
varying network Gt = (V , Et), where V = {1, . . . ,m} is the
node set and Et = {{i, j} | [P (t)]ij > 0, i, j ∈ V} is the set
of activated edges at time t with P (t) = [P (t)]ij ∈ Rm×m
defined to be the weight matrix that represents the communi-
cation pattern of the network at time t.
The function r in problem (1) serves as a fixed regulariza-
tion function of each node and is typically used to promote
certain structure types in the solution of the problem or control
the complexity of the solution. Examples of the regularization
term r include: i) ℓ1-regularization: r(x) = λ‖x‖1 for some
λ > 0, which can be used to promote the sparsity of the
solution in distributed estimation in sensor networks [4], [10];
and ii) mixed regularization: r(x) = σ2 ‖x‖22+λ‖x‖1 for some
σ > 0 and λ > 0, which is used in distributed elastic net
regression problem [29].
3In general, the network of nodes interacts with the environ-
ment according to the following protocol. To be specific, at
round t = 1, 2, 3, . . .,
• Node i ∈ V makes a decision xi,t ∈ K;
• The environment selects the loss function ℓi,t, and node
i receives a signal about the loss function ℓi,t;
• Node i communicates the information with its instant
neighbors.
The objective of every node i ∈ V in the network is to gen-
erate a sequence of estimates {xi,t}Tt=1 ∈ K that minimizes
the average regularized regret over T rounds, defined by:
Regi(T ) :=
1
T
T∑
t=1
m∑
j=1
(ℓj,t(xi,t) + r(xi,t))
− 1
T
T∑
t=1
m∑
j=1
(ℓj,t(x
⋆) + r(x⋆)) (2)
where x⋆ = argmin
x∈K
∑T
t=1
∑m
j=1 (ℓj,t(x) + r(x)) . The
average regularized regret measures the difference between
the average loss of every node i’s decisions {xi,t}Tt=1 and
the average loss of the best constant decision x⋆ chosen in
hindsight.
B. Feedback Models
This paper considers the following two different information
feedback models in solving problem (1):
• Full-information feedback: After each node i has commit-
ted to the decision xi,t, a loss function ℓi,t along with
its entire information is revealed to node i; in particular,
each node i can use the gradient information of its loss
function ℓi,t to construct the next decision.
• Bandit feedback: Only the value of the loss function ℓi,t
at (or near) the committed decision is revealed to each
node i, no other information about ℓi,t is revealed to node
i.
C. Assumptions
Throughout, we make the following standard assumptions
on the network Gt and the associated weight matrix P (t).
Assumption 1: The network Gt = (V , Et) and the weight
matrix P (t) satisfy the following.
(a) P (t) is doubly stochastic for all t ≥ 1, that is,∑m
j=1[P (t)]ij = 1 and
∑m
i=1[P (t)]ij = 1, for all
i, j ∈ V .
(b) There exists a scalar ζ > 0 such that [P (t)]ii ≥ ζ for all
i and t ≥ 1, and [P (t)]ij ≥ ζ if {i, j} ∈ Et.
(c) There exists an integer B ≥ 1 such that the graph
(V , EkB+1 ∪ · · · ∪ E(k+1)B) is strongly connected for all
k ≥ 0.
The network model in Assumption 1 is widely used in
distributed multi-agent optimization community (see, e.g., [1],
[4], [14]). It is easy to achieve in a distributed setting. For
example, when bidirectional communication between nodes is
allowed, Assumption 1(a) (i.e., doubly stochasticity) follows
by enforcing symmetry on the node interaction matrix. As-
sumption 1(b) requires that each node assigns a significant
weight to its own decision and those of its neighbors. As-
sumption 1(c) simply states that the network is frequently
connected, but need not be connected at every time instant.
Assumption 1 includes the fixed and connected network as a
special case, by taking B = 1.
We make the following assumptions on the constraint set
and functions in problem (1).
Assumption 2: The decision space K has a finite diameter,
that is, ∀x,y ∈ K, ‖x− y‖ ≤ DK.
Assumption 3: Function ℓi,t (i ∈ [m] and t ∈ [T ]) is Gℓ-
Lipschitz over K, that is,
|ℓi,t(x)− ℓi,t(y)| ≤ Gℓ‖x− y‖, ∀x,y ∈ K.
This, in fact, implies that the (sub-)gradient of ℓi,t is uniformly
bounded by the same constant Gℓ, that is, ‖∇ℓi,t(x)‖∗ ≤ Gℓ,
for all x ∈ K. In addition, function r(x) is Gr-Lipschitz over
K.
Remark 1: It is worth noting that Assumption 2 is standard
in solving distributed or even centralized online convex opti-
mization problems (see, e.g., [7], [13], [14]). In Assumption
3, ℓi,t(x) and r(x) are guaranteed to be Lipschitz continuous
over K, if we assume that the decision space K is compact.
In this paper, we aim at developing mirror descent based
algorithms for solving problem (1), which utilize the Bregman
divergence as the distance-measuring function. Bregman di-
vergences are a general class of distance-measuring functions,
which include the standard Euclidean distance and Kullback-
Leibler divergence as special cases. Moreover, mirror descent
can generate adaptive updates to better reflect the geometry
of the underlying constraint set, by carefully choosing the
Bregman divergence; taking the unit simplex constraint set
as an example, in this case the Bregman divergence is chosen
as the Kullback-Leibler divergence (see, e.g., [9], [27]).
Let ω : Rd → R be a distance-measuring function, and
define the Bregman divergence associated with function ω as
follows:
Vω(x,y) := ω(x)− ω(y)− 〈∇ω(y),x− y〉 . (3)
We make the following assumptions on the distance-
measuring function ω and the associated Bregman divergence
Vω.
Assumption 4: Function ω is σω-strongly convex with re-
spect to a norm ‖ · ‖ on the set K, that is,
ω(x) ≥ ω(y) + 〈∇ω(y),x− y〉+ σω
2
‖x− y‖2, ∀x,y ∈ K
and has Gω-Lipschitz gradients on the set K,
‖∇ω(x)−∇ω(y)‖∗ ≤ Gω‖x− y‖, ∀x,y ∈ K.
Assumption 5: The Bregman divergence Vω is convex in its
second argument y for every fixed x, that is,
Vω
(
x,
d∑
i=1
[α]iyi
)
≤
d∑
i=1
[α]iVω (x,yi) , ∀α ∈ ∆d.
Remark 2: Assumptions 4 and 5 are standard in the lit-
erature on distributed mirror descent algorithms (see, e.g.,
[12], [27], [28]). As a simple example, they are satisfied
when choosing the distance-measuring function as ω(x) =
41
2‖x‖22, and the associated Bregman divergence is Vω (x,y) =
1
2‖x − y‖22. In addition, the Bregman divergence associ-
ated with the ℓp norm squared, i.e., ω(x) =
1
2‖x‖2p with
p ∈ (1, 2], satisfies the constraint in Assumption 5; an-
other example is the Kullback-Leibler divergence that utilizes
ω(x) =
∑d
i=1[x]i ln([x]i) as the distance-generating function
(see [35]).
III. FULL-INFORMATION FEEDBACK MODEL
This section focuses on solving online distributed composite
optimization under full-information feedback. We first propose
our algorithm and then establish its main convergence analysis
results.
A. Algorithm ODCMD
We now propose algorithm ODCMD, which utilizes the
Bregman divergence as distance-measuring functions, rather
than the standard Euclidean distance employed by most ap-
proaches. The pseudo-code of the algorithm is presented in
Algorithm 1.
Algorithm 1 ODCMD: Online Distributed Composite Mirror
Descent
Input: a step size η, the optimization error sequence {ρt}Tt=1
Initialize: xi,1 = argminx∈K ω(x), i ∈ [m]
1: for t = 1 to T do
2: Node i predicts xi,t ∈ K and receives ∇ℓi,t(xi,t)
3: Node i computes a ρt-approximate solution yi,t ∈ K to
the following optimization problem:
argmin
x∈K
〈∇i,t,x〉+ r(x) + 1
η
Vω(x,xi,t)
where ∇i,t = ∇ℓi,t(xi,t)
4: Node i updates xi,t+1 by communicating with its
instant neighbors
xi,t+1 =
m∑
j=1
[P (t)]ijyj,t
5: end for
In step 3 in Algorithm 1, a ρt-approximate solution yi,t ∈ K
is computed in the following sense:
〈∇i,t,yi,t〉+ r(yi,t) + 1
η
Vω(yi,t,xi,t)
≤ 〈∇i,t,y⋆i,t〉+ r(y⋆i,t) + 1ηVω(y⋆i,t,xi,t) + ρt
where
y⋆i,t = argmin
x∈K
〈∇i,t,x〉+ r(x) + 1
η
Vω(x,xi,t).
Note that the optimization problem arising at step 3 of
ODCMD is only required to be solved approximately (up to
an additive error ρt). This is commonly observed in iterative
optimization problems, since in general they cannot be solved
to infinite precision. Moreover, the approximate computation
of the optimization problem induces a sequence of errors that
complicates the average regularized regret rate analysis of the
algorithm.
B. Main Convergence Results
We first establish a theorem characterizing the main con-
vergence results of Algorithm 1.
Theorem 1: Let Assumptions 1–5 hold, and the vectors
{xi,t}Tt=1 be generated by Algorithm 1. Then, for all T ≥ 1
and any j ∈ [m],
Regj(T ) ≤
A0
T
+ A1
1
ηT
+ A2η +
A3
T
T∑
t=1
√
ηρt
+
A4
T
T∑
t=1
√
ρt
η
where
A0 =
2ϑ
1− κ (Gℓ +Gr)
(
m∑
i=1
‖xi,1‖
)
A1 =
m∑
i=1
Vω(x
⋆,xi,1)
A2 =
m
σω
(
1
2
G2ℓ +Gr(Gℓ +Gr) +
2ϑ
1− κ(Gℓ +Gr)
2
)
A3 = m
√
2
σω
(
Gℓ +
2ϑ
1− κ (Gℓ +Gr)
)
A4 = 2m
√
2
σω
GωDK
with ϑ =
(
1− ζ4m2
)−2
and κ =
(
1− ζ4m2
) 1
B .
It can be seen from Theorem 1 that the average regularized
regret of Algorithm 1 relies on the properties of the parameters
η and ρt. In particular, we have the following corollary that
characterizes the average regularized regret for every node in
terms of the total number of rounds T , under specific choices
of η and ρt.
Corollary 1: Under the conditions of Theorem 1, and tak-
ing
η =
1√
T
, ρt = O
(
1
t3/2
)
, t ∈ [T ]
we have that, for all T ≥ 1 and any j ∈ [m],
Regj(T ) = O
(
1/
√
T
)
.
Proof: The desired result follows by combining the results
in Theorem 1, the specific choices of η and ρt, and the
following inequality:
T∑
t=1
√
1
t3/2
= 1 +
T∑
t=2
1
t3/4
≤ 1 +
∫ T
u=1
1
u3/4
du
≤ 4T 1/4.
Therefore, the proof is complete.
Remark 3: It would be of interest to investigate the optimal
choice of the step size η. To be specific, we consider the error-
free case, that is, ρt = 0 for all t ∈ [T ]. Suppose that
η =
cη√
T
, cη > 0
5and combine this with the bound in Theorem 1, it is easy to
see that
Regj(T ) ≤
A0
T
+
(
A1
cη
+ A2cη
)
1√
T
.
It follows from some simple algebra that the optimal choice
of cη is c
⋆
η =
√
A1/A2. Moreover, the upper bound on average
regularized regret in Theorem 1 depends on parameter B,
which represents the connectivity of the underlying network
topology. It is easy to see that the upper bound on average
regularized regret gets smaller for a network with better
connectivity, which corresponds to smaller B.
Remark 4: To the best of our knowledge, our proposed
algorithm ODCMD is the first algorithm that utilizes the
composite mirror descent to solve online distributed composite
optimization problem and establishes explicit average regret
rate results. In particular, Corollary 1 shows that the average
regularized regret of ODCMD is O(1/√T ), matching that of
the previously known centralized algorithm [9]. Different from
the algorithms in [3], [16], [31], ODCMD is an online mirror
descent based algorithm that utilizes the Bregman divergence
as the distance-measuring function, instead of the Euclidean
distances; moreover, we only require the loss function to
be Lipschitz continuous. Different from the work [12], the
objective function of our problem is composite that includes a
regularization function, and we only require the optimization
step to be solved approximately. Furthermore, our proposed
algorithm can be applied to a more generalized model of
(1) that allows different regularization functions at different
nodes. It is interesting to consider what happens if the error
sequence {ρt}Tt=1 is not summable. For instance, if the error
ρt decreases as O
(
1
t
)
, then the average regularized regret in
Corollary 1 is O (1/T 1/4). In fact, we can achieve the same
average regularized regret scaling by choosing fixed optimiza-
tion error, provided that the error scales as O(1/T 3/2).
C. Discussions
In this subsection, we illustrate the advantages of using
general distance-generating functions ω(x) over the standard
Euclidean distance, by providing the following two case stud-
ies.
Online Distributed Entropic Descent: Let K = ∆d (the
probability simplex in Rd), ρt = 0 for all t ∈ [T ] and
r(x) = 0. The distance-generating function is chosen as
ω(x) =
∑d
i=1[x]i ln([x]i) and the associated Bregman di-
vergence is Vω(x,y) =
∑d
i=1[x]i ln
(
[x]i
[y]i
)
. In this case we
can write step 3 in ODCMD explicitly as follows:[
y⋆i,t
]
s
=
[xi,t]s exp (−η[∇i,t]s)∑d
j=1[xi,t]j exp (−η[∇i,t]j)
, s ∈ [d].
It is worth noting that choosing the standard Euclidean norm
as the distance-generating function in this case would yield
no explicit solutions, and in fact, it involves computing the
solution of d-dimensional nonlinear equation at step 3.
p-norm ODCMD with ℓ1-regularization: Let r(x) = λ‖x‖1
and ρt = 0 for all t ∈ [T ]. For the case of standard gradient de-
scent which utilizes Euclidean distance as distance-generating
function, we have ω(x) = 12‖x‖22 and the associated Bregman
divergence is Vω(x,y) =
1
2‖x− y‖22. Based on the argument
in Remark 3 and xi,1 = 0 for all i ∈ V , it leads to the
following average regret bound:
Regj(T ) =
O (Gℓ,2‖x⋆‖2)√
T
(4)
where Gℓ,2 is the uniform bound on ∇ℓi,t with respect to
the Euclidean norm. For the case of mirror descent, we
consider distance-generating function ω(x) which is the ℓp
norm squared, that is, ω(x) = 12‖x‖2p, p ∈ (1, 2]; the asso-
ciated Bregman divergence is Vω(x,y) =
1
2‖x‖2p + 12‖y‖2p −〈
x,∇12‖y‖2p
〉
(see, e.g., [33]). Based on Vω(x,y) and the fact
that 12‖x‖2p is (p− 1)-strongly convex with respect to the ℓp-
norm, we find that
Regj(T ) =
O
(
1
p−1Gℓ,q‖x⋆‖p
)
√
T
(5)
where Gℓ,q is the uniform bound on ∇ℓi,t with respect to the
ℓq norm with q satisfying
1
p +
1
q = 1.
Following the intuition in [34], we transform the aver-
age regret bound (5) in terms of ℓ∞ and ℓ1 norms. Let
q = ln(d) with d ≥ e2 (i.e., q ≥ 2) and assume that
maxt∈[T ] maxi∈[m] maxj∈[d] |[∇ℓi,t]j | ≤ Gℓ,∞, which gives
‖∇ℓi,t‖q ≤ Gℓ,∞d1/q = eGℓ,∞, for any i ∈ [m] and
t ∈ [T ]. In addition, we have ‖x⋆‖p ≤ ‖x⋆‖1 (because
q > 1). Combining the preceding bounds, p = ln(d)ln(d)−1 (due to
q = ln(d) and 1p +
1
q = 1) and (5), yields
Regj(T ) =
O (ln(d)Gℓ,∞‖x⋆‖1)√
T
. (6)
For the case of Euclidean norm, using ‖∇ℓi,t‖2 ≤
√
dGℓ,∞
we can replace Gℓ,2 in (4) with
√
dGℓ,∞,
Regj(T ) =
O(
√
dGℓ,∞‖x⋆‖2)√
T
. (7)
For distributed learning problems in which the features are
dense (i.e., Gℓ,2 is close to
√
dGℓ,∞) and x⋆ is very sparse
(i.e., x⋆ has only k ≪ d non-zero elements, due to ℓ1-
regularization), the ratio between the bound in (7) and the
bound in (6) becomes
√
d‖x⋆‖2
ln(d)‖x⋆‖1 ≥
√
d
ln(d)
√
k
> 1
for large values of d, i.e., problems in high dimensions. This
means that using ℓp norm as the distance-generating function
in ODCMD can lead to better optimality for each T .
D. Proof of Theorem 1
This subsection focuses on the proof of Theorem 1, which
relies on the following two crucial lemmas, i.e., Lemmas 1 and
2. The first lemma establishes the basic convergence results of
Algorithm 1.
6Lemma 1: Let Assumptions 1–5 hold, and the vectors
{xi,t}Tt=1 and {yi,t}Tt=1 be generated by Algorithm 1. Then,
for all T ≥ 1 and j ∈ [m], we have
Regj(T ) ≤
1
ηT
m∑
i=1
Vω(x
⋆,xi,1) +
mG2ℓ
2σω
η
+Gr
1
T
T∑
t=1
m∑
i=1
‖y⋆i,t − xi,t‖
+
(
Gℓ +
2
η
GωDK
)
1
T
T∑
t=1
m∑
i=1
‖yi,t − y⋆i,t‖
+(Gℓ +Gr)
1
T
T∑
t=1
m∑
i=1
‖xi,t − xj,t‖.
Proof: See Appendix A.
Remark 5: The error bound in Lemma 1 consists of five
terms: the first three terms are optimization error terms; the
fourth term is the penalty incurred for solving the optimization
problem in step 3 in Algorithm 1 with an approximate solution;
and the last term is an additional penalty incurred due to
having different decisions of nodes in the network, which is
the cost of aligning each node’s decision with those of its
neighbors.
The following lemma aims at providing bounds on the last
three terms in Lemma 1.
Lemma 2: Let Assumptions 1, 3, and 4 hold, and let the
vectors {xi,t} and {yi,t} be generated by Algorithm 1. We
have that, for any i, j ∈ [m],
(a) ‖yi,t − y⋆i,t‖ ≤
√
2
σω
ηρt.
(b) ‖y⋆i,t − xi,t‖ ≤ 1σω (Gℓ +Gr) η.
(c) The disagreement among nodes satisfies
T∑
t=1
m∑
i=1
‖xi,t − xj,t‖ ≤ 2ϑ
1− κ
(
m∑
i=1
‖xi,1‖
)
+
2mϑ
σω(1− κ) (Gℓ +Gr) ηT +
2mϑ
1− κ
√
2
σω
T∑
t=1
√
ηρt.
Proof: See Appendix B.
Therefore, it is straightforward to derive the convergence
results in Theorem 1 by combining the results in Lemmas 1
and 2.
IV. BANDIT FEEDBACK MODEL
In this section, we focus on the case of bandit feedback,
where at the end of each round, node only has access to
the information of function values. The pseudo-code of our
algorithm adapt to this feedback is provided in Algorithm 2.
A. Algorithm BanODCMD
Under bandit feedback, each node i can only observe the
value of the loss function at (or near) point xi,t at round t,
instead of the entire loss function ℓi,t. Specifically, each node
does not know the gradient of ℓi,t at xi,t. To this end, we
propose BanODCMD, where at each round each node queries
the loss function at two randomized points around xi,t, rather
than the gradient ∇ℓi,t(xi,t).
In the bandit setting, we impose the following standard
assumption on the constraint set K (see, e.g., [6], [7]), instead
of Assumption 2.
Assumption 6: The constraint set K contains the Euclidean
ball of radius R centered at the origin and is contained in the
Euclidean ball of radius R, that is, BR ⊆ K ⊆ BR.
Algorithm 2 BanODCMD: Bandit Online Distributed Com-
posite Mirror Descent
Input: step size η, the optimization error sequence {ρt}Tt=1,
the exploration parameter δ, and the shrinkage parameter
ξ
Initialize: xi,1 = argminx∈(1−ξ)K ω(x), i ∈ [m]
1: for t = 1 to T do
2: Node i queries ℓi,t(xi,t + δui,t) and ℓi,t(xi,t − δui,t),
where ui,t is a unit vector generated uniformly at
random (i.e., ‖ui,t‖2 = 1), and node i sets
g˘i,t =
d
2δ
(ℓi,t(xi,t + δui,t)− ℓi,t(xi,t − δui,t))ui,t
3: Node i computes a ρt-approximate solution yi,t ∈ (1−
ξ)K to the following optimization problem:
argmin
x∈(1−ξ)K
〈g˘i,t,x〉+ r(x) + 1
η
Vω(x,xi,t)
where (1− ξ)K = {(1− ξ)x | x ∈ K}
4: Node i updates xi,t+1 by communicating with its
instant neighbors
xi,t+1 =
m∑
j=1
[P (t)]ijyj,t
5: end for
As in the full-information feedback case, a ρt-approximate
solution yi,t ∈ (1− ξ)K in step 3 in Algorithm 2 is computed
in the following sense:
〈g˘i,t,yi,t〉+ r(yi,t) + 1
η
Vω(yi,t,xi,t)
≤ 〈g˘i,t,y⋆i,t〉+ r(y⋆i,t) + 1ηVω(y⋆i,t,xi,t) + ρt
where
y⋆i,t = argmin
x∈(1−ξ)K
〈g˘i,t,x〉+ r(x) + 1
η
Vω(x,xi,t).
Remark 6: In the bandit feedback model, new challenges
arise in the absence of gradient information when designing
the algorithm; we remedy this by introducing a distributed
gradient estimator that is based on two-point bandit feedback
from the loss function. Specifically, in Algorithm 2, only
two functional evaluations are utilized to construct a gradient
estimator g˘i,t, which is different from Algorithm 1 where the
gradient information is required.
The following two lemmas characterize the basic properties
of the gradient estimator g˘i,t, which play a crucial role in the
7average regularized regret analysis of Algorithm 2. Define a
smoothed function of the following form:
ℓ˘i,t(x) := Ev∈B [ℓi,t(x+ δv)]
where v is a vector selected uniformly at random from the
unit ball B in Rd. Then we have the following lemma, whose
proof is quite straightforward (see, for example, [7], [8]).
Lemma 3: Let Ft be the σ-field generated by the entire
history of the random variables to round t, we have
(a)
∣∣∣ℓ˘i,t(x)− ℓ˘i,t(y)∣∣∣ ≤ Gℓ‖x− y‖, ∀x,y ∈ K.
(b) maxx∈K
∣∣∣ℓ˘i,t(x)− ℓi,t(x)∣∣∣ ≤ Gℓδ.
(c) E [g˘i,t | Ft] = ∇ℓ˘i,t(xi,t).
Lemma 4: The gradient estimator g˘i,t satisfies the follow-
ing for all i ∈ [m] and t ∈ [T ]:
‖g˘i,t‖∗ ≤ p p∗dGℓ
where p and p∗ are constants that satisfy the inequalities
‖x‖ ≤ p‖x‖2 and ‖x‖∗ ≤ p∗‖x‖2 for any x, respectively.
Proof: It follows from the explicit expression for g˘i,t that
‖g˘i,t‖∗ =
∥∥∥∥ d2δ (ℓi,t(xi,t+δui,t)−ℓi,t(xi,t−δui,t))ui,t
∥∥∥∥
∗
≤ d
2δ
|ℓi,t(xi,t+δui,t)−ℓi,t(xi,t−δui,t)| · ‖ui,t‖∗
≤ dGℓ‖ui,t‖‖ui,t‖∗
≤ p p∗dGℓ
where in the second inequality we used the Lipschitz continu-
ity of function ℓi,t (cf. Assumption 3), and in the last inequality
we used the fact that ‖ui,t‖2 = 1 and the equivalence
of the norms on finite-dimensional real vector space, i.e.,
‖x‖ ≤ p‖x‖2 and ‖x‖∗ ≤ p∗‖x‖2. The proof is complete.
Remark 7: In step 3 the minimizer y⋆i,t as well as its
approximate solution yi,t are required to belong to the set
(1−ξ)K, which is designed to guarantee that the query points
xi,t ± δui,t belong to the constraint set K (see Lemma 5
in the sequel). This is a common technique used widely in
online bandit convex optimization (see, e.g., [6], [7]). Note
also that the convergence analysis of Algorithm 2 is much
more involved than that of Algorithm 1, since there exist two
new parameters δ and ξ in Algorithm 2, due to the use of the
gradient estimator.
The following lemma is used to design the parameters in
Algorithm 2, in order to guarantee that the decisions xi,t ±
δui,t belong to the constraint set K.
Lemma 5 ( [6], Observation 2): For any x ∈ (1−ξ)K and
any unit vector u, it holds that x+δu ∈ K for any δ ∈ [0, ξR].
B. Main Convergence Results
We now establish a theorem that characterizes the average
regularized regret of Algorithm 2.
Theorem 2: Let Assumptions 1, 3, 4, 5, and 6 hold. Let the
decision sequences {xi,t}Tt=1 and {yi,t}Tt=1 be generated by
Algorithm 2. Set δ ≤ ξR. Then, for all T ≥ 1 and j ∈ [m],
we have
E
[
Regj(T )
] ≤ B0
T
+ B1
1
ηT
+ B2η +
B3
T
T∑
t=1
√
ηρt
+
B4
T
T∑
t=1
√
ρt
η
+ B5δ + B6ξ
where
B0 =
2ϑ
1− κ (Gℓ +Gr)
(
m∑
i=1
E[‖xi,1‖]
)
B1 =
m∑
i=1
E [Vω((1 − ξ)x⋆,xi,1)]
B2 =
m
σω
(
1
2
(p p∗)
2d2G2ℓ +Gr (p p∗dGℓ +Gr)
+
2ϑ
1− κ (Gℓ +Gr) (p p∗dGℓ +Gr)
)
B3 = m
√
2
σω
(
p p∗dGℓ +
2ϑ
1− κ (Gℓ +Gr)
)
B4 = 4m
√
2
σω
pGωR
B5 = 2mGℓ
B6 = mp (Gℓ +Gr)R.
Compared to the average regularized regret bound in The-
orem 1, there have two additional terms in the average
regularized regret bound in Theorem 2, which are introduced
by using the gradient estimator instead of the gradient in
the algorithm. In the sequel, we will see that the O(1/√T )
average regularized regret can be recovered by choosing the
parameters δ and ξ appropriately.
Note that term B1 can be bounded by using the fact that
function ω has Gω-gradient over the set K, that is,
B1 ≤
m∑
i=1
Gω
2
‖(1− ξ)x⋆ − xi,1‖2
≤ Gω
m∑
i=1
(
‖(1− ξ)x⋆‖2 + ‖xi,1‖2
)
≤ 2mp2GωR2.
Similarly, we have the following corollary that characterizes
the average regularized regret for every node in terms of the
total number of rounds T , by combining the results in Theorem
2 and the preceding inequality.
Corollary 2: Under the conditions of Theorem 2, and tak-
ing
η =
1
p p∗d
√
T
, ρt = O
(
1
t3/2
)
δ =
1√
T
, ξ =
δ
R
, t ∈ [T ]
we have that, for all T ≥ 1 and any j ∈ [m],
Regj(T ) = O
(
p p∗d√
T
)
.
8Remark 8: In fact, we can construct a different gradient
estimator by using only one single functional evaluation [6] or
multiple functional evaluations [7]. However, building on our
convergence analysis results it is easy to prove that algorithm
with one-point bandit feedback would exhibit worse average
regret guarantees (e.g., scaling as 1/T 1/6) and algorithm with
multi-point bandit feedback would exhibit the same average
regret scaling as that of BanODCMD. Moreover, algorithm
BanODCMD has a natural connection with the distributed
zeroth-order algorithms in [25], in the following sense: i)
Both algorithms rely on two functional evaluations at every
iteration; ii) BanODCMD can tackle distributed composite
optimization in online setting, while [25] deals with off-line
distributed optimization where the objective functions of nodes
are fixed; and iii) The key difference is that in algorithm
BanODCMD the query points (i.e., xi,t ± δui,t) must lie
in the decision space K, which is guaranteed by projecting
the estimates onto the shrunk set (1 − ξ)K and choosing
the exploration parameter δ and the shrinkage parameter ξ
appropriately. In contrast, such a requirement is not needed in
distributed zeroth-order algorithms [25].
Remark 9: Compared to the algorithms [11]–[14] that are
under full-information feedback, algorithm BanODCMD is
the first online distributed algorithm under bandit feedback
that only requires the information of functional values at two
queried points. In addition, our BanODCMD algorithm can
deal with distributed optimization problem with composite
structure, while in [11]–[14] no regularization functions are
considered in their objective functions.
Remark 10: It is worth noting that the average regularized
regret of algorithm BanODCMD scales with the problem
dimension as p p∗d, where p and p∗ depend on the norm used.
For example, in the case of Euclidean norm ‖ · ‖2, we have
p p∗ = 1 and the average regularized regret scales with the
dimension as O(d). This dependence is identical to that of
[6], which considers centralized online bandit optimization.
In the case of ℓp norm ‖ · ‖p with p ≥ 1, it is easy to
show that p p∗ ≤
√
d, which results in an average regularized
regret scaling of O(d√d/√T ). This scaling is better than the
O(d2/√T ) average regret scaling in [7], but worse than that of
[8], where the average regret scales optimally with dimension
as
√
d; however, it is worth noting that the problem considered
in [7], [8] is in centralized setting and without composite
structure.
C. Proof of Theorem 2
We establish the proof of Theorem 2, by using the results
in Lemmas 3, 4 and 5. We begin our proof by first showing
that the decisions xi,t±δui,t belong to the constraint set K. It
follows from step 3 in Algorithm 2 that yi,t ∈ (1−ξ)K, which
implies that xi,t+1 ∈ (1−ξ)K. This, combined with Lemma 5,
gives the condition δ ≤ ξR that ensures xi,t± δui,t ∈ K. We
now prove the main results, by following an argument similar
to that of Lemma 1, and we immediately have that for any
x ∈ (1− ξ)K,〈
g˘i,t +∇r(y⋆i,t),y⋆i,t − x
〉
+ 〈g˘i,t,xi,t − yi,t〉
≤ 1
η
(Vω(x,xi,t)− Vω(yi,t,xi,t)− Vω(x,yi,t))
+
4pGωR
η
‖yi,t − y⋆i,t‖+
σω
2η
‖xi,t − yi,t‖2+ η
2σω
‖g˘i,t‖2∗
where we used the new bound 2pR on the diameter of K,
because of ‖x−y‖ ≤ ‖x‖+ ‖y‖ ≤ p (‖x‖2 + ‖y‖2) ≤ 2pR.
By adding and subtracting y⋆i,t to the second term on the left-
hand side and then taking the conditional expectation, we have
for any x ∈ (1− ξ)K,
E
[〈
g˘i,t +∇r(y⋆i,t),y⋆i,t − x
〉 |Ft]
+E
[〈
g˘i,t,xi,t − y⋆i,t
〉 | Ft]
+E
[〈
g˘i,t,y
⋆
i,t − yi,t
〉 | Ft]
= E [〈g˘i,t,xi,t − x〉 | Ft]
+E
[〈∇r(y⋆i,t),y⋆i,t − x〉 | Ft]
+E
[〈
g˘i,t,y
⋆
i,t − yi,t
〉 | Ft]
≥ ℓ˘i,t(xi,t)− ℓ˘i,t(x) + r(y⋆i,t)− r(x)
−E [‖g˘i,t‖∗ · ‖yi,t − y⋆i,t‖ | Ft]
≥ ℓ˘i,t(xi,t)− ℓ˘i,t(x) + r(y⋆i,t)− r(x)
−p p∗dGℓ‖yi,t − y⋆i,t‖ (8)
where the first and second inequalities follow respectively
from Lemma 3(c) and Lemma 4. Doing the same operation
on the right-hand side and then combining with inequality (8),
taking the total expectation, and summing over i = 1, . . . ,m,
yields
m∑
i=1
E
[
ℓ˘i,t(xi,t) + r(y
⋆
i,t)
]
−
m∑
i=1
E
[
ℓ˘i,t(x) + r(x)
]
≤ 1
η
m∑
i=1
(Vω(x,xi,t)− Vω(x,yi,t))
+
(
p p∗dGℓ + 4pGωR
1
η
) m∑
i=1
‖yi,t − y⋆i,t‖
+
m(p p∗)
2d2G2ℓ
2σω
η (9)
where we used the same reasoning as that of (21) (see
Appendix A) and the bound on ‖g˘i,t‖∗ (cf. Lemma 4).
Following similar lines as that of (23), (24), (26) and (27)
(see Appendix A), we further have for any x ∈ K,
T∑
t=1
m∑
i=1
E
[
ℓ˘i,t(xj,t) + r(xj,t)
]
−
T∑
t=1
m∑
i=1
E
[
ℓ˘i,t ((1− ξ)x) + r ((1− ξ)x)
]
≤ 1
η
m∑
i=1
E [Vω((1− ξ)x,xi,1)] + m(p p∗)
2d2G2ℓ
2σω
ηT
9+
(
p p∗dGℓ + 4pGωR
1
η
) T∑
t=1
m∑
i=1
E
[‖yi,t − y⋆i,t‖]
+Gr
T∑
t=1
m∑
i=1
E
[‖y⋆i,t − xi,t‖]
+(Gℓ +Gr)
T∑
t=1
m∑
i=1
E [‖xi,t − xj,t‖] (10)
because function ℓ˘i,t is Gℓ-Lipschitz continuous. We now
relate the left-hand side and the expected average regularized
regret associated with the loss functions ℓi,t, by Lemma 3(b),
−Gℓδ ≤ ℓ˘i,t(xj,t)− ℓi,t(xj,t)
−Gℓδ ≤ ℓi,t ((1 − ξ)x)− ℓ˘i,t ((1− ξ)x) . (11)
We use the Lipschitz continuity of functions ℓi,t and r to
further obtain that for any x ∈ K,
ℓi,t ((1− ξ)x)− ℓi,t (x) ≤ Gℓξ‖x‖ ≤ pGℓRξ
r ((1− ξ)x)− r (x) ≤ Grξ‖x‖ ≤ pGrRξ. (12)
Combining the results in inequalities (10), (11) and (12), and
setting x = x⋆, we have
E
[
Regj(T )
]
≤ 1
ηT
m∑
i=1
E [Vω((1 − ξ)x⋆,xi,1)] + m(p p∗)
2d2G2ℓ
2σω
η
+2mGℓ
1
T
T∑
t=1
δ +mp (Gℓ +Gr)Rξ
+
(
p p∗dGℓ + 4pGωR
1
η
)
1
T
T∑
t=1
m∑
i=1
E
[‖yi,t − y⋆i,t‖]
+Gr
1
T
T∑
t=1
m∑
i=1
E
[‖y⋆i,t − xi,t‖]
+(Gℓ +Gr)
1
T
T∑
t=1
m∑
i=1
E [‖xi,t − xj,t‖] . (13)
Hence, we are left to bound the last three terms on the right-
hand side of (13). In fact, they can be respectively bounded by
using the results in Lemma 2, and we can derive the desired
bound in Theorem 2. 
V. SIMULATION RESULTS
In this section, we consider a distributed online regularized
linear regression problem:
min.
T∑
t=1
m∑
i=1
(
1
2 (〈bi,t,x〉 − yi,t)2 + λ12 ‖x‖22 + λ2‖x‖1
)
s.t. x ∈ K
(14)
where the data sequence {(bi,t, yi,t)}Tt=1 is known only to
node i, and every entry of the input vector bi,t was generated
uniformly from the interval (−1, 1) and the response is given
by
yi,t = 〈bi,t,x0〉+ ε
where [x0]i = 1 for 1 ≤ i ≤
⌊
d
2
⌋
and 0 otherwise and the
noise ε was generated independent and identically distributed
from the normal distribution N(0, 1). We set K = {x ∈
R
d | ‖x‖2 ≤ R}, and set the distance-measuring function
as ω(x) = 12‖x‖22. In this case the optimization problem
y⋆i,t = argminx∈K 〈∇i,t,x〉+r(x)+ 1ηVω(x,xi,t) in ODCMD
can be solved as follows:
ŷi,t = xi,t − η∇i,t
[y˜i,t]s = sign
(
[ŷi,t]s
) [∣∣[ŷi,t]s∣∣− ηλ2]+ , s ∈ [d]
y⋆i,t =
R
max
(‖y˜i,t‖2, R) y˜i,t
where ∇i,t = (〈bi,t,xi,t〉 − yi,t) bi,t + λ1xi,t. Similarly, the
optimization problem in BanODCMD (i.e., step 3) can be
solved as well by replacing ∇i,t and R with g˘i,t and (1−ξ)R
in the preceding equations, respectively.
Set d = 10, R = 1, λ1 = 1, λ2 = 0.1, and η =
1
d
√
T
, and
we first implement the algorithms over a randomly generated
network of m = 30 nodes shown in Fig. 1. The network is
changing according to the following way: at round 2t−1 (t ∈
[1, ⌈T/2⌉]), half of the edges in the network (see Fig. 1) are
activated randomly; at round 2t (t ∈ [1, ⌊T/2⌋]), the other half
edges are activated. We solve the optimization problem in both
algorithms by adding noise to y⋆i,t, that is, yi,t = y
⋆
i,t + ρt1,
where ρt = cρ · 1t3/2 with cρ ≥ 0 and 1 is the vector with all
its entries equal to one.
Fig. 1. A network of 30 nodes.
We first consider solving problem (14) under full informa-
tion feedback using ODCMD. Let cρ = 10. We show the
convergence performance of the algorithm by providing the
plots of the maximum and minimum average regrets, defined
respectively as maxi∈[m]Regi(T ) and mini∈[m]Regi(T ),
versus the total number of rounds T . As a comparison, we
also provide the convergence plots of a subgradient based
10
algorithm; the details of the algorithm are as follows:
[y˜i,t]s =

[xi,t]s − η ([∇i,t]s + λ2 · sign ([xi,t]s)) ,
if [xi,t]s 6= 0
[xi,t]s − η ([∇i,t]s + λ2 · c) , otherwise
y⋆i,t =
R
max
(‖y˜i,t‖2, R) y˜i,t
where c is an element of [−1, 1]. The simulation results are
shown in Fig. 2, which shows that algorithm ODCMD achieves
better optimality than the subgradient based algorithm for each
T .
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Fig. 2. The maximum and minimum average regrets versus
the total number of rounds T of ODCMD and subgradient
based algorithm.
We now study the effects of the optimization error sequence
{ρt}Tt=1 on the convergence of algorithm ODCMD. Specifi-
cally, we first choose four different values of cρ in ρt in our
simulations, i.e., cρ = 0 (error-free), cρ = 10, cρ = 20, and
cρ = 30. As a comparison, we also consider two types of fixed
optimization error sequences in simulations, namely, ρt = 0.5
and ρt =
10
T 3/2
for all t ∈ [T ]. The simulation results are
shown in Fig. 3, which provides plots of the maximum average
regret versus the total number of rounds T . It can be observed
from Fig. 3 that: i) When the optimization error decreases as
ρt =
cρ
t3/2
, algorithm ODCMD achieves better optimality with
a smaller value of cρ, and it is most obvious in the error-
free case (i.e., cρ = 0); and ii) When the optimization error is
fixed, algorithm ODCMD converges for the case of ρt =
10
T 3/2
,
but when ρt = 0.5, algorithm ODCMD does not converge.
All those observations comply with the results established in
Theorem 1.
We now make a comparison between algorithm ODCMD
running with ω(x) = 12‖x‖22 and algorithm ODCMD running
with ω(x) = 12‖x‖2p. Let K = Rd, p = ln(d)ln(d)−1 , λ1 = 1,
λ2 = 0.1, and cρ = 10. For the case of p-norm, step 3 in
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Fig. 3. The maximum average regret versus the total number
of rounds T of ODCMD for different choices of ρt.
Algorithm 1 can be written explicitly as follows:
[∇ω(xi,t)]s = sign ([xi,t]s) |[xi,t]s|
p−1
‖xi,t‖p−2p
ŷi,t = ∇ω(xi,t)− η∇i,t[
yi,t
]
s
= sign ([ŷi,t]s) [|[ŷi,t]s| − ηλ]+[
y⋆i,t
]
s
=
sign
(
[yi,t]s
) |[yi,t]s|q−1
‖yi,t‖q−2q
, s ∈ [d].
The simulation results are presented in Fig. 4, which provides
plots of the the maximum average regret versus T of ODCMD
using Euclidean distance and ODCMD using p-norm, for three
different values of d, namely, d = 10, d = 50, and d = 100.
From Fig. 4 we observe that p-norm ODCMD achieves better
optimality than ODCMD using Euclidean distance for each T ,
and this phenomenon is more obvious for a large value of d.
We investigate the convergence performance of algorithm
BanODCMD. We use the same parameters as in the case of
running algorithm ODCMD with Euclidean distance. Further-
more, let δ = ξ = 1√
T
and cρ = 10 in the simulations. First,
we show the convergence of BanODCMD by providing the
plots of the maximum and minimum average regrets of all the
nodes versus the total number of rounds T . The simulation re-
sults in Fig. 5 show that both the the maximum and minimum
average regrets of algorithm BanODCMD converges.
We next investigate the effect of the size of the network
(i.e., number of nodes m) on the convergence of algorithm
BanODCMD. Specifically, we provide plots of the maximum
average regrets versus the total number of rounds T , for three
different number of nodes m in a ring network, namely, m =
10, m = 20, and m = 30, respectively. The simulation results
are shown in Fig. 6, which reveals that algorithm BanODCMD
achieves better optimality with a network of smaller size.
We finally investigate the effects of the problem dimension
d on the convergence of algorithm BanODCMD. Specifically,
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Fig. 4. The maximum average regret versus the total number
of rounds T of ODCMD using Euclidean distance and
p-norm ODCMD for three different choices of d.
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Fig. 5. The maximum and minimum average regrets versus
the total number of rounds T of BanODCMD.
we provide plots of the maximum average regrets versus the
total number of rounds T for four different choices of the
problem dimension d, i.e., d = 10, d = 20, d = 30, and d =
40. The simulation results are provided in Fig. 7, which clearly
shows that algorithm BanODCMD achieves better optimality
with small problem dimension d. In addition, we have zoomed
in on T in the range [60, 100] and displayed the maximum
average regret on a linear scale. It can be seen from Fig. 7 that
the maximum average regret increases approximately linearly
with increasing d. This is in compliance with the average regret
scaling stated in Corollary 2, that is, O(d/√T ) (p = p∗ = 1,
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Fig. 6. The maximum average regret versus the total number
of rounds T of BanODCMD for three different number of
nodes m in a ring network.
due to the Euclidean norm).
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Fig. 7. The maximum average regret versus the total number
of rounds T of BanODCMD for four different choices of the
problem dimension d.
VI. CONCLUSION
We have considered the problem of solving online dis-
tributed composite optimization over a network that consists
of multiple interacting nodes. We have proposed two efficient
online distributed composite mirror descent algorithms. The
first algorithm has solved the problem under full-information
feedback, and our second algorithm has solved the problem
12
under bandit feedback where the information of the gradient is
not available. For both algorithms, we have derived the average
regularized regret is of order O(1/
√
T ), which matches the
previously known rates of centralized setting. We have also
showed the effectiveness of our algorithms by implementing
them over a distributed online regularized linear regression
problem. This paper leaves several interesting questions. For
example, it would be interesting to establish order-optimal
upper and lower bounds for the proposed algorithms. For the
case of bandit feedback, it would be of interest to obtain
optimal dependence with the problem dimension d. Finally,
it would be interesting to apply the algorithms to distributed
optimization of different models.
APPENDIX A
PROOF OF LEMMA 1
Applying the first-order optimality condition, that is,
〈∇f(x⋆),x− x⋆〉 ≥ 0, for all x ∈ K, where x⋆ =
argminx∈K f(x), to the optimization problem in step 3 in
Algorithm 1, we can obtain that for all x ∈ K,〈
∇i,t+∇r(y⋆i,t)+
1
η
(∇ω(y⋆i,t)−∇ω(xi,t)),x−y⋆i,t〉 ≥ 0 (15)
since ∇Vω(x,xi,t) = ∇ω(x)−∇ω(xi,t). By setting x = x⋆
in inequality (15) it follows that〈
∇i,t+∇r(y⋆i,t)+
1
η
(∇ω(y⋆i,t)−∇ω(xi,t)) ,y⋆i,t − x⋆〉 ≤ 0
or equivalently,〈∇i,t +∇r(y⋆i,t),y⋆i,t − x⋆〉
≤ 1
η
〈∇ω(y⋆i,t)−∇ω(xi,t),x⋆ − y⋆i,t〉 . (16)
By adding and subtracting yi,t and using the Cauchy-Schwarz
inequality, it follows that〈∇ω(y⋆i,t)−∇ω(xi,t),x⋆ − y⋆i,t〉
=
〈∇ω(y⋆i,t)−∇ω(xi,t),x⋆ − yi,t〉
+
〈∇ω(y⋆i,t)−∇ω(xi,t),yi,t − y⋆i,t〉
= 〈∇ω(yi,t)−∇ω(xi,t),x⋆ − yi,t〉
+
〈∇ω(y⋆i,t)−∇ω(yi,t),x⋆ − yi,t〉
+
〈∇ω(y⋆i,t)−∇ω(xi,t),yi,t − y⋆i,t〉
≤ 〈∇ω(yi,t)−∇ω(xi,t),x⋆ − yi,t〉
+‖x⋆ − yi,t‖ · ‖∇ω(y⋆i,t)−∇ω(yi,t)‖∗
+‖yi,t − y⋆i,t‖ · ‖∇ω(y⋆i,t)−∇ω(xi,t)‖∗ (17)
which further yields the following bound, because ω has Gω-
Lipschitz gradients (cf. Assumption 4),〈∇ω(y⋆i,t)−∇ω(xi,t),x⋆ − y⋆i,t〉
≤ 〈∇ω(yi,t)−∇ω(xi,t),x⋆ − yi,t〉
+Gω
(‖x⋆ − yi,t‖+ ‖y⋆i,t − xi,t‖) ‖yi,t − y⋆i,t‖
≤ 〈∇ω(yi,t)−∇ω(xi,t),x⋆ − yi,t〉
+2GωDK‖yi,t − y⋆i,t‖ (18)
where the last inequality follows from the fact that K has finite
diameter DK. Combining the inequalities in (16) and (18), we
get 〈∇i,t +∇r(y⋆i,t),y⋆i,t − x⋆〉+ 〈∇i,t,xi,t − yi,t〉
≤ 1
η
〈∇ω(yi,t)−∇ω(xi,t),x⋆ − yi,t〉
+
2
η
GωDK‖yi,t − y⋆i,t‖+ 〈∇i,t,xi,t − yi,t〉
≤ 1
η
(Vω(x
⋆,xi,t)− Vω(yi,t,xi,t)− Vω(x⋆,yi,t))
+
2
η
GωDK‖yi,t − y⋆i,t‖+
σω
2η
‖xi,t − yi,t‖2
+
η
2σω
‖∇i,t‖2∗ (19)
where the last inequality follows from the
Pythagorean theorem for the Bregman divergence, i.e.,
〈∇ω(x)−∇ω(z),y − z〉 = Vω(y, z) +Vω(z,x)−Vω(y,x)
and the Fenchel-Young inequality, i.e., 〈x,y〉 ≤
a‖x‖2+ 1a‖y‖2∗. Using the convexity of functions ℓi,t(x) and
r(x), the left-hand side of (19) is lower bounded by〈∇i,t +∇r(y⋆i,t),y⋆i,t − x⋆〉+ 〈∇i,t,xi,t − yi,t〉
=
〈∇i,t +∇r(y⋆i,t),y⋆i,t − x⋆〉+ 〈∇i,t,xi,t − y⋆i,t〉
+
〈∇i,t,yi,t − y⋆i,t〉
≥ ℓi,t(xi,t)− ℓi,t(x⋆) + r(y⋆i,t)− r(x⋆)
−‖yi,t − y⋆i,t‖ · ‖∇i,t‖∗. (20)
Combining the inequalities in (19) and (20) and using As-
sumption 3, we have
ℓi,t(xi,t) + r(y
⋆
i,t)− (ℓi,t(x⋆) + r(x⋆))
≤ 1
η
(Vω(x
⋆,xi,t)− Vω(yi,t,xi,t)− Vω(x⋆,yi,t))
+
(
Gℓ +
2
η
GωDK
)
‖yi,t − y⋆i,t‖+
η
2σω
G2ℓ
+
σω
2η
‖xi,t − yi,t‖2
≤ 1
η
(Vω(x
⋆,xi,t)− Vω(x⋆,yi,t))
+
(
Gℓ +
2
η
GωDK
)
‖yi,t − y⋆i,t‖+
G2ℓ
2σω
η (21)
due to the strong convexity of the Bregman divergence, i.e.,
Vω(yi,t,xi,t) ≥ σω
2
‖xi,t − yi,t‖2.
Summing the inequalities in (21) over i = 1, . . . ,m, gives
m∑
i=1
[
ℓi,t(xi,t) + r(y
⋆
i,t)− (ℓi,t(x⋆) + r(x⋆))
]
≤ 1
η
m∑
i=1
(Vω(x
⋆,xi,t)− Vω(x⋆,yi,t))
+
(
Gℓ +
2
η
GωDK
) m∑
i=1
‖yi,t − y⋆i,t‖+
mG2ℓ
2σω
η. (22)
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We now relate the left-hand side of (22) and the average reg-
ularized regret (2). Using the Lipschitz continuity of function
ℓi,t(x) (cf. Assumption 3), we have
ℓi,t(xi,t) = ℓi,t(xj,t) + ℓi,t(xi,t)− ℓi,t(xj,t)
≥ ℓi,t(xj,t)−Gℓ‖xi,t − xj,t‖ (23)
and similarly, it follows from the Lipschitz continuity of
function r(x) that
r(y⋆i,t) = r(xj,t) + r(xi,t)− r(xj,t)
+r(y⋆i,t)− r(xi,t)
≥ r(xj,t)−Gr‖xi,t − xj,t‖
−Gr‖y⋆i,t − xi,t‖. (24)
Combining the preceding inequalities with (22), using the
definition of the average regularized regret in (2), and then
summing the inequalities over all t = 1 · · · , T , we arrive at
T∑
t=1
m∑
i=1
(ℓi,t(xj,t) + r(xj,t))
−
T∑
t=1
m∑
i=1
(ℓi,t(x
⋆) + r(x⋆))
≤ 1
η
T∑
t=1
m∑
i=1
(Vω(x
⋆,xi,t)− Vω(x⋆,yi,t))
+Gr
T∑
t=1
m∑
i=1
‖y⋆i,t − xi,t‖+
mG2ℓ
2σω
ηT
+
(
Gℓ +
2
η
GωDK
) T∑
t=1
m∑
i=1
‖yi,t − y⋆i,t‖
+(Gℓ +Gr)
T∑
t=1
m∑
i=1
‖xi,t − xj,t‖. (25)
We now bound the term
∑m
i=1 Vω(x
⋆,xi,t) as the following,
by using the doubly stochasticity of the weight matrix P (t−1)
and Assumption 5, that is, for all t ≥ 2,
m∑
i=1
Vω(x
⋆,xi,t) =
m∑
i=1
Vω
x⋆, m∑
j=1
[P (t− 1)]ijyj,t−1

≤
m∑
i=1
m∑
j=1
[P (t− 1)]ijVω(x⋆,yj,t−1)
=
m∑
j=1
Vω(x
⋆,yj,t−1). (26)
Hence, the first term on the right-hand side of (25) leads to a
telescopic sum, that is,
T∑
t=1
m∑
i=1
(Vω(x
⋆,xi,t)− Vω(x⋆,yi,t))
≤
m∑
i=1
(Vω(x
⋆,xi,1)− Vω(x⋆,yi,1))
+
T∑
t=2
m∑
i=1
(Vω(x
⋆,yi,t−1)− Vω(x⋆,yi,t))
=
m∑
i=1
(Vω(x
⋆,xi,1)− Vω(x⋆,yi,T )) (27)
which, combined with (25), gives
Regj(T ) ≤
1
ηT
m∑
i=1
Vω(x
⋆,xi,1) +
mG2ℓ
2σω
η
+Gr
1
T
T∑
t=1
m∑
i=1
‖y⋆i,t − xi,t‖
+
(
Gℓ +
2
η
GωDK
)
1
T
T∑
t=1
m∑
i=1
‖yi,t − y⋆i,t‖
+(Gℓ +Gr)
1
T
T∑
t=1
m∑
i=1
‖xi,t − xj,t‖
with recalling the definition of the average regularized regret
and dropping the negative term −∑mi=1 Vω(x⋆,yi,T ). 
APPENDIX B
PROOF OF LEMMA 2
(a) To facilitate the analysis, we introduce three auxiliary
variables for all i ∈ [m] and t ∈ [T ] as follows:
xt =
1
m
m∑
i=1
xi,t (28)
ei,t = yi,t − y⋆i,t (29)
ǫi,t = y
⋆
i,t − xi,t. (30)
We first utilize the fact that function 〈∇i,t,x〉 + r(x) +
1
ηVω(x,xi,t) is
σω
η -strongly convex to obtain
〈∇i,t,yi,t〉+ r(yi,t) + 1
η
Vω(yi,t,xi,t)
≥ 〈∇i,t,y⋆i,t〉+ r(y⋆i,t) + 1ηVω(y⋆i,t,xi,t)
+
σω
2η
‖yi,t − y⋆i,t‖2 (31)
which, combined with step 3 in Algorithm 1, yields
‖ei,t‖ = ‖yi,t − y⋆i,t‖ ≤
√
2
σω
ηρt. (32)
(b) We now turn our attention to the term ‖y⋆i,t−xi,t‖. By
setting x = xi,t in the first-order optimality condition in (15)
it follows that〈∇i,t +∇r(y⋆i,t),xi,t − y⋆i,t〉
≥
〈
1
η
(∇ω(y⋆i,t)−∇ω(xi,t)) ,y⋆i,t − xi,t〉
≥ σω
η
‖y⋆i,t − xi,t‖2
because function ω is σω-strongly convex, and then applying
the Cauchy-Schwarz inequality to the left-hand side, we have
σω
η
‖y⋆i,t − xi,t‖2 ≤ ‖y⋆i,t − xi,t‖ · ‖∇i,t +∇r(y⋆i,t)‖∗
which gives
‖ǫi,t‖ = ‖y⋆i,t − xi,t‖ ≤
1
σω
(Gℓ +Gr) η (33)
14
according to Assumption 3.
(c) We first derive the general iteration relation of the states
xi,t+1,
xi,t+1 =
m∑
j=1
[P (t)]ijyj,t
=
m∑
j=1
[P (t)]ij
(
y⋆j,t + ej,t
)
=
m∑
j=1
[P (t)]ij (xj,t + ej,t + ǫj,t) . (34)
Applying this inequality recursively, we find that for all t ≥ 1,
xi,t+1 =
m∑
j=1
[P (t : 1)]ijxj,1
+
t∑
τ=1
m∑
j=1
[P (t : τ)]ij (ej,τ + ǫj,τ ) (35)
where we write P (t : τ) = P (t)P (t − 1) · · ·P (τ + 1)P (τ)
and P (t : t) = P (t) for all t ≥ τ ≥ 1. We now characterize
the general iteration for the average states of the network, that
is,
xt+1 =
1
m
m∑
i=1
xi,t+1
=
1
m
m∑
i=1
m∑
j=1
[P (t)]ijyj,t
=
1
m
m∑
i=1
yi,t
=
1
m
m∑
i=1
(xi,t + ei,t + ǫi,t)
where the second-to-last equality follows from the double
stochasticity of P (t), and the last equality follows from
equation (34). Applying this inequality recursively, we find
that for all t ≥ 1,
xt+1 = x1 +
t∑
τ=1
1
m
m∑
i=1
(ei,τ + ǫi,τ ) . (36)
Hence, for all t ≥ 1 and any i ∈ [m],
‖xi,t+1 − xt+1‖
≤
m∑
j=1
∣∣∣∣[P (t : 1)]ij − 1m
∣∣∣∣ · ‖xj,1‖
+
t∑
τ=1
m∑
j=1
∣∣∣∣[P (t : τ)]ij− 1m
∣∣∣∣ (‖ej,τ‖+‖ǫj,τ‖) .
(37)
We now bound the norm of the differences of the estimates
among nodes in the network, by combining the inequalities
(37), (32) and (33) with Corollary 1 in [17] on the convergence
properties of the matrix P (t : τ) for all t ≥ τ ≥ 1, that is,∣∣∣∣[P (t : τ)]ij − 1m
∣∣∣∣ ≤ ϑκt−τ .
Specifically, we have
m∑
i=1
‖xi,t+1 − xt+1‖ ≤ ϑ
(
m∑
i=1
‖xi,1‖
)
κt−1
+mϑ
Gℓ +Gr
σω
η
t∑
τ=1
κt−τ
+mϑ
√
2
σω
t∑
τ=1
κt−τ
√
ηρt. (38)
On the other hand, one has
T∑
t=1
m∑
i=1
‖xi,t − xt‖
=
m∑
i=1
‖xi,1 − x1‖+
T−1∑
t=1
m∑
i=1
‖xi,t+1 − xt+1‖
≤
T∑
t=1
m∑
i=1
‖xi,t+1 − xt+1‖
where the last inequality follows from the fact that xi,1 are the
same for all i. Combining (38) with the preceding inequality,
we get
T∑
t=1
m∑
i=1
‖xi,t − xt‖ ≤ ϑ
(
m∑
i=1
‖xi,1‖
)
T∑
t=1
κt−1
+mϑ
Gℓ +Gr
σω
η
T∑
t=1
t∑
τ=1
κt−τ
+mϑ
√
2
σω
T∑
t=1
t∑
τ=1
κt−τ
√
ηρt.
Therefore, the desired estimate follows by applying the fol-
lowing inequalities, that is,
T∑
t=1
t∑
τ=1
κt−τ ≤
T∑
t=1
( ∞∑
τ=1
κτ
)
≤ 1
1− κT
and
T∑
t=1
t∑
τ=1
κt−τ
√
ηρt ≤
T∑
t=1
( ∞∑
τ=1
κτ
)
√
ηρt
≤ 1
1− κ
T∑
t=1
√
ηρt
to the preceding one, with the help of the triangle inequality
‖xi,t−xj,t‖ ≤ ‖xi,t−xt‖+‖xj,t−xt‖. The proof is complete.

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