Abstract: This paper proposes Gibbs free energy-based objective functions in parameter fitting of 7 activity coefficient and specific heat capacity of ions. The activity coefficient parameters are fitted 8 through the averaged squared error between Gibbs free energy calculated by using the measured 9 activity coefficient data and that by using the model equation. The standard-state heat capacity 10 parameters of ions are fitted through the minimization of the average squared error between Gibbs 11 free energy of dissolution calculated through the saturation activity over a temperature range and that 12 calculated through the standard state chemical potential as a function of temperature via standard state 13 specific heat. This methodology is tested with Bromley and Pitzer models. The proposed 14 methodology reduces the need of experiments and avoids the uncertainty of extrapolation to infinite 15 dilution when determining standard state specific heat of ions. The proposed methodology provides 16 more accurate solubility estimates than the common methodology, except for low temperatures in 17
Introduction 26
Aqueous thermodynamics has an important role in chemical engineering. Many chemical processes 27 involve dissociated solutes in water, such as water purification, mining industry and the currently 28 investigated biorefinery processes. For instance, more accurate thermodynamic modeling would be 29 needed in biorefinery processes, such as the recovery of carboxylic acids or salts through partial wet 30 oxidation of black liquor 1 . The thermodynamics provide equilibrium states and basis for mass 31 balances during process design. The accuracy of thermodynamic models plays critical role in design 32 and evaluation of processes. In aqueous thermodynamics, the accuracy close-to saturation conditions 33 are crucial since the errors would affect the calculated mass balances. However, despite the sharing 34 the same core with the non-electrolyte phase equilibrium thermodynamics, aqueous thermodynamics 35 has differences that can differentiate the methodology and data collection for the model development. 36
As a result, the methodology of aqueous thermodynamics model development should have high 37 accuracy at especially close-to-saturation conditions and facilitate the data collection without 38 compromising from fundamental principles. Alternatively, Thomsen et al. (1996) used an objective function that includes the relative squared 123 error of activity coefficients, heat of dilution, specific heat and saturation indexes in order to address 124 the limitations on available activity coefficient data by using different types of data in parameter 125 fitting 7 . 126 127 Another important aspect required for multicomponent models is to determine the temperature-128 dependence parameters of the standard-state specific heats of ions. On the other hand, it is impossible 129 to measure the standard-state specific heat of ions due to the standard state of hypothetically ideal 130 solution with unit molality. The current determination of standard-state heat capacities of ions 131 involves measuring the apparent molar heat capacity in dilute solutions and extrapolation of these 132 measurements to infinite dilution 4, 8, 9 . However, this approach requires numerous experiments for 133 each salt and each temperature condition. As a result, temperature dependence of standard-state heat 134 capacities of ions is rarely available in the literature: measurement data are available only for few 135 salts, such as sodium chloride, but unavailable for many salts, such as the salts of carboxylic acids. 136
137
This study proposes new approaches in parameter fitting for activity coefficient models and 138 temperature dependence of standard state specific heat. For activity coefficient model parameters, 139 this paper introduces the objective function as the least squared error between Gibbs free energy 140 values calculated by using measured and predicted values of activity coefficients. For specific heat, 141 concentration. Then, in order to determine temperature-dependent standard state specific heat of ions, 143 it would be sufficient to measure the concentration and activity coefficients at saturation points at 144 different temperatures, rather than numerous measurements with dilute solutions and extrapolations. 
159 coefficients and specific heats. These steps should be applied separately in order to provide 206 independent fitting of specific heat and activity coefficient model parameters, rather than 207 compensation among these parameters. 208
209
The activity coefficient parameters are determined by using mean activity coefficient data under 210 various concentrations and temperature conditions. The objective function in data fitting is based on 211 the squared error in the total Gibbs free energy in each datum. The total Gibbs free energy of the 212 system is calculated as shown in Equation 2-6 and the objective function is: 213 7 . Finally, the sum of the temperature-dependent specific 254 heat parameters of ions is fitted through minimization of the objective function in Equation 19. Then, 255 in order to determine the specific heat parameters of individual ions, the specific heat of hydrogen 256 ion is assumed to be zero at any temperature as the reference and that of other ions can be calculated 257 relative to hydrogen ion specific heat by using the data of an acid as well. 258 
Results and Discussion 277
The proposed objective function is compared with the typical one shown in Equation 1 by using the 278 same set of data specified in Table 1 . Table 1 shows the references of the data used in this study as 279 well as the remarks and concentration and temperature ranges. Further data about salt solutions can 280 be collected from a databank listing the literature references 12 . The comparison involves the accuracy 281 of parameter fitting for activity coefficient models, the determination of temperature-dependent 282 standard state specific heat expressions and solubility estimates. Bromley and Pitzer models used in 283 13 this comparison are described in Appendix 1 [13] [14] . 284 
Parameter Fitting for Activity Coefficient Models 287
The parameter fitting step involves the determination of model parameters by using the activity 288 coefficient data. The procedure might depend on the selected activity coefficient model and available 289 data. For Bromley model, the parameters of temperature dependence of interaction parameters (B * , 290 B1, B2 and B3) are fitted directly at once for a binary salt-water system by using the whole data of 291 mean molal activity coefficient versus concentration at all temperature values, i.e. using Equation 12 292 as the objective function. In Pitzer model, the expressions for temperature dependence of β and C φ 293 parameters include six p parameters, i.e. twenty four parameters in total or eighteen parameters in 294 whole data set, this study conducts fitting in two steps for Pitzer model to clarify the procedure. 296
Firstly, fitting β0, β1,β2 and C φ parameters for each temperature separately by using both osmotic 297 coefficient and mean molal activity coefficient data, i.e. using Equation 11 as the objective function. 298
Then, p parameters in the temperature dependence expressions are fitted separately to the sixth order 299 polynomial relation with the parameter value and temperature in Kelvin through trend line option in 300
Excel. This procedure prevents the compensation among numerous parameters and reduces 301 uncertainty of fitting results due to initial values. 302
303
The initial values are adjusted in the way that the interaction parameter value would be equal to the 304 value at 25 ºC reported in the literature and parameters in temperature-dependent terms are set to zero. 305
For instance, the initial value B2 is set to 0.0574 and other parameters are set to zero when fitting 306 NaCl-water data with Bromley model 13 . Similarly, p0 terms of the parameters β0, β1 and C φ are set 307 Table 2 determines the fitting accuracy for both common (OF) and the proposed (OFγ) objective 322 functions. OF represents the activity coefficient accuracy and OFγ represents the Gibbs free energy 323 accuracy: the lower value the more accurate is the fitting. Since the data is fitted separately at each 324 temperature, Table 2 reports the minimum and maximum values of the objective functions for Pitzer 325 model. As in Table 2 , the proposed approach results in significantly lower value in OFγ and negligibly 326 higher value in OF compared to the common fitting approach. In other words, the proposed objective 327 the activity coefficient accuracy. For instance, Bromley model results in OFγ value of 0.1161 for the 329 proposed approach and 0.1668 for the common approach for fitting NaCl-water parameters; therefore, 330 the proposed approach is more accurate in Gibbs free energy. In addition, the OF value of the 331 proposed approach is slightly higher than the common approach, i.e. only minor loss in activity 332 coefficient accuracy. Similarly, the results in Pitzer model confirm the higher accuracy of the 333 proposed approach in Gibbs free energy as well: smaller values of OFγ for the proposed fitting 334 approach. Thus, it can be concluded that Gibbs free energy is calculated more accurately with the 335 proposed objective functions, with negligible decrease in the accuracy of activity coefficient values. 336
Nevertheless, the accuracy of a thermodynamic model is determined by Gibbs free energy calculation, 337 rather than the activity coefficient alone. 338 339 Moreover, it is more important to improve the accuracy near the saturation concentration because that 340 condition includes the phase equilibrium, thus affecting the speciation results. In other words, 341 improving the accuracy around saturation point provides more accurate solubility estimations. 342 (Section 3.3 compares the solubility estimations.) Instead, the error in low concentrations is less 343 critical for speciation results. Figure 1 shows the activity coefficient data versus estimations of sodium 344 chloride-water binary system with both Bromley model. The standard error of mean molal activity 345 coefficient is 0.00068 at 25 ºC and saturation concentration while the error is 0.01 with the common 346 approach and 0.005 with the proposed approach. In other words, the accuracy improvement is more 347 dominant than the uncertainty of data. Even though the accuracy of both approaches are very close, 348 the proposed approach improves the accuracy especially towards the saturation for Bromley model, 349 thus improving the accuracy of speciation results. alone, the proposed approach aims at improving the Gibbs free energy accuracy. Figure 3 shows the 354 deviation of excess Gibbs free energy calculated with the modelled activity and osmotic coefficients 355 from that calculated with the measured activity and osmotic coefficients. Even though the common 356 fitting approach can be more accurate at low and moderate concentrations, the proposed approach is 357 usually more accurate at concentrations around saturation. This is demonstrated by R 2 values as well. 358 Table 3 
Parameter Fitting for Standard State Specific Heat of Ions 372
The standard-state heat capacity parameters of ions can be fitted through thermodynamic relations 373
shown in Equation 14-19, provided that the solubility product data is available under various 374 temperatures. The specific heat of ions are equalized to the literature value at 25 ºC as the initial guess 375 of the fitting: ai is set to the standard state specific heat value (e.g. 0.09 for sodium chloride ions), and 376 bi and ci are set to zero in Equation 18 as the initial values. The measured data available for sodium 377 chloride-water system includes both solubility and mean molal activity coefficient at saturation under 378 temperature range of 0-100 ºC. Figure 4 shows the plot of the extrapolated values of dilute 379 measurements from different references (15, 21, 22) , and the plot of the fitted specific heat through 380 Equation 18 to one data set by the least squared error compared to the fitted specific heat through 381 minimizing the squared error in Gibbs free energy of reaction as the proposed approach for sodium 382 chloride example. Since the data is collected as the extrapolation of dilute concentration 383 measurements to infinite dilution, the data from different sources can vary significantly. In contrast, 384 the proposed method uses more precisely measurable data (i.e., saturation concentration and activity 385 coefficient) and the fundamental thermodynamic relations to obtain the standard-state specific heat 386 of ions. In addition, there is no temperature dependence between the differences in calculated specific 387 20 heats and literature values. Thus, this proposed method reduce the need of experiments dramatically 388 by eliminating numerous dilute measurements and the extrapolation to infinite dilution. 389 390 Furthermore, Table 4 shows the OFCp values for fitting the specific parameters to the data (the 391 common approach) and the Gibbs free energy-based fitting at saturation (the proposed approach). For 392 the salts of which the activity coefficient data is unavailable at saturation, Equation 14 uses the 393 measured saturation molality and estimated activity coefficient at the saturation molality. It is evident 394 that the need of experiments for measuring specific heat can be eliminated by fitting the standard-395 state specific heat parameters based on Gibbs free energy of reaction and the saturation data. 
Solubility Estimates 415
The solubility estimates through the proposed approaches are compared for both Pitzer and Bromley 416 models. For Bromley model, the solubility of salts are estimated by adjusting the molality to equalize 417 the equilibrium constant calculated through molality and composition-dependent activity coefficient 418 to that calculated through the measured solubility and activity coefficient at saturation. improved at the whole temperature range. Furthermore, for an advanced model, the proposed 447 approach slightly improves the accuracy at high temperatures and is fairly accurate at low 448 temperatures despite being less accurate than the common approach, as shown in Figure 6 (bottom) . 449
The 6th order polynomial fitting of β and C φ temperature dependences have average squared errors 450 at the magnitude of 10 -8 or less, i.e. sufficient fitting. However, the lower accuracy of the proposed 451 methodology at low temperatures can result from the decreasing trend of OFγ from 2.26 x 10 -5 at 5 ºC 452 to 1.21 x 10 -7 at 60 ºC, rather than being random. It can be future aspect to try another activity 453 coefficient model or to develop one which represents the temperature dependences of interactions 454 more accurately. In other words, the sufficient accuracy in solubility estimates validate the proposed 455 approach: Gibbs free energy-based objective functions in parameter fitting and using saturation data 456 in fitting of specific heat parameters of ions. Regarding the activity coefficient fitting, the proposed 457 approach potentially improves the accuracy of speciation mass balances in real applications only by 458 replacing the objective function with Gibbs free energy-based expression, without additional 459 computation. Regarding the specific heat parameters, the proposed approach can eliminate the 460 numerous measurements for extrapolation to infinite dilution at each temperature condition. 461
Considering the uncertainties in measurements of dilute solutions and extrapolation, the proposed 462 approach provides thermodynamically more consistent method of determining the standard state 463 specific heat parameters of ions. 464 heat parameters of ions is determined through fitting with respect to Gibbs free energy of dissolution 497 reaction. This would eliminate the need of numerous experiments measuring apparent molal heat 498 capacity at low concentrations and numerical method-dependent extrapolation to infinite dilution for 499 each salt and each temperature. The proposed methodology for parameter fitting would provide more 500 28 accurate speciation by improving the model accuracy especially at high concentrations and reduce 501 the need of measurements within the fundamental principles. However, the common method is more 502 accurate than the proposed for Pitzer model at low temperature. Thus, the future scope can include 503 comparing various activity coefficient models as well. 504
505
As the future aspect, the specific heat of hydrated solid salts can be calculated by using the saturation 506 data of hydrated salts as well, which are not available in the literature, after determining the specific 507 heat of ions through the saturation of anhydrous solid forms dissolved in water. Furthermore, the 508 proposed approach to objective function can be applied to non-electrolyte thermodynamics as well. 509
Despite the differences, the core of all thermodynamic models is the calculation of Gibbs free energy. 510
Therefore, it can be expected that Gibbs free energy-based objective function would lead to more 511 accurate fitting and speciation calculations for any multicomponent system. 512
513
Regarding the industrial applicability, the proposed approach improves the precision and validity of 514 simulations and thermodynamic models used for design and operation of chemical processes. 
