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Abstract
We propose Mecke-Palm formula for multiple integrals with respect to
the Poisson random measure and its intensity measure performed, or mixed,
in an arbitrary order. We apply the formulas to mixed Le´vy systems of Le´vy
processes and obtain moment formulas for mixed Poisson integrals.
1 Introduction
The Mecke-Palm formula is an important identity in stochastic analysis of Poisson
random measures. In this work we propose its generalization named the (multiple)
mixed-type Mecke-Palm formula. We show that the generalization is useful and
has a considerable scope of applications.
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Part of our motivation comes from recent results on moments of stochastic
integrals [21], [7]. These were obtained for 1-processes in [21] by using combi-
natorics of the binomial convolution to undo the usual compensation in stochastic
integration against Poisson random measures [12], [11]; and they were extended
in [7, Theorem 3.1] to ensembles of integrals of 1-processes.
By compensation in the previous paragraph we mean integration against the
difference of the random Poisson measure and its intensity, or control, measure.
It is well-known that such integration fits well into the framework of L2 Hilbert
spaces [19]. In opposition, the results of this paper mainly concern iterated in-
tegrations against the (uncompensated) Poisson random measure interlaced, or
mixed, with integrations against the control measure. Such integrations preserve
nonnegativity and are performed under nonnegativity or absolute integrability
conditions, rather then the square-integrability conditions (for which see Lemma 4.8
below or [19]). In both settings, however, the main feature of the iterated stochas-
tic integration is the impact of the diagonals in the corresponding Cartesian prod-
ucts of the state space, which cannot be ignored because the random measure has
atoms. The impact is accounted for by using partitions of the set of coordinates.
We shall see below that in the setting of the uncompensated stochastic integration
the description is simpler than in the compensated, or L2, setting, for which we
refer the reader to [19, Chapter 5]. In fact, the integrals against the compensated
Poisson measure can be considered as (limits of) linear combinations of mixed in-
tegrals with respect to the Poisson random measure and its control measure, which
explains the added complexity. Moreover, we may consider the results obtained
in both settings as consequences of the mixed Mecke-Palm formula and the struc-
ture of the family of partitions. Our presentation is essentially self-contained in
that it relies on the mixed Mecke-Palm formula, which we explain from the first
principles. We should also remark that the integrands we consider are random,
and in this respect they are more general than those in [19]. A complete survey of
results on integration with respect to random measures is beyond the scope of this
paper, but for more information we like to refer the reader to [13, 14, 17].
Below we first prove the mixed Mecke-Palm formula and use its along with the
so-called linearization to obtain moments of stochastic integrals in more generality
than known before: we consider moments of k-processes with arbitrary integer
k ≥ 1, and we allow Poisson stochastic integrations to be interlaced, or mixed, up
to arbitrary multiplicity and order, with integrations against the intensity measure
of the Poisson random measure. Our proofs are more direct as compared to [21]
and [7], because they easily follow from the mixed-type Mecke-Palm formula.
When the random measure is given by the jumps of a Le´vy process, the mixed
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Mecke-Palm formula translates into multiple Le´vy systems of mixed type, which
is our second main application. By the multiple Le´vy systems of mixed type we
mean identities for expectations of functionals defined by accumulated summa-
tions indexed by the jumps of the Le´vy process and integrations against the prod-
uct of the linear Lebesgue measure on the time scale and the Le´vy measure of
the process in space. They generalize the classical (single) Le´vy system [3, 8, 4],
which is an important tool in the study of jump-type Markov processes. The mul-
tiple variants have interesting applications and we indicate some of them.
The structure of the paper is as follows. In Theorem 2.4 of Section 2 we give
the mixed Mecke-Palm formula for k-processes. In Theorem 3.1 of Section 3
we derive general moment formulas for ensembles of k-processes. These are il-
lustrated by the moments formulas for 1-processes and 2-processes in Section 3.2
and Section 3.3, respectively. In Theorem 4.3 of Section 4 we present the multiple
mixed Le´vy systems for Le´vy processes in Rd. In Section 4.2 we present several
applications of the Le´vy systems including applications that merge the topics and
techniques from Section 3 and Section 4. Some of the results are known, but even
then the presentation may be of interest. In Section 5 we give a proof of the simple
Mecke-Palm formula, to make the paper more self-contained.
Acknowledgments. The inspiration to study Le´vy systems came from the
joint work of the first named author with Rodrigo Ban˜uelos [1], and our interest in
moment formulas is due to the work of Nicolas Privault [21]. The present paper
is based in part on the PhD dissertation of the fourth named author [24]. We
thank Mateusz Kwas´nicki for many discussions and suggestions, Jean Jacod and
Alexandre Popier for references to literature, Anita Behme for discussions on the
Le´vy integral in Section 4.2, Nicolas Privault for a discussion of our results and
Aleksander Janicki and Rodrigo Ban˜uelos for the inspirations.
2 Mixed Mecke-Palm formulas
A direct approach to calculus of Poisson random measures is based on the con-
figuration space: Given a locally compact separable metric space X, any locally
finite subset of X is called a configuration on X. The configuration space is de-
fined as Ω = ΩX = {ω ⊂ X : ω is a configuration on X} [20]. The elements
of Ω can be identified with the class of locally finite, nonnegative-integer valued
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measures: if ω = {y1, y2, . . .}, where yi ∈ X are all different, then we also write
ω =
∑
i
δyi,
where δy is the probability measure concentrated at y ∈ X. According to this
identification, ω will have two meanings depending on the context: a configuration
on X or a measure on X. We equip Ω with a σ-algebra F , which is the smallest
sigma-algebra of subsets of Ω making the maps ω 7→ ω(A) measurable for each
Borel set A ⊂ X cf. [12, Chapter 10]. A jointly measurable map
f : (X)k × Ω ∋ (x1, . . . , xk;ω) 7→ f(x1, . . . , xk;ω) ∈ R¯
is called a process or, more specifically, a k-process. Here R¯ = R ∪ {−∞,∞},
k ∈ N0 = {0, 1, . . .}, and when k = 0, i.e., f : Ω ∋ ω 7→ f(ω) ∈ R¯, we call f a
random variable. We also note that for every Borel function φ ≥ 0 on X, the map
ω 7→
∫
φ(x)ω(dx)
is well-defined and measurable, hence a random variable. We say that a k-process
f depends only on X ⊆ X, if f(x1, . . . , xk;ω) = f(x1, . . . , xk;ω ∩ X ) for all
ω ∈ Ω and x1, . . . , xk ∈ X.
We let Xndiag = {x = (x1, · · · , xn) ∈ Xn : xi = xj for some i 6= j} and
X
n
6= = X
n \ Xndiag, where X16= = X. Given a k-process f and n ∈ N we define the
n-th coefficient f(n) of f as a function f(n) : Xk × Xn6= 7→ R¯ such that
f(n)(x1, . . . , xk; y1, . . . , yn) = f(x1, . . . , xk;ω), where ω = {y1, . . . , yn}.
We also let f(0)(x1, . . . , xk) = f(x1, . . . , xk; ∅). Thus, coefficients f(n) are Borel
functions on Xk×Xn6= invariant upon permutations of the last n coordinates. In par-
ticular, for random variables (0-processes) f we simply have f(n)(y1, . . . , yn) =
f({y1, . . . , yn}), where y1, . . . , yn are all different, and f(0) = f(∅). Of course,
if f is a k-process, then ω 7→ f(x1, . . . , xk;ω) is a random variable for every
choice of x1, . . . , xk ∈ X, and the n-th coefficient of this random variable is
f(n)(x1, . . . , xk; y1, . . . , yn), provided (y1, . . . , yn) ∈ Xn6=.
Now we define a Poisson probability measure P on (Ω,F) and the correspond-
ing expectation E. Notice that N(A, ω) := ω(A) is a random measure on X under
any probability measure on Ω, but we will consider the probability P which makes
N a Poisson random measure with intensity measure σ(A) = EN(A). Here is a
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construction of P. The main analytic datum is a non-atomic measure σ finite on
compact subsets of X. If X is a Borel subset of X and σ(X ) < ∞, then the cor-
responding probability, say PX , is concentrated on finite configurations ΩX on X
and defined by
EX f =
∫
ΩX
f(ω)PX (dω)
= e−σ(X )
∞∑
n=0
1
n!
∫
Xn
f(n)(y1, . . . , yn)σ(dyn) · · ·σ(dy1), (2.1)
cf. [20, p. 196]. Here the first term on the rightmost of (2.1) is e−σ(X )f(0),
according to a general convention.
Further, let Borel setsX1,X2, . . . ⊂ X be such that
⋃
mXm = X, Xm∩Xn = ∅
for m 6= n, and σ(Xm) < ∞ for every m. We identify ΩX with ⊗mΩXm by
identifying ω with (ω ∩ Xm)m. Then P is unambiguously defined as the product
measure,
P = ⊗mPXm .
ForX ⊂ X, PX may be considered as a marginal distribution of P, and for random
variables f1, f2 depending only on disjoint X1,X2 ⊂ X, respectively, we have
E[f1(ω)f2(ω)] = EX1 [f1(ω)] EX2 [f2(ω)]. (2.2)
Here the notions of independence of a function from a set of arguments, and the
probabilistic independence happily meet. In what follows E and P are always the
expectation and distribution making ω a Poisson random measure with control
measure σ (in Section 4 we make additional structure assumptions on X and σ).
In what follows we denote ω1 = ω, ω0 = σ, for ω ∈ Ω. For a 1-process f ≥ 0
and ǫ ∈ {0, 1}, we have
E
∫
X
f(x;ω) ωǫ(dx) =
∫
X
Ef (x;ω + ǫδx) σ(dx). (2.3)
Indeed, for ǫ = 0 the identity follows from Fubini-Tonelli, and if ǫ = 1, then it
is the celebrated Mecke-Palm formula, see also [15, (2.10)]. (For the readers’s
convenience a direct proof of the Mecke-Palm formula is given in Section 5.)
We say that a k-process f vanishes on the diagonals if for all ω ∈ Ω = ΩX we
have f(x1, . . . , xk; ω) = 0 whenever (x1, . . . , xk) ∈ Xkdiag, i.e. whenever xi = xj
for some 1 ≤ i < j ≤ k. This condition is restrictive only if k ≥ 2. We propose
the following mixed Mecke-Palm formula.
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Lemma 2.1. If f ≥ 0 vanishes on the diagonals and ǫ1, . . . , ǫk ∈ {0, 1}, then
E
∫
Xk
f(x1, . . . , xk;ω)ωǫ1(dx1) · · ·ωǫk(dxk) (2.4)
=
∫
Xk
E f
(
x1, . . . , xk;ω +
k∑
i=1
ǫiδxi
)
σ(dx1) · · ·σ(dxk).
Proof. Case k = 0 is trivial: Ef(ω) = Ef(ω). Case k = 1 is precisely (2.3). For
k > 1 we define
g(x;ω; ǫ1, . . . , ǫk−1) =
∫
Xk−1
f(x1, . . . , xk−1, x;ω)ωǫ1(dx1) · · ·ωǫk−1(dxk−1).
Since f(x1, . . . , xk−1, x;ω) vanishes on Xkdiag, we get
g(x;ω + δx; ǫ1, . . . , ǫk−1)
=
∫
Xk−1
f(x1, . . . , xk−1, x;ω + δx) (ωǫ1 + ǫ1δx)(dx1) · · · (ωǫk−1 + ǫk−1δx)(dxk−1)
=
∫
Xk−1
f(x1, . . . , xk−1, x;ω + δx)ωǫ1(dx1) · · ·ωǫk−1(dxk−1). (2.5)
By (2.3), (2.5) and induction we obtain
E
∫
Xk
f(x1, . . . , xk;ω)ωǫ1(dx1) · · ·ωǫk(dxk)
= E
∫
X
g(xk;ω; ǫ1, . . . , ǫk−1) ωǫk(dxk) =
∫
X
Eg(xk;ω + ǫkδxk ; ǫ1, . . . , ǫk−1) σ(dxk)
=
∫
X
E
∫
Xk−1
f(x1, . . . , xk−1, xk;ω + ǫkδxk)ωǫ1(dx1) · · ·ωǫk−1(dxk−1)σ(dxk)
=
∫
Xk
E f
(
x1, . . . , xk;ω +
k∑
i=1
ǫiδxi
)
σ(dx1) · · ·σ(dxk),
which proves (2.4).
Remark 2.2. Lemma 2.1 extends to signed processes f satisfying∫
Xk
E
∣∣∣f(x1, . . . , xk;ω + k∑
i=1
ǫiδxi
)∣∣∣σ(dx1) · · ·σ(dxk) <∞,
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because of the decomposition f = f+ − f−, where f+ = max(f, 0) and f− =
max(−f, 0). In what follows we leave such extensions to the reader.
Remark 2.3. The assumption in Lemma 2.1 that f should vanish on the diagonals
is essential. Indeed, take k = 2 and (deterministic) f(x1, x2;ω) = 1{x1=x2} for
(x1, x2) ∈ X
2
. Considering the atoms of ω we have∫
X2
f(x1, x2;ω) ω(dx1)ω(dx2) =
∑
x1∈ω
∑
x2∈ω
1x1=x2 = ω(X),
hence
E
∫
X2
f(x1, x2;ω) ω(dx1)ω(dx2) = σ(X).
On the other hand σ is non-atomic, therefore∫
X2
Ef(x1, x2;ω) σ(dx1)σ(dx2) =
∫
X2
f(x1, x2;ω)σ(dx1)σ(dx2) = 0.
Motivated by the above example we shall give a version of the multiple Mecke-
Palm formula for processes which do not necessarily vanish on the diagonals. This
calls for a notation that can handle partitions: For integers k, n ≥ 1 we consider a
family of pairwise disjoint nonempty sets (blocks) of integers P = {P1, . . . , Pk},
such that
⋃k
i=1 Pi = {1, . . . , n}. Thus, P is a partition of {1, . . . , n}. We denote
by Pn the set of all such partitions. We will use partitions to describe effects of
interlaced Poisson integrations on the diagonals of Xn, in a manner which resem-
bles the approach to multiple Itoˆ integrals and compensated Poisson integrals in
[19]. For P ∈ Pn we let
X
n
P =
{
(x1, . . . , xn) ∈ X
n : xi = xj iff i, j ∈ Ps for some s ∈ {1, . . . , k}
}
.
For P = {P1, . . . , Pk} ∈ Pn and y ∈ Xk6=, we define y[P ] = (y
[P ]
1 , . . . , y
[P ]
n ) by
letting y[P ]i = yj if i ∈ Pj . We have, as in Remark 2.3,∫
Xn
f(x1, . . . , xn;ω)ω(dx1) · · ·ω(dxn)
=
∑
P={P1,...,Pk}∈Pn
∫
Xn
P
f(x;ω)ω(dx1) · · ·ω(dxn)
=
∑
P={P1,...,Pk}∈Pn
∫
Xk
6=
f(y[P ];ω)ω(dy1) · · ·ω(dyk). (2.6)
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As in Remark 2.3 we also note that for n > 1 and all ω,∫
Xn
1x1=x2=...=xnσ(dx1)ω(dx2) · · ·ω(dxn) = 0, (2.7)
because the first marginal of the product measure is non-atomic. Therefore in
view of generalizing (2.6) to interlaced integrations against ω1 and ω0, we pro-
pose the following notation. For ǫ1, . . . , ǫn ∈ {0, 1} we let ǫ = (ǫ1, . . . , ǫn) and
consider the family Pǫn of all partitions P = {P1, . . . , Pk} of {1, . . . , n} such
that for every block Pi ∈ P with |Pi| > 1 we have ǫj = 1 for all j ∈ Pi. For
P ∈ Pǫn we let ǫ[P ] = (ǫ
[P ]
1 , . . . , ǫ
[P ]
k ), where ǫ
[P ]
1 = ǫi1 , . . . , ǫ
[P ]
k = ǫik and i1 ∈
P1, . . . , ik ∈ Pk. For y = (y1, . . . , yk) ∈ Xk we then let yǫ[P ] = {yi : ǫ
[P ]
i = 1}.
In the following extension of Lemma 2.1 we write x for (x1, . . . , xn) ∈ Xn and
σk(dy) = σ(dy1) · · ·σ(dyk). The identity (2.8) below gives an algorithm to calcu-
late expectations of Poisson integrals mixed with integrations against the control
measure.
Theorem 2.4. Let E be the expectation making configurations ω on X a Pois-
son random measure with control measure σ. For every n-process f ≥ 0 and
ǫ1, . . . , ǫn ∈ {0, 1} we have
E
∫
Xn
f(x;ω)ωǫ1(dx1) · · ·ωǫn(dxn) (2.8)
=
∑
P={P1,...,Pk}∈Pǫn
∫
Xk
6=
E f
(
y[P ];ω ∪ yǫ[P ]
)
σk(dy).
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Proof. By similar reasons as in (2.6), and by Lemma 2.1,
E
∫
Xn
f(x;ω)ωǫ1(dx1) · · ·ωǫn(dxn)
=
∑
P={P1,...,Pk}∈Pn
E
∫
Xn
P
f (x;ω) ωǫ1(dx1) · · ·ωǫn(dxn)
=
∑
P={P1,...,Pk}∈Pǫn
E
∫
Xn
P
f (x;ω) ωǫ1(dx1) · · ·ωǫn(dxn) (2.9)
=
∑
P={P1,...,Pk}∈Pǫn
E
∫
Xk
6=
f
(
y[P ];ω
)
ωǫ[P ](dy)
=
∑
P={P1,...,Pk}∈Pǫn
∫
Xk
6=
Ef
(
y[P ];ω ∪ yǫ[P ]
)
σk(dy).
In (2.9) we use (2.7) to eliminate P /∈ Pǫn.
3 Moments
In this section we give applications of the mixed Mecke-Palm formula to expecta-
tions of products of stochastic integrals with respect to the Poisson random mea-
sure ω with control measure σ on X and probability P and expectation E.
3.1 General moment formulas
Theorem 3.1 below generalizes moment formulas of [21], [7]. As we see in
the proof, the result is equivalent to the mixed Mecke-Palm formula (2.8) and
is obtained after a simple linearization procedure. Let S be a finite set and
X
S = {x : S → X}. For x ∈ XS and s ∈ S we write xs = x(s). We con-
sider P(S), the class of all the partitions P = {P1, . . . , Pk} of S. Here (blocks)
P1, . . . , Pk are disjoint, and
⋃k
α=1 Pα = S. Let P ∈ P(S) and consider the P -
diagonal:
X
S
P = {x ∈ X
S : xs = xt iff there is i ∈ {1, . . . , k} such that s, t ∈ Pα}.
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For ǫ : S → {0, 1} we denote ωǫ(dx) = ⊗s∈Sωǫs(dxs). We note that ωǫ vanishes
on XSP if there is block Pα ∈ P with cardinality |Pα| > 1 and such that ǫ = 0
at some point of Pα. This is so because the product measure has a non-atomic
marginal. The set of the remaining partitions will be denoted Pǫ(S). In particular,
if P ∈ Pǫ(S) then ǫ is constant on every block of P , and we may define ǫPα := ǫs
if s ∈ Pα, α = 1, . . . , k. We denote ǫP = (ǫP1 , . . . , ǫPk ). For y = (y1, . . . , yk) ∈ Xk
we let yPs = yα if s ∈ Pα. Thus, ǫP ∈ {0, 1}k and yP ∈ XS . For measurable
f : XS → R+ we have∫
XP
f(x)ωǫ(dx) =
∫
Xk
f(yP )ωǫ1(dy1) · · ·ωǫk(dyk),
which follows because ω is a sum of Dirac measures supported at different points.
Let l ∈ N+ and r1, n1, . . . , rl, nl ≥ 1. We define
S = {(α, β, γ) : 1 ≤ α ≤ l, 1 ≤ β ≤ rα, 1 ≤ γ ≤ nα}.
If 1 ≤ α ≤ l and 1 ≤ γ ≤ nα, then we let
Sα,γ = {(α, β, γ) ∈ S : 1 ≤ β ≤ rα}.
For z ∈ XS we write, as usual, zSα,γ for the restriction of z to Sα,γ . If P =
{P1, . . . , Pk} ∈ P(S) and y ∈ Xk, then yPSα,γ denotes (y
P )Sα,γ . In particular,
yPSα,γ ∈ X
Sα,γ
.
Theorem 3.1. Let E be the expectation making ω a Poisson random measure
on X with control measure σ. Let f0, f1, . . . , fl ≥ 0 be 0, r1, . . . , rl-processes,
respectively. Let ǫ(1) ∈ {0, 1}r1, . . . , ǫ(l) ∈ {0, 1}rl. For s = (α, β, γ) ∈ S we
define ǫs = ǫ(α)(β). Then,
E
[
f0(ω)
(∫
Xr1
f1(y;ω)ωǫ(1)(dy)
)n1
. . .
(∫
X
rl
fl(y;ω)ωǫ(l)(dy)
)nl ]
(3.1)
=
∑
P={P1,...,Pk}∈Pǫ(S)
E
∫
Xk
6=
f0(ω ∪
⋃
ǫs=1
{yPs })
l∏
α=1
nα∏
γ=1
fα(y
P
Sα,γ
;ω ∪
⋃
ǫs=1
{yPs })σ
k(dy)
 .
Proof. The first transformation in the calculation below we call linearization, and
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the last one follows from Theorem 2.4:
E
[
f0(ω)
∫
Xr1
f1(y;ω)ωǫ(1)(dy)
n1 . . .
∫
X
rl
fl(y;ω)ωǫ(l)(dy)
nl ]
= E
[
f0(ω)
∫
Xr1
. . .
∫
Xr1
n1∏
γ=1
f1(yS1,γ ;ω)ωǫ(1)(dyS1,1) . . . ωǫ(1)(dyS1,n1 )×
· · · ×
∫
X
rl
. . .
∫
X
rl
nl∏
γ=1
fl(ySl,γ ;ω)ωǫ(l)(dySl,1) . . . ωǫ(l)(dySl,nl)
]
= E
[ ∫
XS
f0(ω)
l∏
α=1
nα∏
γ=1
fα(ySα,γ ;ω)ωǫ(1)(dyS1,1) . . . ωǫ(1)(dyS1,n1 ) . . .
. . . ωǫ(l)(dySl,1) . . . ωǫ(l)(dySl,nl)
]
= E
 ∑
P={P1,...,Pk}∈P(S)
∫
Xk
6=
f0(ω)
l∏
α=1
nα∏
γ=1
fα(y
P
Sα,γ
;ω)ωǫP (dy)

= E
∑
P={P1,...,Pk}∈Pǫ(S)
∫
Xk
6=
f0(ω ∪
⋃
ǫs=1
{yPs })
l∏
α=1
nα∏
γ=1
fα(y
P
Sα,γ
;ω ∪
⋃
ǫs=1
{yPs })σ
k(dy).
In concrete computations one may either use Theorem 3.1, along with its
somewhat heavy notation, or just follow its proof, i.e. use linearization and the
mixed Mecke-Palm formula. For instance in Lemma 3.3 below it is simpler to use
the latter approach.
3.2 Moment formulas for stochastic integrals of 1-processes
We first specialize to 1-processes. Let k, l, n1, . . . , nl ∈ N = {1, 2, . . .} and
n = n1 + . . .+ nl. For j = 1, . . . , l and P = {P1, . . . , Pk} ∈ Pn we denote
Pi,j = {d ∈ Pi :
∑
0<m<j
nm < d ≤
∑
0<m≤j
nm}.
Let |Pi,j| be the number of elements of Pi,j .
11
Corollary 3.2. For a random variable f0 ≥ 0 and 1-processes f1, . . . , fl ≥ 0,
E
[
f0(ω)
(∫
X
f1(x;ω)ω(dx)
)n1
· · ·
(∫
X
fl(x;ω)ω(dx)
)nl]
(3.2)
=
∑
P∈Pn
E
∫
Xk
f0(ω +
k∑
i=1
δyi)f
|P1,1|
1 (y1;ω +
k∑
i=1
δyi) · · ·f
|P1,l|
l (y1;ω +
k∑
i=1
δyi)×
×f
|Pk,1|
1 (yk;ω +
k∑
i=1
δyi) · · ·f
|Pk,l|
l (yk;ω +
k∑
i=1
δyi)σ(dy1) . . . σ(dyk).
Proof. The result follows from Theorem 3.1.
For l = 1 we recover [21, (1.2)]:
E
[
v(ω)
(∫
X
u(x;ω)ω(dx)
)n]
=
∑
P={P1,...,Pk}∈Pn
E
[ ∫
Xk
v(ω ∪ y)u(y1;ω ∪ y)
|P1| . . . u(yk;ω ∪ y)
|Pk|σ(dy1) . . . σ(dyk)
]
,
where y = {y1, . . . , yk} and u ≥ 0 is a 1-process. With arbitrary l we obtain an
alternative proof of [7, Theorem 3.1] for random Poisson measures. In passing we
also refer the reader to recent papers [16] and [6].
3.3 The second moment of stochastic integrals of 2-processes
Moments of arbitrary k-processes require formulas of increasing complexity, but
they are entirely explicit. Here is a telling example.
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Lemma 3.3. If f ≥ 0 is a 2-process, then
E
(∫
X2
f(x1, x2;ω)ω(dx1)ω(dx2)
)2
=
∫
X
Ef 2(x, x;ω ∪ {x})σ(dx) (3.3)
+ 2
∫
X2
6=
Ef(x, x;ω ∪ {x, y})f(x, y;ω ∪ {x, y})σ(dx)σ(dy)
+ 2
∫
X2
6=
Ef(x, x;ω ∪ {x, y})f(y, x;ω ∪ {x, y})σ(dx)σ(dy)
+
∫
X2
6=
Ef(x, x;ω ∪ {x, y})f(y, y;ω ∪ {x, y})σ(dx)σ(dy)
+
∫
X26=
Ef 2(x, y;ω ∪ {x, y})σ(dx)σ(dy)
+
∫
X26=
Ef(x, y;ω ∪ {x, y})f(y, x;ω ∪ {x, y})σ(dx)σ(dy)
+ 2
∫
X36=
Ef(x, x;ω ∪ {x, y, z})f(y, z;ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz)
+ 2
∫
X3
6=
Ef(x, y;ω ∪ {x, y, z})f(z, x;ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz)
+
∫
X3
6=
Ef(x, y;ω ∪ {x, y, z})f(x, z;ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz)
+
∫
X3
6=
Ef(y, x;ω ∪ {x, y, z})f(z, x;ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz)
+
∫
X4
6=
Ef(x, y;ω ∪ {x, y, z, t})f(z, t;ω ∪ {x, y, z, t})σ(dx)σ(dy)σ(dz)σ(dt).
Proof. By linearization,(∫
X2
f(x1, x2;ω)ω(dx1)ω(dx2)
)2
=
∫
X4
g(x, y, z, t)ω(dx)ω(dy)ω(dz)ω(dt),
where g(x, y, z, t;ω) = f(x, y;ω)f(z, t;ω). We will use Theorem 2.4. The par-
titions involved have k = 1, 2, 3 or 4 blocks, because the number 4 can be repre-
sented as the following sums: 4, 3+1, 2+2, 2+1+1, 1+1+1+1. In particular,
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the partition of {1, 2, 3, 4} with only one block (k = 1), namely {{1, 2, 3, 4}},
contributes
E
∫
X
g(x, x, x, x;ω ∪ {x})σ(dx) =
∫
X
Ef 2(x, x;ω ∪ {x})σ(dx)
to (3.3). Then, partitions with k = 2 blocks are of type 3+1 and 2+2. In the first
case there are 4 different partitions as there are 4 different choices of the singleton.
For instance, P = {{1, 2, 3}, {4}} contributes∫
X2
6=
Eg(x, x, x, y;ω ∪ {x, y})σ(dx)σ(dy)
=
∫
X2
6=
Ef(x, x;ω ∪ {x, y})f(x, y;ω ∪ {x, y})σ(dx)σ(dy)
to (3.3). The contribution to (3.3) from all the partitions of type 3 + 1 are the
2nd and the 3rd terms on the right-hand side of (3.3). In the case 2 + 2, P =
{{1, 2}, {3, 4}}, contributes∫
X26=
Ef(x, x;ω ∪ {x, y})f(y, y;ω ∪ {x, y})σ(dx)σ(dy),
to (3.3), and the contributions from all the partitions of type 2 + 2 are precisely
the 4th through 6th terms on the right-hand side of (3.3).
For k = 3 we have partitions of type 2 + 1 + 1, e.g. P = {{1, 2}, {3}, {4}},
which contributes∫
X3
6=
Ef(x, x;ω ∪ {x, y, z})f(y, z;ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz),
to (3.3), and all partitions of type 2+1+1 result in the 7th through 10th terms on
the right-hand side of (3.3). Finally, the partition into k = 4 singletons yields∫
X46=
Ef(x, y;ω ∪ {x, y, z, t})f(z, t;ω ∪ {x, y, z, t})σ(dx)σ(dy)σ(dz)σ(dt).
This finishes the verification of (3.3).
We now investigate the second moment of mixed double stochastic integrals,
the ones with respect to the random measures ω ⊗ σ and σ ⊗ ω.
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Lemma 3.4. If f ≥ 0 is a 2-process, then
E
(∫
X2
f(x1, x2;ω)ω(dx2)σ(dx1)
)2
= E
(∫
X2
f(x1, x2;ω)σ(dx1)ω(dx2)
)2
(3.4)
= E
∫
X3
6=
f(x, y;ω ∪ {y})f(z, y;ω ∪ {y})σ(dx)σ(dy)σ(dz) (3.5)
+ E
∫
X4
6=
f(x, y;ω ∪ {y, t})f(z, t;ω ∪ {y, t})σ(dx)σ(dy)σ(dz)σ(dt).
Proof. The equation (3.4) follows from Fubini-Tonelli. Then the expectation in
(3.4) is written as
E
∫
X4
f(x, y;ω)f(z, t;ω)σ(dx)ω(dy)σ(dz)ω(dt),
and by Theorem 2.4 we get the equality (3.5), as in the proof of Lemma 3.3.
4 Le´vy systems
An important motivation for this work is due to the so-called Le´vy systems for
Le´vy processes. These are identities between expectations of sums taken with
respect to the jumps of a Le´vy process and expectations of integrals taken with
respect to the corresponding intensity measure. There exist a considerable variety
of (multiple) Le´vy systems, as we discuss below.
4.1 General result
We consider (time) R+ = (0,∞), (space) Rd and (space-time) R+ × Rd.
Let ν be a non-zero Le´vy measure on Rd, thus ν({0}) = 0 and∫
Rd
min{1, z2}ν(dz) <∞.
Let X = {Xt}t≥0 be a Le´vy process in Rd with Le´vy triplet (ν, A, b), where A is
a symmetric, nonnegative-definite d × d matrix and b ∈ Rd [22]. Let P and E be
the distribution and the expectation of the process and consider
pt(A) = P(Xt ∈ A),
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the convolution semigroup of X . Let ∆Xu = Xu −Xu− and
ω =
∑
u>0,∆Xu 6=0
δ(u,∆Xu).
Thenω is a Poisson random measure with the intensity (control) measure σ(dudz) =
duν(dz) on
X = R+ × R
d
0
[10, Section I.9, Section II.3, Example II.4.1] related to X by the Le´vy-Itoˆ de-
composition [22, Chapter 4], [10, Example II.4.1]. We may and do identify ω, P
and E with those from Section 2 given by σ(dudz) = duν(dz). The well-known
(simple) Le´vy system is the following identity (more comments are given after the
proof).
Lemma 4.1. If F : R+ × Rd × Rd → R¯ is nonnegative, then
E
∑
0<u<∞
∆Xu 6=0
F (u,Xu−, Xu) = E
∞∫
0
∫
Rd
F (u,Xu, Xu + z)ν(dz)du . (4.1)
Proof. First, let X be a compound Poisson process, that is ν(Rd) < ∞, X(t) =∑N(t)
i=1 Zi, where N(t) has Poisson distribution with expectation tν(Rd), and Zi
are i.i.d. random variables with distribution ν/ν(Rd). Therefore
pt = e
−|ν|te∗tν = e−|ν|t
∞∑
n=0
tnν∗n
n!
.
By Fubini-Tonelli theorem the right-hand side of (4.1) equals
∞∫
0
∫
Rd
∫
Rd
F (u, x, x+ z)pu(dx)ν(dz)du. (4.2)
Let Si = inf{t > 0 : N(t) = i}, the arrival time of the i-th jump of X . Recall that
Si has gamma distribution, and clearly XSi has distribution ν˜∗i. By Fubini-Tonelli
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the left-hand side of (4.1) equals
E
∞∑
i=1
F (Si, XSi−, XSi)
=
∞∑
i=1
∞∫
0
∫
Rd
∫
Rd
F (u, x, x+ z)
|ν|iui−1
(i− 1)!
e−|ν|u ν˜∗(i−1)(dx)ν˜(dz)du
=
∞∫
0
∫
Rd
∫
Rd
F (u, x, x+ z)
(
e−|ν|u
∞∑
i=1
ui−1ν∗(i−1)
(i− 1)!
(dx)
)
ν(dz)du
=
∞∫
0
∫
Rd
∫
Rd
F (u, x, x+ z)pu(dx)ν(dz)du.
This yields (4.1) for compound Poisson process X . Now let X be a general Le´vy
process. We shall prove that for every ǫ > 0,
E
∑
0<u<∞
|∆Xu|≥ǫ
F (u,Xu−, Xu) = E
∫ ∞
0
∫
|z|≥ǫ
F (u,Xu, Xu + z)ν(dz)dv. (4.3)
To this end we use the following decomposition,
Xt = Vt + Zt.
The terms in the decomposition have the following properties. Process Vt is a
Le´vy process with the triplet (A, ν
∣∣
|z|<ǫ
, b), on a probability space (ΩV ,FV ,PV ).
Here ν
∣∣
|z|<ǫ
is the measure ν restricted to {z ∈ Rd : |z| < ǫ}. Zt is a compound
Poisson process on an independent probability space (ΩZ ,FZ ,PZ), and has the
Le´vy measure ν
∣∣
|z|≥ǫ
. We denote by EV ,EZ and PV , PZ the corresponding expec-
tations and probabilities. We may assume that Ω = ΩV × ΩZ and P = PV ⊗ PZ ,
according to the fact that V and Z are independent. In what follows we consider
F˜ (v, x, y) = F (v, Vv− + x, Vv + y). (4.4)
By Fubini-Tonelli theorem and by (4.1) for the compound Poisson process Z, the
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left hand side of (4.3) becomes
E
V
E
Z
∑
|∆(Vu+Zu)|≥ǫ
F (u, Vu− + Zu−, Vu + Zu)
= EV EZ
∑
|∆Zu|≥ǫ
F˜ (u, Zu−, Zu) = E
V
E
Z
∞∫
0
∫
|z|≥ǫ
F˜ (u, Zu, Zu + z)ν(dz)du
= E
∞∫
0
∫
|z|≥ǫ
F (u,Xu, Xu + z)ν(dz)du.
We have proved (4.3). Let ǫ ↓ 0. By monotone convergence theorem,
E
∑
|∆Yu|≥ǫ
F (u,Xu−, Xu) → E
∑
∆Yu 6=0
F (u,Xu−, Xu), (4.5)
and
E
∞∫
0
∫
|z|≥ǫ
F (u,Xu, Xu+ z)ν(dz)du→ E
∞∫
0
∫
Rd
F (u,Xu, Xu+ z)ν(dz)du. (4.6)
By (4.6), (4.5) and (4.3) we obtain (4.1).
Lemma 4.1 asserts that the expected sum over the jumps of the Le´vy processX
equals to the expectation of the integral with respect to the corresponding intensity
measure. As we remarked, the result is well-known, see [3], [8, p. 375], [4,
VII.2(d)], but the above direct proof seems original and will be referred to below
in extensions which we call multiple mixed Le´vy systems. Before presenting them
we propose a reformulation of Lemma 4.1.
Lemma 4.2. If F : R+ × Rd × Rd → R¯ is nonnegative, then
E
∑
0<u<∞
∆Xu 6=0
F (u,Xu−,∆Xu) = E
∞∫
0
∫
Rd
F (u,Xu, z)ν(dz)du .
Here R+ = (0,∞). The multiple mixed Le´vy systems can be described within
the framework presented in the previous sections. We consider the “simplex”
X
n
< = {(u1, z1; . . . ; un, zn) ∈ X
n : 0 < u1 < · · · < un}.
The following defines the (complete set of the multiple) mixed Le´vy systems.
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Theorem 4.3. Let X be a Le´vy process in Rd with the Le´vy measure ν, the expec-
tation E and the Poisson random measure of jumps ω. Let ǫ1, . . . , ǫn ∈ {0, 1} and
let F : (R+ × Rd × Rd)n 7→ [0,∞] be measurable. Then,
E
∫
Xn<
F (u1, Xu1−, z1; . . . ; un, Xun−, zn)ωǫ1(du1dz1) . . . ωǫn(dundzn) (4.7)
=
∫
Xn<
EF (u1, Xu1−, z1; . . . ; uj, Xuj− +
j−1∑
i=1
ǫizi, zj ; . . . ;
un, Xun− +
n−1∑
i=1
ǫizi, zn) du1ν(dz1) · · · dunν(dzn)
=
∫
Xn<
∫
(Rd)n
F (u1, y1, z1; . . . ; un,
n∑
i=1
yi +
n−1∑
i=1
ǫizi, zn)
pu1(dy1) . . . pun−un−1(dyn) du1ν(dz1) · · ·dunν(dzn). (4.8)
Proof. We first prove this result for compound Poisson process X . By the Le´vy-
Itoˆ decomposition for t ≥ 0 we have
Xt− = Xt−(ω) =
∫
(0,t)
∫
Rd
zω(dudz)− tν(Rd),
and
Xt = Xt(ω) =
∫
(0,t]
∫
Rd
zω(dudz)− tν(Rd).
We note that Xt− is a 1-process on X, and
1Xn<
(u1, z1; . . . ; un, zn)F (u1, Xu1−, z1; . . . ; un, Xun−, zn)
is an n-process, which vanishes on the diagonals. Using the notation from the
proof of Lemma 2.1, by Theorem 2.4 we see that the left-hand side of (4.7) equals∫
Xn<
EF
(
u1, Xu1−(ω +
n∑
i=1
ǫiδ(ui,zi)), z1; . . . ; un, Xun−(ω +
n∑
i=1
ǫiδ(ui,zi)), zn
)
du1ν(dz1) · · ·dunν(dzn).
Since
Xuj−(ω +
j∑
i=1
ǫiδ(ui,zi)) = Xuj−(ω) +
j−1∑
i=1
ǫizi,
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(4.7) follows. Then we note that the distribution of Xu− is the same as that of
Xu, which is pu, and we use Fubini-Tonelli to get (4.8). This resolves the case of
compound Poisson processes. The case of general Le´vy processes follows as in
the proof of Lemma 4.1.
Corollary 4.4. If X is a Le´vy process and F is nonnegative, then
E
∑
0<u1<...<un≤∞
∆Xu1 6=0,...,∆Xun 6=0
F (u1, Xu1−, Xu1 ; . . . ; un, Xun−, Xun) (4.9)
= E
∞∫
0
. . .
∞∫
un−1
∫
Rd
. . .
∫
Rd
F (u1, Xu1 , Xu1 + z1; . . . ;
un, Xun + z1 + . . .+ zn−1, Xun + z1 + . . .+ zn)ν(dzn) . . . ν(dz1)dun . . . du1.
Corollary 4.5. If X is a Le´vy process and F is nonnegative, then
E
∑
0<s<∞
∆Ys 6=0
∫ ∞
s
∫
Rd
F (s,Xs−, Xs; s1, Xs1, Xs1 + z1)ν(dz1)ds1 (4.10)
= E
∫ ∞
0
∫
Rd
∑
s<s1<∞
∆Xs1 6=0
F (s,Xs, Xs + z; s1, Xs1− + z,Xs1 + z)ν(dz)ds
= E
∞∫
0
∞∫
s
∫
Rd
∫
Rd
F (s,Xs, Xs + z; s1, Xs1 + z,Xs1 + z + z1)ν(dz1)ν(dz)ds1ds.
We note in passing that Corollary 4.4 and Corollary 4.5 can also be proved
without using Mecke-Palm formula, in a way similar to the first part of the proof
of Lemma 4.1, see [24]. The proofs are quite involved and the proof of the general
mixed Le´vy systems is fraught with problems if similar approach is to be used. On
the contrary, Theorem 4.3 offers a clear insight into the structure of multidimen-
sional mixed-type Le´vy systems. The structure is explained by accumulating zi,
the i-th variable of the integrations performed in (4.8), as a jump of the process X
at the moment ui, but only if zi is integrated against the Poisson random measure,
rather than it’s control measure. By accumulation we mean that such jumps are
indeed added to the trajectory of the process. We encourage the reader to con-
sider the statement of Corollary 4.5 from this perspective. Notably, the complex
machinery of stochastic analysis of general Markov processes, e.g., the notion of
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predictability plays little role in the above treatment of Le´vy systems for Le´vy
processes.
Remark 4.6. We note that Theorem 4.3 may be generalized to allow for n-
processes more complicated than F (u1, Xu1−, z1; . . . ; un, Xun−, zn), with similar
proofs based on the mixed Mecke-Palm formula. Such extensions may involve
modifications by predictable factors, cf. [8, p. 375], [4, VII.2(d)], and integrating
processes which are not adapted to the usual filtration associated with the Le´vy
process.
To illustrate Remark 4.6 we give the following classical extension, cf. [4,
VII.2(d)]. An additional discussion is given at the end of Section 4.2.
Lemma 4.7. If F ≥ 0 and gt ≥ 0 is predictable, then
E
∑
0<u<∞
∆Xu 6=0
guF (u,Xu−, Xu) = E
∞∫
0
∫
Rd
guF (u,Xu, Xu + z)ν(dz)du . (4.11)
Proof. guF (u,Xu−, Xu) = gu(ω)F (u,Xu−(ω), Xu−(ω) + z) is a 1-process on
R+×R
d
. By predictability, gu(ω+ δ(u,z)) = gu(ω) with almost surely. The result
follows from the usual Mecke-Palm identity (5.1).
4.2 Applications
The purpose of this section is to show usability of our formulas. A typical ap-
plication of the Le´vy system is to the well-known Ikeda-Watanabe formula [9],
given as (4.13) below. The formula concerns the situation of the Le´vy process X
in Rd as it reaches the complement of the open set D ⊂ Rd. We shall use the
usual Markovian notation: for x ∈ Rd we write Ex and Px for the expectation and
distribution of x+X , but we use the same symbol X for the resulting process, cf.
[22, Chapter 8]. We write pt(x,A) = pt(A− x) = Px(Xt ∈ A), so that
E
x
∫ ∞
0
f(t, Xt)dt =
∫ ∞
0
∫
Rd
f(t, y)pt(x, dy)
for (Borel) functions f ≥ 0 and x ∈ Rd. We consider the time of the first exit of
X from D,
τD = inf{t > 0 : Xt /∈ D}.
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The Dirichlet kernel pDt (x, dy) is defined by∫
Rd
f(y)pDt (x, dy) = E
x[f(Xt); τD > t],
and we have
E
x
∫ τD
0
f(t, Xt)dt =
∫ ∞
0
∫
Rd
f(t, y)pDt (x, dy).
We now consider function F (u, y, w) = 1I(u)1A(y)1B(w), where I is a bounded
interval, and A ⊂ D, B ⊂ (D)c are Borel sets in Rd. We let
M(t) =
∑
0<u≤t
|∆Xu|6=0
F (u,Xu−, Xu)−
∫ t
0
∫
Rd
F (u,Xu, Xu + z)ν(dz)dv.
We note that
E
∫ t
0
∫
Rd
F (u,Xu, Xu + z)ν(dz)dv ≤ |I|ν({|z| > dist(A,B)}) <∞, (4.12)
so by Lemma 4.1, EM(t) = 0. Let 0 ≤ s ≤ t. By considering the Le´vy process
u 7→ Xs+u − Xs, independent of Xr, 0 ≤ r ≤ s, we calculate the conditional
expectation
E[
∑
s<u≤t
|∆Xu|6=0
F (u,Xu−, Xu)−
∫ t
s
∫
Rd
F (u,Xu, Xu+z)ν(dz)dv
∣∣Xr, 0 ≤ r ≤ s] = 0,
cf. (4.4). Then we see that M is a uniformly integrable martingale. By stopping
at τD, we obtain,
P
x[τD ∈ I, XτD− ∈ A, XτD ∈ B] =
∫
I
∫
B−y
∫
A
pDu (x, dy)ν(dz)du. (4.13)
This defines the joint distribution of (τD, XτD−, XτD) restricted to the event {XτD− ∈
D} and calculated under Px.
As another application we use the double mixed Le´vy system to prove the
following classical result [10, II (3.9)].
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Lemma 4.8. Let X be a Le´vy process in Rd with Le´vy measure ν. Let the function
F : R× Rd × Rd → R¯ satisfy
E
∞∫
0
∫
Rd
F 2(v,Xv, Xv + z)ν(dz)dv <∞. (4.14)
For every t ∈ [0,∞) the following limit exists in L2
Mt = lim
ǫ→0
( ∑
0<v≤t
|∆X|≥ǫ
F (v,Xv−, Xv)−
∫ t
0
∫
|z|≥ǫ
F (v,Xv, Xv + z)ν(dz)dv
)
,
t 7→Mt is a martingale with respect to (Ft), EMt = 0 and
EM2t = E
∫ t
0
∫
Rd
F 2(v,Xv, Xv + z)ν(dz)dv.
Furthermore, the square bracket of M is
[M ]t =
∑
0<v≤t
∆Xv 6=0
F 2(v,Xv−, Xv), (4.15)
and the predictable quadratic variation of M is
〈M〉t =
∫ t
0
∫
|z|≥ǫ
F (v,Xv, Xv + z)
2ν(dz)dv. (4.16)
Recall that [M ] is defined as the unique adapted right-continuous non-decreasing
process with jumps ∆[M ]t = |∆Mt|2, and such that t 7→ |M |2t − [M ]t is a
(continuous) martingale starting at 0 ([8, VII.42]). We verify the martingale
property of |M |2t − [M ]t by using Corollary 4.4 and Corollary 4.5. Notice that
E[M ]t = E〈M〉t by the property of a single Le´vy system. More details and appli-
cations can be found in [24]. In particular, the square bracket [M ] is used in [5] to
estimate the Lp norms of Fourier multipliers defined in terms of Le´vy processes.
We refer the reader to [8, VII-VIII] and [10, II] for further details and reading.
As the third application we will calculate moments of the Le´vy integral. Let
Xt = (ηt, ξt), where t ≥ 0, be a Le´vy process in R2. To simplify the discussion
we further assume that η and ξ are (possibly dependent) subordinators with no
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drift [22, 23]. Let ν be the Le´vy measure of X . Of course, ν is concentrated on
R
2
++ := (0,∞)× (0,∞). Let φ be the Laplace exponent of η:
E
[
e−xηt
]
= e−tφ(x), x ≥ 0.
The following expression is called the Le´vy integral,
Z =
∫ ∞
0
e−ηt−dξt =
∑
∆Xt 6=0
e−ηt−∆ξt.
Le´vy integrals represent stationary distributions of generalized Ornstein-Uhlenbeck
process (see [18] for details, applications and references). By Lemma 4.1,
E [ξ1] = E
∑
0<t≤1
∆Xt 6=0
∆ξt =
∫
R2++
y dν(x, y).
We can use the multiple Le´vy systems to calculate the moments of Z. The first
three moments of Z take on the following form
E[Z] =
∫
y dν(x, y)
φ(1)
,
E[Z2] =
2
∫
e−xy dν(x, y)
∫
y dν(x, y)
φ(1)φ(2)
+
∫
y2 dν(x, y)
φ(2)
,
E[Z3] =
6
∫
y dν(x, y)
∫
e−xy dν(x, y)
∫
e−2xy dν(x, y)
φ(1)φ(2)φ(3)
+
∫
y3 dν(x, y)
φ(3)
+
3
∫
y2 dν(x, y)
∫
e−2xy dν(x, y)
φ(2)φ(3)
+
3
∫
y dν(x, y)
∫
e−xy2 dν(x, y)
φ(1)φ(3)
.
Indeed, by Lemma 4.1,
E[Z] = E
[ ∑
∆Xt 6=0
e−ηt−∆ξt
]
= E
[∫ ∞
0
∫
e−ηty dν(x, y)dt
]
=
∫
y dν(x, y)
φ(1)
.
For the higher moments we use linearization, as in Section 3, e.g., we obtain
E[Z2] = E
( ∑
∆Xt 6=0
e−ηt−∆ξt
)2 = E[( ∑
∆Xs 6=0
e−ηs−∆ξs
)( ∑
∆Xt 6=0
e−ηt−∆ξt
)]
= E
2 ∑
s<t
∆Xs,∆Xt 6=0
e−ηs−−ηt−∆ξs∆ξt
+ E[ ∑
∆Xt 6=0
(
e−ηt−∆ξt
)2]
= 2I + II,
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where, by Corollary 4.4,
I = E
[∫ ∞
0
∫ ∞
s
∫ ∫
e−ηsy1e
−ηt−x1y2 dν(x1, y1) dν(x2, y2)dt ds
]
=
∫ ∫
e−x1y1y2 dν(x1, y1) dν(x2, y2)E
[∫ ∞
0
∫ ∞
s
e−(ηt−ηs)−2ηsdt ds
]
=
∫
e−xy dν(x, y)
∫
y dν(x, y)
∫ ∞
0
∫ ∞
s
E
[
e−ηt−s
]
E
[
e−2ηs
]
dt ds
=
∫
e−xy dν(x, y)
∫
y dν(x, y)
φ(1)φ(2)
,
and
II = E
[∫ ∞
0
∫
y2e−2ηt dν(x, y)dt
]
=
∫
y2 dν(x, y)
φ(2)
.
The third and the higher moments are obtained analogously. We note that [2,
Theorem 3.1] gives the first and the second moments of Z, but not the higher
moments, which are cumbersome to obtain by the methods of [2] (private com-
munication).
By our methods one also compute moments of anticipating integrals such as
Y :=
∫ ∞
0
e−ηtdξt =
∑
∆Xt 6=0
e−ηt−−∆ηt∆ξt.
Here, similar calculations as for Z yield
E[Y ] =
∫
e−xy dν(x, y)
φ(1)
,
and higher moments of Y can be obtained analogously. Notice the difference
between the formulas for the expectations of Z and Y .
5 Appendix
The following Mecke-Palm identity holds for 1-processes f(x;ω) ≥ 0 [20],
E
∫
X
f(x;ω) ω(dx) =
∫
X
E f(x;ω ∪ {x}) σ(dx). (5.1)
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For the reader’s convenience we give a direct proof of (5.1) in the setting of
Section 2. We first consider σ(X ) < ∞ and nonnegative process f(x;ω) =
f(x;ω ∩ X ), i.e. depending only on X . If ω = {y1, . . . , yn}, a set with n ele-
ments, then ∫
X
f(x;ω)ω(dx) =
n∑
i=1
f(n)(yi; y1, . . . , yn).
The above quantity is invariant upon permutations of y1, . . . , yn, in fact it is the
n-th coefficient of the random variable
∫
X
f(x;ω)ω(dx). By (2.1), the left-hand
side of (5.1) equals
e−σ(X )
∞∑
n=1
1
n!
n∑
i=1
∫
Xn
f(n)(yi; y1, . . . , yn)σ(dy1) · · ·σ(dyn). (5.2)
If ω = {y1, . . . , yn}, a set with n elements, and x 6∈ ω, then
f(x;ω ∪ {x}) = fn+1(x; x, y1, . . . , yn) = . . . = fn+1(x; y1, . . . , yn, x)
=
1
n + 1
n+1∑
i=1
fn+1(x; y1, . . . , yi−1, x, yi, . . . , yn).
Since σ is non-atomic, we have P(x ∈ ω) = 0 for every x ∈ X , cf. (2.1).
Therefore, by (2.1), the right-hand side of (5.1) equals
E
∫
X
u(x;ω ∪ {x})σ(dx)
= e−σ(X)
∞∑
n=0
1
n!
∫
X
∫
Xn
1
n+ 1
n+1∑
i=1
fn+1(x; y1, . . . , yn, x)σ(dy1) · · ·σ(dyn)σ(dx).
This verifies (5.1) when σ(X ) <∞, e.g., ifX ⊂ X is compact; we note in passing
that (5.2) is an explicit representation of either side of (5.1).
We next let X =
⋃
mXm be a countable decomposition of X into disjoint Borel
sets with σ(Xm) <∞. For arbitrary process f(x;ω) ≥ 0 we have∫
X
f(x;ω)ω(dx) =
∑
m
∫
Xm
f(x;ω)ω(dx). (5.3)
For fixed m, we write ω∗ = ω ∩ Xm, ω∗ = ω \ Xm, and denote by E∗ and E∗
the expectation E when restricted to random variables depending only on Xm and
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X \ Xm, respectively. By (2.2) and by (5.1) for Xm,
E
∫
Xm
f(x;ω)ω(dx) = E∗E∗
∫
Xm
f(x;ω∗ ∪ ω
∗)ω∗(dx)
= E∗
∫
Xm
E∗f(x;ω∗ ∪ {x} ∪ ω
∗)σ(dx) =
∫
Xm
Ef(x;ω ∪ {x})σ(dx).
This yields (5.1) in the general case, cf. (5.3).
Needless to say, (5.1) also holds for signed processes f under the assumption
of absolute integrability, because we can decompose both sides of (5.1) according
to f = f+ − f−, where f+ = max{f, 0} and f− = max{−f, 0}.
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