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HOMOLOGICAL CHARACTERIZATION OF REGULARITY
IN LOGARITHMIC ALGEBRAIC GEOMETRY
JESÚS CONDE–LAGO (⋆) AND JAVIER MAJADAS (⋆)
Abstract. We characterize K. Kato’s log regularity in terms of vanishing of (co)homology of the
logarithmic cotangent complex.
1. Introduction
In 1967, M. André [An3] and D. Quillen [Q1] introduce homology and cohomology modules
Hn(A,B,W ), H
n(A,B,W ) for an (always commutative) A-algebra B and a B-module W , giving
vanishing criteria for regularity and complete intersection in [Q1, corollaries 10.8 and 10.12] and
[An3, §27-§28]:
Theorem. Let (A, k) be a noetherian local ring. Then
(i) (A, k) is regular if and only if H2(A, k, k) = 0.
(ii) (A, k) is complete intersection if and only if H3(A, k, k) = 0.
Formal smoothness was also characterized in terms of vanishing in [Q1, Proposition 5.3] and [An1,
Proposition 16.17] (see also [EGA, 0IV.19.4.4]):
Theorem. Let B be a noetherian A-algebra and J an ideal of B. Then B is formally smooth over A
for the J-adic topology if and only if H1(A,B,W ) = 0 for all B/J-modules W .
Since these (co)homology modules have a good behaviour, these vanishing criteria were immediately
used to obtain new results (and easier proofs of already known results) on smoothness, regularity and
complete intersection (see e.g. [An1], the references in this book to papers by Brezaleanu and Radu,
[An2], etc.).
The concept of log regularity (and log smoothness) in logarithmic algebraic geometry was introduced
by Kato in [Ka, Definition 2.1, Theorem 6.1]: let (X,M) be a “not very bad” locally noetherian log
scheme. Then (X,M) is regular at a point x if A/I is a local regular ring and dimA = dimA/I +
dimMgp/A∗ where A = OX,x, M =Mx, the unit group A∗ is identified canonically to a subgroup of
M , I is the ideal of A generated by the image of M − A∗, and Mgp is the group completion of the
monoid M .
We have also in this logarithmic context a definition of “log” André-Quillen (co)homology (in fact,
we have two definitions, one by O. Gabber and the other by M. Olsson; we will use Gabber’s one. Both
constructions are developed in [Ol]; see also Sagave, Schürg and Vezzosi’s paper [SSV]). Moreover the
characterization of log smoothness by vanishing of this cohomology is done in [Ol].
So the next step is to give vanishing criteria for log regularity. This is done in Theorem 6.1 and more
particularly in Theorem 6.9 (see Section 2 for notation in the (pre)logarithmic setting): let (A,M) be
a noetherian local prelog ring with M integral. Without loss of generality, we can assume that Mgp is
a free abelian group (see Theorem 6.3, Lemma 6.6); then
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Theorem. (A,M) is a log regular if and only if H2((A,M), (k,M/mM ), k) = 0 (where k is the residue
field of A and mM ⊂M is the ideal of non-units).
The main ingredient of the proof is a long exact sequence (Theorem 4.3) relating the (Gabber’s) log
André-Quillen (co)homology of a homomorphism of prelog rings (A,M) → (B,N) with the (usual)
André-Quillen (co)homology of the ring homomorphisms Z[M ] → Z[N ] and A → B. This exact
sequence is also very useful later for the applications, since once we have vanishing results in the
log and non-log setting, we can relate log smoothness, log regularity and log complete intersection
properties with the (non-log) corresponding properties of the underlying rings. In fact, we are able to
reprove at the end of Section 5 results that are more or less already known, but usually our proofs
are simpler and our hypotheses sometimes weaker. For example, we avoid the usual hypotheses of
finitely generated and saturated monoids. We even avoid integrity in some of the main results. Also
the morphisms in Section 5 are not necessarity of finite type in most cases. Some of the applications
of our main theorem at the end of Section 6 also use the long exact sequence of Theorem 4.3.
The content of the paper is as follows. In Section 2 we give definitions and introduce the notation
for the logarithmic setting. We continue with definitions, notation and known results on derivations
and differentials in this setting in Section 3. Though there is nothing new in this section, we give
proofs since in a few points we were not able to find exact references.
In Section 4 we introduce the Gabber’s log André-Quillen (co)homology and we obtain some results.
This theory was already developed in [Ol, §8], but we include a complete exposition for several reasons.
The first one is that a few of the properties we need are not included in [Ol] (e.g. Theorem 4.3,
Proposition 4.4, Proposition 4.5 and Proposition 4.10) and others appear in [Ol] but with stronger
hypothesis (e.g. Proposition 4.8). The second one is that since we only need a local definition (i.e.
for rings instead of sheaves of rings), we can take any simplicial resolution (instead of a standard
resolution) since they are all homotopically equivalent, making some proofs easier. And third, we
want to promote the exact sequence of Theorem 4.3 relating log André-Quillen (co)homology with
non-log André-Quillen (co)homology (for instance Proposition 4.14 is exactly [Ol, Theorem 8.20], but
we include here a different proof in order to show the usefulness of Theorem 4.3; propositions 4.4
and 4.8 are also deduced from Theorem 4.3).
In Section 5 we characterize log formal smoothness by the vanishing of cohomology. First we
characterize the elements of H1 as extensions. This is made in [Ol] and outlined in [IO], but we
include here a proof since in [Ol] (see algo [SSV]) it is assumed integrity and in [IO] there is no explicit
reference to cohomology. Characterization of log smoothness by the vanishing of H1 is then deduced
([Ol]; see also [SSV]), but again we include proofs in order to take into account topologies: theorems 5.14
and 5.15 describe the situation. Finally we give a few examples where this characterization is useful.
Topologies are important when the morphisms are not of finite type: for example, in Theorem 6.14
we extend Kato’s result [Ka, 8.3] comparing log smoothness and log regularity to morphisms not
necessarily of finite type.
Section 6 contains the main result of the paper (the characterization of regularity) and some appli-
cations. We work in a more general context defining and characterizing log regular ideals.
2. Logarithmic rings
We will fix some notation, see e.g. [Og] for proofs.
All rings and monoids will be commutative and all categorical constructions with rings (or monoids)
will be within the category of commutative rings (or monoids). In addition, we will usually use
multiplicative notation for monoids.
Definition 2.1. A congruence R in a monoid M is an equivalence relation on M compatible with
multiplication, that is
(x, x′), (y, y′) ∈ R ⇒ (xy, x′y′) ∈ R.
The quotient set M/R is a monoid with the multiplication induced by the one in M .
An ideal I of a monoid M is a nonempty subset I ⊂ M such that ma ∈ I for all m ∈ M ,
a ∈ I. If I 6= M is an ideal of M , then R := (I × I) ∪ ∆(M) is a congruence on M , where
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∆(M) = {(x, x) ∈ M ×M}, and the quotient monoid will be denoted by M/I. If M is a monoid
and A is a ring, M∗ and A∗ will denote their subgroups of units. The quotient monoid given by the
congruence R := {(x, ux) | x ∈M,u ∈ M∗} will be denoted M/M∗. If A is a ring, I is an ideal of A,
M is a monoid and α : M → (A, ·) is a homomorphism of monoids, then α−1(I) is an ideal of M . We
have a homomorphism of monoids M/α−1(I)→ (A/I, ·).
If M is a monoid and S a submonoid, the localization S−1M will be the quotient monoid of M ×S
by the congruence defined as follows: (x, s) ∼ (y, t) in M ×S if there exists u ∈ S such that syu = xtu.
An example is the group completion of M (i.e. when S = M), denoted Mgp. A monoid is integral if
the canonical homomorphism M →Mgp is injective.
IfM is a monoid and R is a ring, R[M ] will denote the usual monoid R-algebra. IfM → N ,M → P
are monoid homomorphisms, we denote their pushout by N ⊕M P .
A prelog ring (A,M,α) (or simply (A,M) or A if there is no confusion) consists of a commutative
ring A, a commutative monoid M and a multiplicative homomorphism of monoids α : M → A. In
general, we will denote this structural map by α for any prelog ring (if it is necessary, to avoid confusion,
we will use αA or αM ). A homomorphism of prelog rings
f = (f ♯, f ♭) : (A,M,αA) −→ (B,N, αB)
is a homomorphism of rings f ♯ : A→ B together with a homomorphism of monoids f ♭ : M → N such
that αBf
♭ = f ♯αA. A log ring is a prelog ring (A,M,α) such that the homomorphism α
−1(A∗)→ A∗
induced by α (where A∗ is the group of units of A) is an isomorphism. If (A,M,α) is a prelog ring,
define M log as the pushout
α−1(M) A∗
M M log
α
and let αlog : M log → A be the monoid homomorphism induced by the homomorphisms α : M → A
and A∗ →֒ A. Then (A,M,α)log := (A,M log, αlog) is a log ring. The functor ( )log from the category
of prelog rings to the category of log rings is left adjoint to the forgetful functor.
If (A,M,α) is a prelog ring and f ♯ : A→ B is a ring homomorphism, we have a homomorphism of
prelog rings
f = (f ♯, f b) : (A,M,α) −→ (B, f∗(M), α∗)
where (B, f∗(M), α∗) := (B,M, f ◦ α)log. A homomorphism of log rings
f : (A,M) −→ (B,N)
is called strict if the canonical map f∗(M)→ N is a isomorphism.
A noetherian local prelog ring ((A,m, k),M) is a noetherian local ring (A,m, k), a monoid M
such that the ring Z[M ] is noetherian (i.e. M is finitely generated [G, Theorem 20.7]) and a local
homomorphism of monoids α : M → (A, ·) (that is, α(mM ) ⊂ m, where mM = M −M∗).
We say that (A,M) → (B,N) is a homomorphism (essentially) of finite type of noetherian prelog
rings if M , N are finitely generated monoids, A is a noetherian ring, and A→ B is a homomorphism
(essentially) of finite type. We have then that Z[M ] → Z[N ] is a homomorphism of finite type of
noetherian rings, and Mgp, Ngp are Z-modules of finite type.
3. Derivations and differentials
Proposition 3.1. Let g : L→ N be a surjective homomorphism of monoids and define J := ker(Z[L]→
Z[N ]), W := ker(Lgp → Ngp) (note that (−)gp and Z[−] preserve surjectivity). There exists a natural
homomorphism of Z[N ]-modules
νg : J/J
2 −→ Z[N ]⊗Z W
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defined by
νg
(∑
i∈I
λili
)
:=
∑
i∈I
λig(li)⊗ li ∈ Z[N ]⊗Z L
gp,
where λi ∈ Z and li ∈ L for all i ∈ I, and we are denoting also by li the image of li in Lgp.
Proof. We define ν˜g : J → Z[N ]⊗Z Lgp as ν˜g(
∑
i∈I λili) :=
∑
i∈I λig(li)⊗ li. First, we will show that
ν˜g(x) ∈ Z[N ] ⊗Z W if x =
∑
i∈I λili ∈ J . For each n ∈ N , we consider In = {i ∈ I | g(li) = n}, so
that
∑
i∈In
λi = 0 for all n ∈ N . We have∑
i∈I
λig(li)⊗ li =
∑
i∈I
g(li)⊗ l
λi
i =
∑
n∈N
∑
i∈In
n⊗ lλii =
∑
n∈N
(
n⊗
∏
i∈In
lλii
)
and
∏
i∈In
lλii ∈ W since if g denotes also the map L
gp → Ngp, then
g
( ∏
i∈In
li
λi
)
=
∏
i∈In
g(li)
λi =
∏
i∈In
nλi = n
∑
i∈In
λi = n0 = 1.
The map ν˜g is additive, so in order to see that it induces a homomorphism
νg : J/J
2 −→ Z[N ]⊗Z W
we have to show that ν˜g(x) = 0 for x ∈ J2. The elements of J are of the form∑
i∈I
(λili,1 − λili,2)
with λi ∈ Z, li,1, li,2 ∈ L and g(li,1) = g(li,2) for all i ∈ I. Therefore let λ1, λ2 ∈ Z and li,j ∈ L for
i, j ∈ {1, 2} such that g(l1,1) = g(l1,2) =: n1 and g(l2,1) = g(l2,2) =: n2. We obtain
ν˜g
(
(λ1l1,1 − λ1l1,2)(λ2l2,1 − λ2l2,2)
)
= λ1λ2g(l1,1)g(l2,1)⊗ l1,1l2,1 − λ1λ2g(l1,2)g(l2,1)⊗ l1,2l2,1
− λ1λ2g(l1,1)g(l2,2)⊗ l1,1l2,2 + λ1λ2g(l1,2)g(l2,2)⊗ l1,2l2,2
= λ1λ2n1n2 ⊗ l1,1l2,1 − λ1λ2n1n2 ⊗ l1,2l2,1
− λ1λ2n1n2 ⊗ l1,1l2,2 + λ1λ2n1n2 ⊗ l1,2l2,2
= λ1λ2n1n2 ⊗ l1,1l2,1l
−1
1,2l
−1
2,1l
−1
1,1l
−1
2,2l1,2l2,2
= λ1λ2n1n2 ⊗ 1 = 0.
We now see that νg is a homomorphism of Z[N ]-modules. We already know that it is an additive
homomorphism. Let m ∈ N be and l ∈ L such that g(l) = m. With the above definition for In,
νg
(
m ·
∑
i∈In
λili
)
= ν˜g(
∑
i∈In
λilli) =
∑
i∈In
λig(lli)⊗ lli =
∑
i∈In
λimn⊗ lli = mn⊗
∏
i∈In
lλi lλii
= mn⊗
(
l
∑
i∈In
λi
∏
i∈In
lλii
)
= mn⊗
(
l0
∏
i∈In
lλii
)
= mn⊗
∏
i∈In
lλii = m · ν˜g
( ∑
i∈In
λili
)
= m · νg
(∑
i∈In
λili
)
.
Finally, naturality means that if
L1 N1
L2 N2
g1
γ ρ
g2
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is a commutative square of monoids with g1, g2 surjective homomorphisms, and J1,W1, J2,W2 are
defined in the obvious way, then the diagram
J1/J
2
1 Z[N1]⊗Z W1
J2/J
2
2 Z[N2]⊗Z W2
νg1
γ˜ ρ˜
νg2
is commutative, and this fact is obvious. 
Remark 3.2. We have seen in the proof of Proposition 3.1 that the elements of J are
∑
i∈I(λili,1 −
λili,2) with λi ∈ Z and li,1, li,2 ∈ L verifying g(li,1) = g(li,2) for all i ∈ I, and the image of one such
element by ν˜g is
∑
i∈I λig(li,2)⊗ li,1l
−1
i,2 .
Example 3.3. Let h : M → N be a homomorphism of monoids and consider the induced surjective
homomorphism g : N⊕MN → N . We have Z[N⊕MN ] = Z[N ]⊗Z[M ]Z[N ] and then J := ker(Z[N⊕M
N ] → Z[N ]) is the kernel of the multiplication Z[N ] ⊗Z[M ] Z[N ] → Z[N ]. Therefore we have an
isomorphism of Z[N ]-modules J/J2 = ΩZ[N ]|Z[M ], where ΩZ[N ]|Z[M ] is the usual module of differentials.
On the other hand, we have a exact sequence
1 Mgp Ngp Ngp ⊕Mgp Ngp Ngp 1
a (a, a−1)
(a, b) ab
so we obtain an isomorphism of abelian groups
W := ker((N ⊕M N)
gp → Ngp) = ker(Ngp ⊕Mgp N
gp → Ngp)
= coker(Mgp → Ngp).
Then the composition
ΩZ[N ]|Z[M ] = J/J
2 νg−→ Z[N ]⊗Z W = Z[N ]⊗Z N
gp/ Im(Mgp)
is the homomorphism of Z[N ]-modules defined by
dn 7−→ (n, 1)− (1, n) 7−→ n⊗ (n, 1)− n⊗ (1, n) = n⊗ (n, 1)(1, n)−1 = n⊗ (n, n−1) 7−→ n⊗ n¯,
where n¯ is the class of n ∈ N in Ngp/ Im(Mgp).
Definition 3.4. Let (f, g) : (C,L)→ (B,N) a surjective homomorphism of prelog rings (i.e. f : C → B
and g : L → N are surjective). Let us consider J = ker(Z[L] → Z[N ]), W = ker(Lgp → Ngp) and
I = ker(C → B). We define the conormal module of (C,L) → (B,N) as the pushout N(B,N)|(C,L) of
the diagram of B-modules
B ⊗Z[N ] J/J
2 B ⊗Z W
I/I2
idB ⊗Z[N ]νg
u
where νg is the homomorphism of Proposition 3.1 and u is the homomorphism of B-modules defined
by u
(
1 ⊗
∑
i∈I λili
)
:=
∑
i∈I λiα(li), where α : L → C is the structural homomorphism and λi ∈ Z,
li ∈ L for all i ∈ I.
Remark 3.5. The definition of [IO, Exposé II, Proposition 4.11] coincides with this one.
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Proposition 3.6. Let
(C1, L1) (B1, N1)
(C2, L2) (B2, N2)
be a commutative square of prelog rings where the horizontal homomorphisms are surjective. Then
there exists a natural homomorphism
B2 ⊗B1 N(B1,N1)|(C1|L1) −→ N(B2,N2)|(C2|L2).
Proof. It is consequence of the naturality of the homomorphisms νg and u in Definition 3.4. 
Example 3.7. If L → N is an isomorphism, then J = 0 and W = {1}. Therefore the conormal
module of (C,L) → (B,N) coincides with the (usual) conormal module I/I2 of C → B. This takes
place, for example, when L = N = {1}.
Remark 3.8. If C is noetherian and Lgp is a finitely generated abelian group, then N(B,N)|(C,L) is a
B-module of finite type.
Definition 3.9. Let (A,M) → (B,N) be a homomorphism of prelog rings. The module of diffe-
rentials Ω(B,N)|(A,M) of (A,M) → (B,N) is defined as the B-module N(B,N)|(C,L) where (C,L) =
(B ⊗A B,N ⊕M N). By the Example 3.3, the square
B ⊗Z[N ] ΩZ[N ]|Z[M ] B ⊗Z N
gp/ Im(Mgp)
ΩB|A Ω(B,N)|(A,M)
v
u
is cocartesian, where v is the homomorphism of B-modules verifying v(1 ⊗ dn) = n ⊗ n¯ with n ∈ N
and n¯ its class in Ngp/ Im(Mgp). If A is noetherian, B an A-algebra essentially of finite type and
Ngp/ Im(Mgp) an abelian group of finite type, then Ω(B,N)|(A,M) is a B-module of finite type.
By Proposition 3.6, if
(A1,M1) (B1, N1)
(A2,M2) (B2, N2)
is a commutative square of homomorphisms of prelog rings, then there exists a natural homomorphism
of B2-modules
B2 ⊗B1 Ω(B1,N1)|(A1,M1) −→ Ω(B2,N2)|(A2,M2).
The following two results are well-known.
Proposition 3.10 (Base Change). We consider a diagram of log rings
(A1,M1) (B1, N1)
(A2,M2)
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and let (B2, N2) be its pushout, i.e. B2 = A2 ⊗A1 B1, N2 = M2 ⊕M1 N1. Then the canonical
homomorphism
B2 ⊗B1 Ω(B1,N1)|(A1,M1) −→ Ω(B2,N2)|(A2,M2)
is an isomorphism.
Proposition 3.11. Let (A,M) → (B,N) → (C,P ) be homomorphisms of prelog rings. There exists
a natural exact sequence of C-modules
C ⊗B Ω(B,N)|(A,M) −→ Ω(C,P )|(A,M) −→ Ω(C,P )|(B,N) −→ 0.
Proposition 3.12. Let (A,M) → (C,L) → (B,N) be homomorphisms of prelog rings with C → B
and L→ N surjective. There exists a natural exact sequence of B-modules
N(B,N)|(C,L) −→ B ⊗C Ω(C,L)|(A,M) −→ Ω(B,N)|(A,M) → 0.
Proof. It is deduced from the following exact sequences:
B ⊗Z[N ] J/J
2 −→ B ⊗Z[L] ΩZ[L]|Z[M ] −→ B ⊗Z[N ] ΩZ[N ]|Z[M ] −→ 0,
I/I2 −→ B ⊗C ΩC|A −→ ΩB|A −→ 0
and
B ⊗Z W −→ B ⊗Z L
gp/ ImLgp(M
gp) −→ B ⊗Z N
gp/ ImNgp(M
gp)→ 0,
where I = ker(C → B), J = ker(Z[L] → Z[N ]) and W = ker(Lgp → Ngp). Note that the third
sequence is exact because
W = ker(Lgp/ ImLgp(M
gp)→ Ngp/ ImNgp(M
gp)).

Examples 3.13. (i) Free prelog algebras. Let (A,M) be a prelog ring, X and Y sets, N =
M ⊕ NY where NY is a direct sum of copies of the (additive) monoid of natural numbers
indexed by Y , B = A[X,Y ] the polynomial A-algebra on X ∪ Y , N → B the homomorphism
which extends M → A in the obvious way. We will say that (B,N) is a free (A,M)-prelog
algebra. Then Ω(B,N)|(A,M) is a free B-module with basis X ∪ Y .
(ii) Let (A,M) → (B,N) a homomorphism essentially of finite type of noetherian prelog rings
(Definition 2.1). Then Ω(B,N)|(A,M) is a B-module of finite type. It follows from the above
example and Proposition 3.12.
(iii) Let (A,M) → (B,N) be a homomorphism of prelog rings with M → N surjective, then
Ω(B,N)|(A,M) = ΩB|A. In fact, N ⊕M N → N is an isomorphism and therefore the result
follows from Example 3.7.
Definition 3.14. Let (A,M)→ (B,N) a homomorphism of prelog rings, T a B-module. An (A,M)-
derivation of (B,N) into T is a pair (D, D˜), where D is an A-derivation D : B → T and D˜ is a
homomorphism of groups
D˜ : Ngp/ Im(Mgp) −→ (T,+)
such that D(n) = nD˜(n¯) for all n ∈ N (where n¯ is its image in Ngp/ Im(Mgp) and we denote the
image of n ∈ N in B again by n). We denote by
Der(A,M)((B,N), T )
the set of (A,M)-derivations of (B,N) into T , which is a B-module with the induced structure by the
structure of B-module of T .
Proposition 3.15. With the above notation, there exists an isomorphism of B-modules
HomB(Ω(B,N)|(A,M), T ) = Der(A,M)((B,N), T ).
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Proof. Let (D, D˜) ∈ Der(A,M)((B,N), T ). From the diagram
B ⊗Z[N ] ΩZ[N ]|Z[M ] B ⊗Z Ngp/ Im(Mgp)
ΩB|A Ω(B,N)|(A,M)
T
i
j u
v
g
f
h
where f is the homomorphism of B-modules induced by D : B → T and g is the homomorphism of
B-modules induced by D˜ : Ngp/ Im(Mgp) → T , we obtain a homomorphism h : Ω(B,N)|(A,M) → T
making commutative the corresponding triangles.
Now, consider h ∈ HomB(Ω(B,N)|(A,M), T ). We define D ∈ DerA(B, T ) by the composition
B
dB|A
−→ ΩB|A
v
−→ Ω(B,N)|(A,M)
h
−→ T
and D˜ by the composition
Ngp/ Im(Mgp) −→ B ⊗Z N
gp/ Im(Mgp)
u
−→ Ω(B,N)|(A,M)
h
−→ T.
Since v and h are homomorphism of B-modules, D is a derivation. Similarly, D˜ is a homomorphism
of groups. We also have
hui(1⊗ dn) = hu(n⊗ n¯) = n · hu(1⊗ n¯) = nD˜(n¯)
and hvj(1⊗ dn) = D(n). Since ui = vj, we obtain D(n) = nD˜(n). 
4. The cotangent complex
The forgetful functor U from the category of prelog rings to the category Set× Set sending (A,M)
to their subjacent sets (UA,UM) has a left adjoint defined as
F (X,Y ) := (Z[X,Y ],NY ),
as in Example 3.13.(i).
The category of simplicial prelog rings (i.e. simplicial objects in the category of prelog rings) has a
model structure where (trivial) fibrations are those maps which go to (trivial) fibrations by the functor
sU (the simplicial extension of the above functor U). With this structure, (trivial) fibrations are those
maps (A∗,M∗) → (B∗, N∗) such that A∗ → B∗ and M∗ → N∗ are (trivial) fibrations in the usual
model structure of the categories of simplicial commutative rings and simplicial commutative monoids.
If (A,M) is a (constant) prelog ring, and (A,M)
ϕ
→ (B∗, N∗) is a homomorphism of simplicial prelog
rings with the property that for each n, (Bn, Nn) is a free (A,M)-prelog algebra, Bn = A[Xn, Yn],
Nn = M ⊕ N
Yn for some sets Xn, Yn, and all degeneracies Bn = A[Xn, Yn]→ Bn+1 = A[Xn+1, Yn+1],
Nn → Nn+1 send the basis Xn to Xn+1 and Yn to Yn+1, then ϕ is a cofibration called free cofibration
(arbitrary cofibrations are retracts of these ones). Details can be seen in [Q2, §4] or more precisely for
prelog rings in [SSV] and in [Bh, §5].
Let (A,M) → (B,N) be a homomorphism of prelog rings. Choose a factorization (A,M) →
(F,R) → (B,N) as a cofibration followed by a trivial fibration (in the category of simplicial prelog
rings). We have a well defined object up to homotopy in the category of simplicial B-modules
L(B,N)|(A,M) := Ω(F,R)|(A,M) ⊗F B.
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Definition 4.1. If W is a B-module, we define for each n ≥ 0,
Hn((A,M), (B,N),W ) := Hn(L(B,N)|(A,M) ⊗B W ),
Hn((A,M), (B,N),W ) := Hn(HomB(L(B,N)|(A,M),W )).
Example 4.2. Let A → B be a homomorphism of rings, (A, {1}) → (B, {1}) the induced map on
prelog rings. If A→ F → B is a factorization cofibration-trivial fibration in the category of simplicial
rings, so is (A, {1}) → (F, {1}) → (B, {1}) in the category of simplicial prelog rings. Therefore
Hn((A, {1}), (B, {1}),W ) = Hn(A,B,W ) = Hn(LB|A ⊗B W ) are the usual André-Quillen homology
modules (see [An1] and [Q1]) by Example 3.13.(iii). Similarly for cohomology.
More generally, if A→ B is a ring homomorphism where (A,M) is a prelog ring, then
Hn((A,M), (B,M),W ) = Hn(A,B,W )
and similarly for cohomology. The argument is the same.
Theorem 4.3 (Fundamental exact sequences). Let (A,M) → (B,N) be a homomorphism of prelog
rings and let W be a B-module. There exists a natural distinguished triangle in the derived category
of B-modules
LZ[N ]|Z[M ] ⊗Z[M ] W −→ (LB|A ⊗B W )⊕ (XN |M ⊗Z W ) −→ L(B,N)|(A,M) ⊗B W −→
where XN |M is a complex appearing in a distinguished triangle
Mgp −→ Ngp −→ XN |M −→ .
We have then a natural exact sequence
· · · Hn(Z[M ],Z[N ],W ) Hn(A,B,W ) Hn((A,M), (B,N),W ) · · ·
· · · H3(Z[M ],Z[N ],W ) H3(A,B,W ) H3((A,M), (B,N),W )
H2(Z[M ],Z[N ],W ) H2(A,B,W )⊕ Tor
Z
1 (ker(M
gp → Ngp),W ) H2((A,M), (B,N),W )
H1(Z[M ],Z[N ],W ) H1(A,B,W )⊕ Γ H1((A,M), (B,N),W )
H0(Z[M ],Z[N ],W ) H0(A,B,W )⊕
(
(Ngp/ Im(Mgp → Ngp)⊗Z W
)
H0((A,M), (B,N),W ) 0,
where Γ is a B-module appearing in a (non canonically split) exact sequence
0→ ker(Mgp → Ngp)⊗Z W → Γ→ Tor
Z
1 (N
gp/ Im(Mgp → Ngp),W )→ 0,
and a natural exact sequence
0 H0((A,M), (B,N),W ) H0(A,B,W )⊕HomZ(N
gp/ Im(Mgp → Ngp),W ) H0(Z[M ],Z[N ],W )
H1((A,M), (B,N),W ) H1(A,B,W )⊕ Λ H1(Z[M ],Z[N ],W )
H2((A,M), (B,N),W ) H2(A,B,W )⊕ Ext1
Z
(ker(Mgp → Ngp),W ) H2(Z[M ],Z[N ],W )
H3((A,M), (B,N),W ) H3(A,B,W ) H3(Z[M ],Z[N ],W )
· · · Hn((A,M), (B,N),W ) Hn(A,B,W ) Hn(Z[M ],Z[N ],W ) · · ·
with a (non canonically split) exact sequence
0 −→ Ext1
Z
(Ngp/ Im(Mgp → Ngp),W ) −→ Λ −→ HomZ(ker(M
gp → Ngp),W ) −→ 0.
Proof. By definition of the logarithmic module of differentials, we have a pushout for each n
ΩZ[Rn]|Z[M ] ⊗Z[Rn] B B ⊗Z R
gp
n /M
gp
ΩFn|A ⊗Fn B Ω(Fn,Rn)|(A,M) ⊗Fn B
αn γn
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where (A,M) → (F∗, R∗) → (B,N) is a factorization with (A,M) → (F∗, R∗) a free cofibration and
(F∗, R∗)→ (B,N) a trivial fibration. Since A→ F∗ → B is a factorization cofibration - trivial fibration
in the category of simplicial rings, ΩF∗|A⊗F∗ B = LB|A is the André-Quillen cotangent complex of the
A-algebra B. But M → Rn → N is also a cofibration - trivial fibration in the category of simplicial
monoids, and so by [Il, I.2.2.3, p.26] and [Q1, 2.5, 2.6] Z[M ]→ Z[R∗]→ Z[N ] is a cofibration - trivial
fibration in the category of simplicial rings.
The maps αn are injective and split since if Rn = M ⊕ NYn and Fn = A[Xn, Yn], then they are
induced by the canonical injections
ΩZ[Rn]|Z[M ] ⊗Z[Rn] B = B
Yn −֒→ BXn∪Yn = ΩFn|A ⊗Fn B.
So we have a distinguished triangle
ΩZ[R]|Z[M ] ⊗Z[R] W −→ (ΩF |A ⊗F W )⊕ (R
gp/Mgp ⊗Z W ) −→ Ω(F,R)|(A,M) ⊗F W −→
that is
LZ[N ]|Z[M ] ⊗Z[N ] W −→ (LB|A ⊗B W )⊕ (R
gp/Mgp ⊗Z W ) −→ L(B,N)|(A,M) ⊗B W −→ .
It remains to compute H∗(W ⊗Z Rgp/Mgp) and H∗(HomZ(Rgp/Mgp,W )). We have an exact
sequence, split in each degree
0 −→Mgp −→ Rgp −→ Rgp/Mgp −→ 0.
We also have Hn(M
gp) = 0 for n > 0 and H0(M
gp) = Mgp, since Mgp is concentrated in degree
0, and Hn(R
gp) = Hn(N
gp) = 0 for n > 0 and H0(R
gp) = H0(N
gp) = Ngp by [Ol, Appendix A:
Theorem A.5 and Remark A.6]. So we have Hn(R
gp/Mgp) = 0 for n ≥ 2 and an exact sequence
0 −→ H1(R
gp/Mgp) −→Mgp −→ Ngp −→ H0(R
gp/Mgp) −→ 0,
and then H1(R
gp/Mgp) = ker(Mgp → Ngp) and H0(Rgp/Mgp) = Ngp/ Im(Mgp → Ngp).
The result now follows from the universal coefficient exact sequences
0 −→W ⊗Z Hn(R
gp/Mgp) −→ Hn(W ⊗Z R
gp/Mgp) −→ TorZ1 (W,Hn−1(R
gp/Mgp)) −→ 0
and
0 −→ Ext1
Z
(Hn−1(R
gp/Mgp),W ) −→ Hn(HomZ(R
gp/Mgp,W )) −→ HomZ(Hn(R
gp/Mgp),W ) −→ 0.
Finally, the exact sequence 0 → Mgp → Rgp → Rgp/Mgp → 0 and the fact that Rgp is quasi-
isomorphic to Ngp gives the desired triangle Mgp → Ngp → Rgp/Mgp → . 
Proposition 4.4. Let (A,M) → (B,N) be a homomorphism essentially of finite type of noetherian
prelog rings (see Definition 2.1), let C be a noetherian B-algebra and let W be a C-module of finite
type. Then Hn((A,M), (B,N),W ) and H
n((A,M), (B,N),W ) are C-modules of finite type.
Proof. It follows from Theorem 4.3 and the analogue result in André-Quillen (co)homology [An1,
4.55]. 
Proposition 4.5. Let n ≥ 0 be an integer. In the situation of Proposition 4.4, the following are
equivalent:
(i) Hn((A,M), (B,N),W ) = 0 for all C-modules W ,
(ii) Hn((A,M), (B,N),W ) = 0 for all C-modules W ,
(iii) Hn((A,M), (B,N), C/n) = 0 for all maximal ideals n of C,
(iv) Hn((A,M), (B,N), C/n) = 0 for all maximal ideals n of C.
Proof. Similar to that of [An1, 4.57]. 
Proposition 4.6. Let (A,M)→ (B,N) be a homomorphism of prelog rings and let W be a B-module.
Then
(i) H0((A,M), (B,N),W ) = Ω(B,N)|(A,M) ⊗B W .
(ii) H0((A,M), (B,N),W ) = Der(A,M)((B,N), B).
Moreover, if A→ B and M → N are surjective, then
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(iii) H1((A,M), (B,N),W ) = N(B,N)|(A,M) ⊗B W .
(iv) H1((A,M), (B,N),W ) = HomB(N(B,N)|(A,M),W ).
Proof. (i) H0(Z[M ],Z[N ],W ) = ΩZ[N ]|Z[M ] ⊗Z[N ] W and H0(A,B,W ) = ΩB|A ⊗B N by [An1, 6.3]
and therefore the result follows from Theorem 4.3 and the definition of the logarithmic module of
differentials.
(iii) H0(Z[M ],Z[N ],W ) = 0, H1(Z[M ],Z[N ],W ) = W ⊗Z[N ] J/J
2 where J := ker(Z[M ] → Z[N ])
and H1(A,B,M) = W ⊗ I/I2 where I := ker(A → B) [An1, 6.1, 6.3]. With the notation of
Theorem 4.3, Γ = W ⊗Z ker(Mgp → Ngp). So again we obtain the isomorphism by definition of
the conormal module.
(ii) and (iv) are similar. 
Proposition 4.7. Let (A,M) be a prelog ring and (B,N) a free (A,M)-prelog algebra (Example 3.13.(i)).
Then
Hn((A,M), (B,N),W ) = 0 = H
n((A,M), (B,N),W )
for all n > 0 and all B-modules W .
Proof. (A,M)→ (B,N)→ (B,N) is a cofibration - trivial fibration. 
Proposition 4.8 (Base Change). Let (A,M) → (B,N) and (A,M) → (C,P ) be homomorphisms
of prelog rings, let (D,Q) := (B ⊗A C,N ⊕M P ), and let W be a B ⊗A C-module. Assume that the
following conditions hold:
(i) TorAi (B,C) = 0 for all i > 0.
(ii) Tor
Z[M ]
i (Z[N ],Z[P ]) = 0 for all i > 0.
(iii) The canonical homomorphism Mgp → Ngp ⊕ P gp is injective (e.g. if Mgp → Ngp or Mgp →
P gp is injective).
Then the canonical homomorphisms
Hn((A,M), (B,N),W ) −→ Hn((C,P ), (D,Q),W ),
Hn((C,P ), (D,Q),W ) −→ Hn((A,M), (B,N),W )
are isomorphisms for all n ≥ 0.
Proof. The canonical homomorphisms
Hn(A,B,W ) −→ Hn(C,D,W ),
Hn(C,D,W ) −→ Hn(A,B,W ),
Hn(Z[M ],Z[N ],W ) −→ Hn(Z[P ],Z[Q],W ),
Hn(Z[P ],Z[Q],W ) −→ Hn(Z[M ],Z[N ],W )
are isomorphisms for all n ≥ 0 by [An1, 4.54].
Since ( )gp is left adjoint, we have a pushout
Mgp Ngp
P gp Qgp
j
u
v
w
Since u⊕ j : Mgp → Ngp ⊕ P gp is injective, we have isomorphisms of abelian groups
ker(u) = ker(w),
coker(u) = coker(w).
The result then follows from the fundamental exact sequences (Theorem 4.3). 
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Proposition 4.9 (Jacobi-Zariski exact sequence). Let (A,M)→ (B,N)→ (C,L) be homomorphisms
of prelog rings and W a C-module. There exist natural exact sequences
· · · Hn((A,M), (B,N),W ) Hn((A,M), (C,L),W ) Hn((B,N), (C,L),W )
Hn−1((A,M), (B,N),W ) · · · H0((B,N), (C,L),W ) 0
and
0 H0((B,N), (C,L),W ) H0((A,M), (C,L),W ) H0((A,M), (B,N),W )
H1((B,N), (C,L),W ) · · · .
Proof. [Ol, Theorem 8.18] 
Proposition 4.10 (Localization). Let (A,M)→ (B,N) be a homomorphism of prelog rings W a B-
module. Let S ⊂ N , T ⊂ (B, ·) be submonoids such that α(S) ⊂ T where α : N → B is the structural
homomorphism of (B,N). Then
(i) Hn((B,N), (T
−1B,S−1N), T−1W ) = 0 = Hn((B,N), (T−1B,S−1N), T−1W ) for all n ≥ 0.
(ii) Hn((A,M), (B,N), T
−1W ) = Hn((A,M), (T
−1B,S−1N), T−1W ) and
Hn((A,M), (B,N), T−1W ) = Hn((A,M), (T−1B,S−1N), T−1W ) for all n ≥ 0.
(iii) Hn((A,M), (B,N), T
−1W ) = T−1Hn((A,M), (B,N),W ) for all n ≥ 0.
Proof. (i) It follows from Base Change (Proposition 4.8) applied to the pushout
(B,N) (T−1B,S−1N)
(T−1B,S−1N) (T−1B,S−1N)
(ii) It follows from (i) and the Jacobi-Zariski exact sequence (Proposition 4.9).
(iii) Property (iii) follows from the universal coefficient spectral sequence
E2p,q = Tor
B
p (Hq(L(B,N)|(A,M) ⊗B W ), T
−1B)
= TorBp (Hq((A,M), (B,N),W ), T
−1B) ⇒ Hn((A,M), (B,N), T
−1W ).

Remark 4.11. Let H
i
→ X
p
→ N be homomorphisms of simplicial monoids with H,N constants, H
a group and pi injective. We suppose that p is a trivial fibration in the category of the simplicial
monoids. Since N is a Kan complex (because it is constant) and p is a fibration, X is a Kan complex
too (the composition of fibrations is a fibration). We consider the induced actions of H in X and in
N and also the quotients X/H , N/H . We will assume that H acts freely on X . Then X
π
→ X/H is a
fibration [May, 18.2] with fibre H , and then for any basepoint we have an exact sequence
· · · −→ πn(H) −→ πn(X) −→ πn(X/H) −→ πn−1(H) −→ · · · −→ π0(X/H) −→ 1.
We have πn(H) = πn(X) = 1 for all n > 0, and so we obtain πn(X/H) = 1 for all n > 1 and an
exact sequence
1 −→ π1(X/H) −→ π0(H) −→ π0(X) −→ π0(X/H) −→ 1
which takes the form
1 −→ π1(X/H) −→ H
pi
−→ N −→ π0(X/H) −→ 1.
Therefore we deduce
πn(X/H) =
{
N/H if n = 0,
1 if n > 0.
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That is, X/H → N/H is a weak equivalence, and then by [Il, I.2.2.3] Z[X/H ]→ Z[N/H ] is a weak
equivalence.
Lemma 4.12. Let H be an abelian group and W a Z[H ]-module. Then
Hn(Z,Z[H ],W ) = Tor
Z
n(H,W ),
Hn(Z,Z[H ],W ) = ExtZn(H,W )
for all n ≥ 0. In particular, these modules vanish for all n ≥ 2.
Proof. Let X → H be a simplicial resolution of the Z-module H , that is, X → H is surjective,
X is a free simplicial Z-module with πn(X) ∼= πn(H) for all n. Then Z[X ] is a free simplicial Z-
algebra, Z[X ] → Z[H ] is surjective and a weak equivalence by [Il, I.2.2.3]. So Z → Z[X ] → Z[H ] is
a free cofibration - trivial fibration factorization of simplicial rings [Q1, Proposition 2.5]. Therefore
Hn(Z,Z[H ],W ) = Hn(ΩZ[X]|Z ⊗Z[X] W ) and similarly for cohomology.
So it suffices to show that ΩZ[X]|Z ≃ X ⊗Z Z[X ]. Each Xn is a free Z-module. Since Ω, ⊗ and
Z[−] commute with colimits, we can assume that Xn is a free Z-module of finite rank and by Künneth
formula for the module of differentials [An1, 1.14] we can assume Xn ≃ Z:
ΩZ[H1⊕H2]|Z = ΩZ[H1]⊗ZZ[H2]|Z
= ΩZ[H1]|Z ⊗Z Z[H2]⊕ Z[H1]⊗Z ΩZ[H2]|Z
= H1 ⊗Z Z[H1]⊗Z Z[H2]⊕ Z[H1]⊗Z H2 ⊗Z Z[H2]
= (H1 ⊕H2)⊗Z (Z[H1]⊗Z Z[H2])
= (H1 ⊕H2)⊗Z Z[H1 ⊕H2].
So we only have to prove ΩZ[H]|Z = H ⊗Z Z[H ] when H = Z. We have Z[H ] = Z[t,
1
t ] = S
−1Z[t]
with S = {1, t, t2, . . .}. Then ΩZ[H]|Z = S
−1ΩZ[t]|Z = S
−1Z[t] = Z⊗Z S−1Z[t] = H ⊗Z Z[H ]. 
Lemma 4.13. Let (A,H)→ (B,G) be a homomorphism of prelog rings, where H and G are groups.
Then Hn((A,H), (B,G),W ) = Hn(A,B,W ) for all n ≥ 0 and all B-modules W , and similarly for
cohomology.
Proof. We have a Jacobi-Zariski exact sequence
Hn+1((B,H), (B,G),W )
Hn((A,H), (B,H),W ) Hn((A,H), (B,G),W ) Hn((B,H), (B,G),W ) · · ·
Since Hn((A,H), (B,H),W ) = Hn(A,B,W ) for all n ≥ 0 by Example 4.2, it suffices to show that
Hn((B,H), (B,G),W ) = 0 for all n ≥ 0. From the Jacobi-Zariski sequence associated to (B, {1})→
(B,H) → (B,G), we see that it suffices to show that Hn((B, {1}), (B,H),W ) = 0 for any group H
and all n ≥ 0.
Since Hn(B,B,W ) = 0 for all n ≥ 0, the fundamental exact sequence gives isomorphisms
Hn((B, {1}), (B,H),W ) = Hn−1(Z,Z[H ],W ) = 0
for n ≥ 3 by Lemma 4.12.(ii) and an exact sequence
0 −→ H2((B, {1}), (B,H),W ) −→
−→ H1(Z,Z[H ],W )
κ1−→ TorZ1 (W,H) −→ H1((B, {1}), (B,H),W ) −→
−→ H0(Z,Z[H ],W )
κ0−→ W ⊗Z H −→ H0((B, {1}), (B,H),W ) −→ 0.
Furthermore, since κ1 and κ0 are isomorphisms by Lemma 4.12 we deduce alsoHi((B, {1}), (B,H),W ) =
0 for i = 0, 1, 2. 
Proposition 4.14. [Ol, Theorem 8.20] Let (A,M)→ (B,N) be a homomorphism of prelog rings with
M and N integral monoids and W a B-module. Then, for all n ≥ 2, we have
(i) Hn((A,M), (B,N),W ) = Hn((A,M), (B,N)
log,W ) = Hn((A,M)
log, (B,N)log,W ).
(ii) Hn((A,M), (B,N),W ) = Hn((A,M), (B,N)log,W ) = Hn((A,M)log, (B,N)log,W ).
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Proof. We will prove (i). By the Jacobi-Zariski exact sequences, it suffices to show that for a prelog
ring (A,M) with M integral, Hn((A,M), (A,M)
log,W ) = 0 for any A-module W for all n ≥ 0. Let
α : M → A be the structural map. Consider the diagram of pushouts
(A,α−1(A∗)) (A,α−1(A∗)gp) (A,α−1(A∗)gp/ ker v) (A,A∗)
(A,M) (A,M1) (A,M2) (A,M
log)
where v : α−1(A∗)gp → A∗ is the canonical map. Applying base change (Proposition 4.8) to the
pushout
(A,α−1(A∗)) (A,α−1(A∗)gp)
(A,M) (A,M1)
(since TorZ[α
−1(A∗)]
n (Z[M ],Z[α
−1(A∗)gp])) = 0 for n > 0 because we know that Z[α−1(A∗)] −→
Z[α−1(A∗)gp] being a localization is flat), we obtain
Hn((A,M), (A,M1),W ) = Hn((A,α
−1(A∗)), (A,α−1(A∗)gp),W ) = 0
where this last module vanishes by Proposition 4.10.(ii).
Now consider to the pushout
(A,α−1(A∗)gp) (A,α−1(A∗)gp/ ker v)
(A,M1) (A,M2)
since M is integral, the map α−1(A∗)gp → M1 is injective, being a localization of the injective map
α−1(A∗) → M . In particular, ker(v) → M1 is injective. If we take a cofibration-trivial fibration
factorization
α−1(A∗)gp −→ X −→M1
in the category of simplicial monoids with Xn = α
−1(A∗1)
gp⊕NX˜n a free α−1(A∗)gp-monoid, then the
action of ker(v) on X is free, since α−1(A∗)gp is a group. Therefore from [Il, I.2.2.3] and Remark 4.11:
TorZ[α
−1(A∗)gp]
n (Z[M1],Z[α
−1(A∗)gp/ ker(v)]) = Hn(Z[X ]⊗Z[α−1(A∗)gp] Z[α
−1(A∗)gp/ ker(v)])
= Hn(Z[X/ ker(v)]) = 0
for n > 0.
So base change gives an isomorphism
Hn((A,M1), (A,M2),W ) = Hn((A,α
−1(A∗)gp), (A,α−1(A∗)gp/ ker(v)),W ) = 0
where the last module vanishes by Lemma 4.13 above.
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Finally, applying base change to the pushout
(A,α−1(A∗)gp/ ker(v)) (A,A∗)
(A,M2) (A,M
log)
(since α−1(A∗)gp/ ker(v)→ A∗ is an injective homomorphism of groups, we know that the homomor-
phism Z[α−1(A∗)gp/ ker(v)]→ Z[A∗] is flat) we obtain similarly
Hn((A,M2), (A,M
log),W ) = Hn((A,α
−1(A∗)gp/ ker(v)), (A,A∗),W ) = 0
which vanishes again by Lemma 4.13.
By the Jacobi-Zariski exact sequence associated to (A,M) −→ (A,M1) −→ (A,M2) we obtain
Hn((A,M), (A,M2),W ) = 0, and then by the Jacobi-Zariski exact sequence associated to (A,M) →
(A,M2)→ (A,M log) we obtain Hn((A,M), (A,M log),W ) = 0 as desired. 
5. Smoothness
Definition 5.1. [IO, Og] Let (A,M)→ (B,N) be a homomorphism of prelog rings where (B,N) is a
log ring. An (A,M)-extension of (B,N) by I is a strict homomorphism of log rings τ : (C,P )→ (B,N)
such that τ ♯ : C → B is surjective with kernel I, verifying I2 = 0 (τ ♭ : P → N is then surjective) and
the subgroup 1 + I of C∗ acts freely on P .
Remark 5.2. Let τ : (C,P ) → (B,N) be a homomorphism of log rings with τ ♯ : C → B surjective
and kernel I. If P is integral, then C∗ (and so 1 + I) acts freely on P .
Definition 5.3. Let (A,M) → (B,N) be a homomorphism of prelog rings and J an ideal of B. We
say that (B,N) is log formally smooth over (A,M) for the J-adic topology if for any commutative
diagram of prelog rings
(A,M) (B,N)
(C,P ) (C′, P ′)
f
where (C,P )→ (C′, P ′) is an (A,M)-extension and f(J t) = 0 for some t > 0, there exist a homomor-
phism of prelog rings h : (B,N)→ (C,P ) making commutative the triangles.
Proposition 5.4. Let (A,M)→ (B,N) be a homomorphism of prelog rings and J an ideal of B. The
following are equivalent:
(i) (B,N) is a log formally smooth (A,M)-algebra for the J-adic topology,
(ii) (B,N)log is a log formally smooth (A,M)-algebra for the J-adic topology,
(iii) (B,N)log is a log formally smooth (A,M)log-algebra for the J-adic topology.
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Proof. It follows easily from the universal property of the functor ( )log and the diagram
(A,M) (B,N)
(A,M)log (B,N)log
(C,P ) (C′, P ′)
where (C,P )→ (C′, P ′) is an (A,M)-extension and f(J t) = 0 for some t. 
Proposition 5.5. Let τ : (C,P )→ (B,N) be an (A,M)-extension of (B,N) by I. Then the map
(1 + I)× P −→ P ×N P
(u, p) 7−→ (p, up)
is an isomorphism.
Proof. [IO, Exposé II, Proposition 2.3.(b)] or [Og, Proposition IV.2.1.2.3]. 
Definition 5.6. [IO] Let τ : (C,P )→ (B,N) be an (A,M)-extension of (B,N) by I and τ ′ : (C′, P ′)→
(B,N) an (A,M)-extension of (B,N) by I ′. A morphism of extensions is a homomorphism of log rings
h : (C,P ) → (C′, P ′) verifying τ ′h = τ . We have then h♭(up) = uh♭(p) for all u ∈ 1 + I and p ∈ P
(the action of 1 + I on P ′ is via 1 + I → 1 + I ′).
An isomorphism of extensions is a morphism with inverse.
Definition 5.7. Let τ : (C,P )→ (B,N) be an (A,M)-extension of (B,N) by W and let (B′, N ′)→
(B,N) a homomorphism of log rings over (A,M). Then we have a commutative diagram whose rows
are (A,M)-extensions by W
(C ×B B′, P ×N N ′) (B′, N ′)
(C,P ) (B,N)
Proposition 5.8. Let τ : (C,P )→ (B,N), τ ′ : (C′, P ′)→ (B,N) be (A,M)-extensions of (B,M) by
I, and let h : (C,P )→ (C′, P ′) a morphism of extensions. Then h is an isomorphism of extensions.
Proof. We will see that h♭ is bijective. The result then follows easily. Let p1, p2 ∈ P be such that
h♭(p1) = h
♭(p2). Then τ
♭(p1) = τ
♭(p2) and so (p1, p2) ∈ P ×N P . By Proposition 5.5, there exists
u ∈ 1 + I such that p2 = up1. Since h♭(p1) = h♭(p2) = h♭(up1) = uh♭(p1) and 1 + I acts freely on
P , we deduce u = 1 and so p2 = p1. This proves injectivity. Now let p
′ ∈ P ′. Let p ∈ P such that
τ ♭(p) = τ ′♭(p′), and let p′′ = h♭(p). We have (p′, p′′) ∈ P ′ ×N P ′ and then by Proposition 5.5 there
exists u ∈ 1 + I such that p′ = up′′. Then h♭(up) = uh♭(p) = up′′ = p′ proving surjectivity. 
Definition 5.9. Let (A,M)→ (B,N) be a homomorphism of prelog rings with (B,N) a log ring and
let W be a B-module. We define the trivial (A,M)-extension of (B,N) by W as τ : (C,P )→ (B,N)
where C := B ⊕W with product (b1, w1)(b2, w2) := (b1b2, b1w2 + b2w1), P := N ⊕ (W,+) the product
monoid, the structural map αC : P → C given by αC(n,w) = (αB(n), αB(n)w), and τ ♯, τ ♭ are the
canonical projections. We have C∗ = {(b, w) | b ∈ B∗} since for b ∈ B∗, (b, w)−1 = (b−1,−b−2w). Since
(B,N) is a log ring, αB
|α
−1
B
(B∗)
: α−1B (B
∗)→ B∗ is an isomorphism, and then α−1C (C
∗) = α−1B (B
∗)⊕W .
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So αC
|α
−1
C
(C∗)
: α−1C (C
∗) → C∗ is bijective and (C,P ) is a log ring. Moreover, τ is strict and 1 +W
acts freely on P .
Theorem 5.10. Let (A,M)→ (B,N) be a homomorphism of prelog rings with (B,N) a log ring and
W a B-module. There exists a bijection, natural on (B,N) in the sense of Definition 5.7, between
isomorphisms classes of (A,M)-extensions of (B,N) by W and H1((A,M), (B,N),W ), where the
trivial extension goes to zero.
Proof. Let (F,R)
π
−→ (B,N) be a homomorphism of prelog rings with π♯, π♭ surjective and (F,R)
a log free (A,M)-algebra (see Example 3.13.(i)). Let I = ker(π♯ : F → B), J = ker(Z[R] → Z[N ]),
T = ker(Rgp → Ngp). We have an exact sequence of B-modules:
Der(A,M)((F,R),W )
θ
→ HomB(N(B,N)|(F,R),W )→ H
1((A,M), (B,N),W )→ 0
by propositions 4.9, 4.7 and 4.6.
Let (C,P )
τ
−→ (B,N) be an (A,M)-extension of (B,N) by W . Since (F,R) is log free over (A,M),
we have a commutative diagram of prelog rings
(F,R) (B,N)
(C,P ) (B,N)
π
ϕ
τ
inducing an F -module homomorphism ϕ♯|I : I →W and then a B-module homomorphism ϕ1 : I/I
2 →
W . We define also a homomorphism of B-modules
ϕ2 : B ⊗Z T −→ W
as follows. Let r1r2 ∈ T (i.e. r1, r2 ∈ R with π
♭(r1) = π
♭(r2)). Since τ
♭
(
ϕ♭(r1)
)
= τ ♭
(
ϕ♭(r2)
)
, we have(
ϕ♭(r1), ϕ
♭(r2)
)
∈ P×N P and so by Proposition 5.5 there exists u ∈ 1+W such that ϕ
♭(r1) = uϕ
♭(r2).
This u is unique since the action of 1 +W on P is free. We define ϕ2
(
1⊗ r1r2
)
:= u− 1.
Consider the square
B ⊗Z[N ] J/J
2 B ⊗Z T
I/I2 W
ν
η ϕ2
ϕ1
where ν, η are the maps defined in Definition 3.4. This square is commutative since if r1, r2 ∈ R and
π♭(r1) = π
♭(r2), then
−ϕ2ν
(
1⊗ (r1 − r2)
)
= ϕ2
(
αBπ
♭(r2)⊗
r1
r2
)
= αBπ
♭(r2) · (u− 1) = αCϕ
♭(r2) · (u− 1)
= uαCϕ
♭(r2)− αCϕ
♭(r2) = αCϕ
♭(r1)− αCϕ
♭(r2)
where u is chosen as above, and
−ϕ1η
(
1⊗ (r1 − r2)
)
= ϕ♯
(
αF (r1)− αF (r2)
)
= αCϕ
♭(r1)− αCϕ
♭(r2).
Since B ⊗Z[N ] J/J
2 is generated as B-module by the elements 1⊗ (r1 − r2) as before, we are done.
Then by Definition 3.4, (ϕ1, ϕ2) determine an element ϕ˜ ∈ HomB(N(B,N)|(F,R),W ).
Let now ψ : (F,R)→ (B,N) be another homomorphism of prelog rings such that τψ = π. We will
see that ψ˜ − ϕ˜ ∈ Im(θ).
We consider the log derivation (D, D˜) ∈ Der(A,M)((F,R),W ) given by the A-derivation
D = ψ♯ − ϕ♯ : F −→W
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and the homomorphism of groups
D˜ : Rgp/ Im(Mgp → Rgp) −→ (W,+)
defined as follows: Let r1r2 ∈ R
gp. Since
(
ψ♭(ri), ϕ
♭(ri)
)
∈ P ×N P for i = 1, 2, there exists unique
elements u1, u2 ∈ 1 + W such that uiϕ♭(ri) = ψ♭(ri). We define D˜
(
r1
r2
)
= u1 − u2 ∈ W . If
r1
r2
∈
Im(Mgp → Rgp), then u1 = 1 = u2 and so D˜ is well defined. It is a group homomorphism since W is
of square zero as ideal of C. If r ∈ R, D˜(r¯) = u − 1 where u ∈ 1 +W is such that uϕ♭(r) = ψ♭(r).
Then
αBπ
♭(r)D˜(r¯) = αBπ
♭(r) · (u− 1) = αCϕ
♭(r) · (u− 1) = αCϕ
♭(r)u − αCϕ
♭(r)
= αCψ
♭(r) − αCϕ
♭(r) = ψ♯αF (r) − ϕ
♯αF (r) = D
(
αF (r)
)
and so (D, D˜) ∈ Der(A,M)((F,R),W ). Finally, θ(D, D˜) = ψ˜ − ϕ˜.
Conversely, let h ∈ HomB(N(B,N)|(F,R),W ), that is, h is defined by a commutative diagram
B ⊗Z[N ] J/J
2 B ⊗Z T
I/I2 W
ν
η h2
h1
Let h′1 : I → W the F -module homomorphism induced by h1 and C = F ⊕I W the pushout
I F
W C
h′1
with the usual ring structure: (f1, w1) · (f2, w2) = (f1f2, f1w1 + f2w2). Let h
′
2 : T → W be the
homomorphism of abelian groups induced by h2. The pushout
T Rgp
W Rgp ⊕T W
h′2
gives a commutative diagram of exact sequences of abelian groups
1 T Rgp Ngp 1
0 W Rgp ⊕T W Ngp 1
ε
Let P be the pullback of monoids
P Rgp ⊕T W
N Ngp
ε
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We define αC : P → C = F ⊕I W as follows: Let (n, (
r1
r2
, w)) ∈ N ×Ngp (Rgp ⊕T W ) = P . Then
ε
(
r1
r2
, w
)
= π
♭(r1)
π♭(r2)
= n1 . Let r ∈ R be such that π
♭(r) = n. Then (denoting the images of r ∈ R and
n ∈ N in B also by r an n) we define
αC
(
n,
(r1
r2
, w
))
:=
(
αF (r), h2
(
r ⊗
rr2
r1
)
− nw
)
.
We will see first that this definition is independent of the choice of r such that π♭(r) = n. Let r, r′ ∈ R
be such that π♭(r) = π♭(r′) = n. Then(
αF (r
′), h2
(
r′ ⊗
r′r2
r1
)
− nw
)
−
(
αF (r), h2
(
r ⊗
rr2
r1
)
− nw
)
=
=
(
αF (r
′)− αF (r), nh2
(
1⊗
r′r2
r1
·
r1
rr2
))
=
(
αF (r
′)− αF (r), nh2
(
1⊗
r′
r
))
=
(
0, nh2
(
1⊗
r′
r
)
− h′1
(
αF (r
′)− αF (r)
))
=
(
0, h2ν(r
′ − r) − h1η(r
′ − r)
)
= 0
since h2ν = h1η.
Now assume that
(
n, ( r1r2 , w)
)
=
(
n, (
r′1
r′2
, w′)
)
∈ N ×Ngp (Rgp ⊕T W ) and we will see that(
αF (r), h2
(
r ⊗
rr2
r1
)
− nw
)
=
(
αF (r), h2
(
r ⊗
rr′2
r′1
)
− nw′
)
.
Let s1s2 ∈ T be such that
r′1
r′2
= r1r2
s1
s2
, w′ = h2(1 ⊗
s2
s1
) + w. Then
(
αF (r), h2
(
r ⊗
rr′2
r′1
)
− nw′
)
=
(
αF (r), h2
(
r ⊗
rr2s2
r1s1
)
− nh2
(
1⊗
s2
s1
)
− nw
)
=
(
αF (r), h2
(
r ⊗
rr2s2
r1s1
+ r ⊗
s1
s2
)
− nw
)
=
(
αF (r), h2
(
r ⊗
rr2
r1
)
− nw
)
.
Finally, it is immediate to check that αC is a monoid homomorphism.
Now we define
τ : (C,P ) −→ (B,N)
by τ ♯(f, w) := π♯(f) and τ ♭(n, ( r1r2 , w)) := n.
We will see now that τ log : (C,P log)→ (B,N) is strict.
Consider the pushout
(ταC)
−1(B∗) B∗
P P ⊕(ταC)−1(B∗) B
∗
We will see that the canonical map λ : P ⊕(ταC)−1(B∗)B
∗ → N has an inverse µ : N → P ⊕(ταC)−1(B∗)
B∗. Note first that ((1, (1, w)), 1) = ((1, (1, 0)), 1) in (N ×Ngp (R
gp ⊕T W )) ⊕(ταC)−1(B∗) B
∗, since
ταC(1, (1, w)) = 1 ∈ B∗.
Let n ∈ N . Let r ∈ R such that π♭(r) = n. We define
µ(n) =
(
(n, (r, 0)), 1
)
∈ (N ×Ngp (R
gp ⊕T W ))⊕(ταC)−1(B∗) B
∗.
If π♭(r) = π♭(r′), then rr′ ∈ T and so (r
′, 0) = (r′ rr′ , h
′
2(
r′
r )) = (r, h
′
2(
r′
r )) in R
gp ⊕T W and so(
(n, (r′, 0), 1
)
=
((
n,
(
r, h′2
(r′
r
)))
, 1
)
=
(
(n, (r, 0)), 1
)
.
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Therefore µ does not depend on the choice of r. It is surjective since((
n,
(r1
r2
, w
))
, b
)
=
((
bn,
( b˜r1
r2
, w
))
, 1
)
=
((
bn,
( b˜r1
r2
, 0
))
, 1
)
=
(
(bn, (r′, 0)), 1
)
where r′ = br1r2 ∈ R is such that π
♭(r′) = bn, we have identified b ∈ B∗ with its image via B∗ =
α−1B (B
∗) ⊂ N and b˜ ∈ R is such that π♭(b˜) = b ∈ N . It is injective since λµ = idN .
Now let us see that 1 + W acts freely on P log. Since τ ♯ : C → B is surjective with square zero
kernel, we have C∗ = (τ ♯)−1(B∗) = {(f, x) ∈ F ⊕I W | π♯(f) ∈ B∗}. Let [(n, (
r1
r2
, w)), (f, x)] ∈(
N ×Ngp (Rgp ⊕T W )
)
⊕α−1
C
(C∗) C
∗ = P log. We have π
♭(r1)
π♭(r2)
= n1 , π
♯(f) ∈ B∗. Since (B,N) is a log
ring, there exists m ∈ N such that αB(m) = π
♯(f). Let m˜ ∈ R be such that π♭(m˜) = m. We have
αF (m˜) − f ∈ I and so (f, x) = (αF (m˜), x′) where x′ = x − h′1(αF (m˜) − f). Let g ∈ C be such that
π♯(g) = τ ♯(f)−1 ∈ B∗. We have
αC
(
m,
(m˜
1
,−gx′
))
=
(
αF
(
m˜
)
, h2
(
m˜⊗
m˜
m˜
)
+mgx′
)
= (αF (m˜), x
′) = (f, x′).
Therefore[
(n,
(r1
r2
, w
))
, (f, x)
]
=
[(
n,
(r1
r2
, w
))
·
(
m,
(m˜
1
,−gx′
))
, (1, 0)
]
=
[(
nm,
(m˜r1
r2
, w − gx′
))
, (1, 0)
]
.
So we can write any element of P log as [(n, ( r1r2 , w)), (1, 0)]. An element 1 + z ∈ 1 + W acts on
P log as the multiplication by [(1, (11 ,−z)), (1, 0)] and so the action of 1 + W on P
log is free, since
( r1r2 , w) = (
r1
r2
, w − z) ∈ Rgp ⊕T W implies z = 0, the map T → Rgp being injective.
If h ∈ θ(D, D˜), then h′2 : T →W factorizes as
T Rgp Rgp/ Im(Mgp → Rgp) W
h′′2
D˜
and then the exact sequence
0 −→W −→ Rgp ⊕T W
ε
−→ Ngp −→ 1
splits by s : Rgp⊕T W →W , s(t, w) = h′′2(t)+w. Therefore R
gp⊕T W = Ngp×W and so P = N×W .
Similarly, we can show that C = B ⊕W and then the extension obtained is the trivial one.
Finally, the two maps defined between classes of extensions and H1((A,M), (B,N),W ) are inverse,
and natural on (B,N). 
Lemma 5.11. Let B a ring, J an ideal of B, t > 0 an integer, {Fn : B/J t−modules→ B/J t−modules}
a direct system of half-exact functors (i.e. if 0→ U →W → V → 0 is exact, then Fn(U)→ Fn(W )→
Fn(V ) is exact). The following are equivalent:
(i) lim
−→
n
Fn(W ) = 0 for all B/J-modules W (considering W as a B/J
t-module via B/J t → B/J),
(ii) lim
−→
n
Fn(W ) = 0 for all B/J
t-modules W .
Proof. We have to show (i) ⇒ (ii). Induction on t. The case t = 1 is trivial. Let t > 1, and assume
the result valid for t− 1. Let W be a B/J t-module. In the exact sequence
0 −→ JW −→W −→W/JW −→ 0
we have lim
−→
n
Fn(JW ) = 0 since JW is a B/J
t−1-module, and similarly lim
−→
n
Fn(W/JW ) = 0. Since lim−→
n
and Fn are half-exact, we deduce lim−→
n
Fn(W ) = 0. 
Theorem 5.12. Let (A,M)→ (B,N) be a homomorphism of prelog rings and J an ideal of B. The
following are equivalent:
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(i) For each integer n ≥ 1, let pn : B → B/Jn be the canonical map. Then
lim
−→
n
H1((A,M), (B/Jn, p∗nN),W ) = 0
for all B/J-modules W .
(ii) (B,N) is log formally smooth over (A,M) for the J-adic topology.
Proof. (i) ⇒ (ii) Consider a diagram as in Definition 5.3.
(A,M) (B,N)
(C,P ) (C′, P ′)
f
τ
and let I = ker τ ♯(C → C′). For all n ≥ t we have a commutative square
(Dn, Qn) (B/J
n, p∗nN)
(C,P ) (C′, P ′)
θn
gn fn
τ
where pn : B → B/Jn is the canonical projection, fn is the map induced by f , Dn = C ×C′ B/Jn and
Qn = P ×P ′ p∗nN .
Both lines are (A,M)-extensions by I (see Definition 5.7). Lemma 5.11.(i) tell us that
lim
−→
n
H1((A,M), (B/Jn, p∗nN), I) = 0,
and so by Theorem 5.10 there exists some s ≥ t such that θs has a section σ. The map
(B,N) −→ (B/Js, p∗sN)
σ
−→ (Ds, Qs)
gs
−→ (C,P )
has the required properties of (ii).
(ii) ⇒ (i) Let ϕn : (D,Q) → (B/Jn, p∗nN) be an (A,M)-extension of (B/J
n, p∗nN) by W . By (ii),
there exists a homomorphism of prelog rings φn : (B,N)→ (D,Q) such that ϕnφn = pn. SinceW 2 = 0
as ideal of D, we have φn(J
2n) = 0 and so φn factorizes as
(B,N)
p2n
−→ (B/J2n, p∗2nN)
ξ2n
−→ (D,Q).
We have a commutative diagram where the rows are (A,M)-extensions by W
(D ×B/Jn B/J
2n, Q×p∗nN p
∗
2nN) (B/J
2n, p∗2nN)
(D,Q) (B/Jn, p∗nN)
θ2n
ξ2n
The homomorphism ξ2n induces a section of θ2n, showing that the element ofH
1((A,M), (B/Jn, p∗nN),W )
corresponding to the extension ϕn (se Theorem 5.10) goes to 0 inH
1((A,M), (B/J2n, p∗2nN),W ). Note
that if (E,R)
θ
−→ (F, S) is an (A,M)-extension of (F, S) by W and σ a section of θ, then the map
S×W → R, (s, w) 7→ (1+w)σ(s) is an isomorphism with inverse r 7→ (θ(r), w′) where w′ ∈W is such
that (1 + w′)σθ(r) = r (there exists by Proposition 5.5). 
Lemma 5.13. Let (B,N) be a prelog ring, J an ideal of B, pn : B → B/Jn the canonical homomor-
phism and W a B/J-module.
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(i) Assume that J = 0 or N is integral, then
lim
−→
n
Hi((B,N), (B/Jn, p∗nN),W ) = 0
for i = 0 and i = 1.
(ii) If J = 0, or B is a noetherian ring and N integral, then
lim
−→
n
Hi((B,N), (B/Jn, p∗nN),W ) = 0
for all i ≥ 0.
Proof. If J 6= 0, since (B/Jn, p∗nN) = (B/J
n, N)log, we have by Proposition 4.14 and Example 4.2
Hi((B,N), (B/Jn, p∗nN),W ) = H
i((B,N), (B/Jn, N)log,W )
= Hi((B,N), (B/Jn, N),W )
= Hi(B,B/Jn,W )
and so the result follows from [An1, proof of 10.7 and of 10.14]. 
Theorem 5.14. Let (A,M)→ (B,N) be a homomorphism of prelog rings, J an ideal of B. Assume
J = 0, or B noetherian and N integral. The following are equivalent:
(i) (B,N) is an (A,M)-algebra log formally smooth for the J-adic topology.
(ii) H1((A,M), (B,N),W ) = 0 for all B/J-modules W .
(iii) H1((A,M), (B,N), B/J) = 0 and Ω(B,N)|(A,M) ⊗B B/J is a projective B/J-module.
(iv) For any homomorphism (F,R) → (B,N) of prelog rings where (F,R) is a free (A,M)-prelog
algebra and the homomorphisms F → B and R→ N are surjective, the homomorphism
N(B,N)|(F,R) ⊗B B/J −→ Ω(F,R)|(A,M) ⊗F B/J
is split injective.
Proof. (i) ⇔ (ii) We have an exact sequence induced by Jacobi-Zariski exact sequences
lim
−→
n
H1((B,N), (B/Jn, p∗nN),W ) −→ lim−→
n
H1((A,M), (B/Jn, p∗nN),W ) −→
−→ lim
−→
n
H1((A,M), (B,N),W ) −→ lim
−→
n
H2((B,N), (B/Jn, p∗nN),W ).
Then, Lemma 5.13 gives an isomorphism
lim
−→
n
H1((A,M), (B/Jn, p∗nN),W ) = H
1((A,M), (B,N),W ).
So the result follows from Theorem 5.12.
(ii) ⇔ (iii) The universal coefficient spectral sequence
Epq2 = Ext
p
B/J (Hq(L(B,N)|(A,M) ⊗B B/J),W )⇒ H
p+q(HomB/J(L(B,N)|(A,M) ⊗B B/J,W ))
= Hp+q((A,M), (B,N),W )
gives an exact sequence
0 −→ Ext1B/J(Ω(B,N)|(A,M) ⊗B B/J,W ) −→ H
1((A,M), (B,N),W ) −→
−→ HomB/J(H1((A,M), (B,N), B/J),W ) −→ Ext
2
B/J(Ω(B,N)|(A,M) ⊗B B/J,W ),
from which we obtain the desired equivalence.
(iii) ⇔ (iv) We have a Jacobi-Zariski exact sequence, taking by Proposition 4.6 the form
H1((A,M), (F,R), B/J) −→ H1((A,M), (B,N), B/J) −→ N(B,N)|(F,R) ⊗B B/J −→
−→ Ω(F,R)|(A,M) ⊗F B/J −→ Ω(B,N)|(A,M) ⊗B B/J −→ Ω(B,N)|(F,R) ⊗B B/J = 0.
The first module vanishes by Proposition 4.7 and furthermore Ω(F,R)|(A,M) ⊗F B/J is a free B/J
module by Example 3.13.(i). Then the result follows. 
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Theorem 5.15. Let (A,M) → (B,N) be a homomorphism essentially of finite type of noetherian
prelog rings (see Definition 2.1) and J an ideal of B. Assume J = 0 or N is integral. The following
are equivalent:
(i) (B,N) is an (A,M)-algebra log formally smooth for the J-adic topology.
(ii) H1((A,M), (B,N),W ) = 0 for all B/J-modules W .
If moreover B is local and J a proper ideal of B, these conditions are also equivalent to
(iii) (B,N) is an (A,M)-algebra log formally smooth for the 0-adic topology.
Proof. Conditions (i) and (ii) are equivalent by Theorem 5.14 and Proposition 4.5.
(iii) ⇒ (ii) is clear by Theorem 5.14.(ii) or by definition.
Assume (i). Then by Theorem 5.14.(ii) we haveH1((A,M), (B,N), B/n) = 0 where n is the maximal
ideal of B, and so by Proposition 4.5 we deduce H1((A,M), (B,N),W ) = 0 for any B-module W . So
we get (iii) by Theorem 5.14. 
We will see some examples where homological methods give short proofs of known results. If C is a
finitely generated abelian group and R is a ring, then C is finite of order inversible in R if and only if
HomZ(C,W ) = 0 for any R-moduleW , and the torsion part of C is of order inversible in R if and only
if Ext1
Z
(C,W ) = 0 for any R-module W . So the following two results are included in [Og, Theorem
IV.3.1.8, Proposition IV.3.1.13] in the case of finitely generated monoids (and taking J = 0).
Proposition 5.16. Let M → N be a homomorphism of monoids with N integral, R a ring, A = R[M ],
B = R[N ] and J an ideal of B. If
HomZ(ker(M
gp → Ngp),W ) = 0 = Ext1Z(coker(M
gp → Ngp),W )
for any B/J-module W , then (A,M)→ (B,N) is log formally smooth for the J-adic topology.
Proof. Let W be a B/J-module and consider the fundamental exact sequence
H0(R[M ], R[N ],W )⊕HomZ(coker(M
gp → Ngp),W ) −→ H0(Z[M ],Z[N ],W ) −→
−→ H1((A,M), (B,N),W ) −→
−→ H1(R[M ], R[N ],W )⊕ Ext1
Z
(coker(Mgp → Ngp),W )⊕HomZ(ker(M
gp → Ngp),W ) −→
−→ H1(Z[M ],Z[N ],W ).
The canonical homomorphism H0(R[M ], R[N ],W ) → H0(Z[M ],Z[N ],W ) is an isomorphism by
propositions 3.10 and 3.15, and the homomorphism
H1(R[M ], R[N ],W ) −→ H1(Z[M ],Z[N ],W )
is injective by the cohomological analogue (same proof) of [MR, 2.6.2]. The result follows from
Theorem 5.14. 
Proposition 5.17. Let ϕ : (A,M)→ (B,N) be a homomorphism of prelog rings and J an ideal of B.
Assume that N is integral and
HomZ(ker(M
gp → Ngp),W ) = Ext1
Z
(coker(Mgp → Ngp),W )
= HomZ(coker(M
gp → Ngp),W ) = 0
for any B/J-module W . The following are equivalent:
(i) ϕ is log formally smooth for the J-adic topology.
(ii) B is formally smooth over A⊗Z[M ] Z[N ] for the J-adic topology.
Proof. From the fundamental sequence and Theorem 5.14
H0(A,B,W ) H0(Z[M ],Z[N ],W )
H1((A,M), (B,N),W ) H1(A,B,W ) H1(Z[M ],Z[N ],W )
β0
β1
we see that (i) holds if and only if β1 is injective and β0 is surjective for all B/J-modules W .
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Now, from the Jacobi-Zariski exact sequence
H0(A,B,W ) H0(A,A⊗Z[M ] Z[N ],W )
H1(A⊗Z[M ] Z[N ], B,W ) H
1(A,B,W ) H1(A,A⊗Z[M ] Z[N ],W )
β′0
β′1
we see that (ii) holds if and only if β′1 is injective and β0 is surjective.
Since in the commutative triangle
Hi(A,B,W ) Hi(Z[M ],Z[N ],W )
Hi(A,A ⊗Z[M ] Z[N ],W )
βi
β′i γi
γ1 is injective by the cohomological analogue of [MR, 2.6.2] and γ0 is bijective, we are done. 
Here is a version of [INT, Theorem 0.1].
Proposition 5.18. Let (A,M) → (B,N) and (A,M) → (C,P ) be homomorphisms of prelog rings.
Then (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vi), where:
(i) M → P is a Kummer homomorphism of integral monoids, M is saturated and A⊗Z[M ]Z[P ]→
C is flat.
(ii) M → P is an exact and injective homomorphism of integral monoids and A ⊗Z[M ] Z[P ] → C
is flat.
(iii) Z[M ]→ Z[P ] and A⊗Z[M ] Z[P ]→ C are flat, and M
gp → P gp is injective.
(iv) Z[M ]→ Z[P ] and A→ C are flat, and Mgp → P gp is injective.
(v) TorZ[M ]n (Z[N ],Z[P ])) = 0 = Tor
A
n (B,C) for all n > 0, and M
gp → P gp is injective.
(vi) For any B ⊗A C-module W , we have
Hn((A,M), (B,N),W ) = Hn((C,P ), (B ⊗A C,N ⊕M P ),W )
for all n ≥ 0.
Proof. (i) ⇒ (ii) follows from the definition. (ii) ⇒ (iii), [INT, Lemma 2.1]: Let m ∈M and p ∈ P . If
mp ∈ M then p = (mp)/m ∈ Mgp and then p ∈ M since M → P is exact. So the homomorphism of
Z[M ]-modules Z[M ]→ Z[P ] is split by Z[P ]→ Z[M ], p 7→ 0, if p ∈ P −M .
On the other hand, if Z[M ]→ Z[P ] is flat then A→ A⊗Z[M ]Z[P ] is flat. If moreoverA⊗Z[M ]Z[P ]→
C is flat, then by composition A→ C is flat too. This shows (iii) ⇒ (iv).
Finally, (iv) ⇒ (v) is trivial and (v) ⇒ (vi) is Proposition 4.8. 
Corollary 5.19. Let (A,M)→ (B,N) and (A,M)→ (C,P ) be homomorphisms of prelog rings with
Spec(C) → Spec(A) surjective and assume that condition (iv) of Proposition 5.18 holds. Let J be an
ideal of B. Then (B,N) is an (A,M)-algebra formally smooth for the J-adic topology if and only if
(B ⊗A C,N ⊕M P ) is a (C,P )-algebra formally smooth for the J ⊗A C-adic topology.
Proof. We know that A → C is a faithfully flat homomorphism, so for any B/J-module W we have
that H1((A,M), (B,N),W ) = 0 if and only if
H1((A,M), (B,N),W ) ⊗A C = H1((A,M), (B,N),W ⊗A C) = 0.
Then the result follows from Proposition 5.18, (iv) ⇒ (vi). 
HOMOLOGICAL CHARACTERIZATION OF REGULARITY IN LAG 25
6. Regularity
Theorem 6.1. Let ((A,m, k),M) be a noetherian local prelog ring, J a proper ideal of A and B := A/J .
Let N := M/α−1M (J) be the quotient of the monoidM by the ideal α
−1
M (J), and so (B,N) is a noetherian
local prelog ring with residue field k. Let I be the ideal of A generated by α(M) ∩ J . The following
statements are equivalent:
(i) For any B-module W , the map
H2(A,B,W )⊕ Tor
Z
1 (ker(M
gp → Ngp),W ) −→ H2((A,M), (B,N),W )
in the fundamental exact sequence is zero on the first summand and an isomorphism on the
second one.
(i’) The map
H2(A,B, k)⊕ Tor
Z
1 (ker(M
gp → Ngp), k) −→ H2((A,M), (B,N), k)
in the fundamental exact sequence is zero on the first summand and an isomorphism on the
second one.
(ii) ker(A/I → B) is generated by a regular sequence and Tor
Z[M ]
1 (A,Z[N ]) = 0.
Proof. First note that ker(Z[M ]→ Z[N ]) is the ideal a of Z[M ] generated by the elements a− b with
a, b ∈ α−1M (J), and in particular aA ⊂ I. If x ∈ α(M) ∩ J ⊂ m, 1− x is a unit in A, and so x(1− x) =
x − x2 ∈ aA implies x ∈ aA. Therefore aA = I. Similarly, TorZ[M ]∗ (A,Z[N ]) = Tor
Z[M ]
∗ (A,Z[M ]/I
′)
where I ′ is the ideal of Z[M ] generated by α−1M (J), since for a ∈ α
−1
M (J) the localization
Z[N ]1−a = Z[M ]1−a/aZ[M ]1−a = Z[M ]1−a/I
′Z[M ]1−a =
(
Z[M ]/I ′
)
1−a
as above, and the image of 1− a in A being a unit,
TorZ[M ]∗ (A,X) = Tor
Z[M ]
∗ (A,X)1−a = Tor
Z[M ]
∗ (A,X1−a).
(i’) ⇒ (ii) Consider the following diagram with exact rows (Theorem 4.3) and columns (Jacobi-
Zariski exact sequence)
H3(A/I,B, k) H3(A/I,B, k)
H2(Z[M ],Z[N ], k) H2(A,A/I, k)⊕H2(X) H2((A,M), (A/I,N), k) H1(Z[M ],Z[N ], k) H1(A,A/I, k)⊕H1(X)
H2(Z[M ],Z[N ], k) H2(A,B, k)⊕H2(X) H2((A,M), (B,N), k) H1(Z[M ],Z[N ], k) H1(A,B, k)⊕H1(X)
H2(A/I,B, k) H2(A/I,B, k)
H1(A,A/I, k)
H1(A,B, k)
β2
α2⊕id
β1
α1⊕id
γ2
µ
γ1
λ
α1
where H2(X) = Tor
Z
1 (ker(M
gp → Ngp), k) and H1(X) = ker(Mgp → Ngp)⊗Z k as in Theorem 4.3. If
H2(X)→ H2((A,M), (B,N), k) is an isomorphism, then γ1 is injective. Moreover, the composition
H1(Z[M ],Z[N ], k)
γ1
−→ H1(A,B, k)⊕H1(X)
pr2−→ H1(X)
is zero since it is induced by the map of Proposition 3.1
α−1M (J)Z[M ]/α
−1
J (J)
2Z[M ]⊗Z[N ] k −→ ker(M
gp → Ngp)⊗Z k
26 J. CONDE–LAGO AND J. MAJADAS
defined by ∑
i
λimi ⊗ w 7−→
∑
i
mi ⊗ λim˜iw = 0,
where m˜i is the image of mi ∈ B which is zero since mi ∈ α
−1
M (J).
Therefore γ1 injective and pr2 γ1 = 0 imply that
H1(Z[M ],Z[N ], k) H1(Z[M ],Z[N ], k)
pr1 γ1
is injective too. By the commutativity of the diagram, the homomorphism
H1(Z[M ],Z[N ], k) H1(A,A/I, k)
pr1 β1
is injective. It is also an isomorphism, since it is surjective by [MR, 2.6.2] (since A ⊗Z[M ] Z[N ] =
A/aA = A/I), and then, again by the commutativity of the diagram, α1 is injective. We deduce
λ = 0. Since
H2(A,B, k) −→ H2((A,M), (B,N), k)
is the zero map, we deduce µ = 0. Therefore
H2(A/I,B, k) = 0
which by [An1, 6.25] means that ker(A/I → B) is generated by a regular sequence.
Now we will see that Tor
Z[M ]
1 (A,Z[N ]) = 0. We have H2(A/I,B, k) = 0 and then H3(A/I,B, k) = 0
by [An1, 6.25]. Therefore in the diagram
H2(Z[M ],Z[N ], k) H2(A,A/I, k)
H2(Z[M ],Z[N ], k) H2(A,B, k)
pr1 β2
α2
pr1 γ2
α2 is an isomorphism. Since the lower map is surjective by hypothesis, the upper one is also surjective.
From the exact sequence [An1, 15.18]
H2(Z[M ],Z[N ], k) H2(A,A/I, k) Tor
Z[M ]
1 (A,Z[N ]) ⊗A k
H1(Z[M ],Z[N ], k) H1(A,A/I, k)
pr1 β2
pr1 β1
we deduce Tor
Z[M ]
1 (A,Z[N ])⊗A k = 0 and then, since A is noetherian local, Tor
Z[M ]
1 (A,Z[N ]) = 0.
(ii) ⇒ (i) By [An1, 15.18] we have an exact sequence for each B-module W
H2(Z[M ],Z[N ],W ) H2(A,A/I,W ) Tor
Z[M ]
1 (A,Z[N ])⊗A W
H1(Z[M ],Z[N ],W ) H1(A,A/I,W ) 0.
θ2
θ1
By hypothesis, Tor
Z[M ]
1 (A,Z[N ]) = 0, so θ2 is surjective and θ1 injective. Since Hn(A/I,B,W ) = 0
for all n ≥ 2, we deduce that in the diagram
H2(Z[M ],Z[N ],W ) H2(A,A/I,W )
H2(Z[M ],Z[N ],W ) H2(A,B,W )
θ2
α2
ψ2
the map α2 is bijective and so ψ2 is surjective.
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In the diagram
H2(A/I,B,W ) = 0
H1(Z[M ],Z[N ],W ) H1(A,A/I,W )
H1(Z[M ],Z[N ],W ) H1(A,B,W )
θ1
α1
ψ1
θ1 is injective and then ψ1 is also injective.
From the fundamental exact sequence
H2(Z[M ],Z[N ],W )
ψ2⊕ω2
−→ H2(A,B,W )⊕Tor
Z[M ]
1 (ker(M
gp → Ngp),W ) −→ H2((A,M), (N,N),W ) −→
−→ H1(Z[M ],Z[N ],W )
ψ1⊕ω1
−→ H1(A,B,W )⊕ ker(M
gp → Ngp)⊗Z W
we see that we are done if we prove that the map
H2(Z[M ],Z[N ],W ) −→ Tor
Z[M ]
1 (ker(M
gp → Ngp),W )
vanishes.
We have a surjective natural homomorphism [Q1, Theorem 6.16]
Tor
Z[M ]
2 (Z[N ],W ) −→ H2(Z[M ],Z[N ],W ),
so it is sufficient to show that the composition
Tor
Z[M ]
2 (Z[N ],W ) −→ H2(Z[M ],Z[N ],W ) −→ Tor
Z
1 (ker(M
gp → Ngp),W )
is zero. We have isomorphisms
Tor
Z[M ]
1 (a,W ) = Tor
Z[M ]
2 (Z[N ],W ),
TorZ1 (ker(M
gp → Ngp),W ) = Tor
Z[M ]
1 (Z[M ]⊗Z ker(M
gp → Ngp),W )
where a = ker(Z[M ]→ Z[N ]). Since the map
a/a2 −→ Z[M ]⊗Z ker(M
gp → Ngp)
of Proposition 3.1 vanishes after tensoring by ⊗Z[M ]B and W is a B-module, the map
Tor
Z[M ]
1 (a,W ) −→ Tor
Z[M ]
1 (Z[M ]⊗Z ker(M
gp → Ngp),W )
is zero as desired. 
Definition 6.2. (see [Ka, Theorem 6.1]) Let ((A,m, k),M) be a noetherian local prelog ring, J a
proper ideal of A and B = A/J . Let N = M/α−1M (J) be the quotient of the monoid M by the ideal
α−1M (J) and let I be the ideal of A generated by α(M) ∩ J . We say that J is a log regular ideal if the
equivalent conditions of Theorem 6.1 hold.
We say that ((A,m, k),M) is a log regular local ring if m is a log regular ideal.
Theorem 6.3. Let ((A,m, k),M) be a noetherian local prelog ring, and ((A,m, k),M ′) another prelog
structure inducing the same log structure. Assume that M and M ′ are integral. For any proper ideal
J of A, J is log regular in ((A,m, k),M) if and only if it is log regular in ((A,m, k),M ′).
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Proof. It is sufficient to show the result for M ′ = M log. With the notation of Definition 6.2, we have
I :=< αM (M) ∩ J >A=< αM log(M
log) ∩ J) > since for any element x = (m,u) ∈ M ⊕α−1
M
(A∗) A
∗ =
M log, we have αM log(x) = α(m) · u where u is a unit in A. In particular, ker(A/I → B) do not change
replacing M by M log.
We also have
Z
[
M log/α−1
M log
(J)
]
= Z
[
M/α−1M (J)
]
⊗Z[M ] Z[M
log] = Z[N ]⊗Z[M ] Z[M
log],
so it is enough to show that
Tor
Z[M ]
1 (A,Z[N ]) = Tor
Z[M log]
1 (A,Z[N ]⊗Z[M ] Z[M
log]).
For simplicity, let us denote α = αM : M → A, and factorize α−1(A∗) → A∗ first as α−1(A∗)
u
−→
α−1(A∗)gp
v
−→ A∗ and factorize again the second map: α−1(A∗)
u
−→ α−1(A∗)gp
v1−→ α−1(A∗)gp/ ker v
v2−→
A∗.
Therefore, the pushout that defines M log
α−1(A∗) A∗
M M log
can be descompose in a commutative diagram of pushouts
α−1(A∗) α−1(A∗)gp α−1(A∗)gp/ ker(v) A∗
M M1 M2 M
log
u
r
v1
s
v2
Note that s is injective since it is a localization of the injective homomorphism r and M is integral.
Now, we denote as
N1 N2
N3 N4
any of previous pushouts and consider W a Z[M log]-module and P = N3/T with T an ideal of N3. Let
N3 → X → P a factorization cofibration-trivial fibration in the category of simplicial monoids. Then
Z[X ] is a projective Z[N3]-resolution of Z[P ] [Il, I.2.2.3] and so
TorZ[N3]∗ (W,Z[P ]) = H∗(W ⊗Z[N3] Z[X ]) = H∗(W ⊗Z[N4] Z[N4]⊗Z[N3] Z[X ])
(1)
= TorZ[N4]∗ (W,Z[N4]⊗Z[N3] Z[P ])
where the equality (1) follows from:
H∗(Z[N4]⊗Z[N3] Z[X ]) = H∗(Z[N3 ⊕N1 N2]⊗Z[N3] Z[X ])
= H∗(Z[N3]⊗Z[N1] Z[N2]⊗Z[N3] Z[X ])
= H∗(Z[N2]⊗Z[N1] Z[X ])
(2)
= Z[N2]⊗Z[N1] Z[P ]
= Z[N4]⊗Z[N3] Z[P ]
where the equality (2) follows (depending of the pushout) from:
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• In the first pushout, since Z[N2] is a flat Z[N1] module (because u is a localization and then
Z[u] is a localization too).
• In the second one, it follows by Remark 4.11, since Z[N2] ⊗Z[N1] Z[X ] = Z[X/ ker(v)] is a
resolution of Z[P/ ker(v)] = Z[N2] ⊗Z[N1] Z[P ]. Note that P is M/T ⊕M M1 = M1/T˜ in this
case (where T˜ denotes the ideal image of T in M1) and ker(v)→ α−1(A∗)gp →M1 is injective.
Moreover, since T˜ is an ideal ofM1, ker(v)→M1/T˜ is injective. On the other hand, the action
of ker(v) on X is free, since
X =M1 ⊕ N
X˜ ,
and M1 is integral (the homomorphism u is integral by [GR, 6.2.5.(i)] and so M1 is integral
because M it is also integral).
• In the last pushout, it follows because Z[N2] is a free Z[N1] module (since v2 is injective
homomorphism of groups).
Finally, applying successively this process to the three pushouts, we obtain as desired
TorZ[M ]∗ (A,Z[N ]) = Tor
Z[M log]
∗ (A,Z[N ]⊗Z[M ] Z[M
log]).

Corollary 6.4. With the notation of Theorem 6.1, assume that Mgp is a free abelian group. Then J
is log regular if and only if H2((A,M), (B,N), k) = 0.
By Lemma 6.6, we can always work in this case (Mgp free).
Lemma 6.5. Let p : G1 → G2 be a surjective homomorphism of abelian groups, i : N → G2 a
homomorphism of monoids. Then (G1 ×G2 N)
gp = G1 ×G2 N
gp.
Proof. The homomorphism
(G1 ×G2 N)
gp −→ G1 ×G2 N
gp
(g1, n1)
(g2, n2)
7−→
(
g1
g2
,
n1
n2
)
is well defined and has inverse (
g,
n1
n2
)
7−→
(gh, n1)
(h, n2)
where h ∈ p−1(i(n2)). 
Lemma 6.6. Let (B,N) be a log ring. There exists a monoid P and a homomorphism of monoids
P → N such that (B,N) = (B,P )log and P gp is a free abelian group.
Moreover, if N is integral, then P can be chosen integral too.
Proof. [GR, 12.1.35] Let G be a free abelian group with a surjective homomorphism of groups ρ : G→
Ngp. Let P := G×Ngp N . We have a commutative diagram of pullbacks
H := (βτ)−1(B∗) B∗
P N
G Ngp
π
τ
j i
ρ
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where β : N → B is the structural homomorphism. So kerπ (:= π−1({1})) = ker τ = ker ρ and kerρ
is a group. If P/ ker(τ) denotes the quotient by the action of ker(τ) on P , it is easy to check that
P/ ker(τ) = N and H/ ker(π) = B∗.
Moreover,
P ⊕H B
∗ = P/ ker(τ)⊕H/ ker(π) B
∗ = N ⊕B∗ B
∗ = N
and so (B,P )log = (B,N). Finally, P gp = G by Lemma 6.5, and so it is a free abelian group.
Finally, if N is integral, that is, i is injective, then j is injective, and therefore P is integral. 
Lemma 6.7. Let ((A,m, k),M) be a noetherian local prelog ring and mM = M −M∗ the maximal
ideal of M . Assume that M is integral. If Tor
Z[M ]
1 (A,Z[M/mM ]) = 0, then Tor
Z[M ]
1 (A,Z[M/I]) = 0
for any ideal I of M .
Proof. Since M is noetherian, there exists a maximal element of the set of ideals of M such that
Tor
Z[M ]
1 (A,Z[M/I]) 6= 0, assuming this set is not empty. Clearly, I ⊂ mM (if not I = M), and then by
hypothesis, I ( mM . Let a ∈ mM − I. Let T = {x ∈M/xa ∈ I}, so that we have an exact sequence
0 −→ Z[M/T ]
·a
−→ Z[M/I] −→ Z[M/I ∪Ma] −→ 0.
We have I ⊂ T . If I ( T , Tor
Z[M ]
1 (A,Z[M/T ]) = 0 = Tor
Z[M ]
1 (A,Z[M/I ∪Ma]) by the maximality of
I. So Tor
Z[M ]
1 (A,Z[M/I]) = 0.
If I = T , we have a surjective homomorphism of A-modules of finite type
Tor
Z[M ]
1 (A,Z[M/I])
·a˜
−→ Tor
Z[M ]
1 (A,Z[M/I])
where a˜ := α(a) ∈ m ⊂ A. By Nakayama Lemma, Tor
Z[M ]
1 (A,Z[M/I]) = 0. 
Corollary 6.8. Let ((A,m, k),M) be a noetherian local prelog ring and mM = M −M∗ the maximal
ideal of M . Assume that M is integral. If Tor
Z[M ]
1 (A,Z[M/mM ]) = 0, then
TorZ[M ]n (A,Z[M/mM ]) = 0
for all n ≥ 1.
Proof. By Lemma 6.7, it is sufficient to show that if TorZ[M ]n (A,Z[M/I]) for any ideal I of M for some
n ≥ 1, then Tor
Z[M ]
n+1 (A,Z[M/I]) = 0 for any ideal I of M . So assume Tor
Z[M ]
n (A,Z[M/I]) = 0 for any
ideal I of M . By [GR, 6.1.27(i)-(iii)], we have then TorZ[M ]n (A,Z[T ]) = 0 for any M -set T . Applying
Tor to the exact sequence
0 −→ Z[I] −→ Z[M ] −→ Z[M/I] −→ 0,
we obtain
0 = Tor
Z[M ]
n+1 (A,Z[M ]) −→ Tor
Z[M ]
n+1 (A,Z[M/I]) −→ Tor
Z[M ]
n (A,Z[I]) = 0
and so Tor
Z[M ]
n+1 (A,Z[M/I]) = 0. 
Theorem 6.9. Let ((A,m, k),M) be a noetherian local prelog ring and mM =M −M∗. The following
are equivalent:
(i) (A,M) is a log regular local ring.
(ii) The map
H2(A, k, k)⊕ Tor
Z
1 (ker(M
gp → (M/mM )
gp), k) −→ H2((A,M), (k,M/mM ), k)
is zero on the first summand and an isomorphism on the second one.
If moreover M is integral, then these conditions imply:
(iii) Hn((A,M), (k,M/mM ), k) = 0 for any n ≥ 3.
HOMOLOGICAL CHARACTERIZATION OF REGULARITY IN LAG 31
Proof. Equivalence of (i) and (ii) follows from Theorem 6.1. We will see (iii). By Corollary 6.8,
TorZ[M ]n (A,Z[M/mM ]) = 0 for all n > 0 and so by base change [An1, 4.54] we have isomorphisms
Hi(Z[M ],Z[M/mM ], k) −→ Hi(A,A/α(mM )A, k)
for all i ≥ 0. Since A/α(mM )A is regular, we have isomorphisms [An1, 6.26, 5.1]
Hi(A,A/α(mM )A, k) −→ Hi(A, k, k)
for all i ≥ 2. Therefore
Hi(Z[M ],Z[M/mM ], k) −→ Hi(A, k, k)
are isomorphisms for all i ≥ 2, and then from the fundamental exact sequence we deduce
Hn((A,M), (k,M/mM ), k) = 0
for all n ≥ 3. 
Definition 6.10. We say that a local prelog ring ((A,m, k),M) is log complete intersection if
H3((A,M), (k,M/mM ), k) = 0. In particular, a log regular ring with M integral is log complete
intersection.
From the fundamental exact sequence we obtain the following theorem.
Theorem 6.11. Let ((A,m, k),M) be a noetherian local prelog ring with M an integral monoid.
(i) If (A,M) is log regular, then A is a regular local ring if and only if ker(Z[M ] → Z[N ]) is
generated by a regular sequence.
(ii) If A is a regular local ring, then (A,M) is log complete intersection if and only if ker(Z[M ]→
Z[M/mM ]) is generated by a regular sequence.
Proof. It follows from Theorem 4.3, Theorem 6.9 and [An1, 6.25], having in mind that we have seen
at the end of the proof of Theorem 6.1 that the map
H2(Z[M ],Z[M/mM ], k) −→ Tor
Z[M ]
1 (ker(M
gp → (M/mM )
gp), k)
vanishes. 
Theorem 6.12. Let (A,M) be a noetherian local prelog ring, J a proper ideal of A, B = A/J ,
N = M/α−1M (J) where αM :M → A is the structural map.
(i) If (A,M) is log regular and (B,N) is log complete intersection, then J is a log regular ideal.
(ii) If (B,N) is log regular and J is a log regular ideal, then (A,M) is a log regular local ring.
(iii) Assume that M is integral and Mgp free (for instance if M is saturated and sharp [Og, I.1.3.5]).
If (A,M) is log regular (or log complete intersection) and J is log regular, then (B,N) is log
complete intersection.
Proof. (i) Assume first that α−1M (J) 6= ∅, so N
gp = {1}.
If (B,N) is log complete intersection, then the map
α : H2((A,M), (B,N), k) −→ H2((A,M), (k,M/mM ), k)
is injective. In the commutative diagram
H2(Z[M ],Z[N ], k) H2(Z[M ],Z[M/mM ], k)
H2(A,B, k)⊕ Tor
Z
1 (M
gp, k) H2(A, k, k)⊕ Tor
Z
1 (M
gp, k)
H2((A,M), (B,N), k) H2((A,M), (k,M/mM ), k)
ε⊕id
β1⊕β2 γ1⊕γ2
α
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we know that γ2 is an isomorphism and γ1 = 0. Therefore β2 is surjective and β1 = 0. But β2 is
injective (we have seen in the last lines of the proof of Theorem 6.1 that the map H2(Z[M ],Z[N ], k) −→
TorZ1 (M
gp, k) vanishes), and then J is log regular by Theorem 6.1.
Now if α−1M (J) = ∅, then M = N , so ker(M
gp → Ngp) = {1}. Therefore J is a log regular ideal if
and only if H2((A,M), (B,N), k) = 0. As in the previous diagram, we obtain that the map
β1 : H2(A,B, k) −→ H2((A,M), (B,N), k)
vanishes. But since M = N , this map is an isomorphism (Example 4.2).
(ii) Assume first that α−1M (J) 6= ∅. We have the above commutative diagram again, where now α
is surjective (since 0 = TorZ1 (N
gp, k) = H2((B,N), (k,M/mM ), k)), β1 = 0 and β2 is an isomorphism.
This implies that γ2 is an isomorphism since the map H2(Z[M ],Z[M/mM ], k)→ Tor
Z
1 (M
gp, k) is zero
as above. Also, γ1 = 0 by diagram chasing. If α
−1
M (J) = ∅, the proof is similar to the proof of (i) when
α−1M (J) 6= ∅.
(iii) By Corollary 6.4, J is log regular if and only if H2((A,M), (B,N), k) = 0. Then the result
follows from the Jacobi-Zariski exact sequence and Theorem 6.9.(iii). 
Example 6.13. Let (A,m, k),M) be a noetherian local prelog ring with M integral saturated and
sharp. Let Aˆ be the completion of A for the m-adic topology and consider the prelog ring (Aˆ,M).
We have Hn((A,M), (Aˆ,M), k) = 0 for all n ≥ 0 by Example 4.2 and [An1, 10.22]. Then from the
Jacobi-Zariski exact sequence we obtain
Hn((A,M), (k,M/mM ), k) = Hn((Aˆ,M), (k,M/mM ), k)
for all n ≥ 0. In particular, (A,M) is log regular (resp. log complete intersection) if and only if so is
(Aˆ,M). Let R := C[[M ]][[x1, . . . , xn]] → Aˆ be a surjective homomorphism of rings with C a Cohen
ring or a field [Og, I.3.6]. Then (R,M) is log regular ([Ka, Theorem 3.2] or [Og, III.1.11.2]) and by
Theorem 6.12 (A,M) is log complete intersection if and only if ker(R → Aˆ) is log regular. So (A,M)
is log complete intersection if and only if (Aˆ,M) is the quotient of a log regular ring by a regular ideal.
This fact, together with theorems 6.1 and 6.9, gives a description of log complete intersection rings.
Now we show how these homological methods allow us to compare log smoothness and log regularity.
The following result is due to Kato [Ka, 8.3] in the finitely generated case.
Theorem 6.14. Let ((B, n, l), N) be a noetherian local prelog ring with N integral and saturated, and
let k ⊂ B be a field.
(i) If (B,N) is a log formally smooth over (k, 1) for the n-adic topology, then (B,N) is log regular.
(ii) Assume that l|k is separable. If (B,N) is log regular, then (B,N) is a log formally smooth
over (k, 1) for the n-adic topology.
Proof. By Theorem 6.3, Proposition 5.4 and [GR, 12.1.36] we can assume that N is also sharp, and
then that Ngp is free [Og, I.1.3.5]. Theorem 6.9 says then that (B,N) is log regular if and only if
H2((B,N), (l, N/mN), l) = 0, while Theorem 5.14 says that (B,N) is a log formally smooth over (k, 1)
if and only if H1((k, 1), (B,N), l) = 0. Since we have a Jacobi-Zariski exact sequence
H2((k, 1), (l, N/mN), l) H2((B,N), (l, N/mN), l)
H1((k, 1), (B,N), l) H1((k, 1), (l, N/mN), l) ,
it suffices to show thatH2((k, 1), (l, N/mN), l) = 0, and that if l|k is separable thenH1((k, 1), (l, N/mN), l) =
0.
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Since N/mN = {0, 1}, we have a fundamental exact sequence
H2(k, l, l) H2((k, 1), (l, N/mN), l)
H1(Z,Z[x]/(x − x2), l) H1(k, l, l) H1((k, 1), (l, N/mN), l)
H0(Z,Z[x]/(x − x2), l)
where ε : Z[x]→ l is the map sending x to zero.
By [An1, 7.4, 7.11, 7.13] we haveH2(k, l, l) = 0, and if l|k is separable then H1(k, l, l) = 0. Therefore
it suffices to show Hi(Z,Z[x]/(x − x2), l) = 0 for i = 0, 1. We have an exact sequence
H1(Z,Z[x], l) H1(Z,Z[x]/(x − x2), l) H1(Z[x],Z[x]/(x − x2), l)
H0(Z,Z[x], l) H0(Z,Z[x]/(x − x2), l) H0(Z[x],Z[x]/(x − x2), l)
ϕ
ϕ
which by [An1, 3.36, 6.1, 6.3] takes the form
0 H1(Z,Z[x]/(x − x2), l) (x − x2)⊗Z[x] l
ΩZ[x]|Z ⊗Z[x] l H0(Z,Z[x]/(x − x
2), l) 0 .
ϕ
ϕ
Since
(x− x2)⊗ 1
ϕ
7−→ (dx− 2xdx)⊗ 1 = dx⊗ 1− 2dx⊗ ε(x) = dx⊗ 1− 2dx⊗ 0 = dx⊗ 1,
we have that ϕ is an isomorphism of rank 1 l-vector spaces, and so Hi(Z,Z[x]/(x − x2), l) = 0 for
i = 0, 1. 
Theorem 6.15. Let (B,N) be a noetherian local prelog ring with N integral and saturated containing
a perfect field k. If (B,N) is log formally smooth over (k, 1) for the topology of the maximal ideal, then
Ω(B,N)|(k,1) is a flat B-module.
Proof. (B,N) is log regular by Theorem 6.14, and by [GR, 12.5.47] for any prime ideal q of B,
(Bq, Nq) is log regular, where Nq := T
−1N with T = N − α−1B (q). Since Nq is integral and saturated,
again by Theorem 6.14, (Bq, Nq) is log formally smooth over (k, 1) for the qBq-adic topology. By
Proposition 4.10 and Theorem 5.14 we have
H1((k, 1), (B,N),W ) = H1((k, 1), (Bq, Nq),W ) = 0
for any k(q)-module W , where k(q) is the residue field of Bq.
By [GR, 12.1.36] there exits N ′ → Nq, with N ′ integral saturated and sharp, inducing the same log
structure in B. Therefore by propositions 4.10 and 4.14 we have isomorphisms
Hn((k, 1), (B,N),W ) = Hn((k, 1), (Bq, Nq),W ) = Hn((k, 1), (Bq, N
′),W )
for any n ≥ 0 and any k(q)-module W .
Now consider the Jacobi-Zariski exact sequence
Hn+1((k, 1), (k(q), N
′/mN ′),W ) Hn+1((Bq, N
′), (k(q), N ′/mN ′),W )
Hn((k, 1), (Bq, N
′),W ) Hn((k, 1), (k(q), N
′/mN ′),W )
By Theorem 6.9 we have Hn+1((Bq, N
′), (k(q), N ′/mN ′),W ) = 0 for all n ≥ 2 and any k(q)-module
W . Since N ′/mN ′ = {0, 1}, we also have Hn((k, 1), (k(q), N ′/mN ′),W ) = 0 for all n ≥ 1 as we saw in
the proof of Theorem 6.14. Therefore Hn((k, 1), (Bq, N
′),W ) = 0 for all n ≥ 2 and any k(q)-module
W .
We have proved
Hn((k, 1), (B,N),W ) = 0
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for all n ≥ 1, any k(q)-module W and any prime ideal q of B. Now the same proof as in [An1,
Supplément, Proposition 29] gives
Hn((k, 1), (B,N), X) = 0
for all n ≥ 1 and any B-module X .
Finally, the universal coefficient exact sequence
H1((k, 1), (B,N), B)⊗B X −→ H1((k, 1), (B,N), X) −→ Tor
B
1 (H0((k, 1), (B,N), B), X) −→ 0
gives us that Ω(B,N)|(k,1) = H0((k, 1), (B,N), B) is a flat B-module. 
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