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The solid effect is one of the simplest and most effective mechanisms for Dynamic Nuclear Polar-
ization. It involves the exchange of polarization between one electron and one nuclear spin coupled
via the hyperfine interaction. Even for such a small spin system, the theoretical understanding
is complicated by the contact with the lattice and the microwave irradiation. Both being weak,
they can be treated within perturbation theory. In this work, we analyze the two most popular
perturbation schemes: the Zeeman and the eigenstate-based approaches which differ in the way
the hyperfine interaction is treated. For both schemes, we derive from first principles an effective
Liouville equation which describes the density matrix of the spin system; we then study numerically
the behavior of the nuclear polarization for several values of the hyperfine coupling. In general, we
obtain that the Zeeman-based approach underestimates the value of the nuclear polarization. By
performing a projection onto the diagonal part of the spin-system density matrix, we are able to
understand the origin of the discrepancy, which is due to the presence of parasite leakage transitions
appearing whenever the Zeeman basis is employed.
I. INTRODUCTION
Dynamic nuclear polarization (DNP) is an extremely
promising technique to improve the signal-to-noise ra-
tio in magnetic resonance imaging (MRI). DNP was pre-
dicted and discovered in the fifties,1,2 and is nowadays a
powerful method to enhance the polarization of nuclear
spins, both in the solid3 and liquid4 states. In the DNP
setup,5,6 a compound doped with electron radicals, at low
temperatures and in the presence of a magnetic field, is
irradiated with microwaves at a frequency close to the
electron Larmor frequency. After some time, a steady
state is reached where polarization has been transferred
from the electron to the nuclear spins. The stationary
nuclear polarization reaches extremely high values well-
beyond those expected at thermal equilibrium in similar
conditions.
A large number of mechanisms are responsible for such
a polarization transfer and which one is the most rele-
vant among them depends on the temperature, the mag-
netic field and the radical’s concentration.3,7 Two theo-
retical approaches are employed for understanding DNP:
i) a macroscopic approach based on the rate equation
for the polarizations of nuclear and electron spins, where
the polarization transfer is governed by transition rates
phenomenologically obtained;7–9 ii) a microscopic ap-
proach based on the density matrix formalism that takes
into account interactions, lattice and microwave irradia-
tion.10–12 The microscopic description of the DNP pro-
tocol has the advantage of indicating the most effective
mechanisms and the main obstacles for the hyperpolar-
ization of the nuclear spins given the setup conditions.
The first step in this direction is to derive an effective
equation for the time evolution of the density matrix of
the spin system. This task cannot be done exactly, but
it requires approximations. In particular, the Zeeman in-
teraction with the magnetic field is much stronger than
the coupling with the lattice and the action of the mi-
crowaves, which can be treated within perturbation the-
ory. As a result the effective time evolution of the density
matrix is obtained from a perturbative expansion up to
the second order.13
How to account for hyperfine and dipolar interactions
between spins is more controversial. The protocol devel-
oped in [12, 14–16] is based on the exact eigenstates of the
spin Hamiltonian, which includes the dipolar and hyper-
fine interactions. On the contrary, the protocol developed
in [11 and 17] treats the interactions perturbatively and
is based on the Zeeman eigenstates. The former approach
thus requires the exact diagonalization of the interacting
spin Hamiltonian, while the latter can be described with
a much simpler Zeeman basis.
An important tool for the microscopical understanding
of DNP are numerical simulations, but with the strong
limitation that their complexity grows exponentially with
the total number of spins, N .10,11,18 In particular, the Li-
ouville scheme, which targets time evolution and steady
state of the full spin density matrix, requires the diago-
nalization of 2N × 2N matrices and one is restricted to
at most N ≈ 7 spins. One can reach system sizes of
N ≈ 14 within the Hilbert approximation obtained by
projecting the time evolution onto the diagonal elements
only and reducing the dynamics to transitions between
the 2N eigenstates.15,16
In this paper, we derive and compare the time evo-
lution obtained within the eigenstate and the Zeeman-
based approaches. For simplicity, we focus on the mini-
mal DNP system: an electron spin hyperpolarizes a nu-
clear spin via the well-resolved solid effect, which consists
in the microwave irradiation of forbidden two-spin tran-
sitions, ultimately allowed by hyperfine interactions.19,20
In both cases the evolution equations for the density ma-
trix are derived using the Lindblad formalism that can be
easily generalized to more complex spin systems. More-
over we show that using the Schrieffer-Wolf perturbation
theory21 the transition rates of the Hilbert approxima-
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2tion can be systematically computed. We prove that for
weak hyperfine interactions, both time evolutions pro-
vide similar results. On the contrary, for large values
of the hyperfine interactions, the Zeeman approach is no
longer reliable, as parasite leakage transitions come to
play. Nevertheless, the Zeeman approach is very useful
to study how the nuclear spin hyperpolarization diffuses
in real systems as the transitions rates between Zeeman
eigenstates do not require matrix diagonalization and can
be performed for N very large with Monte Carlo meth-
ods.22
The paper is organized as follows: In Sec. II we de-
rive the general form of the time evolution of the re-
duced density matrix within the Lindblad formalism. In
Sec. III, we further simplify the time evolution by re-
stricting ourselves to the diagonal part of the reduced
density matrix ρ (the aforementioned Hilbert approxi-
mation), and in Sec. IV, we present the numerical results
for the steady state obtained for the eigenstate and the
Zeeman-based approaches using both the Liouville and
the Hilbert scheme.
II. DERIVATION OF THE TIME EVOLUTION
EQUATION FOR THE SPIN DENSITY MATRIX
The Hamiltonian
We consider an electron and a nuclear spin, interact-
ing via hyperfine interactions and weakly coupled to the
lattice, which plays the role of a thermal bath at the tem-
perature β−1). The spins are irradiated by a microwave
field resonant at ωMW. The full Hamiltonian reads:
Hˆtot = HˆZ + Hˆhf︸ ︷︷ ︸
HˆS
+HˆMW + HˆS-L + HˆL . (1)
Let us go through all the terms in (1), one by one:
• The time-independent Hamiltonian HˆS contains
the spins’ degrees of freedom only. In our two-spins
system, it writes as the sum of the Zeeman and hy-
perfine contributions14,23–25:
HˆZ = ~ωeSˆz + ~ωnIˆz , (2)
Hˆhf = ~ ~ˆSA¯~ˆI (3)
where Sˆ/Iˆ are the electron/nuclear spin operators,
ωe/n their respective Larmor frequencies. A¯ is the
hyperfine interaction matrix, that includes both
isotropic and anisotropic contributions.3,7,19
• The microwave Hamiltonian HˆMW is time-
dependent and reads:
HˆMW = 2~ω1Sˆx cos(ωMWt) . (4)
To avoid dealing with an explicitly time-dependent
problem, here we employ the rotating wave approx-
imation (RWA),26 that will be detailed at the end
of this section. It is based on considering a refer-
ence frame rotating at frequency ωMW and neglect-
ing terms with fast frequencies (i.e. 2ωMW). With
this approximation the Hamiltonian in the rotating
frame becomes time-independent.
• We write the coupling between the lattice and the
spin system in the form:
HˆS-L =
∑
α=x,y,z
(
λSSˆαφˆ
S
α + λI Iˆαφˆ
I
α
)
, (5)
where φˆSα and φˆ
I
α are the lattice modes that linearly
couple to the spin operators. The constants λS and
λI describe the strength of the coupling with the
two spin species.
• HˆL contains the lattice modes which we assume
to be at thermal equilibrium at the temperature
β−1. We will see13 that the detailed form of this
Hamiltonian is not important for the evolution of
the spin system.
Time evolution of the reduced density matrix
The time evolution27 for the density matrix ρtot of
an isolated system described by the Hamiltonian Hˆtot
is given by the equation:
dρtot
dt
= − i
~
[
Hˆtot, ρtot
]
. (6)
The Hamiltonian given in (1) encodes all the degrees
of freedom of both the spin system and the lattice, so
obtaining the exact time evolution from Eq. (6) is an
impossible task. One then needs to turn to some ap-
proximations in order to treat the problem. As the cou-
plings between the spins’ degrees of freedom and mi-
crowave and lattice are much weaker than the Zeeman
term (λS , λI  ~ωn), we can focus on the effective time
evolution of the reduced density matrix of the spin sys-
tem once the lattice degrees of freedom are traced out:
ρ = Tr
lattice
ρtot . (7)
A set of approximations needs to be performed in order
to obtain the effective time evolution of ρ from Eq. (6):
• The approximation of weak-coupling between the
spin system and the lattice. In practice this allows
performing a second-order perturbative expansion
in λI , λS that leads to an effective time evolution
for the much smaller reduced density matrix ρ in-
stead of ρtot.
3• The Born-Markov approximation which supposes
that the characteristic time of the lattice is much
faster than the spin-lattice relaxation times, T1e
and T1n. In this limit the lattice remains at ther-
mal equilibrium at temperature β−1 and its state
is not influenced by that of the spins. As a result,
the reduced density matrix ρ at time t + dt only
depends on the state at time t instead that from
the full history at times t′ < t.
• The approximations above do not guarantee that
the resulting evolution for ρ(t) is physical: it should
additionally be linear and preserve trace and posi-
tivity of ρ. This can be enforced if one also assumes
the secular approximation, according to which os-
cillating phases in off-diagonal elements of ρ are
neglected.13 The validity of this approximation re-
lies on the assumption that T2,e, T2,n  T1,e, T1,n.
These hypothesis lead to a Lindblad formulation of the
dynamics of the spin system, the full derivation being
detailed in appendix VI and in reference [13]
dρ
dt
= − i
~
[
HˆZ + Hˆhf + HˆMW, ρ
]
+ L[ρ] . (8)
The commutator in (8) corresponds to the standard time
evolution of an isolated quantum system, while the last
term corresponds to the Lindblad super-operator L; it is
responsible for a non-unitary evolution which still acts
linearly and preserves trace, hermiticity and positivity of
ρ. These requirements strongly constrain its form, and
the final result reads (see appendix VI):
L[•] =
∑
ω,Oˆ∈O
JOˆ(ω) LOˆω [•]
=
∑
ω,Oˆ∈O
JOˆ(ω)
(
Oˆω • Oˆ†ω −
1
2
{Oˆ†ωOˆω, •}
)
, (9)
where JOˆ(ω) is the spectral function
JOˆ(ω) = λ
2
Oˆ
∑
α=x,y,z
∫ ∞
−∞
ds eiωs Tr
lattice
[
ρlatt φˆ
Oˆ
α (s)φˆ
Oˆ
α (0)
]
(10)
and O = {Sˆx, Sˆy, Sˆz, Iˆx, Iˆy, Iˆz} are the different spin-
flip operators linearly coupled to the lattice modes. To
understand the subscript in Oˆω note that in this weak-
coupling limit the lattice exchanges energy quanta ~ω
with the spins by inducing transitions between the well-
resolved energy levels of the unperturbed spin Hamilto-
nian Hˆ0. As a result the sum over ω runs over all its
energy gaps and Oˆω is obtained from Oˆ selecting only
the transitions with an energy gap ω, i.e. it reads:
Oˆω =
∑
n,m/
n−m=~ω
|m 〉 〈m| Oˆ |n 〉 〈n| , (11)
where |n 〉 and |m 〉 are the eigenstates of the Hamiltonian
Hˆ0.
Consequently, the precise time evolution of the system
then depends on which terms in Hˆtot are considered to be
large and are included in Hˆ0, determining the spectrum
of well-resolved energy levels. The Zeeman term HˆZ is
the largest contribution while HˆMW and HˆS-L are always
weak. How to account for hyperfine interactions is more
questionable.
In this work, we compare and discuss two possible
choices for Hˆ0 considered in the literature:
(i) A Zeeman-based approach11,17,28,29 for which we
consider Hˆ0 = HˆZ as non-perturbed Hamiltonian
and thus the eigenstates are factorized in the Zee-
man basis. Here the hyperfine interactions are
treated perturbatively at the same level as the mi-
crowave irradiation HˆMW and the lattice coupling
HˆS-L.
(ii) An eigenstate-based approach10,12,14–16,30,31 for
which the non-perturbed Hamiltonian is Hˆ0 = HˆS.
This approach treats exactly the hyperfine interac-
tions, but requires the exact diagonalization of the
interacting spin Hamiltonian, implying in general a
drastic restriction of the accessible system sizes.
The difference between the two approaches can be seen
also in the absence of microwave irradiation. Indeed
within the Born-Markov approximation, ρlatt is assumed
to be at thermal equilibrium which translates into the
condition
JOˆ(ω) = e
~βωJOˆ(−ω) . (12)
This implies that the rates of the transitions generated
by the Lindblad super-operator respect detailed balance
at the temperature β−1 so that
L[ρGibbs] = 0 , with ρGibbs = e−βHˆ0/Z (13)
Therefore, in the eigenstate-based approach, where Hˆ0 =
HˆS, one finds that
[
ρGibbs, HˆS
]
= 0, so that the steady
state coincides with Gibbs equilibrium. If we consider the
Zeeman-based approach, the dynamics is more complex,
as
[
ρGibbs, HˆS
]
6= 0: on the one side the lattice tries to
thermalize the spins at the Gibbs equilibrium e−βHˆZ/Z
while the hyperfine interactions induce additional para-
site transitions, which slightly modify the final stationary
state.
If the system is irradiated by the microwaves, which are
continuously injecting energy, no relaxation to thermal
equilibrium is expected. In the rest of the section we
will detail how to treat a time-dependent Hamiltonian
as the one in Eq. (4) in order to obtain quantum jumps
analogous to the ones previously discussed.
4The rotating-wave approximation (RWA)
In order to deal with an effective time-independent
Hamiltonian instead of the original one in Eq. (4), we
perform the so-called rotating wave approximation (see
appendix VII and reference [26]). In practice, we work
in a frame that is rotating at the same frequency as the
microwave field ωMW and define the density matrix in
the rotating frame:
ρ(r)(t) = Uˆ(t)ρ(t) Uˆ†(t) , (14)
with Uˆ(t) = eiSˆzωMWt/~. Once this transformation is ap-
plied to HˆS, it removes the time dependence in the mi-
crowave field, but generates rapidly oscillating terms with
frequencies 2ωMW. Since ωMW ' ωe is much larger than
the other energy scales in HˆS, we perform the rotating-
wave approximation, where all such high-frequency terms
are neglected. After this approximation, the Hamiltonian
of the spins’ system HˆS in the rotating frame has become
time-independent and commutes with Sˆz but not with Iˆz.
In particular, for the hyperfine Hamiltonian in Eq. (3),
we obtain the simplified pseudo-secular form that reads
Hˆhf = ~BSˆz Iˆx , (15)
where, B is the hyperfine strength that depends on the
distance between the two spins and in this paper will take
values in the range of the tens and hundreds of 2pikHz.
For the sake of simplicity, in Eq. (15), we have neglected
the secular term ∝ Sˆz Iˆz, as it only induces a small shift
in the effective Zeeman gaps but does not imply any nu-
clear spin flip, thus being inessential for the solid-effect
transitions considered here.
Thanks to the RWA, Equation (8) once rewritten in
the rotating frame assumes the form:
dρ(r)
dt
= − i
~
[
Hˆ
(r)
Z + Hˆhf + Hˆ
(r)
MW, ρ
(r)
]
+ L[ρ(r)] , (16)
where:
Hˆ
(r)
Z = HˆZ − ~ωMWSˆz = ~(ωe − ωMW)Sˆz − ~ωnIˆz ,
(17)
Hˆ
(r)
MW = Uˆ(t)HˆMWUˆ
†(t) ≈ ~ω1Sˆx . (18)
Note that the Zeeman Hamiltonian in the rotating frame
implies a shift of the electron Larmor frequency ωe →
ωe − ωMW. In deriving (16), we used that, consistently
with the RWA, [Sˆz, Hˆ0] = 0 both for the Zeeman and the
eigenstate-based approaches, and therefore
Uˆ(t)L[ρ]Uˆ†(t) = L[ρ(r)] . (19)
This is coherent with the fact that the lattice brings the
system to thermal equilibrium, which is unchanged in the
rotating frame, as Uˆ(t)ρGibbsUˆ†(t) = ρGibbs.
While the RWA is accurate in our DNP context, it does
not allow to systematically go beyond the approxima-
Zeeman Zeeman Exact Exact
eigenstates energies eigenstates energies
{|n 〉} {n} {|n˜ 〉} {˜n}
|0 〉 = |↑e ↓n 〉 ~(ωe+ωn)2 |0˜ 〉 = |↑e β˜n 〉 ~(ωe+Ωn)2
|1 〉 = |↑e ↑n 〉 ~(ωe−ωn)2 |1˜ 〉 = |↑e α˜n 〉 ~(ωe−Ωn)2
|2 〉 = |↓e ↓n 〉 −~(ωe−ωn)2 |2˜ 〉 = |↓e β˜∗n 〉 −~(ωe−Ωn)2
|3 〉 = |↓e ↑n 〉 −~(ωe+ωn)2 |3˜ 〉 = |↓e α˜∗n 〉 −~(ωe+Ωn)2
TABLE I. Spectrum of the system in the Zeeman and
eigenstate-based approaches.
tion in (18). More accurate treatments can be obtained
considering the average Hamiltonian theory (AHT)32
or the Floquet theory.33 The former consists on time-
averaging the original Hamiltonian by discretizing the
time-intervals and the latter, which is analogous to the
Bloch theorem but for temporal periodicity, translates to
an expansion in higher harmonics multiple of ωMW. As
we explained above, the RWA is equivalent to truncat-
ing at the lowest harmonic in the Floquet theory and for
simplicity, here we will restrict to doing so. Interestingly,
if one considers the second harmonics and applies AHT,
a Bloch-Seigert34 type of shift (extra renormalization for
the electron Larmor frequency) would be recovered.
At this point, one can exactly compute the time evo-
lution in Eq. (16); more directly we can obtain the sta-
tionary state ρstat by setting dρ(r)/dt = 0 and solving
the resulting linear system. This approach has never-
theless an important drawback: the complexity of the
problem grows extremely fast, as the number of compo-
nents of the density matrix ρ(r) equals 22(Ne+Nn). This
can be straightforwardly done for the 2–spins example
(Ne = Nn = 1) and the numerical results are shown in
Sec. IV. However, as soon as one wants to consider larger
systems, this fast exponential growth makes any numeri-
cal treatment prohibitive. For this reason, one considers
the Hilbert approximation that we detail in the following
section.
III. HILBERT APPROACH: TOWARDS A
SEMI-CLASSICAL MASTER EQUATION
The Hilbert approximation consists on projecting the
dynamics of the density matrix ρ to its diagonal com-
ponents ρnn ≡ pin, in the basis which diagonalizes Hˆ0.
Indeed, the commutator in (16) induces oscillations for
the off-diagonal terms
ρnm(t) ∼ ρnm(0)ei(n−m)t/~ , (20)
which are then exponentially suppressed by the Lindbla-
dian term on time scales T2,e and T2,n (respectively if |n 〉
and |m 〉 differ for an electronic or a nuclear transition).
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FIG. 1. (color online) sketch of the possible transitions between eigenstates for the Zeeman-based approach (left) and for the
eigenstate-based approach (right). Note that in the Zeeman-based approach, hyperfine interactions (B) induce nuclear spin-flip
transitions that we dub leakage and that are absent in the eigenstate-based approach. The scheme corresponds to a microwave
irradiation of the double-quantum transition (i.e. |↑e , ↑n 〉
 |↓e , ↓n 〉), namely ωMW ≈ ωe−ωn (or ωe−Ωn). In this limit, we
can neglect other microwave-induced transitions (zero-quantum, single-quantum...)
In this limit, the off-diagonal elements are always small
and the state of the system can be described by the oc-
cupation probability pin of each eigenstate |n 〉. Lattice,
microwaves and perturbative terms of the Hamiltonian
(if any) induce slow transitions between pairs of those
eigenstates. In practice, one wants to obtain a master
equation for the occupation probabilities pin and deter-
mine the transition rates W|n 〉→|m 〉 between eigenstates.
Once those rates are determined, one can define the tran-
sition matrix w:
wnm =
{
W|m 〉→|n 〉 if n 6= m ,
−∑n′W|n 〉→|n′ 〉 if n = m . (21)
The stationary state for the occupation probabilities ~pistat
is the eigenvector of the matrix w with eigenvalue 0, i.e.
w~pistat = 0 . (22)
The transition rates for the Zeeman and eigenstate-based
approaches are in general different. Here we compute
them for the two-spins system. As a starting point, the
eigenstates and energy levels are given in Table I. Note
that the Zeeman eigenstates are completely polarized
along the z-direction while in the exact eigenstates-based
approach, for the nuclear spin, there is some mixing (|α˜n 〉
or |β˜n 〉) induced by the hyperfine interactions:
|α˜n 〉 = cosϕ |↑n 〉 − sinϕ |↓n 〉 , |α˜∗n 〉 = 2Iˆz |α˜n 〉 ,
|β˜n 〉 = sinϕ |↑n 〉+ cosϕ |↓n 〉 , |β˜∗n 〉 = 2Iˆz |β˜n 〉 ,
(23)
where tanϕ = B/2ωn+Ωn . Here, we introduced Ωn as a shift
of the nuclear Larmor frequency:
ωn → Ωn = ˜β − ˜α~ = ωn
√
1 +
(
B
2ωn
)2
. (24)
In Fig. 1 we show the possible transitions when the
microwaves irradiate at the frequency of the double-
quantum transition (i.e. |↑e , ↑n 〉
 |↓e , ↓n 〉).
To derive the expression of the transition rates it is
useful to write the Hamiltonian in terms of the non-
perturbative term Hˆ0 and the perturbation Vˆ = Hˆtot −
Hˆ0. The lattice correlation functions JOˆ(ω) are supposed
to be at thermal equilibrium at the temperature β−1 (see
Eq. (12)); in order to specify its structure, we distinguish
fast dephasing process at ω ' 0 on the scale of T2e and
T2n from relaxation decaying process ω 6= 0, on the scale
T1e, T1n. In particular, we set
JOˆe(ω 6= 0) =
h(ω)
T1e
, JOˆn(ω 6= 0) =
h(ω)
T1n
, (25)
for Oˆe = Sˆx,y ( O
n = Iˆx,y), with h(ω) =
1
e−βω+1 , and
JSˆz (0)(Sz,nn − Sz,mm)2 ≈
1
T2e
,
JIˆz (0)(Iz,nn − Iz,mm)2 ≈
1
T2n
, (26)
for n 6= m.
The full dynamics in (16) can now be decomposed in
fast contributions with rates of the order T−12e , T
−1
2n , and
slow ones with rates of the order T−11e , T
−1
1n . Explicitly we
have:35
6ρ˙nn =
∑
Oˆ∈O
k 6=n
| 〈n| Oˆ |m 〉 |2 [JOˆ(ωnk)ρkk − JOˆ(ωkn)ρnn]− i~ (Vˆnkρkn − Vˆknρnk)︸ ︷︷ ︸
slow, L1
, (27)
ρ˙nm =
∑
Oˆ∈O
k 6=n,m
[
− i
~
((r)n − (r)m )− JOˆ(0)(Onn −Omm)2
]
ρnm︸ ︷︷ ︸
fast, L0
− i
~
(
Vˆnkρkm − Vˆkmρnk
)
︸ ︷︷ ︸
slow, L1
, (28)
where we define ~ωkn = k − n. Note that in ωkn, the
energy difference is taken in the lab frame, while the term

(r)
n − (r)m is in the rotating frame. More compactly, we
can write
ρ˙ = Lρ = (L0 + L1)ρ , (29)
where L0 accounts for the fast dynamics (T2,e, T2,n) while
L1 accounts for the slow dynamics (T1,e, T1,n and the
perturbative terms in Vˆ ). Note that L0 is a super-
operator which preserves the diagonal part of ρ, i.e.
L0[|n 〉 〈n|] = 0; it has therefore a degenerate subspace
corresponding to the projectors on the diagonal entries
of the density matrix ρnn = pin, with eigenvalue 0.
We are interested in an effective dynamics restricted
to the diagonal entries of ρ. As this transitions are in-
duced by the small perturbation L1, we treat the problem
perturbatively. We have two contributions:
i) A dissipative part that acts only on the subspace of
the diagonal elements of the density matrix. Thus
these lattice-induced transitions come naturally at
the first order and read
WT1e|n 〉→|m 〉 =
h(ωnm)
T1e
| 〈n| Oˆe |m 〉 |2 , (30a)
WT1n|n 〉→|m 〉 =
h(ωnm)
T1n
| 〈n| Oˆn |m 〉 |2 . (30b)
ii) A part containing the perturbative terms of the
Hamiltonian, Vˆ . These terms are responsible for
the transition rates which connect different diag-
onal elements of the density matrix and can be
used to build the transition matrix in Eq. (21). To
do so, we have implemented a perturbation theory
based on the Schrieffer-Wolf transformation21 (see
appendix VIII). In this procedure, we keep only
the lowest order term that gives a non-zero contri-
bution between two given eigenstates.
At the second order in L1, one obtains the following
transition:
W
(2)
|n 〉→|m 〉 =
2| 〈n| Vˆ |m 〉 |2
1 + T 22 (
(r)
n − (r)m )2
. (31)
where T2 = T
e
2 if the states |n 〉 and |m 〉 differ for an
electron spin flip and T2 = T
n
2 otherwise. The term in
Eq. (31) is responsible for the microwave-induced transi-
tions that read:
WMW|n 〉→|m 〉 =
2ω21T2e| 〈n| Sˆx |m 〉 |2
1 + T 22e(|n − m| − ωMW)2
. (32)
In the Zeeman approach, the single-quantum transitions
(|↑e , ↓n 〉 
 |↓e , ↓n 〉 and |↑e , ↑n 〉 
 |↓e , ↑n 〉) are al-
lowed by this term. Similarly, for the eigenstate-based
approach, the transitions (|↑e , α˜n 〉 
 |↓e , α˜∗n 〉 and
|↑e , β˜n 〉
 |↓e , β˜∗n 〉) are induced by this term.
On the contrary, the solid-effect transitions (zero
quantum |↑e , β˜n 〉 
 |↓e , α˜∗n 〉 and double quantum
|↑e , α˜n 〉
 |↓e , β˜∗n 〉) are only allowed in the eigenstate-
based approach. Indeed the numerator has a non-
vanishing contribution thank to the mixing of nuclear
states in Eq. (23). As a result, in the eigenstate-based
approach we can restrict ourselves to the second order in
the perturbation theory without need to seek into higher-
order transitions.
Contrarily, in the Zeeman approach the numerator
of Eq. (32) vanishes for the zero-quantum and double-
quantum transitions. Obtaining the solid effect transi-
tion rates in this approach is a tough work and one must
go up to the fourth order in the perturbation theory.
The details are given in appendix VIII. The final result
for this transition requires the joint action of microwave
irradiation and hyperfine interactions. It then reads:
WZQ/DQ =
A2T2eω
2
1
16ω2n
(
1
1 + T 22e(ωe − ωMW)2
+
2
1 + T 22e(ωe ∓ ωn − ωMW)2
)
. (33)
An additional consequence of this Zeeman approach is
that the hyperfine interactions also induce a transition
between different nuclear states. This comes straightfor-
wardly from the second-order formula in Eq. (31). The
transition is dubbed leakage and its rate reads:
WB|n 〉→|m 〉 =
2B2T2e| 〈n| Sˆz Iˆx |m 〉 |2
1 + T 22eω
2
n
. (34)
To sum up, all transition rates between couples of
eigenstates are given in appendix IX.
7Electron parameters
T1e (s) T2e (s) ωe (2piGHz) ω1 (2piMHz)
10−3 10−5 93.9 0.1
Nuclear parameters
T1n (s) T2n (s) ωn (2piMHz) B (2pikHz)
100 5× 10−3 −36.4 (13C) 40, 160, 320
TABLE II. Microscopic parameters modeling the 1−electron
and 1−nuclear spin system in a magnetic field of H = 3.3 T
and in contact with lattice at a temperature β−1 = 12 K. We
have chosen different values for the hyperfine interactions in
order to check its action on the relaxation basis.
IV. RESULTS AND DISCUSSION
Following the formalisms introduced in sections II
and III, we have computed (i) the steady state density
matrix ρstat (Liouville scheme) and (ii) the occupation
probabilities, pistatn , of the eigenstates of Hˆ0 (Hilbert ap-
proximation). The nuclear polarization along the z axis
reads:
Pn = Tr
(
ρstatIˆz
)
≡
∑
n
pistatn 〈n| Iˆz |n 〉 . (35)
The first definition applies for the Liouville scheme while
the second one is used within the Hilbert approximation.
To compute ρstat we have used Eq. (16) and to compute
pistatn , Eq. (22) has been employed.
The numerical parameters are given in table II and are
chosen to be realistic for an experiment involving 13C,
but for which we vary some physical parameters in order
to obtain richer physics.
We now present the study of the DNP profile (i.e. the
nuclear polarization as a function of the frequency of ir-
radiation of the microwaves). In particular we will focus
on the zero-quantum transition to illustrate our results,
but they are applicable all over the spectrum.
A. An exact treatment: Zeeman vs.
eigenstate-based approaches within the Liouville
formalism
The full DNP profile obtained from the exact Liou-
ville treatment is shown in Fig. 2 (left). The resonances
corresponding to the zero-quantum and double-quantum
transitions at microwave frequencies of ωMW ≈ ωe ± ωn
are clearly recognizable. Our interest lies on how the
strength of the hyperfine interactions affects the results,
and which basis is the most accurate choice given the sce-
nario. It is natural to assume that the Zeeman approach
requires the hyperfine strength B to be weak, as it treats
such an interaction as a small perturbation.
In Fig. 2 (right), we show a zoom of the DNP profile
around the zero-quantum transition: red and blue lines
correspond respectively to the Zeeman and eigenstate-
based approaches. Two values of the hyperfine interac-
tions are considered: in solid line a modest hyperfine
strength B = 40 × 2pikHz is shown, while the dashed
lines show the case of B = 160 × 2pikHz. The width
of the peak is proportional to B, and we also note that
increasing the interaction strength the two eigenstate ap-
proaches are significantly more different.
B. Zeeman vs. eigenstate-based approaches in the
Hilbert formalism
We now explore how the hyperfine interactions affect
the performance of the Hilbert approach with respect to
the exact Liouville treatment. In Fig 3 (left and right)
we compare the exact Liouville treatment in solid and
dashed lines for the Zeeman and eigenstate-based ap-
proaches, respectively. Again, the values B = 40×2pikHz
and B = 160× 2pikHz are considered. We observe that
- Within the Zeeman-based approach (left) the two
treatments slightly differ for the weak hyperfines.
- For the eigenstate-based approach (right) Liouville
and Hilbert treatments give perfectly matching re-
sults.
In both cases, as one increases the hyperfine interactions
strength the two treatments give more and more differ-
ent results. Note that the loss of resolution in the reso-
nance peak as we increase the hyperfine strength is more
remarkable in the Hilbert scheme than in the Liouville
one.
Summarizing, we observe that when the hyperfine in-
teractions are weak, the Zeeman and the eigenstate-based
approaches give similar results. However, in general the
Zeeman-based approach is only accurate for small val-
ues of B: it underestimates the nuclear polarization and
the effect becomes more and more evident increasing the
value of B. In the next section, we discuss further the
origin of this discrepancy.
C. The role of leakage
To investigate the difference between the Zeeman and
the eigenstate-based approaches, we now consider a much
larger hyperfine strength B = 320 × 2pikHz. The re-
sults are shown in Fig. 4 and, similarly to what we ob-
served in Fig. 3, the Zeeman approach (blue circles) leads
to a smaller value of the nuclear polarization compared
with the eigenstate-based approach (yellow dots). How-
ever, it is hard to understand why the two differ, as the
two polarizations are the result of two separate steps: i)
the Liouville description, obtained considering Hˆ0 = HˆS
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FIG. 2. (color online) Steady state DNP profile within the Liouville formalism in the Zeeman (blue) and eigenstate-based (red)
approaches. (left) Full DNP profile for a hyperfine strength of B = 40× 2pikHz. We observe the two solid-effect resonances at
ωMW ≈ ωe ± ωn corresponding to the double-quantum and zero-quantum transitions. (right) Zoom of the DNP profile around
the zero-quantum transition frequency ωMW ≈ ωe+ωn. The solid line corresponds to the hyperfine strength of B = 40×2pikHz
while the dashed line shows B = 160× 2pikHz.
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FIG. 3. (color online) DNP profile around the zero-quantum transition. (left) An exact Liouville treatment in the Zeeman
approach is plotted in navy. Different values of the hyperfine interaction are considered: B = 40 × 2pikHz (solid lines) and
B = 160 × 2pikHz (dashed lines). In light blue we show the Hilbert approach in stars/circles for the same two values of the
hyperfine interaction. (right) An analogous plot to the left one in the eigenstate-based approach. The red lines show the exact
Liouville formalism and the yellow ones show the Hilbert one.
(eigenstate-based approach) or Hˆ0 = HˆZ (Zeeman-based
approach); ii) the Hilbert scheme was obtained project-
ing the density matrix ρ onto its diagonal in the basis of
eigenstates of Hˆ0.
Instead of following ii), it is possible to achieve a
quantitative understanding of the difference between the
two Liouville formulations, if for both of them, we per-
form a Hilbert projection onto the same basis, i.e. the
eigenstates of HˆS. Of course, for the eigenstate-based
approach, this projection coincides with the already-
considered Hilbert scheme, plotted in yellow in Fig. 4.
However, for the Zeeman-based approach, we obtain a
transition matrix, still in the basis of eigenstates of HˆS
(red squares in Fig. 4). Now, the two transition matrices
can be compared and remarkably, the difference between
the two is pinned down as an extra transition term
W|0˜ 〉→|1˜ 〉 =
sin2 2ϕ
4T2,n
, (36)
it is clear that this additional transition suppresses the
nuclear polarization; moreover in the limit of small B
coincides with the one introduced in Eq. (34). So, in
practice, the choice of the Zeeman basis in deriving the
Liouville formulation already induces a fictitious leakage
term, which suppresses the polarization when compared
with the eigenstate-based approach.
9P
n
[%
]
2  MW [GHz]
 e +  n
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
















◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼
◼◼◼
◼◼◼
◼◼◼◼
◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼◼
93.9354 93.9359 93.9364 93.9369 93.9374
0.09
0.11
0.13
0.15
0.17
0.19
FIG. 4. (color online) DNP profile around the zero-quantum
transition within the Hilbert formalism for a hyperfine inter-
acting strength of B = 320×2pikHz. We compare the Zeeman
(light blue) and eigenstate-based (yellow) approaches. In red
squares, we show the results for the Zeeman-based approach
projected on the exact eigenstates, that almost overlaps with
the only Zeeman approach.
V. CONCLUSIONS
In this paper, we have studied one of the simplest DNP
mechanisms, the solid effect in a two-spins system, within
two different approaches. On the one hand, the Zeeman-
based approach treats perturbatively the hyperfine in-
teraction and considers jumps between completely polar-
ized eigenstates. On the other hand, the eigenstate-based
approach treats exactly the hyperfine interactions, and
jumps occur between eigenstates which present mixing
for the nuclear spin. The two schemes give very similar
results when the hyperfine interactions are weak. The
Zeeman approach could be more convenient for many-
body systems, as it does not require the exact diago-
nalization of the Hamiltonian of size 2Ne+Nn . However,
the validity of this method requires weak interactions be-
tween spins. Indeed, our results show that in presence of
strong hyperfine interactions the Zeeman and eigenstate-
based schemes disagree and the hyperfine interactions
must then be treated exactly. As discussed in Sec. IV C,
the origin of the two different behaviors is not in the pre-
cise form of the eigenstates, but rather in the presence of
parasite leakage transitions, induced by the perturbative
treatment of the hyperfine interactions in the Zeeman
approach.
It is a pleasure for us to acknowledge our sponsor, the
ANR-16-CE30-0023-01(THERMOLOC).
1 A. W. Overhauser, Phys. Rev. 92, 411 (1953).
2 T. R. Carver and C. P. Slichter, Phys. Rev. 102, 975
(1956).
3 A. Abragam and M. Goldman, Nuclear Magnetism: Order
and Disorder (Oxford University Press, 1982).
4 W. Mueller-Warmuth and K. Meise-Gresch, Adv. Magn.
Reson 11 (1983).
5 J. H. Ardenkjær-Larsen, B. Fridlund, A. Gram, G. Hans-
son, L. Hansson, M. H. Lerche, R. Servin, M. Thaning,
and K. Golman, Proc. Natl. Acad. Sci. U.S.A. 100, 10158
(2003).
6 J. H. Ardenkjær-Larsen, S. Macholl, and H. Johannesson,
Appl. Magn. Reson. 34, 509 (2008).
7 T. Wenckebach, Essentials of Dynamic Nuclear Polariza-
tion (Spindrift Publications, 2016).
8 S. Colombo Serra, M. Filibian, P. Carretta, A. Rosso, and
F. Tedoldi, Phys. Chem. Chem. Phys. 16, 753 (2014).
9 S. Serra Colombo, A. Rosso, and F. Tedoldi, Phys. Chem.
Chem. Phys. 15, 8416 (2013).
10 Y. Hovav, A. Feintuch, and S. Vega, J. Magn. Reson. 207,
176 (2010).
11 A. Karabanov, A. van der Drift, L. J. Edwards, I. Kuprov,
and W. Ko¨ckenberger, Phys. Chem. Chem. Phys. 14, 2658
(2012).
12 A. De Luca, I. Rodr´ıguez-Arias, M. Mu¨ller, and A. Rosso,
Phys. Rev. B 94, 014203 (2016).
13 F. Petruccione and H.-P. Breuer, The theory of open quan-
tum systems (Oxford Univ. Press, 2002).
14 Y. Hovav, A. Feintuch, and S. Vega, J. Magn. Reson. 214,
29 (2012).
15 Y. Hovav, A. Feintuch, and S. Vega, Phys. Chem. Chem.
Phys. 15, 188 (2013).
16 A. De Luca and A. Rosso, Phys. Rev. Lett. 115, 080401
(2015).
17 A. Karabanov, D. Wi´sniewski, I. Lesanovsky, and
W. Ko¨ckenberger, Phys. Rev. Lett. 115, 020404 (2015).
18 B. D. Armstrong, P. Soto, J.-E. Shea, and S. Han, J.
Magn. Res 200, 137 (2009).
19 A. Abragam and M. Goldman, Rep. Prog. Phys. 41, 395
(1978).
20 C. D. Jeffries, Dynamic Nuclear Orientation (John Wiley,
1963).
21 J. R. Schrieffer and P. A. Wolff, Phys. Rev. 149, 491
(1966).
22 D. Wi´sniewski, A. Karabanov, I. Lesanovsky, and
W. Ko¨ckenberger, J. Magn. Res. 264 (2016).
23 Y. Hovav, I. Kaminker, D. Shimon, A. Feintuch, D. Gold-
farb, and S. Vega, Phys. Chem. Chem. Phys. 17, 226
(2015).
24 Y. Hovav, A. Feintuch, and S. Vega, J. Magn. Reson. 207,
176 (2010).
25 A. Karabanov, A. van der Drift, L. J. Edwards, I. Kuprov,
and W. Ko¨ckenberger, Phys. Chem. Chem. Phys. 14, 2658
(2012).
26 Y. Wu and X. Yang, Phys. Rev. Lett. 98, 013601 (2007).
27 U. Fano, Rev. Mod. Phys. 29, 74 (1957).
28 G. Kwiatkowski, A. Karabanov, and W. Ko¨ckenberger,
Israel J. Chem. 54, 184 (2014).
10
29 A. Karabanov, G. Kwiatkowski, and W. Ko¨ckenberger,
Mol. Phys. 112, 1838 (2014).
30 Y. Hovav, A. Feintuch, and S. Vega, The J. Chem. Phys.
134, 074509 (2011).
31 I. Rodr´ıguez-Arias, M. Mu¨ller, A. Rosso, and A. De Luca,
(1017), arXiv:1703.05416.
32 U. Haeberlen and J. S. Waugh, Phys. Rev. 175, 453 (1968).
33 G. Floquet, Annales scientifiques de l’E´cole Normale
Supe´rieure 12 (1883).
34 F. Bloch and A. Siegert, Physical Review B 58 (1940).
35 In equation (27) we have neglected the
two slow contributions of the lattice:
−ρnm
(
JOˆ(ωkm)|Okm|2 + JOˆ(ωnk)|Onk|2
)
.
Supporting information
Eigenstate versus Zeeman-based approaches to the solid-effect
In the supporting information we provide the technical details of our computations. In App. VI we develop the
formalism to treat a system weakly coupled to a lattice at a given temperature. In App. VII we provide the details
on the rotating wave approximation to treat time-dependent periodical Hamiltonians. In App. VIII we develop the
perturbation theory of Schrieffer-Wolf type that allows us to systematically compute the transition rates between
eigenstates of the Hamiltonian. Finally, in App. IX we summarize all the transition rates between those eigenstates
in the different scenarios introduced in the main text.
VI. FORMAL TREATMENT OF THE COUPLING BETWEEN SYSTEM AND LATTICE
Consider a system described by the Hamiltonian HˆS. The system is not isolated but in contact with a larger system
described by HˆL, that we will call the lattice. The latter is considered to be a very large reservoir at equilibrium at the
external temperature β−1. The coupling between both system and lattice is considered to be weak so that the state
of the system will not affect that of the lattice. We first deal with the eigenstate-based approach for which H0 = HˆS
and the total Hamiltonian reads
Hˆtot = HˆS + HˆL + λHˆS-L , with λHˆS-L =
∑
α=x,y,z
j
λjOˆ
i
αφ
i
α , (37)
where j labels if we are referring to the electron or nuclear spin, Oˆjα is the respective spin operator in the direction
α and φˆjα represents the lattice modes that linearly couple (with coupling constant λj) to the spin Oˆ
j
α. Within the
assumptions of the Born-Markov approximation detailed in the main text, one can perform a perturbative theory
in the coupling λ and find13 an integro-differential equation for the reduced density matrix of the spins system ρ
provided that ρtot = ρ⊗ ρlatt that reads:
dρ(t)
dt
= −
∫ ∞
0
ds Tr
lattice
[
λHˆS-L(t),
[
λHˆS-L(t− s), ρ(t)⊗ ρlatt
]]
. (38)
In order to solve (38) one would like to decompose the interaction Hamiltonian into eigenoperators of the Hamiltonian
of the spins system. If we note the eigenstates of the unperturbed Hamiltonian as |n 〉 , |m 〉 with respective energies
n, m, we can define the operators
Oˆω =
∑
n,m/
n−m=~ω
|n 〉 〈n| Oˆ |m 〉 〈m| , (39)
where the sum runs over all pairs of eigenstates provided that they differ from an energy ~ω. From the definition of
these projected operators, we get that
Oˆ†ω = Oˆ−ω (40)
Additionally, one can verify that their time-evolution reads:
Oˆω(t) = e
iHˆSt Oˆω e
−iHˆSt/~ = e−iωt Oˆω . (41)
If we now sum over all the energy gaps, we obtain the original operator:∑
ω
Oˆω = Oˆ (42)
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As a result, we get that the Hamiltonian of the coupling between lattice and system reads:
λHˆS-L =
∑
α=x,y,z
j,ω
λjOˆ
j
α,ωφ
j
α =⇒ λHˆS-L(t) =
∑
α=x,y,z
j,ω
λje
−iωtOˆjα,ωφ
j
α . (43)
Finally, we can substitute these definition in Eq. (38) and obtain after some algebra that
dρ(t)
dt
=
∑
α,β=x,y,z
j,ω,ω′
ei(ω
′−ω)t Γjαβ(ω)
[
Oˆjβ,ωρ(t)Oˆ
j†
α,ω′ − Oˆj†α,ω′Oˆjβ,ωρ(t)
]
+ h.c. (44)
Here, h.c. stands for Hermitian conjugated, and if we assume spatial and time homogeneity then the correlation
functions of the lattice:
Γjαβ(ω) = δαβ
∫ ∞
0
ds eiωs Tr
lattice
[
ρlatt φˆ
j
α(s)φˆ
j
α(0)
]
. (45)
Finally, one can perform the so called secular approximation, which is an analogous to the rotating wave approximation
in order to remove the time-dependence in Eq. (44). Retaining only the terms with ω′ = ω is justified if the correlation
times of the spins system are much larger than the characteristic times of the correlation functions of the lattice. In
that case, for time variations where we appreciate a change of ρ the exponential in (44) oscillates very rapidly, so
they are averaged out. At the end, we obtain that the full time-evolution of the reduced density matrix of the spins
system (without taking into account the microwaves yet) reads
dρ
dt
= − i
~
[
HˆS, ρ
]
+ L[ρ] , (46)
with L the Lindblad super-operator that acts on the density matrix as follows:
L[•] =
∑
α=x,y,z
j,ω
Jj(ω)
(
Oˆjα,ω • Oˆj†α,ω −
1
2
{
Oˆj†α,ωOˆ
j
α,ω, •
})
, (47)
and all the role of the lattice is encoded in the spectral function
Jj(ω) =
∑
α=x,y,z
∫ ∞
−∞
ds eiωs Tr
lattice
[
ρlatt φˆ
j
α(s)φˆ
j
α(0)
]
. (48)
In the main text, we have substituted the sum over α and j in Eq. (47) by the sum over Oˆ ∈ O =
{Sˆx, Sˆy, Sˆz, Iˆx, Iˆy, Iˆz}. Note that the definition of the Lindblad super-operator strongly depends on the approach
that we follow, as the operators Oˆα,ω that enter in equation (46) are projected precisely onto the eigenstates of the
unperturbed Hamiltonian Hˆ0. In particular, when one implements the Zeeman approach, the evolution equation is
still given by (46), but the operators Oˆα,ω are projected onto the Zeeman basis.
VII. THE ROTATING FRAME AND THE ROTATING WAVE APPROXIMATION
The rotating wave approximation is one of the options to which we can turn in order to treat time-periodic
Hamiltonians like the microwave drive in (4). To do so, we consider a new frame of reference that is rotating around
the z-axis at the same frequency of the periodical Hamiltonian, ωMW. This can be expressed by writing a new state
|ψ(r) 〉 = eiSˆzωMWt/~ |ψ 〉 , (49)
which in the density matrix language reads:
ρ(r)(t) = Uˆ(t)ρ(t) Uˆ†(t) , (50)
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introducing the operator Uˆ(t) = eiSˆzωMWt/~. If we want to study the time-evolution of this recently introduced density
matrix, we simply apply the chain rule as
dρ(r)
dt
=
d
dt
[
Uˆ(t)ρ(t) Uˆ†(t)
]
= Uˆ(t)
dρ
dt
Uˆ†(t) + iωMW
[
Sˆz, ρ
(r)
]
. (51)
To compute this, we introduce the time-evolution of the density matrix from the main text in (8). We thus obtain
that
dρ(r)
dt
=− i
~
Uˆ(t)
[
HˆZ + Hˆhf + HˆMW, ρ
]
Uˆ†(t) + iωMW
[
Sˆz, ρ
(r)
]
+ Uˆ(t)L[ρ] Uˆ†(t)
=− i
~
[
HˆZ + Hˆhf − ~ωMWSˆz, ρ(r)
]
− i
~
Uˆ(t)
[
HˆMW, ρ
]
Uˆ†(t) + Uˆ(t)L[ρ] Uˆ†(t)
=− i
~
[
Hˆ
(r)
Z + Hˆhf, ρ
(r)
]
− i
~
[
Hˆ
(r)
MW, ρ
(r)
]
+ Uˆ(t)L[ρ] Uˆ†(t) . (52)
Here, in the first step, we took into account the fact that both HˆZ and Hˆhf commute with Uˆ(t). In the second step,
we took into account the fact that Uˆ(t)Uˆ†(t) = 1 and redefine the microwave Hamiltonian in the rotating frame as:
Hˆ
(r)
MW = Uˆ(t)HˆMW Uˆ
†(t) ≈ ~ω1Sˆx. (53)
Note that we have neglected the terms that oscillate with a frequency 2ωMW, as they are soon averaged out. Finally,
we want to see the action of the rotating frame on the Lindblad super-operator.
Uˆ(t)L[ρ] Uˆ†(t) (54)
It is clear that the only action of the rotating frame for the subset of super-operators acting on the nuclear spin (i.e.
LOˆnα,ω ) has as only role of projecting the static density matrix into the rotating frame, as the operators commute:
Uˆ(t)LOˆnα,ω [ρ]Uˆ
†(t) = LOˆnα,ω [ρ
(r)] , (55)
where the superscript n stands for nuclear spin. Additionally, we will prove that this is also the case for the super-
operators associated to the electron spin labeled with the superscript e. One can see that:
Uˆ(t) Oˆeα,±ω Uˆ
†(t) =
∑
n,m/
n−m=~ω
e±i(sz,n−szm)ωMWt |n 〉 〈n| Oˆeα |m 〉 〈m| . (56)
This translates to the fact that for any operator Oˆjα,ω we get
Uˆ(t)LOˆjα,ω [ρ] Uˆ†(t) = LOˆjα,ω
[
ρ(r)
]
, (57)
as in every term of the definition of the Lindbladian (9) we find the product Oˆjα,ωOˆ
j†
α,ω.
VIII. SCHRIEFFER-WOLF PERTURBATION THEORY FOR NON-HERMITIAN OPERATORS
In this appendix we develop the perturbation theory based on the Schrieffer-Wolf transformation. To be general we
assume to have a spin system composed by Nn nuclear spins and Ne electron spins. Consider the Liouville equation
for the density matrix, which takes the form
ρ˙ = Lρ = (L0 + V )[ρ] . (58)
From the mathematical point of view, this is a linear differential equation and ρ is a vector with N = 22(Ne+Nn)
components. As discussed in the text, L0 preserves the diagonal part of the density matrix ρ, which translates into
L0[|n 〉 〈n|] = 0 (59)
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where |n 〉 is an eigenstate of Hˆ0, which as discussed in the text can be Hˆ0 = HˆS (eigenstate-based approach) or
Hˆ0 = HˆZ (Zeeman-based approach). It is clear that for  = 0, each projector |n 〉 〈n| would be a stable stationary
state. For  6= 0 but small, we can derive an effective dynamics restricted to the eigenspace of L0 with 0-eigenvalue
G0 = Ker(L0 − λ01) . (60)
where we introduced λ0 = 0, to keep the treatment general to any eigenspace of L0. Note that L0 has a large
degeneracy, as dimG0 = 2Ne+Nn . Moreover, the validity of the expansion is quantified by
∆ = min
λ∈σ(L0)
λ 6=λ0
|λ− λ0|  ||V || (61)
and σ(L0) indicates the spectrum of L0: L0ρλ = λρλ. In other words, the perturbation V is assumed to be too
small to generate transition outside of the subspace G0; nevertheless, it can induce virtual transitions, which by going
outside and back inside G0, can generate an effective dynamics within the subspace.
To quantitatively compute the dynamics within G0, we use an analogous of the Schrieffer-Wolf transformation. The
idea behind this method is to consider a linear transformation ρ → Uρ. Under this transformation, the matrix L in
Eq. (58) is transformed as ULU−1. We look for a transformation U such that the subspace G0 remains decoupled
from the rest. Of course, if we were able to find the transformation U which completely diagonalizes L, we would
have decoupled G0 from all the other subspaces. But, the diagonalization of L is the hard problem that we want to
avoid, so we settle for the simpler requirement of decoupling G0 from the other subspaces, order by order in .
Let’s indicate with P the projector on the subspace G0 and Q = 1− P . We also introduce the projectors Pλ onto
all the other eigenspaces Gλ of L, such that PλGλ′ = δλ,λ′Gλ′ and∑
λ∈σ(L0)
Pλ = P +
∑′
λ
Pλ = P +Q = 1 . (62)
where we use the notation
∑′
to indicate the sum over all the eigenvalues but λ = λ0 = 0.
It is useful to set U = eiS and we then demand that
QeiS(L0 + V )e
−iSP = 0 , P eiS(L0 + V )e−iSQ = 0 , (63)
The effective operator Leff in the subspace G0 can then be written as
Leff = Pe
iSLe−iSP . (64)
This equation can be solved perturbatively in V , by writing S = S(0) + S(1) + . . .. At order zero, we trivially obtain
S(0) = 0 as QL0P = 0. In the following we will derive the subsequent orders.
At first order, we get the conditions that S(1) has to verify:
Q
(
i[S(1), L0] + V
)
P = 0 , P
(
i[S(1), L0] + V
)
Q = 0 . (65)
One can introduce an Ansatz for S(1) with the possible combinations of P and Pλ connected once by V :
S(1) =
∑′
λ
aλPλV P + bλPV Pλ (66)
and substitute it in Eq. (65) and using that PQ = PPλ = 0 for λ 6= λ0, it is easy to get the value of aλ and bλ. We
finally obtain:
S(1) =
∑′
λ
i
λ0 − λ (PλV P − PV Pλ) . (67)
In general the matrices S(j) are “off-diagonal”, in the sense that they connect the spaces G0 with the rest (and
vice-versa). It means that the matrix S(1) is already enough to obtain the effective operator at second order in .
Expanding the solution in Eq. (64), and after some algebra, we obtain the first order contribution to the effective
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operator:
L
(1)
eff = PV P +
∑′
λ
1
λ0 − λPV PλV P (68)
As anticipated in the main text, one has to get to the fourth order in the perturbation theory in order to obtain
the solid effect transitions. The procedure is analogous to the one discussed before, and the steps are detailed in the
following. At second order, the conditions in Eq. (63) lead to:
Q
(
i[S(2), L0] + i[S
(1), V ] + S(1)L0S
(1) − 1
2
{(S(1))2, L0}
)
P = 0 , (69a)
P
(
i[S(2), L0] + i[S
(1), V ] + S(1)L0S
(1) − 1
2
{(S(1))2, L0}
)
Q = 0 . (69b)
We easily see that the last two terms in (65) do not contribute as they do not connect G0 with the outside. As before,
we find the solution using introducing the Ansatz for S(2) (this time with the perturbation V acting twice):
S(2) =
∑′
λ
a0PV PV Pλ + a1PλV PV P +
∑′
λ,λ′
b0PV Pλ′V Pλ + b1PλV Pλ′V P (70)
in (69). Again one can obtain the coefficients a0, a1, b0, b1 and after simplifications compute the final expression for
Leff up to third order:
L
(2)
eff = −
∑′
λ
1
2(λ0 − λ)2 (PV PV PλV P + PV PλV PV P ) +
∑′
λ,λ′
PV PλV Pλ′V P
(λ0 − λ)(λ0 − λ′) (71)
The same procedure must be implemented one more time and, at third order, the conditions fixed by Eq. (63) read:
Q
(
i[S(3), L0] + i[S
(2), V ] + S(1)V S(1) − 1
2
{(S(1))2, V } − 1
2
{L0, {S(1), S(2)}}+ S(1)L0S(2)
+S(2)L0S
(1) +
i
2
((S(1))2L0S
(1) − S(1)L0(S(1))2)− i
6
[(S(1))3, L0]
)
P = 0 , (72a)
P
(
i[S(3), L0] + i[S
(2), V ] + S(1)V S(1) − 1
2
{(S(1))2, V } − 1
2
{L0, {S(1), S(2)}}+ S(1)L0S(2)
+S(2)L0S
(1) +
i
2
((S(1))2L0S
(1) − S(1)L0(S(1))2)− i
6
[(S(1))3, L0]
)
Q = 0 . (72b)
A new Ansatz up to third order for the form of S(3) is again introduced:
S(3) =
∑′
λ
a0PV PV PV Pλ + a1PλV PV PV P+
+
∑′
λ,λ′
b0PV PV Pλ′V Pλ + b1PV Pλ′V PV Pλ + b2Pλ′V PV PλV P + b3Pλ′V PλV PV P+
+
∑′
λ,λ′,λ′′
c0PV Pλ′′V Pλ′V Pλ + c1PV Pλ′′V Pλ′V Pλ (73)
and its coefficients can be determined by imposing (72). After several simplifications, one finally obtains
L
(3)
eff =
∑′
λ
1
2(λ0 − λ)3 (PV PV PV PλV P + PV PλV PV PV P ) +
∑′
λ,λ′,λ′′
PV PλV Pλ′V Pλ′′V P
(λ0 − λ)(λ0 − λ′)(λ0 − λ′′)
+
∑′
λ,λ′
−2λ0 + λ+ λ′
2(λ0 − λ)2(λ0 − λ′)2 (PV PV PλV Pλ
′V P + PV PλV Pλ′V PV P + PV PλV PV Pλ′V P ) (74)
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The final effective solution for the operator L is up to fourth order:
Leff = L
(1)
eff + L
(2)
eff + L
(3)
eff . (75)
As it is clear, at the fourth order, one obtains a large number of terms. For the sake of simplicity, we have kept for each
transition between a pair of eigenstates |n 〉 and |m 〉 the lowest order at which it does not vanish. For example, the
lattice-induced transitions can be simply obtained with the first order contribution PV P . The solid effect transitions,
on the contrary, must be obtained using Eq. (74).
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IX. TRANSITION RATES
In this appendix we summarize the different rates obtained using the lowest order of the perturbation theory
computed in the previous appendix.
• Transitions for the eigenstate-based approach:
The terms come straightforwardly from the first and second-order of the perturbation theory in Eqs. (30)
and (31), respectively. It is thanks to the mixing between the nuclear eigenstates in Eq. (23) that the solid-effect
transitions have a non-vanishing contribution.
W|0˜ 〉→|1˜ 〉 = W|2˜ 〉→|3˜ 〉 =
h(Ωn)
4T1,n
(1 + cos2 2ϕ) (76a)
W|1˜ 〉→|0˜ 〉 = W|3˜ 〉→|2˜ 〉 =
h(−Ωn)
4T1,n
(1 + cos2 2ϕ) (76b)
W|0˜ 〉→|2˜ 〉 = W|1˜ 〉→|3˜ 〉 =
h(ωe)
2T1,e
cos2 2ϕ+
ω21T2e cos
2 ϕ/2
1 + T 22e(ωe − ωMW)2
, (76c)
W|2˜ 〉→|0˜ 〉 = W|3˜ 〉→|1˜ 〉 =
h(−ωe)
2T1,e
cos2 2ϕ+
ω21T2e cos
2 ϕ/2
1 + T 22e(ωe − ωMW)2
, (76d)
W|0˜ 〉→|3˜ 〉 =
h(ωe + Ωn)
2T1,e
sin2 2ϕ+
ω21T2e sin
2 2ϕ/2
1 + T 22e(ωe + Ωn − ωMW)2
, (76e)
W|3˜ 〉→|0˜ 〉 =
h(−ωe − Ωn)
2T1,e
sin2 2ϕ+
ω21T2e sin
2 2ϕ/2
1 + T 22e(ωe + Ωn − ωMW)2
, (76f)
W|1˜ 〉→|2˜ 〉 =
h(ωe − Ωn)
2T1,e
sin2 2ϕ+
ω21T2e sin
2 2ϕ/2
1 + T 22e(ωe − Ωn − ωMW)2
, (76g)
W|2˜ 〉→|1˜ 〉 =
h(−ωe + Ωn)
2T1,e
sin2 2ϕ+
ω21T2e sin
2 2ϕ/2
1 + T 22e(ωe − Ωn − ωMW)2
, (76h)
• Transitions for the Zeeman approach:
All terms, except for the solid effect double-quantum and zero-quantum transitions (|3 〉 → |0 〉 , |0 〉 → |3 〉 , |1 〉 →
|2 〉 , |2 〉 → |1 〉), can be obtained as in the previous case using the first and second order in the perturbation
theory of Eqs. (30) and (31). In contrast, the second order contribution for the solid-effect transitions vanishes
due to the orthogonality of electron and nuclear eigenstates. It’s computation requires to go up to the fourth
order of the Schrieffer-Wolf perturbation theory developed in appendix VIII, that we find in Eq. (74).
W|0 〉→|1 〉 = W|2 〉→|3 〉 =
h(ωn)
2T1,n
+
A2T2n/8
1 + T 22nω
2
n
(77a)
W|1 〉→|0 〉 = W|3 〉→|2 〉 =
h(−ωn)
2T1,n
+
A2T2n/8
1 + T 22nω
2
n
(77b)
W|0 〉→|2 〉 = W|1 〉→|3 〉 =
h(ωe)
2T1,e
+
ω21T2e
1 + T 22e(ωe − ωMW)2
, (77c)
W|2 〉→|0 〉 = W|3 〉→|1 〉 =
h(−ωe)
2T1,e
+
ω21T2e
1 + T 22e(ωe − ωMW)2
, (77d)
W|0 〉→|3 〉 = W|3 〉→|0 〉 =
A2T2eω
2
1
16ωn
(
1
1 + T 22e(ωe − ωMW)2
+
2
1 + T 22e(ωe + ωn − ωMW)2
)
, (77e)
W|1 〉→|2 〉 = W|2 〉→|1 〉 =
A2T2eω
2
1
16ωn
(
1
1 + T 22e(ωe − ωMW)2
+
2
1 + T 22e(ωe − ωn − ωMW)2
)
(77f)
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• Transitions for the Zeeman-based approach - projected on the exact eigenstates:
Here we perform the Hilbert projection of the Lindbladian in the Zeeman approach (i.e. with the spectral
operators in Eq. (11)) onto the basis of the exact eigenstates of the system. The only difference with the
transitions in the in fully eigenstate-based approach of Eqs. (76) is the presence of a term analogous to the
leakage that induces transitions between the mixed nuclear states.
W|0˜ 〉→|1˜ 〉 = W|2˜ 〉→|3˜ 〉 =
h(Ωn)
4T1,n
(1 + cos2 2ϕ) +
sin2 2ϕ
4T2,n
(78a)
W|1˜ 〉→|0˜ 〉 = W|3˜ 〉→|2˜ 〉 =
h(−Ωn)
4T1,n
(1 + cos2 2ϕ) +
sin2 2ϕ
4T2,n
(78b)
W|0˜ 〉→|2˜ 〉 = W|1˜ 〉→|3˜ 〉 =
h(ωe)
2T1,e
cos2 2ϕ+
ω21T2e cos
2 ϕ/2
1 + T 22e(ωe − ωMW)2
, (78c)
W|2˜ 〉→|0˜ 〉 = W|3˜ 〉→|1˜ 〉 =
h(−ωe)
2T1,e
cos2 2ϕ+
ω21T2e cos
2 ϕ/2
1 + T 22e(ωe − ωMW)2
, (78d)
W|0˜ 〉→|3˜ 〉 =
h(ωe + Ωn)
2T1,e
sin2 2ϕ+
ω21T2e sin
2 2ϕ/2
1 + T 22e(ωe + Ωn − ωMW)2
, (78e)
W|3˜ 〉→|0˜ 〉 =
h(−ωe − Ωn)
2T1,e
sin2 2ϕ+
ω21T2e sin
2 2ϕ/2
1 + T 22e(ωe + Ωn − ωMW)2
, (78f)
W|1˜ 〉→|2˜ 〉 =
h(ωe − Ωn)
2T1,e
sin2 2ϕ+
ω21T2e sin
2 2ϕ/2
1 + T 22e(ωe − Ωn − ωMW)2
, (78g)
W|2˜ 〉→|1˜ 〉 =
h(−ωe + Ωn)
2T1,e
sin2 2ϕ+
ω21T2e sin
2 2ϕ/2
1 + T 22e(ωe − Ωn − ωMW)2
, (78h)
