Computing interior eigenvalues and corresponding eigenvectors of definite matrix pairs by Miloloža Pandur, Marija
PRIRODOSLOVNO - MATEMATICˇKI FAKULTET
MATEMATICˇKI ODSJEK
Marija Miloloža Pandur
RACˇUNANJE UNUTARNJIH
SVOJSTVENIH VRIJEDNOSTI I
SVOJSTVENIH VEKTORA DEFINITNIH
MATRICˇNIH PAROVA
DOKTORSKI RAD
Zagreb, 2016.
FACULTY OF SCIENCE
DEPARTMENT OF MATHEMATICS
Marija Miloloža Pandur
COMPUTING INTERIOR EIGENVALUES
AND CORRESPONDING
EIGENVECTORS OF DEFINITE MATRIX
PAIRS
DOCTORAL THESIS
Zagreb, 2016
PRIRODOSLOVNO - MATEMATICˇKI FAKULTET
MATEMATICˇKI ODSJEK
Marija Miloloža Pandur
RACˇUNANJE UNUTARNJIH
SVOJSTVENIH VRIJEDNOSTI I
SVOJSTVENIH VEKTORA DEFINITNIH
MATRICˇNIH PAROVA
DOKTORSKI RAD
Mentori:
Dr. Krešimir Veselic´, prof. emer., Sveucˇilište u Hagenu
dr.sc. Ninoslav Truhar, red. prof., Sveucˇilište u Osijeku
Zagreb, 2016.
FACULTY OF SCIENCE
DEPARTMENT OF MATHEMATICS
Marija Miloloža Pandur
COMPUTING INTERIOR EIGENVALUES
AND CORRESPONDING
EIGENVECTORS OF DEFINITE MATRIX
PAIRS
DOCTORAL THESIS
Supervisors:
Dr. Krešimir Veselic´, professor emeritus, University of Hagen
Dr. Ninoslav Truhar, full professor, University of Osijek
Zagreb, 2016
Mojim kc´erima Sari i Klari
Zahvala
Na pocˇetku, zˇelim se zahvaliti mentoru profesoru emeritusu Kresˇimiru Veselic´u na
poticanju tijekom izrade disertacije, na nesebicˇnoj pomoc´i i idejama u znanstvenom radu.
Zahvaljujem mu se na prenesenom znanju, posvec´enom vremenu i strpljenju.
Zahvaljujem se mentoru profesoru Ninoslavu Truharu na savjetima, poticanju i raspra-
vama u znanstvenom radu.
Iskreno se zahvaljujem profesoru Danielu Kressneru na gostoprimstvu u Laussani, na
prenesenom znanju i poticanju te kolegi Meiyue Shao na strpljivosti. Zahvalna sam im
zbog nasˇeg zajednicˇkog znanstvenog rada.
Zahvaljujem se docentima Tomislavu Marosˇevic´u, Zoranu Tomljanovic´u i Ivani Kuz-
manovic´ na pomoc´i i savjetima tijekom mog doktorskog studija. Iskreno se zahvaljujem
kolegicama Suzani Miodragovic´ i Ljiljani Primorac Gajcˇic´ te docentici Dragani Jankov
Masˇirevic´, na svesrdnoj podrsˇci i poticanju.
Zahvaljujem se svim zaposlenicima Odjela za matematiku Sveucˇiliˇsta u Osijeku koji
su na bilo koji nacˇin doprinijeli mom znanstvenom radu.
Iskreno se zahvaljujem profesorici Franc¸oise Tisseur, profesoru Ren-Cang Liju, te
kolegici Suzani Miodragovic´ na proslijed¯enim Matlab kodovima, te profesoru Kresˇimiru
Veselic´u na proslijed¯enim kodovima u Pascalu. Time su mi usˇtedjeli mnogo vremena.
Tijekom izrade ove doktorske disertacije podrsˇku i pomoc´ su mi pruzˇili mnogi prijatelji
i kolege cˇija imena nisam navela, a kojima sam neizmjerno zahvalna.
Ponajviˇse se zahvaljujem svome muzˇu Ivanu koji me je cijelo vrijeme poticao te mojim
kc´erima Sari i Klari koje su pusˇtale mamu da “ucˇi matematiku” i da “opet ide na kompjuter.”
Neizmjerno hvala mojim roditeljima Ruzˇici i Anti, brac´i Hrvoju i Mateju, te Saneli i Mati
koji su toliko puta cˇuvali moje kc´eri.
Na kraju, zahvaljujem se dragom Bogu sˇto je jedno iznimno tesˇko razdoblje moga
zˇivota zavrsˇilo, puno neizvjesnosti i borbe. Kroz moj doktorski studij i izradu doktorske
disertacije naucˇila sam da zaista “Sve ima svoje doba i svaki posao pod nebom svoje
vrijeme” (Propovjednik 3,1).
i
Sazˇetak
Kljucˇne rijecˇi: indefinitan matricˇni par; definitan matricˇni par; definitan interval;
definitan pomak; unutarnje svojstvene vrijednosti; svojstveni vektori; matrica
prekondicioniranja; indefinitne PSD i BPSD metode; indefinitne LOPCG i LOBPCG
metode.
U prvom dijelu ove disertacije predstavljamo nove algoritme koji za dani hermitski
matricˇni par (A,B) ispituju je li on pozitivno definitan, u smislu da postoji realan broj λ0
takav da je matrica A−λ0B pozitivno definitna. Skup svih takvih λ0 cˇini otvoreni interval
koji zovemo definitan interval, a bilo koji takav λ0 zovemo definitan pomak. Najjednostav-
niji algoritmi ispitivanja koje predlazˇemo temelje se na ispitivanju glavnih podmatrica reda
1 ili 2. Takod¯er razvijamo efikasniji algoritam ispitivanja potprostora uz pretpostavku
indefinitnosti matrice B. Taj se algoritam temelji na iterativnom ispitivanju malih gusto
popunjenih komprimiranih parova koji nastaju koriˇstenjem test-potprostora malih dimen-
zija, a predlazˇemo i ubrzanje samog algoritma. Algoritam ispitivanja potprostora posebno
je pogodan za velike rijetko popunjene vrpcˇaste matricˇne parove, a mozˇe se primijeniti u
ispitivanju hiperbolnosti kvadratnog svojstvenog problema.
U drugom dijelu ove disertacije za dani pozitivno definitni matricˇni par (A,B) reda
n s indefinitnom matricom B konstruiramo nove algoritme minimizacije traga funkcije
f(X) = XHAX uz uvjet XHBX = diag(Ik+ ,−Ik−) gdje je X ∈ Cn×(k++k−), 1 ≤ k+ ≤ n+,
1 ≤ k− ≤ n− i (n+, n−, n0) inercija matrice B. Predlazˇemo opc´i indefinitni algoritam, te
razvijamo efikasne algoritme prekondicioniranih gradijentnih iteracija koje smo nazvali
indefinitna m-shema. Stoga metode indefinitne m-sheme za dani pozitivno definitni par i
jedan ili dva definitna pomaka (koji se mogu dobiti algoritmom ispitivanja potprostora)
istovremeno racˇunaju manji broj unutarnjih svojstvenih vrijednosti oko definitnog inter-
vala i pridruzˇene svojstvene vektore. Takod¯er, dajemo ideje kako racˇunati manji broj
svojstvenih vrijednosti oko bilo kojeg broja unutar rubova spektra, a izvan definitnog
intervala, i pridruzˇenih svojstvenih vektora, danog pozitivno definitnog matricˇnog para
koristec´i pozitivno definitnu matricu prekondicioniranja. Algoritmi su posebno pogodni
za velike rijetko popunjene matricˇne parove.
Nizom numericˇkih eksperimenata pokazujemo efikasnost samih algoritama ispitivanja i
algoritama racˇunanja unutarnjih svojstvenih vrijednosti i pridruzˇenih svojstvenih vektora.
Efikasnost nasˇih metoda uspored¯ujemo s nekim postojec´im metodama.
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Summary
Keywords: indefinite matrix pair; definite matrix pair; definiteness interval; definitizing
shift; inner eigenvalues; eigenvectors; preconditioner; indefinite PSD and BPSD methods;
indefinite LOPCG and LOBPCG methods.
The generalized eigenvalue problem (GEP) for given matrices A,B ∈ Cn×n is to find
scalars λ and nonzero vectors x ∈ Cn such that
Ax = λBx. (1)
The pair (λ, x) is called an eigenpair, λ is an eigenvalue and x corresponding eigenvector.
GEP (1) where A and B are both Hermitian, or real symmetric, occurs in many applicati-
ons of mathematics. Very important case is when B (and A) is positive definite (appearing,
e.g., in the finite element discretization of self-adjoint and elliptic PDE-eigenvalue pro-
blem [25]). Another very important case is when B (and A) is indefinite, but the matrix
pair (A,B) is definite, meaning, there exist real numbers α, β such that the matrix αA+βB
is positive definite (appearing, e.g., in mechanics [83] and computational quantum che-
mistry [4]). Many theoretical properties (variational principles, perturbation theory, etc.)
and eigenvalue solvers for Hermitian matrix are extended to definite matrix pairs [64, 79,
83]. A Hermitian matrix pair (A,B) is called positive (negative) definite if there exists a
real λ0 such that A− λ0B is positive ( negative) definite. The set of all such λ0 is an open
interval called the definiteness interval [83], and any such λ0 will be called definitizing
shift.
In the first part of this thesis we propose new algorithms for detecting definite Hermitian
matrix pairs (A,B). The most simple algorithms we propose are based on testing the
main submatrices of order 1 or 2. These algorithms do not have to give a final answer
about (in)definiteness of the given pair, so we develop a more efficient subspace algorithm
assuming B is indefinite. Our subspace algorithm for detecting definiteness is based on
iterative testing of small full compressed matrix pairs formed using test-subspaces of small
dimensions. It is generalization of the method of coordinate relaxation proposed in [36,
Section 3.6]. We also propose acceleration of the subspace algorithm in a way that certain
linear systems must be solved in every or in some iteration steps. If the matrix pair is
definite, the subspace algorithm detects if it is positive or negative definite and returns
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one definitizing shift. The subspace algorithm is particulary suited for large, sparse and
banded matrix pairs, and can be used in testing hyperbolicity of a Hermitian quadratic
matrix polynomial. Numerical experiments are given which illustrate efficiency of several
variants of our subspace algorithm and comparison is made with an arc algorithm [19, 17,
29].
In the second part of this thesis we are interested in solving partial positive definite
GEP (1) where B (and A) is indefinite (both A and B can be singular). Specifically, we are
interested in iterative algorithms which will compute a small number of eigenvalues closest
to the definiteness interval and corresponding eigenvectors. These algorithms are based
on trace minimization property [41, 49]: find the minimum of the trace of the function:
f(X) := XHAX such that XHBX = diag(Ik+ ,−Ik−)
where X ∈ Cn×(k++k−), 1 ≤ k+ ≤ n+, 1 ≤ k− ≤ n− and (n+, n−, n0) is the inertia of B.
The class of algorithms we propose will be preconditioned gradient type iteration, suitable
for large and sparse matrices, previously studied for the case with A and/or B are known
to be positive definite (for a survey of preconditioned iterations see [3, 39]). In the recent
paper [42] an indefinite variants of LOBPCG algorithm [40] were suggested. The authors
of [42] were not aware of any other preconditioned eigenvalue solver tailored to definite
matrix pairs with indefinite matrices. In this thesis we propose some new preconditioned
eigenvalue solvers suitable for this case, which include truncated and extended versions of
indefinite LOBPCG from [42]. Our algorithms use one or two definitizing shifts. For the
truncated versions of indefinite LOBPCG, which we call indefinite BPSD/A, we derive
a sharp convergence estimates. Since for the LOBPCG type algorithms there are still
no sharp convergence estimates, estimates derived for BPSD/A type methods serve as
an upper (non-sharp) convergence estimates. We also devise some possibilities of using
our algorithms to compute a modest number of eigenvalues around any spectral gap of a
definite matrix pair (A,B). Numerical experiments are given which illustrate efficiency
and some limitations of our algorithms.
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Uvod
Generalizirani svojstveni problem (GSP) za dane matrice A,B ∈ Cn×n sastoji se u
trazˇenju skalara λ i nenul vektora x ∈ Cn takvih da vrijedi
Ax = λBx. (2)
Par (λ, x) zove se svojstveni par, λ je svojstvena vrijednost i x je pridruzˇeni svojstveni
vektor. GSP (2) gdje su obje matrice A i B hermitske ili realne simetricˇne, pojavljuju se u
mnogim primjenama matematike. Vrlo je vazˇan slucˇaj kada je B (i A) pozitivno definitna
(takvi se pojavljuju npr. u diskretizaciji konacˇnim elementima svojstvenog problema samo-
adjungiranog i elipticˇkog parcijalno diferencijalnog operatora [25]). Drugi vrlo vazˇan slucˇaj
je kada je B (i A) indefinitna, ali je matricˇni par (A,B) definitan, u smislu, da postoje
realni brojevi α, β takvi da je matrica αA+ βB pozitivno definitna (takvi se pojavljuju
npr. u mehanici [83] i racˇunalnoj kvantnoj kemiji [4]).
Pozitivno (negativno) definitni matricˇni par (A,B) je par kompleksnih hermitskih ili
realnih simetricˇnih kvadratnih matrica takvih da postoji realan broj λ0 sa svojstvom da je
A− λ0B pozitivno (negativno) definitna. Skup svih takvih λ0 cˇini otvoreni interval koji
zovemo definitan interval, a bilo koji takav λ0 zovemo definitan pomak. Takvi matricˇni
parovi mogu se istovremeno dijagonalizirati transformacijom kongruencije te imaju realne
svojstvene vrijednosti podijeljene u dva disjunktna podskupa definitnim intervalom.
Teorijska svojstva pozitivno definitnih matricˇnih parova se intenzivno istrazˇuju. Mnoga
teorijska svojstva (varijacijski principi, perturbacijska teorija, itd.) i metode za rjesˇavanje
svojstvenog problema jedne hermitske matrice su prosˇirene na definitne matricˇne parove
(v. npr. [64, 79, 83]). Stewart u svom radu iz 1979. daje minimaksne karakterizacije
svojstvenih vrijednosti (Courant-Fisherov minmax princip). U radu [41] Kovacˇ-Striko
i Veselic´ 1995. dokazuju Cauchyjevo svojstvo ispreplitanja svojstvenih vrijednosti za
glavne podmatrice, nadalje, daju karakterizaciju realnih simetricˇnih pozitivno definitnih
matricˇnih parova preko minimizacije traga funkcije
f(X) = XTAX uz uvjet XTBX = diag(Ik+ ,−Ik−) (3)
gdje je X ∈ Rn×(k++k−), k+ ≤ n+, k− ≤ n− te (n+, n−, 0) inercija matrice B (teorem
Ky-Fanovog tipa). Njihov rad prosˇiruju 2012. X.Liang, R.-C.Li i Z.Bai [49] na hermitski
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slucˇaj, gdje je dopusˇteno da je B neinvertibilna i da je matricˇni par (A,B) singularan
(det(A− λB) = 0 za sve kompleksne λ). Takod¯er, vrijede teoremi Wielandtovog tipa [55]
(sup inf karakterizacija nekoliko svojstvenih vrijednosti). U svojoj doktorskoj disertaciji [36,
Odjeljak 3.6] Keller je 1994. predlozˇila metodu koordinatne relaksacije za ispitivanje defi-
nitnosti danog simetricˇnog matricˇnog para (A,B) koja se temelji na minimizaciji funkcije
f iz (3) i to za k+ = k− = 1. Ukoliko je par definitan, njezina metoda racˇuna rubove
definitnog intervala. Miodragovic´ je 2014. u svojoj disertaciji [53] predstavila relativne per-
turbacijske ocjene za rotaciju svojstvenih potprostora definitnih matricˇnih parova (A,B)
s indefinitnim invertibilnim matricama A i B.
Ciljevi ovog istrazˇivanja su:
• predlozˇiti nove algoritme ispitivanja definitnosti danog hermitskog matricˇnog para;
• predlozˇiti algoritme istovremenog racˇunanja manjeg broja svojstvenih vrijednosti oko
definitnog intervala i pridruzˇenih svojstvenih vektora pozitivno definitnog matricˇnog
para temeljenih na principu minimizacije traga;
• prilagoditi jednu klasu algoritama prekondicioniranih gradijentnih iteracija (koji
djeluju u standardnom skalarnom produktu) na indefinitnu klasu algoritama prekon-
dicioniranih gradijentnih iteracija (koji djeluju u indefinitnom skalarnom produktu);
• predlozˇiti transformaciju danog definitnog para u pomoc´ni radi dobivanja svojstvenih
vrijednosti oko proizvoljnog broja (eng. shift) unutar rubova spektra koristec´i neki
indefinitni algoritam predlozˇen gore;
• poopc´iti algoritme 4DBSD iz [67] i LOB4DPCG iz [5] koji istovremeno racˇunaju ne-
koliko najmanjih pozitivnih svojstvenih vrijednosti i pridruzˇenih svojstvenih vektora
produktnog svojstvenog problema.
U prvom dijelu disertacije predlazˇemo nove algoritme koji za dani hermitski matricˇni
par (A,B) ispituju je li on definitan ili nije. Najjednostavniji algoritmi ispitivanja koje
predlazˇemo temelje se na ispitivanju dijagonalnih elemenata danog matricˇnog para, te na
ispitivanju glavnih podmatrica reda 2. Ti algoritmi ne moraju dati konacˇan odgovor o
(in)definitnosti para, pa razvijamo efikasniji algoritam potprostora uz pretpostavku indefi-
nitnosti matrice B. Algoritam ispitivanja potprostora temelji se na iterativnom ispitivanju
malih gusto popunjenih komprimiranih parova koji nastaju koriˇstenjem test-potprostora
malih dimenzija. Test-potprostori se iteriraju tako da osiguravaju odred¯enu monotonost
koja garantira zavrsˇenje ispitivanja u konacˇno mnogo koraka. Algoritmom potprostora
generaliziramo Kellerinu metodu koordinatne relaksacije tako sˇto povec´avamo dimenziju
test-potprostora, a za provjeru definitnosti komprimiranog para na tom potprostoru ko-
ristimo Veselic´ev J-Jacobijev algoritam [82]. Ukoliko neki mali komprimirani par nije
2
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definitan, nije definitan ni zadani matricˇni par, a ukoliko jest, prelazi se na neki novi
mali komprimirani par. Za provjeru npr. pozitivne definitnosti zadanog para ne moramo
nuzˇno odrediti definitni interval, nego u nasˇoj iterativnoj metodi uzimajuc´i sredinu µ
trenutnog radnog intervala, tj. intervala koji je nastao presjekom svih do sada izracˇunatih
definitnih intervala komprimiranih parova, provjeravamo je li A− µB pozitivno definitna.
Ako uvjet definitnosti vrijedi, par (A,B) je pozitivno definitan i µ je neki definitni pomak
te zaustavljamo metodu, a ako nije, nastavljamo dalje s novim test-potprostorom. Ukoliko
je par definitan, algoritam potprostora naznacˇuje je li on pozitivno ili negativno defini-
tan. Takod¯er, predlazˇemo ubrzanje samog algoritma potprostora koje zahtjeva rjesˇavanje
linearnog sustava u svim ili samo nekim iteracijskim koracima. Algoritam potprostora
je posebno pogodan za velike rijetko popunjene i vrpcˇaste matricˇne parove, a mozˇe se
primijeniti u ispitivanju hiperbolnosti kvadratnog svojstvenog problema (v. Odjeljak 1.2.6)
koji se pojavljuje npr. u mehanici.
U svrhu odred¯ivanja najmanjih ili najvec´ih svojstvenih vrijednosti i svojstvenih vek-
tora hermitskih matricˇnih parova najcˇesˇc´e se koristi metoda potencija, metoda inverznih
iteracija, metoda najbrzˇeg spusta/rasta, Lanczosova metoda, itd. Da bi se te metode ubr-
zale, koristi se prekondicioniranje. Postoji mnosˇtvo ruske literature o prekondicioniranju
svojstvenog problema (usp. literaturu u [39]). Bradbury i Fletcher su 1966. predlozˇili
metode konjugiranih gradijenata (CG) za svojstveni problem, a od 1979. nastaju razlicˇite
verzije istih. Ruhe i Wiberg su 1970.-tih koristili SOR i metode CG u trazˇenju svojstvenih
vrijednosti. Otprilike u isto vrijeme, kvantni kemicˇari, ukljucˇujuc´i Davidsona, razvijaju
korekcijske metode za njihove velike simetricˇne matrice [20]. Kasnije Scott prepoznaje da
je Davidsonov pristup vrsta prekondicioniranja i 1986. poopc´uje njegovu metodu. Sleijpen
i van der Vorst 2000. u radu [77] razvijaju Jacobi-Davidsonovu metodu. Knyazev 1991. u
radu [38] predlazˇe lokalno optimalnu metodu prekondicioniranih konjugiranih gradijenata
(LOPCG) te 1998. njezinu blok verziju (LOBPCG) u radu [39]. Bai i Li 2012.-2013.
predlazˇu algoritam LOBPCG tipa za matricˇni produkt [4, 5]. Taj je rad 2013. inspirirao
rad Kressnera, Shaoa i mene koji poopc´ava njihovu metodu i koji radi s indefinitnim
matricama [42]. Prekondicionirane metode, u odnosu na neprekondicionirane, se koriste
u svojstvenim problemima ako se mogu konstruirati efikasne matrice prekondicioniranja
te ako se trazˇi mali broj svojstvenih vrijednosti i ujedno njihovi svojstveni vektori. Klasa
mrezˇnih svojstvenih problema koji dolaze iz problema diskretizacije elipticˇkog parcijalnog
diferencijalnog operatora iz matematicˇke fizike su prakticˇan primjer klase svojstvenih
problema u kojima su prekondicionirane metode vec´ vrlo dobro razvijene (geometrijske i
algebarske multigridne matrice prekondicioniranja).
Neki od postojec´ih algoritama za rjesˇavanje definitnog djelomicˇnog ili potpunog ge-
neraliziranog svojstvenog problema (2) koji rade s indefinitnim skalarnim produktom
induciranim s indefinitnom B su indefinitni Jacobijevi algoritmi [31, 82], metoda Rayleig-
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hjevog kvocijenta [45] i indefinitne Lanczosove metode [3, 45].
U drugom dijelu ove disertacije za dani pozitivno definitni matricˇni par (A,B) reda n
s indefinitnom B konstruiramo nove algoritme minimizacije traga funkcije
f(X) = XHAX uz uvjet XHBX = diag(Ik+ ,−Ik−) (4)
gdje je X ∈ Cn×(k++k−), 1 ≤ k+ ≤ n+, 1 ≤ k− ≤ n− te (n+, n−, n0) inercija matrice
B. Predlazˇemo iterativne algoritme koji racˇunaju manji broj unutarnjih svojstvenih vri-
jednosti oko definitnog intervala i pridruzˇene svojstvene vektore. Klasa algoritama koje
predlazˇemo su prekondicionirane gradijentne iteracije, pogodne za velike rijetko popunjene
matricˇne parove. Ti algoritmi su prethodno izvedeni za slucˇaj kada su A i/ili B pozitivno
definitne (za pregled prekondicioniranih iteracija vidjeti [3, 39]). U nedavnom radu [42] je
predlozˇena indefinitna varijanta LOBPCG algoritma [40]. Autori rada [42] nisu upoznati
niti s jednim drugim algoritmom koji koristi matricu prekondicioniranja za rjesˇavanje
svojstvenog problema definitnog matricˇnog para s indefinitnim matricama. Stoga u ovoj
disertaciji predlazˇemo neke nove algoritme koji koriste matricu prekondicioniranja po-
godne za nasˇ slucˇaj, koji ukljucˇuju skrac´ene i prosˇirene verzije indefinitnog LOBPCG-a
iz [42]. Za jednostavnije metode dajemo konvergencijske teoreme i asimptotske ocjene
brzine konvergencije.
Nizom numericˇkih eksperimenata pokazujemo efikasnost samih algoritama ispitivanja i
algoritama racˇunanja unutarnjih svojstvenih vrijednosti i pridruzˇenih svojstvenih vektora.
Doprinosi doktorske disertacije
1. Izveden je novi efikasan algoritam za ispitivanje je li dani par velikih rijetko popu-
njenih hermitskih matrica definitan ili nije. Obicˇno se indefinitnost danog matricˇnog
para otkrije nakon samo nekoliko iteracija. Ukoliko je dani matricˇni par definitan,
algoritam vrac´a jedan definitan pomak. Takod¯er, predlozˇeno je jednostavno ispi-
tivanje definitnosti pomoc´u glavnih podmatrica reda 1 ili 2 koje mozˇe vrlo brzo
ustanoviti indefinitnost danog matricˇnog para.
2. Predlozˇen je opc´i indefinitan algoritam iz kojega se mogu izvesti specijalizirani algo-
ritmi za odred¯ivanje manjeg broja unutarnjih svojstvenih vrijednosti i pridruzˇenih
svojstvenih vektora pozitivno definitnih matricˇnih parova.
3. Konstruirani su novi efikasni algoritmi za odred¯ivanje manjeg broja unutarnjih svoj-
stvenih vrijednosti i pridruzˇenih svojstvenih vektora pozitivno definitnih matricˇnih
parova, koristec´i prekondicionirane gradijentne iteracije s pozitivno definitnim matri-
cama prekondicioniranja. Matrice prekondicioniranja zahtjevaju poznavanje barem
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jednog definitnog pomaka. Takod¯er, predlozˇeno je ubrzanje u vidu koriˇstenja dvije
matrice prekondicioniranja.
4. Gore opisani algoritmi primjenjuju se za ispitivanje hiperbolnosti kvadratnog svoj-
stvenog problema, i u pozitivnom slucˇaju, na odred¯ivanje unutarnjih svojstvenih
vrijednosti i svojstvenih vektora.
Neki od predlozˇenih algoritama u ovoj disertaciji nalaze se u cˇlancima:
◦ D. Kressner, M. Milolozˇa Pandur, M. Shao, ’An indefinite variant of LOBPCG for
definite matrix pencils’, Numer. Algorithms, 66(4):681-703, 2014.
◦ M. Milolozˇa Pandur, ’Preconditioned gradient iterations for the eigenproblem of
definite matrix pairs’, poslan u cˇasopis ETNA.
Pregled doktorskog rada po poglavljima
Prvo poglavlje naslovljeno ”Pregled osnovne teorije” prezentira osnovne teorijske re-
zultate koji su teorijska podloga za izvod¯enje i razumijevanje novih algoritama koje
predlazˇemo u nastavku disertacije. Neki teorijski rezultati su novi.
U drugom poglavlju naslovljenom ”Ispitivanje definitnosti hermitskog matricˇnog para”
predlozˇeni su novi jednostavni algoritmi ispitivanja (in)definitnosti danog hermitskog
matricˇnog para bazirani na ispitivanju glavnih podmatrica reda 1 ili reda 2. Oni su
opisani u Odjeljku 2.2.1. U Odjeljku 2.2.2 predlazˇemo novi algoritam ispitivanja koji smo
nazvali algoritam potprostora. Nizom numericˇkih eksperimenata uspored¯ujemo efikasnost
nasˇih algoritama s tzv. lucˇnim algoritmom [19, 17, 29].
U trec´em poglavlju naslovljenom ”Racˇunanje unutarnjih svojstvenih vrijednosti i svoj-
stvenih vektora definitnih matricˇnih parova” predlazˇemo algoritme koji za dani pozitivno
definitni matricˇni par (A,B) reda n s indefinitnom B istovremeno racˇunaju manji broj
unutarnjih svojstvenih vrijednosti oko definitnog intervala i pridruzˇenih svojstvenih vek-
tora. Opc´i indefinitni algoritam predlazˇemo u Potpoglavlju 3.1, dok u Potpoglavlju 3.2
razvijamo efikasne algoritme prekondicioniranih gradijentnih iteracija koje smo nazvali
indefinitna m-shema. Nadalje, specijaliziramo indefinitnu 3-shemu za produktni svojstveni
problem u Potpoglavlju 3.3 te ga uspored¯ujemo s algoritmom LOB4DPCG [5]. Na kraju,
u Potpoglavlju 3.4 dajemo ideje kako racˇunati manji broj svojstvenih vrijednosti oko
bilo kojeg broja unutar rubova spektra, a izvan definitnog intervala, i pridruzˇenih svoj-
stvenih vektora, danog pozitivno definitnog matricˇnog para koristec´i pozitivno definitnu
matricu prekondicioniranja. Numericˇkim eksperimentima na kraju zadnja tri potpoglavlja
ilustriramo efikasnost predlozˇenih algoritama.
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Oznake
U ovoj se disertaciji koriste sljedec´e oznake:
‖x‖2 euklidska norma vektora x;
‖A‖2 spektralna norma matrice A;
κ(A) uvjetovanost matrice A u spektralnoj normi;
‖A‖∞ maksimalna retcˇana norma matrice A;
C (R) skup kompleksnih (realnih) brojeva;
Cn (Rn) skup kompleksnih (realnih) n-dimenzionalnih vektora;
Cn×p (Rn×p) skup kompleksnih (realnih) n× p-dimenzionalnih matrica;
AH konjugirano transponirana matrica matrice A;
AT transponirana matrica matrice A;
I (In) jedinicˇna matrica (reda n);
diag {±1 } dijagonalna matrica s ± jedinicama na dijagonali nekim redom;
diag(d1, . . . , dn) dijagonalna matrica s elementima d1, . . . , dn na dijagonali, tim redom;
diag(A,B) blok-dijagonalna matrica s blokovima A,B, tim redom;
spanX prostor stupaca matrice X;
rangA rang matrice A;
aij , A(i, j) (i, j)-ti element matrice A;
A(:, j) j-ti stupac matrice A;
A(i, :) i-ti redak matrice A;
A(1 : i, 1 : j) i sl. podmatrica matrice A nastala presjekom prvih i-redaka i prvih j-stupaca;
σ(A) spektar, tj. skup svih svojstvenih vrijednosti matrice A;
σ(A,B) spektar, tj. skup svih svojstvenih vrijednosti matricˇnog para (A,B);
λmin (λmax) najmanja (najvec´a) svojstvena vrijednost hermitske matrice A;
tr(A) trag matrice A;
In(B) := (n+, n−, n0) inercija hermitske matrice B, tj. trojka koja sadrzˇi broj
pozitivnih, negativnih, i nul svojstvenih vrijednosti matrice B,
tim redom;
In+(B) := n+ broj pozitivnih svojstvenih vrijednosti hermitske matrice B;
In−(B) := n− broj negativnih svojstvenih vrijednosti hermitske matrice B;
A  0 matrica A je pozitivno definitna;
A ≺ 0 matrica A je negativno definitna.
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Pregled osnovne teorije
U ovom poglavlju dajemo pregled osnovnih teorijskih rezultata koji su teorijska podloga
za izvod¯enje i razumijevanje algoritma ispitivanja definitnosti hermitskog matricˇnog para
predlozˇenog u Poglavlju 2 i algoritama racˇunanja svojstvenih parova definitnih matricˇnih
parova predlozˇenih u Poglavlju 3. Neki teorijski rezultati su novi. U prvom potpoglav-
lju dajemo definiciju definitnosti hermitskog matricˇnog para preko Crawfordovog broja i
razmatramo njegovu ulogu u numericˇkim algoritmima. U drugom potpoglavlju koristimo
karakterizaciju definitnog hermitskog matricˇnog para kao onog para kod kojeg postoji
realna linearna kombinacija koja je pozitivno definitna, sˇto c´emo nadalje koristiti kao
definiciju definitnosti hermitskog matricˇnog para. Zatim u odjeljcima Potpoglavlja 1.2
navodimo osnovna svojstva definitnih matricˇnih parova koja karakteriziraju svojstvene
vrijednosti i pridruzˇene svojstvene vektore: istovremenu dijagonalizaciju, svojstvo isprepli-
tanja i princip minimizacije traga. Na kraju navodimo nekoliko izvora definitnih matricˇnih
parova.
Podsjetimo se (v. npr. [64, 79]), dva matricˇna para (A1, B1) i (A2, B2) su ekvivalentna
ako postoje invertibilne matrice E i F takve da vrijedi
A2 = EA1F, B2 = EB1F.
Ako je (λ, x) svojstveni par od (A1, B1) tada je (λ, F−1x) svojstveni par od (A2, B2).
Ukoliko je E = FH govorimo o kongruentnosti matricˇnih parova (A1, B1) i (A2, B2). Ako
postoji invertibilna matrica F takva da
FHAF = D1, FHBF = D2,
gdje su D1 i D2 dijagonalne, onda kazˇemo da matrica F istovremeno dijagonalizira matricˇni
par (A,B), tj. da je (A,B) istovremeno dijagonalizibilan par. GSP (2) mozˇemo zapisati
kao
(A− λB)x = 0, λ ∈ C, 0 6= x ∈ Cn.
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Polinom det(A − λB) u kompleksnoj varijabli λ zove se karakteristicˇan polinom para
(A,B), stupnja je manjeg ili jednakog n (mozˇe biti i nul-polinom), a njegove nultocˇke
su svojstvene vrijednosti para (A,B). Ako je B neinvertibilna, onda par (A,B) ima
beskonacˇnu svojstvenu vrijednost. Ukoliko je det(A − λB) = 0 za sve λ ∈ C tada
(A,B) zovemo singularan matricˇni par, u suprotnom (A,B) zovemo regularan matricˇni
par. Singularni matricˇni parovi imaju cˇitav skup C za svoj spektar, dok regularni parovi
imaju diskretan spektar s n elemenata (ukljucˇujuc´i viˇsekratnosti i moguc´e beskonacˇne
svojstvene vrijednosti). Ako je barem jedna od matrica A,B invertibilna, onda je par
(A,B) regularan. Za A = diag(a1, . . . , an) i B = diag(b1, . . . , bn) su svojstvene vrijednosti
para (A,B) dane s
λi :=
ai
bi
, i = 1, . . . , n.
Stoga je npr. par (A,B) zadan s
A =
4 0
0 0
 , B =
2 0
0 0

singularan par sa svojstvenim parovima (42 , [1, 0]
T ) te (00 , [0, 1]
T ) dok je par (C,D) zadan s
C =
4 0
0 0
 , D =
0 0
0 2

regularan par sa svojstvenim parovima (40 , [1, 0]
T ) (beskonacˇna svojstvena vrijednost) te
(02 , [0, 1]
T ) (konacˇna svojstvena vrijednost).
Par matrica (A,B) je hermitski matricˇni par ako su obje matrice A i B hermitske istog
reda n.
1.1 Crawfordov broj
Definicija 1.1 Neka je (A,B) hermitski matricˇni par reda n. Broj
γ(A,B) := min
x ∈ Cn
‖x‖2 = 1
|xH(A+ iB)x| = min
x ∈ Cn
‖x‖2 = 1
√
(xHAx)2 + (xHBx)2 (1.1)
zove se Crawfordov broj para (A,B).
Crawfordov broj je uveden i istrazˇen u [18],[80].
Definicija 1.2 Hermitski matricˇni par (A,B) je definitan matricˇni par ako je γ(A,B) > 0,
inacˇe, (tj. ako je γ(A,B) = 0) je indefinitan matricˇni par.
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Dakle,
γ(A,B) = 0⇐⇒ ∃ 0 6= x ∈ Cn takav da xHAx = 0 i xHBx = 0.
Par (A,B) je indefinitan ako npr. matrice A i B imaju netrivijalan zajednicˇki nulpotprostor
(takav par je ujedno i singularan par) ili npr. ako za neki i = 1, . . . , n vrijedi aii = bii = 0
(takav par mozˇe i ne mora biti singularan par). Primjer jednog regularnog indefinitnog
para je par (A,B) [79, Primjer VI.1.14] gdje je
A =
1 0
0 −1
 , B =
0 1
1 0
 .
Vektor x = [1, i]T je takav da vrijedi xHAx = 0 i xHBx = 0. Sˇtoviˇse, skup svih takvih
vektora dan je s:
x = r[eiϕ, ei(ϕ+pi2 +kpi)]T , r ≥ 0, ϕ ∈ R, k ∈ Z.
Ukoliko je barem jedna od hermitskih matrica A,B pozitivno ili negativno definitna, par
(A,B) je definitan par (v. npr. [79, Teorem VI.1.15]). Neka je, BSO, B hermitski pozitivno
definitna i neka je B 12 hermitski pozitivno definitni kvadratni korijen od B. Tada je
hermitski par (A,B) ekvivalentan paru (B− 12AB− 12 , I), pa ima realne svojstvene vrijednosti
jer je B− 12AB− 12 hermitska. Neka je B− 12AB− 12 = UDUH spektralna dekompozicija
hermitske matrice B− 12AB− 12 (D je realna i dijagonalna). Tada za X = B− 12U vrijedi
XHBX = I i XHAX = D. Dakle, par (A,B) u kojem je B pozitivno definitna je
istovremeno dijagonalizibilan par s realnim svojstvenim vrijednostima.
No, postojanje realne linearne kombinacije hermitskih matrica A i B koja je definitna
jest ono sˇto karakterizira definitan par, kao sˇto pokazuje sljedec´i teorem ([80], [79, Teorem
VI.1.18]):
Teorem 1.3 (Stewart, 1979) Neka je (A,B) definitan par, i za φ ∈ R definirajmo
Aφ := A cosφ+B sinφ,
Bφ := −A sinφ+B cosφ.
Tada postoji φ ∈ [0, 2pi〉 takav da je Bφ pozitivno definitna i
γ(A,B) = λmin(Bφ).

Kako je Aφ + iBφ = e−iφ(A + iB), to odmah iz Definicije 1.1 slijedi da se rotacijom
para (A,B) ne mijenja njegov Crawfordov broj. Stoga vrijedi
Napomena 1.4 Hermitski matricˇni par (A,B) je definitan ako i samo ako postoje realni
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brojevi α, β takvi da je αA+βB pozitivno definitna matrica. U sljedec´im c´emo poglavljima
ovo uzimati kao definiciju definitnosti para.
Tek 1999. su Cheng i Higham u radu [16] rijesˇili problem kako odrediti kut φ iz
Teorema 1.3. U tom su radu pokazali da se Crawfordov broj definitnog para mozˇe zapisati
kao globalni minimizacijski problem jedne varijable [16, Teorem 2.1], odnosno da za
Crawfordov broj proizvoljnog hermitskog para vrijedi [33, Odjeljak 2.2]:
γ(A,B) = −min
(
min
0≤θ≤2pi
λmax(A cos θ +B sin θ), 0
)
(1.2a)
= max
(
max
0≤θ≤2pi
λmin(A cos θ +B sin θ), 0
)
. (1.2b)
Neka je za definitan par, ψ tocˇka u kojoj se dostizˇe minimum u (1.2a), tada je trazˇeni
φ iz Teorema 1.3 jednak: φ := pi/2 + ψ. Nazˇalost, funkcija θ 7→ λmax(A cos θ + B sin θ)
mozˇe imati mnogo lokalnih minimuma, a standardne numericˇke metode ne osiguravaju
pronalazak globalnog minimuma. Takod¯er, potrebno je koristiti efikasnu metodu za
odred¯ivanje najvec´e svojstvene vrijednosti hermitske matrice A cos θ + B sin θ. No, 2009.
su Guo, Higham i Tisseur u radu [29] pokazali kako se globalni nekonkavni problem
maksimizacije (1.2b) na intervalu duljine 2pi mozˇe pojednostaviti na jedan kvazikonkavan
na manjem intervalu, duljine ne vec´e od pi, koji se mozˇe jednostavnije numericˇki rijesˇiti
(npr. primijenjujuc´i kombinacije potrage zlatnog reza i parabolicˇke interpolacije).
Iz Teorema 1.3 slijedi da se svaki definitan par (A,B) mozˇe rotirati u par (Aφ, Bφ) u
kojemu je Bφ pozitivno definitna. Za svojstvene vrijednosti, u homogenim koordinatama1,
(α, β) para (A,B) i svojstvene vrijednosti (αφ, βφ) para (Aφ, Bφ) vrijediβ
α
 =
 cosφ sinφ
− sinφ cosφ
 βφ
αφ
 . (1.3)
Svojstveni vektori rotacijom ostaju isti. Stoga slijedi da su definitni parovi regularni s
realnim svojstvenim vrijednostima i istovremeno dijagonalizibilni [79, Korolar VI.1.19].
Prirodno se postavlja pitanje, ako znamo da je par definitan, je li za numericˇko
rjesˇavanje pridruzˇenog generaliziranog svojstvenog problema potrebno rotirati taj par u
(Aφ, Bφ) u kojemu je Bφ pozitivno definitna ili raditi s danim matricama A i B? Odgovor
je i da i ne. Navodimo dva razloga u korist rotiranja danog matricˇnog para (v. [16]). Ako
je Bφ pozitivno definitna, onda koristec´i njezinu dekompoziciju Choleskog: Bφ = LLH ,
generalizirani svojstveni problem para (Aφ, Bφ) prevodimo u obicˇan hermitski svojstveni
problem za matricu C = L−1AφL−H . Ta se redukcija mozˇe napraviti eksplicitno i impli-
citno [64, Poglavlje 15]. Analiza gresˇaka u tvorbi matrice C povlacˇi da su izracˇunate
svojstvene vrijednosti, u najboljem slucˇaju, jednake egzaktnim svojstvenim vrijednostima
1U homogenim koordinatama, par (α, β) ∈ C2 je svojstvena vrijednost matricˇnog para (A,B) ako je
det(βA− αB) = 0. Takod¯er, za (cα, cβ), 0 6= c ∈ C govorimo o istoj svojstvenoj vrijednosti.
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perturbirane matrice C+∆C, gdje ‖∆C‖2 ≤ ‖Aφ‖2λmin(Bφ)−1, gdje je  jedinicˇna gresˇka
zaokruzˇivanja. Pa bi razumna strategija za povec´anje tocˇnosti izracˇunatih svojstvenih
vrijednosti bila da se minimizira ‖Aφ‖2λmin(Bφ)−1, odnosno jednostavnije, da se maksi-
mizira λmin(Bφ), cˇija je maksimalna vrijednost γ(A,B) (v. (1.2b)). Nadalje, cˇak i ako je
pocˇetna B bila pozitivno definitna, radi tocˇnosti isplati se rjesˇavati rotirani generalizirani
svojstveni problem ako je γ(A,B) = λmin(Bφ) λmin(B)(≈ 0) [16, Odjeljak 4, Primjer 3].
Sada c´emo nabrojati nekoliko razloga zasˇto nije dobro rotirati dani matricˇni par u matricˇni
par iz Teorema 1.3. Mozˇe se pojaviti gubitak tocˇnosti u znacˇajnim znamenkama (usp. [16,
Poglavlje 4, Primjer 3]) zbog moguc´e losˇe kondicionirane transformacije (1.3). Takod¯er,
ukoliko je Crawfordov broj jako mali (pa njegovo racˇunanje mozˇe biti znacˇajno usporeno),
ne isplati se rotirati par jer nec´emo moc´i dobiti povec´anje tocˇnosti (bilo koja rotirana
pozitivno definitna Bφ c´e imati sitnu najmanju svojstvenu vrijednost). U ovom slucˇaju
bi mozˇda moglo pomoc´i odred¯ivanje takvog kuta φ za koji pripadna Bφ ima najmanju
kondiciju λmax(Bφ)/λmin(Bφ) [65]. Kao sˇto c´emo vidjeti u nastavku, jako mali Crawfordov
broj, upuc´uje na to da je dani definitan par blizu indefinitnog i da mala perturbacija
matricˇnih elemenata mozˇe narusˇiti njegovu definitnost pa je potrebno imati opc´enitije
numericˇke metode. Ukoliko matrice A,B imaju odred¯enu strukturu, rotacija para (A,B)
mozˇe narusˇiti tu strukturu. Ako su matrice A,B zaista jako velike, koriˇstenje faktorizacije
mozˇe biti neefikasno, a i samo racˇunanje Crawfordovog broja je otezˇano. Dakle, nuzˇno je
razvijati algoritme koji c´e raditi s danim definitnim matricˇnim parom ne reducirajuc´i ga na
standardni hermitski svojstveni problem. Na srec´u, takvi algoritmi nastaju kao prirodna
prosˇirenja numericˇkih algoritama za obicˇan svojstveni problem (ne nuzˇno hermitski). U
prvom redu su se razvijali algoritmi za definitan matricˇni par u kojemu je definitnost
trivijalna (npr. jedna matrica je pozitivno definitna), a onda i algoritmi u kojima su obje
matrice indefinitne.
Higham, Tisseur i Van Dooren su 2002. u radu [33] definirali udaljenost matricˇnog para
do najblizˇeg indefinitnog para i pokazali da je ta udaljenost upravo jednaka Crawfordovom
broju toga para. Udaljenost su definirali na sljedec´i nacˇin:
d(A,B) := min{‖[∆A∆B]‖2 : xH(A+ ∆A+ i(B + ∆B))x = 0, za neki x 6= 0}, (1.4)
gdje su perturbacije ∆A,∆B hermitske. Dakle vrijedi [33, Teorem 2.2]:
d(A,B) = γ(A,B). (1.5)
Takod¯er su razvili algoritam bisekcije za odred¯ivanje Crawfordovog broja (koji ujedno sluzˇi
i kao algoritam za ispitivanje definitnosti danog para). Ukoliko je Crawfordov broj reda
velicˇine jedinicˇna gresˇka zaokruzˇivanja puta neka norma od (A,B), ne mozˇe se ocˇekivati
da c´e se uspjeti ispitati definitnost u aritmetici konacˇne preciznosti, jer iz (1.5) slijedi da
gresˇke zaokruzˇivanja mogu promijeniti definitnost para.
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1.2 Definitni matricˇni parovi
U ovom potpoglavlju dajemo definiciju definitnih matricˇnih parova i navodimo njihova
osnovna svojstva koja su nam potrebna za razumijevanje teorijske podloge za algoritme
koje razvijamo u Poglavlju 2 i Poglavlju 3.
Definicija 1.5 Hermitski matricˇni par (A,B) je definitan matricˇni par ako postoje realni
brojevi α, β takvi da je
αA+ βB  0. (1.6)
U suprotnom kazˇemo da je matricˇni par (A,B) indefinitan matricˇni par.
Definicija 1.6 Hermitski matricˇni par (A,B) je pozitivno (negativno) definitan matricˇni
par ako postoji realan broj λ0 takav da je A−λ0B pozitivno (negativno) definitna matrica.
Definicija 1.7 Hermitski matricˇni par (A,B) je pozitivno (negativno) semidefinitan ma-
tricˇni par ako postoji realan broj λ0 takav da jeA−λ0B pozitivno (negativno) semidefinitna
matrica.
Primjer 1.8 Neka su A,B hermitske matrice podijeljene po blokovima:
A =
A11 A12
AH12 A22
 , B =
I 0
0 0

s odgovarajuc´im blokovima istog reda. Da bi par (A,B) bio pozitivno definitan nuzˇno je
i dovoljno da je A22  0. Naime na matrici
A− λB =
A11 − λI A12
AH12 A22

primjenimo blok Gaussovu eliminaciju i dobivamo matricuA11 − λI 0
0 A22 − AH12(A11 − λI)−1A12
 .
Za λ dovoljno negativno c´e obje matrice A11−λI i A22−AH12(A11−λI)−1A12 biti pozitivno
definitne, pa c´e i (A,B) biti pozitivno definitan par. 
1.2.1 Istovremena dijagonalizacija definitnog para
Jedno od osnovnih svojstava definitnih matricˇnih parova jest da se mogu istovremeno
dijagonalizirati transformacijom kongruencije.
Teorem 1.9 ([43, 49]) Neka je (A,B) pozitivno definitan matricˇni par reda n takav da
B ima inerciju In(B) = (n+, n−, n0).
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1. Tada postoji invertibilna matrica W takva da
WHAW − λWHBW =

Λ+
−Λ−
In0
− λ

In+
−In−
0n0
 , (1.7)
gdje Λ+ = diag(λ+1 , . . . , λ+n+), Λ− = diag(λ
−
1 , . . . , λ
−
n−) s
λ−n− ≤ · · · ≤ λ−1 < λ+1 ≤ · · · ≤ λ+n+ . (1.8)
2. Sve konacˇne svojstvene vrijednosti para (A,B) su realne i ima ih r = rang(B) =
n− + n+ te su dane u matricama Λ− i Λ+. Svaka svojstvena vrijednost λ−j ima
svojstveni vektor x takav da je xHBx = −1, dok svaka svojstvena vrijednost λ+j ima
svojstveni vektor x takav da je xHBx = 1.
3. Par (A,B) je pozitivno definitan ako i samo ako je λ−1 < λ+1 . U tom slucˇaju je
{λ0 ∈ R : A− λ0B  0} = 〈λ−1 , λ+1 〉.
4. Neka je µ = (λ−1 +λ+1 )/2. Za λ > µ, neka n(λ) oznacˇava broj svojstvenih vrijednosti
para (A,B) u [µ, λ〉. Za λ < µ, neka n(λ) oznacˇava broj svojstvenih vrijednosti para
(A,B) u 〈λ, µ]. Tada
n(λ) = In−(A− λB).

Iz tocˇke 3. Teorema 1.9 slijedi sljedec´a defininicija.
Definicija 1.10 Neka je A− λ0B  0 gdje je (A,B) hermitski matricˇni par. Skup svih
takvih brojeva λ0 cˇini otvoreni interval koji zovemo definitan interval [83], a bilo koji
takav broj λ0 zovemo definitan pomak.
Napomena 1.11 Neka je matricˇni par (A,B) definitan. Ukoliko je u (1.6) α 6= 0 tada
je (A,B) ili pozitivno ili negativno definitan par s definitnim pomakom λ0 = −βα , dok
ukoliko je α = 0 tada β 6= 0 pa je B ili pozitivno ili negativno definitna matrica. Ako je
par (A,B) pozitivno definitan tada je par (−A,B) negativno definitan, pa c´emo u ostatku
potpoglavlja dati svojstva samo za pozitivno definitne matricˇne parove.
Definicija 1.12 Neka je B ∈ Cn×n hermitska matrica. Vektor x ∈ Cn zovemo B-pozitivan,
B-negativan, B-neutralan, B-normiran ako xHBx > 0, xHBx < 0, xHBx = 0, |xHBx| = 1
tim redom. Skup vektora {x1, . . . , xp } je B-ortogonalan ako je xHj Bxi = 0 za i 6= j, a
B-ortonormiran ako je |xHj Bxi| = δij, gdje je δij Kroneckerov delta simbol. Potprostor
S ≤ Cn je B-pozitivan, B-negativan, ako su svi nenul vektori x ∈ S B-pozitivni, B-
negativni, tim redom.
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Napomenimo da je skup B-ortonormiranih vektora linearno nezavisan.
Kako su stupci matrice W iz (1.7) svojstveni vektori para (A,B), iz (1.7) slijedi da
je svojstveni vektor x koji pripada bilo kojoj svojstvenoj vrijednosti λ+1 , . . . , λ+n+ (λ
−
1 ,
. . . , λ−n−) B-pozitivan (B-negativan) pa takve svojstvene vrijednosti zovemo B-pozitivne
(B-negativne). Posebno, bilo koji svojstveni vektor x koji pripada konacˇnoj svojstvenoj
vrijednosti od (A,B) ne mozˇe biti B-neutralan. Zbog toga je uvijek moguc´e normirati
x tako da |xHBx| = 1. Sˇtoviˇse, svojstveni vektori koji pripadaju razlicˇitim svojstvenim
vrijednostima su B-ortogonalni.
Konacˇan dio spektra regularnog hermitskog matricˇnog para (A,B) u kompleksnoj
ravnini mozˇemo skicirati na jedan od sljedec´a tri nacˇina (na 2. i 3. skici su npr. B-
pozitivne svojstvene vrijednosti oznacˇene s , dok su B-negativne svojstvene vrijednosti
oznacˇene s ):
indefinitan
Re
Im
indefinitan
Re
Im
definitan
Re
Im
definitaninterval
od (A,B)
Samo u slucˇaju konacˇnih realnih svojstvenih vrijednosti kod kojih B-predznaci nisu
pomijesˇani je dani matricˇni par (A,B) definitan (3. skica).
Napomena 1.13 Za invertibilnu hermitsku matricu B reda n njena hermitska indefinitna
dekompozicija dana je s
B = GJGH , J = diag(Im,−In−m)
gdje je G donje trokutasta s dijagonalnim blokovima reda 1 ili 2 (npr. [14, 11, 13] i [75]).
Tada za 0 6= x ∈ Cn imamo
xHBx = xHGJGHx = (GHx)HJ(GHx) = (y := GHx)
= yHJy = |y1|2 + . . .+ |ym|2 − |ym+1|2 − . . .− |yn|2. (1.9)
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Ukoliko izaberemo proizvoljni 0 6= y ∈ Cn takav da vrijedi yHJy > 0 u (1.9) tada
rjesˇavajuc´i linearni sustav GHx = y dobivamo B-pozitivan vektor x. Rjesˇavanje toga
sustava zahtjeva opc´enito O(n2) racˇunskih operacija, a samo O(n) ukoliko je B vrpcˇasta.
Primjer 1.14 Hermitski matricˇni par (A,B) reda 2 gdje su
A =
1 0
0 −1
 , B =
1 0
0 0
 .
je negativno definitan par. Naime, svojstvene vrijednosti para (A,B) su 1 i −∞, dok su
svojstvene vrijednosti matrice A − λB jednake 1 − λ i −1 pa je za sve λ > 1 matrica
A−λB negativno definitna. Definitni interval para (A,B) je dakle neogranicˇen: 〈1,+∞〉.

Primjer 1.15 Hermitski matricˇni par (A,B) reda 2 gdje su
A =
8 0
0 −1
 , B =
4 0
0 1
 .
je i pozitivno i negativno definitan par jer je B definitna matrica. Naime, svojstvene
vrijednosti para (A,B) su 2 i −1, dok su svojstvene vrijednosti matrice A− λB jednake
8−4λ i −1−λ pa je za sve λ < −1 matrica A−λB pozitivno definitna, dok je za sve λ > 2
matrica A − λB negativno definitna. No, uocˇimo da je par (B,A) iskljucˇivo pozitivno
definitan s definitnim intervalom 〈−1, 1/2〉. 
Ukoliko matrica B nije definitna, par (A,B) ne mozˇe istovremeno biti i pozitivno i
negativno definitan par. Pogledajmo sljedec´i primjer s indefinitnom matricom B.
Primjer 1.16 Neka su zadane realne simetricˇne matrice A =
a b
b c
 , B =
0 1
1 0
 . Nuzˇan
uvjet za definitnost para (A,B) je a · c > 0 jer onda par (A,B) ima dvije razlicˇite realne
svojstvene vrijednosti koje cˇine rubove definitnog intervala:
〈b−√ac, b+√ac〉.
Nuzˇan i dovoljan uvjet za pozitivnu definitnost para (A,B) je a > 0 i c > 0 (uz gornji
uvjet, pozitivna definitnost matrice A− λB, za dane A,B povlacˇi da dijagonalni elementi
moraju biti pozitivni). Slicˇno vrijedi za negativnu definitnost para. 
1.2.2 Rayleighjev kvocijent i minmax karakterizacija svojstvenih
vrijednosti
Definicija 1.17 Neka su A,B hermitske matrice reda n. Funkciju
ρ : {x ∈ Cn : xHBx 6= 0 } → R
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definiranu s
ρ(x;A,B) := x
HAx
xHBx
(1.10)
zovemo Rayleighjev kvocijent para (A,B), dok sam broj ρ(x;A,B) zovemo Rayleighjev
kvocijent vektora x za dani par (A,B). Koristit c´emo krac´u oznaku ρ(x) ukoliko je jasno
na koji se par (A,B) misli.
Uocˇimo, ukoliko je (λ, x) svojstveni par para (A,B), tada je ρ(x) = λ, tj. Rayleig-
hjev kvocijent svojstvenog vektora jednak je pripadnoj svojstvenoj vrijednosti. Courant-
Fisherov minmax princip karakterizira svojstvene vrijednosti hermitskih matricˇnih parova
pomoc´u Rayleighjevog kvocijenta te je poopc´enje te karakterizacije za obicˇan hermit-
ski svojstveni problem. Navodimo teorem (u nasˇim oznakama) koji vrijedi za pozitivno
definitne matricˇne parove s invertibilnom indefinitnom matricom B.
Teorem 1.18 ([45, Kor.3.2] Courant-Fisherov minmax princip) Neka je (A,B) pozitivno
definitan par reda n s invertibilnom matricom B, i neka su mu svojstvene vrijednosti
poredane kao u (1.8) te neka Si oznacˇava potprostor od Cn. Tada vrijedi
λ−n−+1−i = inf
dimSi = n+ + i
sup
x ∈ Si
xHBx < 0
xHAx
xHBx
, i = 1, . . . , n−,
λ+j = sup
dimSj = n+ 1− j
inf
x ∈ Sj
xHBx > 0
xHAx
xHBx
, j = 1, . . . , n+.
Posebno,
λ−1 = max
xHBx<0
xHAx
xHBx
, λ+1 = min
xHBx>0
xHAx
xHBx
. (1.11)

Dakle, za sve B-negativne vektore je Rayleighjev kvocijent takvih vektora manji ili
jednak najvec´oj B-negativnoj svojstvenoj vrijednosti, dok je za sve B-pozitivne vektore
Rayleighjev kvocijent takvih vektora vec´i ili jednak najmanjoj B-pozitivnoj svojstvenoj
vrijednosti. Ukoliko su A,B realne simetricˇne matrice analogne tvrdnje vrijede ako kom-
pleksni prostor Cn (i njegove potprostore) zamijenimo s realnim potprostorom Rn.
Veselic´ je u [83] dao slicˇnu minmax karakterizaciju u kojoj su potprostori Si B-pozitivni,
odnosno B-negativni, kako slijedi:
λ±k = min
S±k
max
x ∈ S±k
x 6= 0
xHAx
xHBx
, k = 1, . . . , n±,
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gdje je S±k bilo koji k-dimenzionalan B-pozitivan/B-negativan potprostor odCn. Za razliku
od matricˇnog para (A,B) u kojem je B definitna, vanjske svojstvene vrijednosti λ−n− , λ+n+
nisu ekstremne vrijednosti Rayleighjevog kvocijenta. Jednostavan primjer za ilustraciju
navedene tvrdnje preuzet je iz [83, str. 81.]:
A =
2 0
0 1
 , B =
1 0
0 −1
 .
MatricaA je pozitivno definitna pa je par (A,B) pozitivno definitan s definitnim intervalom
(−1, 2). Za φ ∈ R uzmimo vektor x = [coshφ, sinhφ]T . Tada vrijedi xTBx = 1 i ρ(x) =
3 cosh2 φ− 1, sˇto nije omed¯eno odozgo, tj.
λ+n+ 6= maxxTBx>0 ρ(x).
1.2.3 Svojstvo ispreplitanja svojstvenih vrijednosti
Definicija 1.19 Neka je (A,B) zadani hermitski matricˇni par. Za danu matricu U ∈
Cn×p, p ≤ n punog stupcˇanog ranga, par
(Ap, Bp) := (UHAU,UHBU)
zovemo komprimirani par para (A,B) u odnosu na potprostor U = spanU s matricom
baze U. Iako komprimirani par ovisi o izabranoj bazi, njegov spektar ne ovisi o tom izboru.
Kovacˇ-Striko i Veselic´ su u [41, Teorem 2.1] dokazali svojstvo ispreplitanja svojstvenih
vrijednosti za realan pozitivno semidefinitan matricˇni par (A, J) gdje J = diag {±1 } i
matricˇni par sastavljen od prvih glavnih podmatrica matrica A, J, tim redom. Liang, Li i
Bai su u radu [49] dali slicˇno svojstvo za hermitski pozitivno semidefinitan matricˇni par
(A,B) u kojem B mozˇe biti neinvertibilna i pridruzˇeni komprimirani par (XHAX,XHBX)
gdje je X ∈ Cn×k takva da XHBX = diag {±1 } . Ta se svojstva mogu lako generalizi-
rati na bilo koji hermitski pozitivno semidefinitan matricˇni par (A,B) i pridruzˇeni mu
komprimirani par (UHAU,UHBU), gdje je U ∈ Cn×p punog stupcˇanog ranga. Cˇinjenica
da je komprimirani par definitnog para nuzˇno definitan, kao i da vrijede lijeve nejedna-
kosti u (1.13), (1.14) je navedeno npr. u [44]. Iako sljedec´i teorem vrijedi za pozitivno
semidefinitne parove, zapisat c´emo ga u terminima pozitivno definitnog para.
Teorem 1.20 (Svojstvo ispreplitanja) Neka je (A,B) pozitivno definitan matricˇni par
reda n sa konacˇnim svojstvenim vrijednostima poredanim kao u (1.8) i neka je U ∈ Cn×p
punog stupcˇanog ranga. Tada je komprimirani matricˇni par (UHAU,UHBU) takod¯er
pozitivno definitan; stoga su mu konacˇne svojstvene vrijednosti realne i mogu se poredati
kako slijedi:
θ−p− ≤ · · · ≤ θ−1 < θ+1 ≤ · · · ≤ θ+p+ , (1.12)
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gdje In(UHBU) = (p+, p−, p0) te vrijedi p± ≤ n±. Sˇtoviˇse, vrijede sljedec´a svojstva ispre-
plitanja svojstvenih vrijednosti:
λ+i ≤ θ+i ≤ λ+i+n−p za 1 ≤ i ≤ p+, (1.13)
λ−j ≥ θ−j ≥ λ−j+n−p za 1 ≤ j ≤ p−, (1.14)
gdje formalno stavljamo λ+i = +∞ za i > n+ i λ−j = −∞ za j > n−.
Dokaz. a) Ako je A − λ0B pozitivno defininitna matrica, a U je punog stupcˇanog
ranga, tada je za svaki 0 6= x ∈ Cn i Ux 6= 0 (linearna kombinacija stupaca) pa je
xH(UH(A−λ0B)U)x = (Ux)H(A−λ0B)(Ux) > 0 pa je stoga matrica UH(A−λ0B)U
pozitivno definitna.
b) Da bismo dokazali p+ ≤ n+, p− ≤ n− prvo upotpunimo U do baze u Cn:
V = [U U ].
Tada, imamo
V H(A− λB)V =
 UH(A− λB)U UH(A− λB)U
U
H(A− λB)U UH(A− λB)U
 .
Za svaki λ za koji je UH(A− λB)U invertibilna imamo
Z(λ)V H(A− λB)V Z(λ)H = diag
(
UH(A− λB)U, W (λ)
)
gdje je
Z(λ) =
 Ip 0
−UH(A− λB)U(UH(A− λB)U)−1 In−p

i Schurov komplement od UH(A− λB)U
W (λ) = UH(A− λB)U − UH(A− λB)U(UH(A− λB)U)−1UH(A− λB)U.
Definiranjem
F := Z(λ)V H
slijedi
F (A− λB)FH = diag
(
UH(A− λB)U, W (λ)
)
.
Sylvesterov teorem o inerciji daje,
In±(A− λB) = In±(UH(A− λB)U) + In±(W (λ)),
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tj.
p+ ≤ n+, p− ≤ n−.
c) Ostatak dokaza takod¯er koristi Sylvesterov teorem i analogan je zadnjem dijelu
dokaza Teorema 2.1 iz [41].
Nizˇe je skicirano svojstvo ispreplitanja svojstvenih vrijednosti: B-pozitivne svojstvene
vrijednosti oznacˇene su s , dok su B-negativne svojstvene vrijednosti oznacˇene s .
UHBU -pozitivne svojstvene vrijednosti oznacˇene s , dok su UHBU -negativne svojstvene
vrijednosti oznacˇene s .
Re
Im
definitan
interval
od (A,B)
definitan
interval od (UHAU,UHBU)
Korolar 1.21 Neka je (A,B) pozitivno definitan matricˇni par reda n, te neka su Ap, Bp
bilo koje p× p glavne podmatrice od A, B tim redom, uzete s istim indeksima za retke i
stupce. Oznacˇimo s θ±k konacˇne svojstvene vrijednosti para (Ap, Bp) gdje
θ−p− ≤ · · · ≤ θ−1 < θ+1 ≤ · · · ≤ θp+ ,
i In(Bp) = (p+, p−, p0) Tada
λ+i ≤ θ+i ≤ λi+n−p, i = 1, . . . , p+
λ−j ≥ θ−j ≥ λj+n−p, j = 1, . . . , p−
.
Dokaz : Neka su i1, i2, . . . , ip indeksi redaka i stupaca od A,B koji daju Ap, Bp, tim
redom, i neka je U = [ei1 , ei2 , . . . , eip ] ∈ Rn×p, gdje ej oznacˇava j-ti stupac jedinicˇne ma-
trice reda n. Tada je Ap = UHAU i Bp = UHBU. Primijenjujuc´i Teorem 1.20 zavrsˇavamo
dokaz. 
1.2.4 Princip minimizacije traga
Rezultat Teorema 1.20 koristi se u dokazu sljedec´eg teorema Ky-Fanovog tipa, takod¯er
poznatog kao princip minimizacije traga.
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Teorem 1.22 ([41, 49] Princip minimizacije traga) Neka je (A,B) pozitivno definitan
matricˇni par reda n sa svojstvenim vrijednostima poredanim kao u (1.8). Sˇtoviˇse, neka
Jk =
Ik+
−Ik−
 , k := k+ + k− (1.15)
za neke nenegativne k+, k− takve da (k+, k−, 0) ≤ In(B), gdje se nejednakost podrazumi-
jeva po elementima. Tada
min
X ∈ Cn×k
XHBX = Jk
tr (XHAX) =
k+∑
i=1
λ+i −
k−∑
j=1
λ−j . (1.16)
Sˇtoviˇse, svaki minimizirajuc´i Xmin iz (1.16) ima svojstvo da njegovih prvih k+ stupaca
cˇine svojstveni vektori koji pripadaju λ+1 , . . . , λ+k+ , a njegovih zadnjih k− stupaca cˇine
svojstveni vektori koji pripadaju λ−1 , . . . , λ−k− .
Napomena 1.23 Sameh i Wisniewski su 1982. u [70] dokazali princip mininizacije traga
za definitne matricˇne parove (A,B) u kojima jeB pozitivno definitna pa je (1.16) poopc´enje
tog principa na slucˇaj definitnog matricˇnog para (A,B) s indefinitnom B. Takod¯er, u [70]
(v. i [69]) su dali algoritam baziran na principu minimizacije traga za racˇunanje nekoliko
najmanjih (ili najvec´ih) svojstevnih vrijednosti para (A,B) s pozitivno definitnom B.
Slicˇan teorem minimizacije traga vrijedi za pozitivno semidefinitne matricˇne parove [49,
Teorem 2.1]. 
U sljedec´em korolaru, dan je slicˇan rezultat rezultatu iz (1.16), ali uz ogranicˇenje na
X: spanX ⊆ U za neki potprostor U .
Korolar 1.24 Neka je (A,B) pozitivno definitan matricˇni par reda n, U ≤ Cn dani
potprostor dimenzije dimU = p ≥ k := k+ + k− te U matrica baze za U . Neka je
(k+, k−, 0) ≤ In(UHBU) =: (p+, p−, p0), (1.17)
gdje se nejednakost podrazumijeva po elementima. Tada
min
X ∈ Cn×k
spanX ⊆ U
XHBX = Jk
tr (XHAX) =
k+∑
i=1
θ+i −
k−∑
j=1
θ−j
gdje je Jk kao u (1.15), i
θ−p− ≤ · · · ≤ θ−k− ≤ · · · ≤ θ−1 < θ+1 ≤ · · · ≤ θ+k+ ≤ · · · ≤ θ+p+
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su svojstvene vrijednosti komprimiranog matricˇnog para (UHAU,UHBU).
Dokaz. Bilo koji X takav da spanX ⊆ U se mozˇe zapisati kao X = UY gdje Y ∈ Cp×k i
stoga
min
X ∈ Cn×k
spanX ⊆ U
XHBX = Jk
tr (XHAX) = min
Y ∈ Cp×k
Y H(UHBU)Y = Jk
tr (Y H(UHAU)Y ) =
k+∑
i=1
θ+i −
k−∑
j=1
θ−j .
Zadnja jednakost slijedi iz Teorema 1.22 primijenjenog na (UHAU,UHBU).
Sada primijenjujuc´i svojstva ispreplitanja iz Teorema 1.20 slijedi
min
X ∈ Cn×k
XHBX = Jk
tr (XHAX) ≤ min
Y ∈ Cp×k
Y H(UHBU)Y = Jk
tr
(
Y H(UHAU)Y
)
, (1.18)
s jednakosti ako i samo ako je spanU razapet sa svojstvenim vektorima koji pripadaju λ+1 ,
. . . , λ+k+ i λ
−
1 , . . . , λ−k− .
Konacˇno, dajemo osnovni rezultat koji direktno slijedi iz Sylvesterovog teorema o
inerciji i kojeg c´emo koristiti u nasˇim algoritmima.
Lema 1.25 Neka je B ∈ Cn×n hermitska i promotrimo particioniranu matricu U =
[X, Y ] ∈ Cn×p takvu da je XHBX invertibilna za neku X ∈ Cn×k. Nadalje, neka
In(XHBX) =: (k+, k−, 0) i In(UHBU) =: (p+, p−, p0). Tada
k+ ≤ p+, k− ≤ p−.
Dokaz. Za
UHBU =
XHBX XHBY
Y HBX Y HBY

definiramo
Z :=
Ik −(XHBX)−1XHBY
0 In−k
 .
Tada
ZHUHBUZ = diag(XHBX, Bˆ22)
gdje je Bˆ22 = Y HBY − Y HBX(XHBX)−1XHBY Schurov komplement. Sylvesterov
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teorem o inerciji povlacˇi
p+ = In+(UHBU) ≥ In+(XHBX) = k+,
p− = In−(UHBU) ≥ In−(XHBX) = k−.
Napomena: Ovu lemu mozˇemo direktno dokazati koristec´i [63, Teorem 7] s pravokutnom
matricom S := [Ik, 0p−k]T , te H := UHBU i K := XHBX.
Lemu 1.25 tumacˇimo na sljedec´i nacˇin: ako u potprostoru spanU imamo k+ (k−) B-
pozitivnih (B-negativnih) vektora, onda se prosˇirivanjem potprostora s novim vektorima
ukupan broj B-pozitivnih (B-negativnih) vektora mozˇe samo povec´ati.
1.2.5 Neki nuzˇni i dovoljni uvjeti za definitnost.
Rayleigh-Ritzova procedura
Za danu hermitsku matricu B neka je n+ := In+(B) i n− := In−(B).
Teorem 1.26 [41],[49, Teorem 2.2] Neka je (A,B) hermitski matricˇni par reda n, i pret-
postavimo da je regularan. Takod¯er pretpostavimo da je n+ ≥ 1 i n− ≥ 1.
1. Nuzˇan i dovoljan uvjet da bi (A,B) bio pozitivno definitan je da su oba infimuma
t+0 = inf
xHBx=1
xHAx, t−0 = inf
xHBx=−1
xHAx (1.19)
dostizˇna i da vrijedi t+0 + t−0 > 0. U tom slucˇaju je 〈−t−0 , t+0 〉 definitni interval para
(A,B).
2. Pretpostavimo da 1 ≤ k+ ≤ n+ i 1 ≤ k− ≤ n− i da definitni intervali pozitivno
definitnih parova (XHAX, Jk), uzetih po svim X ∈ Cn×k takvima da XHBX = Jk,
gdje je Jk kao u (1.15), imaju neprazan presjek I. Tada je (A,B) pozitivno definitan
par i I je njegov definitan interval.
Lema 1.27 Neka je (A,B) hermitski matricˇni par reda n i pretpostavimo da je regularan.
Neka je nadalje U ∈ Cn×p matrica punog ranga. Par (A,B) je definitan par akko je par
(UHAU,UHBU) definitan par za sve matrice U punog ranga i za sve p = 1, . . . , n.
Lema 1.28 Neka je (A,B) hermitski matricˇni par reda n i pretpostavimo da je regularan.
Takod¯er pretpostavimo da je n+ ≥ 1 i n− ≥ 1. Neka je U ∈ Cn×p matrica punog ranga
takva da je In(UHBU) ≥ (1, 1, 0), gdje se nejednakost podrazumijeva po elementima.
Par (A,B) je pozitivno (negativno) definitan par akko je par (UHAU,UHBU) pozitivno
(negativno) definitan par za sve matrice U punog ranga i za sve p = 1, . . . , n.
Rayleigh-Ritzova procedura je standardna metoda racˇunanja aproksimacija iz danog
potprostora svojstvenih parova hermitske matrice ili hermitskog matricˇnog para. Parlett
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Algoritam 1.1 Rayleigh-Ritzova procedura
Ulaz: A, B ∈ Cn×n: koeficijenti hermitskog matricˇnog para (A,B), potprostor U dimen-
zije p.
Izlaz: Aproksimacije (θi, xi) svojstvenih parova para (A,B).
1: Odrediti matricu baze U za U .
2: Izracˇunati Ap = UHAU i Bp = UHBU.
3: Izracˇunati svojstvene parove (θi, yj) para (Ap, Bp), i = 1, . . . , p.
4: Izracˇunati xi = Uyi, i = 1, . . . , p.
je u [64] opravdao koriˇstenje te procedure na tri nacˇina. Osnovna procedura je opisana u
Algoritmu 1.1.
Ukoliko je (θ, y) svojstveni par komprimiranog para (Ap, Bp), tj. Apy = θBpy, y 6= 0,
onda (θ, x), gdje je x = Uy zovemo Ritzov par para (A,B) u odnosu na potprostor
U = spanU, tj. θ je Ritzova vrijednost, a x je Ritzov vektor para (A,B) u odnosu na
potprostor U .
Jedan od vrlo znacˇajnih potprostora na koji se primijenjuje Rayleigh-Ritzova procedura
jest neki Krylovljev potprostor, npr.
Kp(q;A,B) := span { q, B−1Aq, . . . , (B−1A)p−1q } , p ∈ N
za invertibilnu B i dani vektor q 6= 0. Iterativna primjena vodi do Lanczosovog algoritma
koji je za definitan matricˇni par (A,B) s indefinitnom B dan u [45, 44].
Na kraju, definiramo rezidual vektora i navodimo pripadno svojstvo ortogonalnosti.
Definicija 1.29 Neka je (A,B) hermitski par reda n i x ∈ Cn proizvoljan vektor. Rezidual
vektora x u odnosu na par (A,B) je vektor r(x;A,B) := Ax − ρ(x)Bx. Koristit c´emo
krac´u oznaku r(x) ukoliko je jasno na koji se par (A,B) misli.
Vrijedi sljedec´e svojstvo (obicˇne) ortogonalnosti:
r(x) ⊥ x.
Posebno, ako je (θ, x) = (θ, Uy) Ritzov par para (A,B) u odnosu na potprostor U = spanU
dimenzije p, onda je r(x) = Ax − θBx, tj. Ritzova vrijednost je jednaka Rayleighovom
kvocijentu pripadnog Ritzovog vektora. Naime, s jedne strane je UHAUy = θUHBUy pa
je
θ = y
HUHAUy
yHUHBUy
,
dok je s druge strane
ρ(x) = (Uy)
HA(Uy)
(Uy)HB(Uy)
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pa je θ = ρ(x). Stoga, vrijedi (A− θB)x⊥x, ali i puno viˇse (obicˇna ortogonalnost):
(A− θB)x ⊥ U .
Naime, po definiciji Ritzovog para vrijedi
UHAUy − θUHBUy = 0,
a kako proizvoljan u ∈ U mozˇemo zapisati kao u = Uz, z ∈ Cp slijedi
uH(A− θB)x = zH(UHAUy − θUHBUy) = 0.
Dakle, Ritzov vektor je onaj vektor iz potprostora U za koji je pripadni rezidual ortogonalan
na U .
1.2.6 Neki izvori definitnih matricˇnih parova
Linearizacija kvadratnog svojstvenog problema
Kvadratni svojstveni problem (KSP) sastoji se u nalazˇenju skalara λ ∈ C i nenul
vektora x ∈ Cn takvih da vrijedi
Q(λ)x := (λ2M + λC +K)x = 0, (1.20)
gdje su M , C, K ∈ Cn×n hermitske matrice. Skalari λ zovu se svojstvene vrijednosti
KSP-a, a pridruzˇeni vektori x zovu se svojstveni vektori KSP-a. Od posebne vazˇnosti su
hiperbolni KSP-i.
Definicija 1.30 KSP je hiperbolan ako je M pozitivno definitna i za svaki 0 6= x ∈ Cn
vrijedi
(xHCx)2 ≥ 4(xHMx)(xHKx).
Hiperbolni KSP-i imaju 2n realnih svojstvenih vrijednosti koje su podijeljene u dva
disjunktna skupa, od kojih svaki sadrzˇi tocˇno n svojstvenih vrijednosti (brojec´i algebarske
viˇsekratnosti).
Uobicˇajeno se KSP reda n rjesˇava svod¯enjem na GSP reda 2n postupkom linearizacije
(iako su razvijene metode koje direktno rade s matricama M,C,K, kao npr. Matlab-ova
funkcija polyeig(K,C,M)). Tako dobiveni GSP ima iste svojstvene vrijednosti kao i dani
KSP, a svojstveni vektori su jednostavno povezani. Navest c´emo dva uobicˇajena tipa
linearizacije uz pretpostavku da je M pozitivno definitna.
i) Jedna moguc´a linearizacija KSP-a (1.20) vodi do hermitskog para (A,B) reda 2n,
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danog s
A =
M
−K
 , B =
 M
M C
 . (1.21)
Pozitivna definitnost tog matricˇnog para ekvivalentna je hiperbolnosti pocˇetnog
KSP-a [33, 82]. Kada je C pozitivno definitna, B-pozitivni i B-negativni svojstveni
vektori su sadrzˇani u potprostorima razapetima sa stupcima od
0
I
 i
M−1C
−I
 , tim
redom. To pojednostavljuje zadatak izabiranja prikladnih pocˇetnih vektora u nasˇim
algoritmima predstavljenima u Poglavlju 2 i Poglavlju 3.
ii) Dodatno pretpostavimo da je i K pozitivno definitna, te neka su dane neke dekom-
pozicije matrica K i M :
K = L1LH1 , M = L2LH2 . (1.22)
Josˇ je jedna linearizacija KSP-a (1.20) znacˇajna (v. npr. [83]), a to je ona pomoc´u
matricˇnog para (A′, J ′) gdje je
A′ =
 0 LH1 L−H2
L−12 L1 L
−1
2 CL
−H
2
 , J ′ =
In
−In
 (1.23)
(J ′A′ je tzv. “phase-space” matrica [83]). Pozitivna definitnost tog matricˇnog para
ekvivalentna je hiperbolnosti pocˇetnog KSP [82, Teorem A5]. Postoje mnoge dekom-
pozicije oblika (1.22), od kojih c´emo istaknuti dvije. Prva, numericˇki najisplativija,
je Cholesky dekompozicija matrica K,M. Druga je sljedec´a: L1 = Φ−HΩ, L2 = Φ−H ,
gdje su invertibilna Φ i realna pozitivno definitna dijagonalna Ω dane s:
ΦHKΦ = Ω2, ΦHMΦ = In,
tj. invertibilna matrica Φ istovremeno dijagonalizira matricˇni par (K,M), a dijago-
nalna matrica Ω2 sadrzˇi svojstvene vrijednosti para (K,M). Kako su obje matrice
K,M pozitivno definitne, to je i Ω2, pa je Ω pozitivno definitni korijen matrice
Ω2, tj. Ω = diag(ω1, . . . , ωn) je dijagonalna matrica s pozitivnim elementima koji
se nazivaju svojstvene frekvencije KSP-a (1.20) uz C = 0. Kako je L−12 L1 = Ω
dobivamo tzv. modalnu reprezentaciju:
A′ =
0 Ω
Ω D
 , J ′ =
In
−In
 , (1.24)
gdje je D = ΦHCΦ. Ukoliko je D = diag(d11, . . . , dnn) dijagonalna matrica, tj. uko-
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liko matrica Φ istovremeno dijagonalizira sve tri matrice M,C,K (tzv. modalno
prigusˇenje), onda je moguc´e matricˇni par (A′, J ′) iz (1.24) jednostavno svesti na tridi-
jagonalni par transformacijom kongruencije pomoc´u savrsˇene permutacije matricom
P dane s Pe2j−1 = ej, P e2j = ej+n, j = 1, . . . , n, gdje je ej j−ti stupac jedinicˇne
matrice I2n (eng. the perfect shuﬄing). Dobivamo A′′ = P TAP, J ′′ = P TJP, gdje
je
A′′ = diag(A′′1, . . . , A′′n), A′′i =
 0 ωi
ωi dii
 , (1.25a)
J ′′ = diag(j, . . . , j), j =
1 0
0 −1
 . (1.25b)
Produktni svojstveni problem
Za dane hermitske pozitivno definitne matrice K,M ∈ Cm×m produktni svojstveni
problem sastoji se u trazˇenju svojstvenih vrijednosti matricˇnog produkta KM (ili ekvi-
valentno MK). Produktni svojstveni problem pojavljuje se u racˇunalnoj kvantnoj kemiji
i fizici u kojoj se trazˇi nekoliko najmanjih pozitivnih svojstvenih vrijednosti matricˇnog
produkta KM. Taj je problem ekvivalentan trazˇenju svojstvenih vrijednosti najblizˇih nuli
matricˇnog para (A,B) gdje
A =
K 0
0 M
 , B =
0 I
I 0
 . (1.26)
Par (A,B) je ocˇito pozitivno definitan s definitnim pomakom λ0 = 0.
Teorem 1.31 [4, Odjeljak 2] Neka su K,M ∈ Cm×m hermitske pozitivno definitne matrice
i (A,B) kao u (1.26). Tada vrijedi:
1. Postoji invertibilna Y ∈ Cm×m takva da
K = Y Λ2Y H , M = XXH ,
gdje Λ = diag(λ1, . . . , λm)  0 i X = Y −H .
2. λ2 je svojstvena vrijednost od KM ako i samo ako su ±λ svojstvene vrijednosti para
(A,B).
3. Par (A,B) je dijagonalizibilan s
A
 X X
Y Λ −Y Λ
 = B
 X X
Y Λ −Y Λ
 Λ 0
0 −Λ
 .
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Dokaz. Kako KM = K1/2K1/2M ima iste svojstvene vrijednosti kao i K1/2MK1/2 koja
je hermitski pozitivno definitna matrica, slijedi da KM ima pozitivne realne svojstvene
vrijednosti i mozˇe se dijagonalizirati invertibilnom matricom Y. Nadalje KM = Y Λ2Y −1 =
Y Λ2Y HY −HY −1 pa mozˇemo pisati K = Y Λ2Y H , M = Y −HY −1, tj. M = XXH uz
X := Y −H . Generalizirani svojstveni problem s matricama A,B ekvivalentan je obicˇnom
svojstvenom problemu s matricom H := B−1A = BA gdje
H =
 0 M
K 0
 .
Tada promatrajuc´i svojstveni problem matrice
H2 =
MK 0
0 KM

slijedi druga tvrdnja. Zadnja tvrdnja slijedi direktnim raspisivanjem koriˇstenjem prve
tvrdnje.
Dakle, svojstvene vrijednosti matricˇnog para nastalog iz produktnog svojstvenog pro-
blema mozˇemo poredati kako slijedi:
−λm ≤ · · · ≤ −λ1 < 0 < λ1 ≤ · · · ≤ λm.
Bai i Li su u radovima [4, 5, 6], predlozˇili algoritam tipa LOBPCG, kojeg su nazvali
LOBP4DCG, za racˇunanje najmanjih svojstvenih vrijednosti matricˇnog produkta KM ,
gdje su K, M hermitske pozitivno semidefinitne matrice i jedna od njih je definitna. U
tim radovima rade direktno s matricama K,M bez prelaska na par (A,B). Ti radovi su
inspirirali rad Kressnera, Milolozˇa Pandur i Shao [42] u kojem je napravljena generalizacija
njihovog algoritma (v. Potpoglavlje 3.3).
Matrica linearnog sustava u formi sedlaste tocˇke
Sljedec´i tekst preuzet je iz [29, Odjeljak 4.2]. Neka je A = AT ∈ Rn×n pozitivno
definitna, B ∈ Rm×n s m ≤ n i C = CT ∈ Rm×m pozitivno semidefinitna. Matrica
linearnog sustava u formi sedlaste tocˇke tada ima blok strukturu
A =
A BT
B −C
 . (1.27)
Matrica A je uobicˇajeno velika i rijetka, i indefinitna je s n pozitivnih i rang(C+BA−1BT )
(sˇto je obicˇno blizu m) negativnih svojstvenih vrijednosti. U praksi cˇesto indefinitnost
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matrice A usporava iterativne metode za rjesˇavanje linearnih sustava (npr. Krylovljeve
potprostorne metode). Liesen i Parlett su 2008. u radu [50] pokazali da ukoliko je poznat
realan broj µ takav da je M(µ) = A − µJ , s J = diag(In,−Im), pozitivno definitna,
tada se mozˇe napraviti iteracija konjugiranih gradijenata za rjesˇavanje linearnog sustava
JAx = J b. Dokazali su [50, Teorem 2.2] da je M(µ) pozitivno definitna ako i samo ako
λmin(A) > µ > λmax(C) i ‖(µIm − C)−1/2B(A− µIn)−1/2‖2 < 1. (1.28)
Nalazˇenje µ koji zadovoljava oba uvjeta mozˇe biti tesˇko kada su matrice velike. Liesen
i Parlett su takod¯er pokazali da ako je λmin(A) > µ > λmax(C) tada M(µ˜) s µ˜ =
(λmin(A) + λmax(C))/2 je pozitivno definitna ako
2‖B‖2 < λmin(A)− λmax(C), (1.29)
sˇto je dovoljan uvjet koji se laksˇe provjerava, ali je cˇesto previˇse ogranicˇavajuc´i, kao sˇto je
ilustrirano numericˇkim primjerima u [50].
Provjera je li M(µ) = A− µJ pozitivno definitna za neki µ ∈ R , svodi se na provjeru
je li par (A,J ) pozitivno definitan par, pa se koriˇstenjem nekog algoritma za ispitivanje
definitnosti para mozˇe izbjec´i rad s (1.28) ili (1.29).
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Ispitivanje definitnosti hermitskog matricˇnog
para
U ovom poglavlju predlazˇemo novi algoritam ispitivanja definitnosti danog hermitskog
matricˇnog para. Algoritam je posebno pogodan za velike rijetko popunjene i vrpcˇaste
matricˇne parove. Algoritam se temelji na iterativnom ispitivanju malih gusto popunjenih
komprimiranih parova koji nastaju koriˇstenjem test-potprostora malih dimenzija. Spome-
nuti algoritam smo nazvali Algoritam ispitivanja potprostora, a nastao je kao generalizacija
metode koordinatne relaksacije koju je Keller 1994. opisala u svojoj disertaciji [36, Odje-
ljak 3.6.2]. Takod¯er, predlazˇemo moguc´e ubrzanje algoritma.
U Potpoglavlju 2.1 dajemo pregled postojec´ih algoritama ispitivanja definitnosti danog
hermitskog matricˇnog para. Zatim u Odjeljku 2.2.1 predlazˇemo jednostavne algoritme
ispitivanja definitnosti koriˇstenjem podmatrica. Nazˇalost, ti algoritmi ne moraju dati
konacˇan odgovor: je li dani matricˇni par definitan ili nije. U algoritmu ispitivanja pot-
prostora, koji je opisan u Odjeljku 2.2.2, test-potprostori se iteriraju tako da osiguravaju
odred¯enu monotonost koja garantira zavrsˇenje ispitivanja u konacˇno mnogo koraka. U
Potpoglavlju 2.3 dani su numericˇki eksperimenti u kojima uspored¯ujemo nasˇe algoritme s
jednim postojec´im algoritmom.
Cilj ovog poglavlja jest ispitati je li dani hermitski matricˇni par (A,B) definitan ili
nije:
svojstvo odgovor
definitan da/ne/blizu indefinitnog.
Odgovor blizu indefinitnog znacˇi da je interval unutar kojeg trazˇimo definitan pomak
(ukoliko takav postoji) jako male duljine, odnosno manji od neke zadane tolerancije. U
tom slucˇaju male perturbacije matricˇnih elemenata mogu narusˇiti njegovu definitnost.
Ukoliko je par (A,B) definitan s indefinitnom matricom B, josˇ nas zanima je li par (A,B)
pozitivno ili negativno definitan:
svojstvo odgovor
pozitivno definitan da/ne/blizu pozitivno semidefinitnog;
negativno definitan da/ne/blizu negativno semidefinitnog.
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Ako je par (A,B) pozitivno definitan i B je indefinitna, onda taj par nije negativno
definitan; i obratno. Ako je par (A,B) pozitivno definitan ili negativno definitan, onda je
on nuzˇno definitan.
2.1 Pregled postojec´ih algoritama
U ovom potpoglavlju dajemo pregled postojec´ih algoritama ispitivanja definitnosti
danog hermitskog matricˇnog para.
1. Lucˇni algoritam i njegova poboljˇsana verzija
Iterativan algoritam koji za dani hermitski matricˇni par (A,B) nalazi realan broj φ
takav da je matrica A cosφ+B sinφ pozitivno definitna ili zakljucˇuje da takav broj
ne postoji je predlozˇen 1979. u doktorskoj disertaciji Moona [54]. Kasnije su taj tzv.
lucˇni algoritam doradili Crawford i Moon u radovima [19, 17], ali u njima postoji
nejasnoc´a u izjavama i izvod¯enju samoga algoritma. No, 2009. su Guo, Higham i
Tisseur u radu [29] uklonili te nedostake, te dali poboljˇsanu verziju.
Za dani hermitski matricˇni par (A,B) u kojem nisu obje matrice nul-matrica, pro-
matra se funkcija
f(x) := x
H(A+ iB)x
|xH(A+ iB)x| , x ∈ C
n, xH(A+ iB)x 6= 0. (2.1)
Stoga f(x) lezˇi na jedinicˇnoj kruzˇnici. Slika funkcije f je opisana sljedec´om lemom:
Lema 2.1 (Au-Yeung [86, 87]) Slika funkcije f iz (2.1) mozˇe biti samo jedno od
sljedec´eg:
i) zatvoren luk na jedinicˇnoj kruzˇnici duljine manje od pi,
ii) dvije dijametralno suprotne tocˇke na jedinicˇnoj kruzˇnici,
iii) cijela jedinicˇna kruzˇnica,
iv) pola kruzˇnice s ili bez rubnih tocˇaka.
Ako je par (A,B) definitan, onda je i) jedina moguc´nost, a ako je par (A,B) indefi-
nitan mozˇe se dogoditi bilo koja moguc´nost i)-iv).
Za bilo koja dva kompleksna broja a i b na jedinicˇnoj kruzˇnici takva da a 6= −b, tj.
a i b nisu dijametralno suprotne tocˇke, s luk[a, b] oznacˇimo krac´i luk na jedinicˇnoj
kruzˇnici koji povezuje a i b. Duljinu u radijanima luka luk[a, b] oznacˇimo s θ[a, b].
Ukoliko je a = −b, definiramo θ[a, b] := pi i za luk[a, b] se mozˇe uzeti bilo koji od dva
luka koji povezuje a i b. Za definitan matricˇni par sliku funkcije f iz (2.1) oznacˇimo
s luk[a˜, b˜], gdje je θ[a˜, b˜] < pi prema Lemi 2.1. Vrijedi sljedec´a tvrdnja.
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Lema 2.2 [29, Lema 2.2] Neka je c := cosφ + i sinφ, φ ∈ R. Pretpostavimo da
matrica Aφ := A cosφ + B sinφ nije pozitivno definitna i neka je x 6= 0 takav da
xHAφx ≤ 0. Ako xH(A+ iB)x 6= 0 tada za d := f(x) vrijedi θ[c, d] ≥ pi/2.
Slijedi opis lucˇnog algoritma. Neka je (A,B) zadani hermitski matricˇni par. Racˇu-
namo vrijednost funkcije f iz (2.1) na proizvoljnom pocˇetnom vektoru x0 6= 0. Kako
je f(x0) na jedinicˇnoj kruzˇnici to postoji φ ∈ R takav da je f(x0) = cosφ + i sinφ
i definirajmo c := cosφ + i sinφ. Ako je matrica Aφ := A cosφ + B sinφ za dani φ
pozitivno definitna, tada je zadani matricˇni par (A,B) definitan i algoritam staje.
Ukoliko matrica Aφ nije pozitivno definitna, odabire se vektor x 6= 0 takav da
xHAφx ≤ 0. Ukoliko je xH(A+ iB)x = 0 tada je Crawfordov broj (v. Definiciju 1.1)
jednak nuli pa je zadani matricˇni par indefinitan, te algoritam staje. U suprotnom,
tj. ako su ispunjena oba uvjeta Leme 2.2, racˇunamo f(x) i dobivamo novu tocˇku
d := f(x) na jedinicˇnoj kruzˇnici za koju je θ[c, d] ≥ pi/2 po Lemi 2.2. Tada definiramo
a := c i b := d. Prema Lemi 2.1, ako je b = −a tada je zadani par (A,B) indefinitan,
u suprotnom luk[a, b] mora biti dio slike od f, opet prema Lemi 2.1. Tada za novi
c := cosφ+ i sinφ, koji je jednak sredini luka luk[a, b] provjeravamo uvjete Leme 2.2.
Ako se ne ustanovi (in)definitnost, racˇuna se novi d koji je izvan luka luk[a, b] i luk
se prosˇiruje (unutar slike od f) zamjenjujuc´i blizˇi rub s d. Ako je duljina novog
luka vec´a od pi, par je prema Lemi 2.1 indefinitan. U suprotnom, ponovimo opisani
proces na tom novom luku.
Ukoliko opisani algoritam ne stane nakon konacˇno mnogo koraka, Guo, Higham i
Tisseur su dokazali da niz lukova luk[ak, bk], gdje su ak, bk generirani nakon k-tog
testa pozitivne definitnosti matrice Aφ u opisanom algoritmu, uvijek konvergira
prema nekom luku bio par definitan ili ne jer nakon k-tog izvrsˇenog koraka lucˇnog
algoritma vrijedi [29, Lema 2.4]
θ[ak, bk] ≥ pi(1− 2−k).
Ako je slika funkcije f za dani par duljine pi ili priblizˇno jednaka pi, algoritam mozˇe
pogresˇno odrediti definitnost u aritmetici konacˇne preciznosti, no pokazali su da je
algoritam numericˇki stabilan u smislu da tocˇno odred¯uje definitnost za perturbirani
par (A+ ∆A,B + ∆B) gdje
‖ [∆A∆B] ‖2 ≤ cn‖[AB ]‖2,
gdje je cn skromna konstanta,  jedinicˇna gresˇka zaokruzˇivanja. Takod¯er, dali su
gornju ogradu za Crawfordov broj definitnog para (A,B):
γ(A,B) ≤ 2−1/2‖ [AB ]‖2(pi − θ[a˜, b˜])
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pa je relativna udaljenost para (A,B) do najblizˇeg indefinitnog para (v. (1.4), (1.5))
omed¯ena s 2−1/2(pi − θ[a˜, b˜]). Zakljucˇuju da lucˇni algoritam mozˇe netocˇno odrediti
indefinitnost samo ako je (A,B) blizu, relativno po normi, indefinitnog para. Zatim
raspravljaju o implementacijskim detaljima: kako provjeravati pozitivnu definitnost
matrice Aφ (razlicˇiti nacˇini provod¯enja faktorizacije Choleskog; preporucˇuju fakto-
rizaciju Choleskog s potpunim pivotiranjem ako matrica nije rijetko popunjena, te
faktorizaciju Choleskog bez pivotiranja za rijetko popunjene matrice; dok za velike i
rijetko popunjene matrice preporucˇuju Matlab-ovu funkciju chol) i kako racˇunati
smjer vektora x 6= 0 za koji vrijedi xHAφx ≤ 0 (eng. nonpositive curvature). U
slucˇaju netocˇno izracˇunatog takvog smjera x, tzv. nepozitivne zakrivljenosti mozˇe
se dogoditi da se luk ne prosˇiri ili da se cˇak suzi, sˇto je vjerojatno u slucˇaju kada je
θ[a˜, b˜] blizu pi. U tom slucˇaju algoritam mozˇemo ponovno pokrenuti s novim lukom.
No, po njihovim eksperimentima to se rijetko dogad¯a, a ukoliko se dogodi algoritam
se oporavlja ukoliko mu se dopusti da nastavi.
Numericˇki trosˇak lucˇnog algoritma u svakoj iteraciji je racˇunanje brojeva xHAx i
xHBx, pokusˇaj provod¯enja faktorizacije Choleskog do kraja, te odabiranje smjera
x 6= 0 takvog da xHAφx ≤ 0, za Aφ iz Leme 2.2. Potpuna faktorizacija Choleskog
zahtjeva n3/3 racˇunskih operacija, gdje je n red matrica A,B, a ukoliko matrica
Aφ nije pozitivno definitna, pokusˇaj faktorizacije Choleskog mozˇe se prekinuti puno
prije izvrsˇenja n koraka. Ovaj algoritam je pogodan kako za matricˇne parove malih
dimenzija, tako i za one velikih dimenzija.
2. Indefinitni J-Jacobijev algoritam
Veselic´ je 1993. u radu [82] predstavio algoritam Jacobijevog tipa za realne simetricˇne
definitne matricˇne parove (A, J) malih do srednjih dimenzija, u kojima je J2 = I,
J = diag(Im,−In−m) dijagonalna matrica predznaka. Algoritam rjesˇava cijeli genera-
lizirani svojstveni problem (ukoliko nije potrebno, svojstveni vektori se ne racˇunaju)
para (A, J) radec´i samo na jednoj matrici koju dijagonalizira iterativno koristec´i
J-ortogonalne elementarne kongruencije (trigonometrijske i hiperbolne rotacije C):
A′ = CTAC, J = CTJC.
Simetrija je tijekom procesa ocˇuvana, a za rotacijske parametre potrebni su samo
pivotni elementi trenutne radne matrice, sˇto ubrzava paralelizaciju algoritma. Al-
goritam konvergira globalno [82] i asimptotski kvadraticˇno [23, 51], te je tocˇan u
relativnom smislu [74, 76]. Ukoliko se ne pretpostavi definitnost para na samom
pocˇetku, indefinitni J-Jacobijev algoritam mozˇe se koristiti kao algoritam za ispiti-
vanje definitnosti para; u tom slucˇaju nije potrebno racˇunati svojstvene vektore. Na
samom pocˇetku se ispitivanjem dijagonalnih elemenata radne matrice utvrd¯uje je li
par indefinitan ili je mozˇda pozitivno (negativno) definitan. Redukcija se provodi
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dok se ne prekrsˇe nuzˇni uvjeti (provod¯enje hiperbolne rotacije kada je njezin red,
uvjet konstantnog predznaka kod izvrsˇavanja svake hiperbolne rotacije, kriterij di-
jagonalnih elemenata) dani u [82, Poglavlje 2] (u tom slucˇaju par je indefinitan) ili
dok algoritam ne dijagonalizira radnu matricu (u tom slucˇaju par je definitan).
Iako se cˇini da ovaj algoritam mora proc´i do kraja da bi potvrdio definitnost para,
to nije istina. Naime, unutar procesa dijagonalizacije, a u svrhu brzˇeg ispitivanja
definitnosti, mozˇe se iskoristiti Gersˇgorinov teorem.
Teorem 2.3 (Gersˇgorin) Neka je A kvadratna matrica reda n i neka je
R′i(A) :=
n∑
j=1
j 6=i
|aij|, 1 ≤ i ≤ n.
R′i(A) je suma apsolutnih vrijednosti elemenata u i-tom retku, bez dijagonalnog.
Sve svojstvene vrijednosti matrice A nalaze se u uniji od n diskova
G(A) :=
n⋃
i=1
{ z ∈ C : | z − aii| ≤ R′i(A) } .
Nadalje, ako unija k tih diskova tvori povezano podrucˇje koje nema presjeka s ostalih
n− k diskova, tada se tocˇno k svojstvenih vrijednosti nalazi unutar tog podrucˇja.
Neka je A′ trenutna radna matrica. Pretpostavimo da je na samom pocˇetku J-
Jacobijevog algoritma, ispitivanjem dijagonalnih elemenata u matrici A ustanovljeno
da par (A, J) nije negativno definitan, dakle ostaje moguc´nost da je pozitivno defi-
nitan. Nakon izvrsˇenog jednog ciklusa J-Jacobijevog algoritma, izracˇunamo brojeve
R′i(A′) iz Gersˇgorinovog teorema. Tada racˇunamo najvec´i moguc´i pomak u lijevo
dijagonalnih elemenata gornjeg bloka radne matrice A′, tj. matrice A′(1 : m, 1 : m) :
g1 := min { a′ii −R′i(A′) : i = 1 . . . ,m }
i racˇunamo najvec´i moguc´i pomak u desno dijagonalnih elemenata donjeg bloka
radne matrice A′, tj. matrice A′(m+ 1 : n,m+ 1 : n) :
g2 := max {−a′ii +R′i(A′) : i = m+ 1 . . . , n } .
Ukoliko je g2 < g1 znacˇi da je pocˇetni par (A, J) zaista pozitivno definitan i ako
smo samo to htjeli saznati, ne moramo dalje nastavljati s dijagonalizacijom. Ako
ta nejednakost ne vrijedi onda nastavljamo s novim ciklusom, i nakon zavrsˇenog
ciklusa opet provjeravamo odnos brojeva g1 i g2. Ako je nakon ustanovljenja pozitivne
definitnosti ipak pozˇeljno dobiti i svojstvene vektore oni se mogu rekonstruirati, tako
da se u prethodnom procesu dijagonalizacije zapamte mjesta i parametri rotacija.
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Slika 2.1: Uzorak popunjenosti matrice A koja se pojavljuje u diskretizaciji Poissonove
jednadzˇbe s 5-tocˇkovnim operatorom na 7× 7 mrezˇi.
Eksperiment 2.4 Neka je A pozitivno definitna matrica reda 49 koja se pojavljuje
u diskretizaciji Poissonove jednadzˇbe s 5-tocˇkovnim operatorom na 7 × 7 mrezˇi.
Na Slici 2.1 mozˇemo vidjeti uzorak popunjenosti matrice A. Matrica A na glavnoj
dijagonali ima sve vrijednosti jednake 4, na sedmim sporednim dijagonalama ima
vrijednosti −1, na prvim sporednim dijagonalama ima vrijednosti −1, osim na
svakom sedmom mjestu prve sporedne dijagonale gdje ima vrijednost 0. Na svim
ostalim mjestima A ima vrijednost 0. Matrica A se mozˇe dobiti sljedec´om Matlab-
ovom naredbom:
A = gallery(’poisson’,7)
A je dobro kondicionirana: κ(A) ≈ 25. Neka je J = diag(I29,−I20). Za potpunu
dijagonalizaciju pozitivno definitnog para (A, J) potrebno je 9 ciklusa J-Jacobijevog
algoritma i ukupno 5955 izvrsˇenih rotacija, dok je za potvrdu pozitivne definitnosti
koriˇstenjem ideje s Gersˇgorinovim teoremom potrebno izvrsˇiti 4 ciklusa s ukupno
3982 izvrsˇenih rotacija. Primjena Gersˇgorinovog teorema u ovom primjeru je dala
znacˇajnu usˇtedu u broju izvrsˇenih rotacija jer je nakon 4. ciklusa norma trenutne ma-
trice reziduala A′V ′−J ′V ′D′ reda O(10−4), dok je konacˇna norma matrice reziduala
reda O(10−14). U ovom primjeru je duljina definitnog intervala reda O(1), definitni
interval je otprilike (−0.61967, 0.4464), dok je λmin = −7.2184, λmax = 7.4572. Uspo-
redbe radi, lucˇni algoritam s pocˇetnim vektorom e1, gdje je e1 prvi stupac jedinicˇne
matrice I49, i potpunim pivotiranjem kod pokusˇaja izvrsˇenja faktorizacije Choleskog
je odmah ustanovio pozitivnu definitnost para (A, J) (prva izracˇunata matrica Aφ
iz Leme 2.2 je pozitivno definitna).
Neka je sada matrica A reda 20 gusto popunjena, pozitivno definitna dana s Matlab-
ovom naredbom:
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A = gallery(’prolate’,20);
A je losˇe kondicionirana: κ(A) = O(1013). Neka je J = diag(I15,−I5). Za potpunu
dijagonalizaciju pozitivno definitnog para (A, J) potrebno je 12 ciklusa J-Jacobijevog
algoritma i ukupno 1269 izvrsˇenih rotacija, dok je za potvrdu pozitivne definitnosti
koriˇstenjem ideje s Gersˇgorinovim teoremom potrebno izvrsˇiti 8 ciklusa s ukupno
1201 izvrsˇenih rotacija. Primjena Gersˇgorinovog teorema u ovom primjeru nije dala
preveliku usˇtedu u broju izvrsˇenih rotacija jer nakon izvrsˇenog 8. ciklusa, radna
matrica je vec´ poprilicˇno dijagonalizirana jer je norma trenutne matrice reziduala
A′V ′−J ′V ′D′ reda O(10−10), dok je konacˇna norma matrice reziduala reda O(10−15).
U ovom primjeru je duljina definitnog intervala reda O(10−7), definitni interval je
otprilike (−5.1489e− 7, 1.7888e− 14) dok je λmin = −0.9968, λmax = 1. Usporedbe
radi, lucˇnom algoritmu s pocˇetnim vektorom e1, gdje je e1 prvi stupac jedinicˇne
matrice I20, i potpunim pivotiranjem kod pokusˇaja izvrsˇenja faktorizacije Choleskog
bilo je potrebno 11 iteracija za provjeru definitnosti para (A, J).
Sljedec´a tablica sadrzˇi srednje proteklo vrijeme u sekundama za izvrsˇenje algoritama
na danim matricˇnim parovima (A, J) kao gore (ne ukljucˇujuc´i vrijeme potrebno za
ispis podataka koje vrac´aju algoritmi):
Vrsta matrice A Lucˇni J-Jacobi bez Gersˇgorina J-Jacobi sa Gersˇgorinom
poisson 0.0031 1.2976 0.8845
prolate 0.0101 0.0177 0.0165.
Napominjemo da nismo racˇunali svojstvene vektore u J-Jacobijevom algoritmu. 
Ukoliko se zˇeli napraviti svojstvena redukcija (ili ispitivanje definitnosti) opc´eg
hermitskog para (A,B) s invertibilnom B, s inercijom In(B) = (m,n−m, 0), prvo
se treba napraviti simetricˇna indefinitna dekompozicija
B = GJGT , J = diag(Im,−In−m)
(npr. [14, 11, 13] i [75]), gdje je G invertibilna donje blok-trokutasta s dijagonalnim
blokovima reda 1 ili 2, te primijeniti indefinitni J-Jacobijev algoritam na pomoc´nom
paru (G−1AG−T , J). Veselic´ je u radu [82] naveo dvije glavne primjene indefinit-
nog J-Jacobijevog algoritma: dijagonalizacija jedne indefinitne simetricˇne matrice i
rjesˇavanje pregusˇenog kvadratnog svojstvenog problema. Kod obje primjene prijelaz
na pomoc´ni par je relativno jednostavan i dane su implicitne verzije J-Jacobijevog
algoritma.
Za gusto popunjene matrice A,B reda n, pocˇetni numericˇki trosˇak je n3/3 racˇunskih
operacija za simetricˇnu indefinitnu dekompoziciju B = GJGT , 2n3 za formira-
nje matrice G−1AG−T (ako se G−1A dobiva rjesˇavanjem donje trokutastog sustava
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GY = A) te 12sn3 za dijagonalizaciju danog matricˇnog para gdje je s broj ciklusa
(eng. sweep). Razvijene su i blok verzije J-Jacobijevog algoritma [73, 72]. Takod¯er,
postoji moguc´nost neposredne primjene indefinitnog Jacobijevog algoritma na opc´em
hermitskom matricˇnom paru (A,B) iako taj algoritam josˇ nije razvijen [26].
Napomena 2.5 Ukoliko je simetricˇan matricˇni par (A,B) pozitivno definitan s
neinvertibilnim matricama A i B tada ne mozˇemo direktno primijeniti indefinitni
J-Jacobijev algoritam. Neka je µ proizvoljan realan broj koji nije svojstvena vrijed-
nost para (A,B). Tada je matrica A− µB invertibilna te neka je njena simetricˇna
indefinitna dekompozicija dana s
A− µB =: GJGT , J = diag(Im,−In−m). (2.2)
Tada vrijedi sljedec´i niz ekvivalentnih jednakosti
(A− µB)x = (λ− µ)Bx
Bx = 1
λ− µ(A− µB)x
Bx = 1
λ− µGJG
Tx
G−1BG−Ty = 1
λ− µJy, gdje je y := G
Tx. (2.3)
Dakle, ako je (λ, x) svojstveni par od (A,B) i µ /∈ σ(A,B) tada je (1/(λ − µ), x)
svojstveni par od (B,A−µB), te je (1/(λ−µ), y) svojstveni par od (G−1BG−T , J).
Sada se indefinitni J-Jacobijev algoritam mozˇe primijeniti na paru (G−1BG−T , J).
Ako je A− λ0B  0, tj. (A,B) je pozitivno definitan matricˇni par, tada vrijedi
(A− µB)− (λ0 − µ)B  0. (2.4)
Ukoliko je λ0 < µ tada dijelec´i (2.4) s pozitivnim brojem −(λ0 − µ) slijedi
B − 1
λ0 − µ(A− µB)  0,
tj. matricˇni par (B,A − µB) je pozitivno definitan s definitnim pomakom 1
λ0−µ .
Slicˇno, ukoliko je λ0 > µ slijedi da je matricˇni par (B,A− µB) negativno definitan
s definitnim pomakom 1
λ0−µ . Vrijedi i obrat tih tvrdnji. Ukratko, ako su A i B
neinvertibilne, koristec´i proizvoljni µ /∈ σ(A,B) prelazimo na pomoc´ni par (B,A−
µB). Pri tome prijelazu se definitnost cˇuva, ali ne nuzˇno i pozitivna, odnosno
negativna. 
Eksperiment 2.6 U ovom primjeru koristimo klasu matricˇnih parova koju je predlozˇio
Moon u [54, Eks.3.0, str.80], a koriˇstena je i u [29, Eks.2, str.1144] definiranih u
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Matlab-ovoj notaciji
V=gallery(’triw’,n,1,2);
theta=zeros(n,1);
for i=2:n, theta(i)=theta(i-1)+pi/2ˆ(i-1);end
A=V’*diag(sin(theta))*V;
B=V’*diag(cos(theta))*V;
An je pozitivno semi-definitna i neinvertibilna, a B je neinvertibilna i indefinitna, par
(An, Bn) je pozitivno definitan. Za n ≥ 54 je par (An, Bn) unutar udaljenosti reda 
od indefinitnog para jer je slika funkcije f iz (2.1) luk duljine skoro pi. Lucˇni algoritam
koristi odred¯enu toleranciju pri odred¯ivanju duljine trenutnog luka luk[ak, bk]: ako
je pi − tol ≤ θ[ak, bk] ≤ pi tada lucˇni algoritam staje s naznakom da je zadani
matricˇni par unutar udaljenosti tol od indefinitnog para. Za n = 60 te µ = 0.1
primijenimo indefinitni J-Jacobijev algoritam na paru (G−1B60G−T , J) (v. (2.2)
i (2.3)). Nakon 18 izvrsˇenih ciklusa Jacobijev algoritam je dao potvrdu pozitivne
definitnosti danog para dijagonalizirajuc´i ga s normom gresˇke reda O(10−13). Naime,
Gersˇgorinov teorem nije uspio pomoc´i ubrzati odluku jer je definitni interval jako
uzak:
(−9.999999999999998,−9.999999999999943).
Za sredinu λd definitnog intervala vrijedi κ(G−1B60G−T − λdJ) = O(1014). Lucˇni
algoritam s potpunim pivotiranjem je detektirao nakon dva pokusˇaja izvrsˇenja fak-
torizacije Choleskog da je par (G−1B60G−T , J) unutar udaljenosti tol = 60 · 2−53
od indefinitnog para. 
3. Metoda “divide & conquer”
U svojoj doktorskoj disertaciji [36] Keller je 1994. predstavila algoritam koji rjesˇava
cijeli generalizirani svojstveni problem pozitivno definitnog matricˇnog para (A, J)
u kojem je A realna simetricˇna tridijagonalna, a J = diag {±1 } . Taj se algoritam
temelji na principu “divide & conquer” (“podijeli pa vladaj”). U “divide” koraku se
originalni GSP dijeli na dva manja potproblema koji se rjesˇavaju samostalno. Keller
vrsˇi dijeljenje GSP-a na manje potprobleme sve dok ne dod¯e do GSP-a reda 1 ili
reda 2. U “conquer” koraku se pojedinacˇna rjesˇenja dva odgovarajuc´a potproblema
spajaju zajedno tako da daju rjesˇenje potproblema (duplo vec´eg reda) od kojeg su
nastali. “Conquer” koraci se vrsˇe sve dok se ne dod¯e do rjesˇenja originalnog GSP-a.
Neka je (A, J) originalni pozitivno definitni matricˇni par reda n. Metodu c´emo
ukratko opisati na temelju jedne podijele u “divide” koraku. Tridijagonalnu A
zapiˇsemo u obliku
A = T − ρbbT , T = diag(T1, T2)
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gdje su ρ ∈ R, b ∈ Rn, T1, T2 kvadratne tridijagonalne matrice reda m1,m2 tim
redom (m1 + m2 = n). Keller ρ i b bira tako da matricˇni parovi (T1, J1) i (T2, J2)
budu pozitivno definitni gdje je J = diag(J1, J2). Neka je Di dijagonalna matrica
svojstvenih vrijednosti, a Qi Ji-ortonormirana matrica svojstvenih vektora GSP-a
Tix = λJix, i = 1, 2.
Tada slijedi istovremena dijagonalizacija para (T, J) :
QTTQ = D i QTJQ = J gdje je Q := diag(Q1, Q2), D := diag(D1, D2) (2.5)
cˇime zavrsˇava “divide” korak. Kako je GSP
Ax = (T − ρbbT )x = λJx
ekvivalentan GSP-u
(D − ρzzT )y = λJy, z := JQT b, y := (JQ)Tx (2.6)
gdje su D,Q iz (2.5), tada se u “conquer” koraku rjesˇava GSP (2.6) cˇime se dobiva
rjesˇenje originalnog GSP-a para (A, J) (naime, vrijedi x = QJy). Uocˇimo da je
matrica D−ρzzT perturbacija dijagonalne matrice dijadom (matricom ranga jedan),
pa Keller svojstvene vrijednosti matricˇnog para (D − ρzzT , J) dobiva kao nultocˇke
odred¯ene racionalne funkcije.
Kellerina metoda je pogodna i za male i za jako velike matricˇne parove, te se mozˇe
paralelizirati. Ukoliko se na pocˇetku ne pretpostavi pozitivna definitnost originalnog
matricˇnog para (A, J) s realnom simetricˇnom tridijagonalnom A i J = diag {±1 }
Kellerina “divide & conquer” metoda mozˇe posluzˇiti kao algoritam za ispitivanje
pozitivne definitnosti. Keller napominje da se u numericˇkim eksperimentima koje
je provela, indefinitnost otkriva dosta brzo, obicˇno u “divide” koracima za potpro-
bleme reda 2. Kako sama Keller napominje, njezina “divide & conquer” metoda
sadrzˇi problematicˇne korake u numericˇkoj implementaciji (ako su bliske svojstvene
vrijednosti podmatrica).
Keller je takod¯er predstavila “divide & conquer” tip metode koji rjesˇava cijeli ge-
neralizirani svojstveni problem pozitivno definitnog matricˇnog para (A, J) u kojem
je A realna simetricˇna tridijagonalna s nekoliko dodatno popunjenih redaka i stu-
paca, a J = diag {±1 } . Taj algoritam sluzˇi i kao algoritam za ispitivanje pozitivne
definitnosti, ukoliko se ona ne pretpostavi na pocˇetku.
4. Stohasticˇka metoda
U svojoj doktorskoj disertaciji [36, Odjeljak 3.6] Keller je 1994. predstavila sto-
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hasticˇku metodu za ispitivanje definitnosti simetricˇnog para (A,B) koja ujedno sluzˇi
i za odred¯ivanje definitnog intervala ukoliko se radi o definitnom matricˇnom paru.
Naime, ako je par (A,B) pozitivno definitan, onda postoji λ0 ∈ R takav da za sve
x 6= 0 vrijedi xT (A− λ0B)x > 0⇐⇒ xTAx > λ0xTBx. Za xTBx > 0 vrijedi
λ0 <
xTAx
xTBx
= ρ(x),
dok za xTBx < 0 vrijedi
λ0 >
xTAx
xTBx
= ρ(x).
Dakle (usp. tocˇku 3. Teorema 1.9 i (1.11)),
λ−1 < λ0 < λ
+
1
gdje je
λ−1 := max
xTBx<0
xTAx
xTBx
, λ+1 := min
xTBx>0
xTAx
xTBx
(u slucˇaju da nema takvih x za λ−1 ili λ+1 onda λ−1 := −∞, odnosno λ+1 := +∞). Za
dani smjer x novi smjer biramo u obliku
x′ = x+ tu, t ∈ R.
Generira se slucˇajan normiran smjer u. Ako je vrijednost ρ(x+ tu) poboljˇsanje od
ρ(x) (u smislu da ako je x B-negativan i ako je x+tu B-negativan i ρ(x+tu) > ρ(x))
za neki mali prirast t, prihvac´amo taj smjer; u suprotnom, probamo sa suprotnim
smjerom −u. Ako ni to ne donese nikakav napredak, generira se neki novi slucˇajni
smjer. Ako smo pronasˇli odgovarajuc´i smjer, onda se krec´emo u tom smjeru, ali s
duplim korakom t. Tek kada se dogodi pogorsˇanje vratimo se s pola koraka nazad.
Takod¯er, Keller navodi da se smjer u mozˇe birati deterministicˇki, npr. kao smjer
gradijenta. Ovu stohasticˇku metodu je lagano implementirati, no slabo je efikasna.
5. Metoda koordinatne relaksacije
Keller je takod¯er u [36, Odjeljak 3.6] predstavila efikasniju metodu od stohasticˇke
metode. Ta druga metoda bazirana je na kombinaciji Schwartzove metode koor-
dinatne relaksacije [71] iz 1974. i teorijske spoznaje u radu Kovacˇ-Striko i Ve-
selic´ [41] iz 1995. (neke tvrdnje iz toga rada naveli smo u Potpoglavlju 1.2) u
kojem je dana povezanost definitnosti para (A,B) s postojanjem minimuma funk-
cije tr(XTAX), X ∈ Rn×(k++k−) uz uvjet XTBX = diag(Ik+ ,−Ik−), k+ + k− ≤ n.
Za razliku od stohasticˇke metode, sada je formulacija optimizacijskog problema
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jednostavnija. Naime, da bi se utvrdilo
min xTAx pod uvjetom xTBx = 1,
max xTAx pod uvjetom xTBx = −1,
za bilo koji x ∈ Rn takav da vrijedi xTBx = 1 za minimizaciju, odnosno xTBx = −1
za maksimizaciju, trazˇimo novi vektor x′ u obliku
x′ = ϕx+ γy, ϕ, γ ∈ R,
gdje parametre ϕ, γ biramo tako da
minimiziramo x′TAx′ pod uvjetom x′TBx′ = 1,
maksimiziramo x′TAx′ pod uvjetom x′TBx′ = −1.
(2.7)
Koristec´i metodu Lagrangeovog multiplikatora Keller je pokazala da je optimizacij-
ski problem (2.7) ekvivalentan primjeni Rayleigh-Ritzove procedure na potprostor
spanU, gdje je U = [x, y]. Naime, postavimo problem uvjetne optimizacije
 f(ϕ, γ)→ min,max,g(ϕ, γ) = 0,
za zadanu funkciju
f(ϕ, γ) := x′TAx′ = ϕ2xTAx+ 2ϕγyTAx+ γ2yTAy
te uvjet
g(ϕ, γ) := x′TBx′ = ϕ2xTBx+ 2ϕγyTBx+ γ2yTBy ∓ 1.
Nuzˇni uvjeti za uvjetni ekstrem
∂f(ϕ, γ)
∂ϕ
= λ∂g(ϕ, γ)
∂ϕ
i ∂f(ϕ, γ)
∂γ
= λ∂g(ϕ, γ)
∂γ
gdje je λ Lagrangeov multiplikator, vode do 2× 2 GSP-axTAx xTAy
yTAx yTAy
 ϕ
γ
 = λ
xTBx xTBy
yTBx yTBy
ϕ
γ

uz x′TBx′ = ±1.
Stoga je metodu koordinatne relaksacije za ispitivanje pozitivne definitnosti realnog
simetricˇnog matricˇnog para i odred¯ivanje definitnog intervala Keller sazˇela u sljedec´ih
5 koraka.
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(i) Biraju se pocˇetni vektori x1 takav da xT1Bx1 = 1 i x2 takav da xT2Bx2 = −1.
Definira se pocˇetni interval Ipoc = 〈−∞,+∞〉.
(ii) Odred¯uju se iteracijski vektori y1, y2. Tipicˇan izbor je yi = ej, i = 1, 2 gdje je
ej j-ti stupac jedinicˇne matrice In, j = 1, . . . , n. Druga je moguc´nost izabrati
vektor yi kao neki slucˇajni smjer ili kao smjer gradijenta: yi = (xTi Bxi)Axi −
(xTi Axi)Bxi, i = 1, 2.
(iii) Rjesˇava se 2× 2 GSP
xTAx xTAy
yTAx yTAy
ϕ
γ
 = λ
xTBx xTBy
yTBx yTBy
 ϕ
γ
 ,
tj.
Ap
ϕ
γ
 = λBp
ϕ
γ

za x = x1, y = y1 i za x = x2, y = y2. Ukoliko barem jedan komprimirani
par (Ap, Bp) ima kompleksne svojstvene vrijednosti, metodu zaustavljamo sa
zakljucˇkom da je zadani par (A,B) indefinitan. U suprotnom, za x = x1, y = y1
(x = x2, y = y2) odabiremo manju (vec´u) realnu svojstvenu vrijednost sa
svojstvenim vektorom z ∈ R2, takvim da
zTBpz = 1 (zTBpz = −1)
i oznacˇimo ju s λ+ (λ−). Ukoliko je λ− < λ+ definiramo interval Idef :=
〈λ−, λ+〉 te pravimo (v. Teorem 1.26) presjek intervala Idef i Ipoc :
Ipoc := Ipoc ∩ Idef .
Ukoliko je novi interval Ipoc prazan ili je λ+ ≤ λ− otkrivena je indefinitnost
zadanog matricˇnog para (A,B) i metoda se zaustavlja.
(iv) Definiraju se novi vektori xnovi1 i xnovi2 kao Ritzovi vektori: xnovii = [xi, yi]zi =
ϕixi+γiyi, gdje su zi = [ϕi, γi]T , i = 1, 2 prethodno izracˇunati zˇeljeni svojstveni
vektori komprimiranih parova (Ap, Bp). Za tako generirane vektore xnovii , i =
1, 2 vrijedi
(xnovi1 )TBxnovi1 = 1, (xnovi2 )TBxnovi2 = −1.
(v) Dokle god se ne otkrije indefinitnost zadanog matricˇnog para ili se definitni
interval ne odredi dovoljno precizno, ponavljaju se koraci (ii), (iii) i (iv).
U Odjeljku 2.2.2 ove disertacije generaliziramo Kellerinu metodu koordinatne relak-
sacije.
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6. Metoda bisekcije i metoda nivo skupova
Higham, Tisseur i Van Dooren su 2002. u radu [33] razvili metodu bisekcije za
odred¯ivanje intervala u kojem se nalazi Crawfordov broj hermitskog matricˇnog para.
Ukoliko se, na samom pocˇetku, ne pretpostavlja definitnost para, algoritam se
mozˇe iskoristiti kao algoritam za ispitivanje definitnosti danog para. Cˇim se tokom
racˇunanja ustanovi da je lijevi rub intervala, sˇto predstavlja jednu donju med¯u
za Crawfordov broj, pozitivan, algoritam staje s naznakom da je par definitan.
Ukoliko desni rub, u toku racˇunanja postane manji ili jednak 0, zakljucˇuje se da
je par indefinitan. Ako je Crawfordov broj 0 ili jako blizu 0, bit c´e potrebno puno
iteracija za odred¯ivanje je li par definitan ili nije. Svaka iteracija ovog algoritma
je skupa, naime zahtjeva se racˇunanje svih svojstvenih vrijednosti nehermitskog
kvadratnog svojstvenog problema reda n i do na 2n racˇunanja najmanje svojstvene
vrijednosti hermitske matrice. U istom su radu, autori razvili efikasniju metodu
nivo skupova. U toj je metodi potrebno racˇunanje svih svojstvenih vrijednosti samo
jednog nehermitskog kvadratnog svojstvenog problema reda n te se zatim provjerava
jednostavan uvjet i ustanovljuje je li par definitan ili nije. Ukoliko je par definitan,
mozˇe se nastaviti s odred¯ivanjem monotono rastuc´ih donjih med¯a (ali ne i gornjih)
Crawfordovog broja.
2.2 Ispitivanje definitnosti pomoc´u potprostora
U ovom potpoglavlju predlazˇemo nove algoritme ispitivanja definitnosti danog her-
mitskog matricˇnog para. Naime, za opc´i hermitski matricˇni par (A,B) uz invertibilnu B
imamo sljedec´e moguc´nosti za B-predznake svojstvenih vrijednosti:
DEFINITAN PAR INDEFINITAN PAR
a) B indefinitna: −−−+ + + + i) kompleksne svoj. vrij.
b) B indefinitna: + + + +−−− ii) realne svoj.vrij.: −+−−+ +−
c) B poz.def.: + + + + + + + iii) realne svoj.vrij.: neki + i − se podudaraju
d) B neg.def.: −−−−−−
Ukoliko je B neinvertibilna, a par je definitan, uz realne svojstvene vrijednosti tipa
a)-d) imamo josˇ i beskonacˇne svojstvene vrijednosti.
Novi algoritmi, koje predlazˇemo u sljedec´im odjeljcima, ispitivanjem malih komprimi-
ranih parova koji nastaju koriˇstenjem test-potprostora malih dimenzija, ispituju moguc´i
poredak B-predznaka svojstvenih vrijednosti zadanog velikog hermitskog matricˇnog para
(A,B). Algoritmi su iterativni, a cilj algoritama jest provjeriti hoc´e li doc´i do mijesˇanja
B-predznaka ili kompleksnih svojstvenih vrijednosti, sˇto znacˇi da je (A,B) indefinitan par.
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Ukoliko se to ne dogodi, u slucˇaju da je dosadasˇnji poredak B-predznaka oblika
−−− ︸︷︷︸
Ipd
+ + ++
ispituje se pozitivna definitnost matrice A− θ0B za neki θ0 iz intervala Ipd, a ukoliko je
dosadasˇnji poredak B-predznaka oblika
+ + + + ︸︷︷︸
Ind
−−−
ispituje se negativna definitnost matrice A−θ0B za neki θ0 iz intervala Ind. U Odjeljku 2.2.1
predlazˇemo jednostavne algoritme ispitivanja definitnosti koriˇstenjem najjednostavnijih
test-potprostora: iterativno ispitivanje svih glavnih podmatrica reda 1 ili 2. Kvalitetniji
izbor test-potprostora predstavljen je u algoritmu ispitivanja potprostora iz Odjeljka 2.2.2.
Algoritam ispitivanja potprostora posebno je pogodan za velike rijetko popunjene vrpcˇaste
matricˇne parove.
2.2.1 Ispitivanje pomoc´u podmatrica
Neka je (A,B) zadani hermitski matricˇni par reda n. Cilj algoritama u ovom odjeljku
je koriˇstenjem nuzˇnog uvjeta iz Leme 1.27 i 1.28 provjeriti sljedec´e:
i) par (A,B) je indefinitan,
ii) par (A,B) nije pozitivno definitan,
iii) par (A,B) nije negativno definitan,
i to koristec´i najjednostavnije matrice U : U = [ei], i = 1, . . . , n te U = [ei, ej], i, j =
1, . . . , n, i 6= j, gdje je ei i-ti stupac jedinicˇne matrice In. Prvo izvodimo algoritam ispi-
tivanja dijagonalnih elemenata, a zatim algoritam ispitivanja glavnih podmatrica reda
2.
Ispitivanje dijagonalnih elemenata
Ideja ispitivanja dijagonalnih elemenata u svrhu brzˇeg otkrivanja indefinitnosti danog
matricˇnog para (A, J) gdje je J = diag {±1 } dana je kao jedan od kriterija za provedbu
indefinitnog J-Jacobijevog algoritma u [82, Odjeljak 2]. Tu ideju ovdje generaliziramo za
opc´i hermitski par.
Ako je par (A,B) pozitivno definitan, onda je i svaki komprimirani par (UHAU,UHBU)
za U = [ei], i = 1, . . . , n, gdje je ei i-ti stupac jedinicˇne matrice In, takod¯er pozitivno
definitan. Za dani ei, komprimirani par je par reda 1 pa definiramo
(aii, bii) := (eHi Aei, eHi Bei),
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tj. imamo par dijagonalnih elemenata matrica A,B. Ukoliko je par (A,B) pozitivno
definitan s In(B) ≥ (1, 1, 0), gdje se nejednakost podrazumijeva po elementima i s konacˇnim
svojstvenim vrijednostima kao u (1.8) tada vrijedi
max
bjj<0
ajj
bjj
≤ λ−1 < λ+1 ≤ min
bii>0
aii
bii
(2.8)
Uocˇimo da je kod matricˇnog para reda 1, njegova jedina svojstvena vrijednost kvocijent
aii/bii.
Ako vrijedi
aii < 0 i bii = 0 za neki i = 1, 2, . . . , n (2.9)
tada par (A,B) nije pozitivno definitan. Naime, da bi matricˇni par (a, 0) reda 1 mogao
biti pozitivno definitan, tj. a− λ0 · 0  0 nuzˇno je da je a > 0.
Ako vrijedi
aii = 0 i bii = 0 za neki i = 1, 2, . . . , n (2.10)
tada je par (A,B) indefinitan jer je njegov Crawfordov broj jednak 0 (v. Definiciju 1.2).
U implementaciji algoritma umjesto uvjeta (2.10) koristimo oslabljeni uvjet:
max{aii/‖A‖∞, bii/‖B‖∞} ≤ , (2.11)
gdje je  jedinicˇna gresˇka zaokruzˇivanja.
Iz (2.8) slijedi nuzˇan uvjet pozitivne definitnosti para (A,B) s indefinitnom B : svi kvo-
cijenti dijagonalnih elemenata aii/bii za koje je bii > 0 moraju biti vec´i od svih kvocijenata
dijagonalnih elemenata ajj/bjj za koje je bjj < 0. Ako je nuzˇan uvjet za pozitivnu definit-
nost para ispunjen (time se automatski iskljucˇuje negativna definitnost), zakljucˇujemo da
postoji moguc´nost da je par pozitivno definitan i dobivamo interval unutar kojeg se nalazi
njegov definitan interval, ukoliko se zaista radi o pozitivno definitnom paru. Taj interval
dobijemo na sljedec´i nacˇin: 〈
max
bjj<0
ajj
bjj
,min
bii>0
aii
bii
〉
. (2.12)
Ako je duljina intervala u (2.12) manja ili jednaka od neke zadane tolerancije tol za-
kljucˇujemo da je par (A,B) blizu pozitivno semidefinitnog para. Interval (2.12) je formiran
u slucˇaju da B ima barem jedan pozitivan i barem jedan negativan dijagonalni element.
Gornja rasprava vodi nas do Algoritma 2.1. Ukoliko niti na jednom dijagonalnom
paru elemenata nije utvrd¯ena indefinitnost zadanog matricˇnog para, a matrica B ima sve
nenegativne ili sve nepozitivne dijagonalne elemente, onda ne mozˇemo formirati interval
(2.12). U tom slucˇaju algoritam na izlazu mozˇe vratiti interval
〈
−∞,min
bii>0
aii
bii
〉
odnosno
〈
max
bjj<0
ajj
bjj
,+∞
〉
.
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Algoritam 2.1 Algoritam za ispitivanje pozitivne definitnosti hermitskog matricˇnog para
pomoc´u dijagonalnih elemenata
Ulaz: A, B ∈ Cn×n: koeficijenti hermitskog matricˇnog para (A,B); tolerancija tol;
Izlaz: Interval I`, Id i svojstvo para (A,B) : (samo jedno od sljedec´eg) pozitivno definitan,
nije pozitivno definitan, mozˇda pozitivno definitan, blizu pozitivno semidefinitnog,
indefinitan
1: Id := +∞, I` := −∞
2: Iteracija:
3: za i = 1, . . . , n cˇini
4: ako bii = 0 tada
5: ako je aii < 0, kraj ((A,B) nije pozitivno definitan);
6: ako je aii = 0, kraj ((A,B) je indefinitan).
7: inacˇe
8: ako je bii > 0, definirati Id := min { ajj
bjj
: bjj > 0, j = 1, . . . , i };
9: ako je bii < 0, definirati I` := max { ajj
bjj
: bjj < 0, j = 1, . . . , i };
10: kraj ako
11: Ako je I` ≥ Id, kraj ((A,B) nije pozitivno definitan).
12: Ako je I` < Id i Id − I` < tol kraj ((A,B) je blizu pozitivno semidefinitnog).
13: kraj za
Algoritam 2.2 Algoritam za ispitivanje negativne definitnosti hermitskog matricˇnog para
pomoc´u dijagonalnih elemenata
Ulaz: A, B ∈ Cn×n: koeficijenti hermitskog matricˇnog para (A,B); tolerancija tol;
Izlaz: Interval I`, Id i svojstvo para (A,B) : (samo jedno od sljedec´eg) negativno definitan,
nije negativno definitan, mozˇda negativno definitan, blizu negativno semidefinitnog,
indefinitan
1: Id := +∞, I` := −∞
2: Iteracija:
3: za i = 1, . . . , n cˇini
4: ako bii = 0 tada
5: ako je aii > 0, kraj ((A,B) nije negativno definitan);
6: ako je aii = 0, kraj ((A,B) je indefinitan).
7: inacˇe
8: ako je bii > 0, definirati I` := max { ajj
bjj
: bjj > 0, j = 1, . . . , i };
9: ako je bii < 0, definirati Id := min { ajj
bjj
: bjj < 0, j = 1, . . . , i };
10: kraj ako
11: Ako je I` ≥ Id, kraj ((A,B) nije negativno definitan).
12: Ako je I` < Id i Id − I` < tol kraj ((A,B) je blizu negativno semidefinitnog).
13: kraj za
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U implementaciji Algoritma 2.1 brojeve Id, I` iz Linije 8, 9, tim redom, dobivamo
tako sˇto uspored¯ujemo zadnji izracˇunati broj Id, odnosno I` s trenutnim kvocijentom
aii
bii
(ne pamtimo sve kvocijente ajj
bjj
za sve j = 1, . . . , i). Takod¯er, vektori eiM , eim za koje
su iM , im indeksi za koje se postizˇe maksimum, minimum, tim redom, u intervalu (2.12)
mogu posluzˇiti kao stupci matrice X(0) pocˇetnih aproksimacija u Algoritmu ispitivanja
potprostora izvedenom u Odjeljku 2.2.2.
Analognu raspravu kao gore mozˇemo provesti i za ispitivanje negativne definitnosti
zadanog hermitskog matricˇnog para sˇto dovodi do Algoritma 2.2.
Napomena 2.7 Ako je matricˇni par (A,B) takav da A na dijagonali ima barem jedan
nul-element ili barem jedan pozitivan i barem jedan negativan element, a B na dijagonali
ima sve nul-elemente, onda c´e Algoritam 2.1 ili 2.2 sigurno otkriti indefinitnost para
(A,B).
Napomena 2.8 Algoritme 2.1 i 2.2 mozˇemo ujediniti u jedan algoritam ispitivanja dija-
gonalnih elemenata, kako smo i implementirali u Matlab-u. Ukoliko se tijekom izvrsˇavanja
tog ujedinjenog algoritma ustanovi da su prekrsˇena oba nuzˇna uvjeta i za pozitivnu i
za negativnu definitnost, zakljucˇujemo da zadani matricˇni par nije definitan i algoritam
staje. Kada algoritam ispitivanja dijagonalnih elemenata zavrsˇi, korisnik dobiva jedan od
sljedec´ih osam odgovora:
i) Par (A,B) je indefinitan.
ii) Par (A,B) nije pozitivno definitan.
iii) Par (A,B) nije negativno definitan.
iv) Par (A,B) je mozˇda pozitivno definitan.
v) Par (A,B) je mozˇda negativno definitan.
vi) Par (A,B) je mozˇda definitan.
vii) Par (A,B) je blizu pozitivno semidefinitnog para.
viii) Par (A,B) je blizu negativno semidefinitnog para.
Eksperiment 2.9 Neka su As i Bs proizvoljne realne simetricˇne matrice (kompleksne
hermitske) reda n− 2r− 1 za neki r ≥ 1 i 2r+ 1 ≤ n. Promotrimo matrice A1, B1 reda n:
A1 =
A(r, r)
As
 , B1 =
B(r, r)
Bs
 ,
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gdje su matrice A(r, r), B(r, r) reda 2r + 1 dane s
A(r, r) =
 A(r)T
A(r)
 , B(r, r) =
 B(r)T
B(r)
 ,
a pravokutne r × r + 1 matrice A(r), B(r) dane s
A(r) =

0
...
0
Ir
 , B(r) =
Ir
0
...
0
 .
Obje matrice A1 i B1 su neinvertibilne i par (A1, B1) je singularan par (za dokaz vi-
djeti [85, Teorem, str.232; Teorem, str.241] i [84, Teorem 3.1, str.160]). Ukoliko u lucˇnom
algoritmu, kao pocˇetni vektor x uzmemo bilo koji vektor e1, . . . , e2r+1, gdje je ej j-ti stupac
jedinicˇne matrice In, algoritam odmah otkriva indefinitnost para jer je pronad¯en kvocijent
0/0 dijagonalnih elemenata. Takod¯er, nasˇ algoritam ispitivanja dijagonalnih elemenata
iz Napomene 2.8 odmah otkriva indefinitnost para, tj. na prvom paru dijagonalnih ele-
menata. No, ukoliko gledamo kongruentan singularan par (A,B) = (QA1QH , QB1QH)
za neku invertibilnu matricu Q, algoritmi c´e odraditi nesˇto posla prije davanja odluke o
indefinitnosti para (A,B). Zadat c´emo konkretne matrice As, Bs i Q te usporediti lucˇni
algoritam s nasˇim algoritmom ispitivanja dijagonalnih elemenata.
Neka je Q ortogonalna matrica zadana Matlab-ovom naredbom
Q = gallery(’orthog’,n,1),
a As = Bs realna simetricˇna indefinitna Hankelova matrica zadana Matlab-ovom naredbom
As=gallery(’ris’,n-2*r-1).
Za n = 100 i r = 25 lucˇni algoritam u cˇetvrtoj iteraciji otkriva nedefinitnost para (A,B)
(uz pocˇetni vektor e1, navodimo korake u kojima je prekinuta faktorizacija Choleskog s
potpunim pivotiranjem odred¯ene 100 × 100 matrice: 31,32,34,33) sa zakljucˇkom da je
duljina luka dulja od pi, dok nasˇ algoritam na trec´em paru dijagonalnih elemenata otkriva
da par (A,B) nije negativno definitan, a na petom paru dijagonalnih elemenata otkriva da
par nije niti pozitivno definitan, te se time zakljucˇuje indefinitnost para (A,B). Ukoliko
za istu matricu Q, definiramo matrice As = Bs u Matlab-ovoj notaciji s
As=-diag(1:n-2*r-1)
lucˇni algoritam u cˇetvrtoj iteraciji otkriva nedefinitnost para (A,B) (zakljucˇkom da je
duljina luka dulja od pi) dok nasˇ algoritam daje odgovor da je par (A,B) mozˇda definitan
jer su svi dijagonalni elementi matrice B negativni, a nije prekrsˇen niti nuzˇan uvjet za
pozitivnu niti za negativnu definitnost.
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Ispitivanje 2× 2 glavnih podmatrica
Ako je matricˇni par (A,B) pozitivno definitan, onda je i svaki komprimirani par
(UHAU,UHBU) za U = [ei, ej], i, j = 1, . . . , n, i < j, gdje je ei i-ti stupac jedinicˇne
matrice In, takod¯er pozitivno definitan. Za dane razlicˇite ei, ej komprimirani par je par
reda 2 pa definiramo
Ap :=
aii aij
aij ajj
 , Bp :=
bii bij
bij bjj
 , (2.13)
tj. Ap, Bp su neke glavne podmatrice, uzete s istim indeksima za retke i stupce, matrica
A,B, tim redom. Cilj nam je ispitivanjem svih glavnih 2 × 2 podmatrica dati odred¯eni
zakljucˇak o (in)definitnosti para (A,B). Glavne podmatrice mozˇemo pregledavati prema
sljedec´oj petlji (Matlab-ova notacija)
for i=1:(n-1)
for j=(i+1):n
...
end
end
sˇto ukupno daje n(n− 1)/2 pregleda. Ukoliko je red matrica n velik, ne moramo nuzˇno
ispitati sve glavne 2×2 podmatrice da bismo dobili neku informaciju o zadanom paru. Npr.
ako su matrice A,B vrpcˇaste, BSO iste sˇirine vrpce, onda predlazˇemo ispitivanje samo
po glavnoj vrpci. Ukoliko su npr. obje matrice tridijagonalne, potrebno je tada napraviti
samo n− 1 pregled, tj. pregledavamo prema sljedec´oj petlji (Matlab-ova notacija)
for i=1:(n-1)
j=i+1;
...
end
Kako je (Ap, Bp) matricˇni par reda 2, svojstvene vrijednosti mozˇemo racˇunati koristec´i
definiciju, tj. λ je svojstvena vrijednost para (Ap, Bp) ako je
0 = det(Ap − λBp) =: aλ2 + bλ+ c, (2.14)
gdje je
a = det(Bp), b = − tr(A · adj(B)), c = det(Ap) (a, b, c ∈ R)
i
adj(B) =
 b22 −b12
−b12 b11

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adjunkta matrice Bp. Razlikovat c´emo slucˇaj kada je Bp invertibilna, od onog kada je Bp
neinvertibilna matrica.
Neka je Bp hermitska neinvertibilna nenul-matrica. Tada Bp ne mozˇe imati dvostruku
svojstvenu vrijednost 0. Ukoliko je (Ap, Bp) regularan par, tada taj par ima jednu be-
skonacˇnu i jednu realnu svojstvenu vrijednost ili dvije beskonacˇne svojstvene vrijednosti.
Kako je po pretpostavci a = det(Bp) = 0 iz (2.14) slijedi
bλ+ c = 0.
Ukoliko je dodatno i b = c = 0 tada je par (Ap, Bp) singularan par, pa je i indefinitan. Uko-
liko je b 6= 0 i c 6= 0 tada je par (Ap, Bp) regularan par s realnom svojstvenom vrijednosti
−c/b, dok ukoliko je c 6= 0 i b = 0 regularan par (Ap, Bp) ima obje beskonacˇne svojstvene
vrijednosti te je nuzˇno indefinitan (kada bi bio definitan par, bio bi i dijagonalizibilan, pa
bi postojala invertibilna W takva da je WHApW = diag(±1,±1) i WHBpW = diag(0, 0),
a ova druga jednakost povlacˇi da je InBp = (0, 0, 2), tj. da Bp ima dvostruku svojstvenu
vrijednost nula, a to je u kontradikciji s pretpostavkom da je Bp nenul-matrica).
Za odred¯ivanje Bp-predznaka realne svojstvene vrijednosti regularnog para (Ap, Bp), po-
trebno je odrediti inerciju matrice Bp. Kako je ona hermitska neinvertibilna nenul-matrica
to je Bp pozitivno semi-definitna ili negativno semi-definitna. Dakle, jedna svojstvena
vrijednost matrice Bp je nula, a druga je ili pozitivna ili negativna te je jednaka tr(Bp).
Ukoliko je dakle, tr(Bp) > 0 (< 0), to je realna svojstvena vrijednost para (Ap, Bp) Bp-
pozitivna (Bp-negativna).
Iako u matricˇnom paru (Ap, Bp) izravno koristimo matricˇne elemente zadanih matrica
A i B, mozˇda je kod njihovih spremanja u memoriju dosˇlo do gresˇaka uzrokovanih za-
okruzˇivanjem, pa Bp nije neinvertibilna u aritmetici konacˇne preciznosti, iako bi zapravo
trebala biti neinvertibilna zbog originalnih matricˇnih elemenata. Zbog toga, u implemen-
taciji ovog dijela algoritma provjeravamo oslabljene uvjete:
|λapsmin(Bp)|
|λapsmax(Bp)| < tol,
za skoru neinvertibilnost matrice Bp (ovdje λapsmin(Bp) (λapsmax(Bp)) oznacˇava manju (vec´u)
po modulu svojstvenu vrijednost matrice Bp) i
max { a, b, c } < tol
za skoru singularnost para (Ap, Bp), gdje su a, b, c iz (2.14) dok je tol neka dana toleran-
cija. Kako singularni matricˇni parovi jako malim perturbacijama postaju regularni parovi
i to s proizvoljnim svojstvenim vrijednostima, algoritam bi trebao vratiti upozorenje da
je nasˇao jedan singularan komprimirani par i da je konacˇan zakljucˇak o indefinitnosti
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zadanog para upitan.
Ukoliko je Bp nul-matrica, a Ap pozitivno (negativno) definitna, onda je par (Ap, Bp)
pozitivno (negativno) definitan par s definitnim intervalom koji je jednak R. Ukoliko je
Bp nul-matrica, a Ap neinvertibilna ili Ap invertibilna indefinitna slijedi da je par (Ap, Bp)
indefinitan (uvjet postojanja λp0 ∈ R takvog da je Ap − λp0O  (≺)0 moguc´e je samo kada
je Ap definitna).
Konacˇno promotrimo slucˇaj kada je Bp invertibilna matrica (i nije blizu singularnoj),
tj. a 6= 0 ( |λapsmin(Bp)||λapsmax(Bp)| ≥ tol). U tom slucˇaju par (Ap, Bp) ima dvije razlicˇite svojstvene
vrijednosti (realne ili kompleksno-konjugiran par) ili jednu realnu dvostruku svojstvenu
vrijednost koje su dane s
λp1,2 =
−b±√b2 − 4ac
2a .
U slucˇaju kompleksnih svojstvenih vrijednosti par (Ap, Bp) je indefinitan. U slucˇaju dvije
realne razlicˇite svojstvene vrijednosti par (Ap, Bp) je sigurno definitan ako je Bp definitna
matrica te imamo sljedec´e moguc´nosti za Bp-predznake svojstvenih vrijednosti:
+ +; − ,−
(Bp  0; Bp ≺ 0). Nadalje, u slucˇaju da je Bp indefinitna i da imamo dvije realne
razlicˇite svojstvene vrijednosti para (Ap, Bp), imamo sljedec´e moguc´nosti za Bp-predznake
svojstvenih vrijednosti:
−,+; + − .
Prema Teoremu 1.9 pod 3. u tom je slucˇaju par (Ap, Bp) definitan. Konacˇno, u slucˇaju
jedne realne dvostruke svojstvene vrijednosti par (Ap, Bp) je definitan ako je Bp definitna,
a indefinitan ako je Bp indefinitna (ta svojstvena vrijednost je mjesˇovitog tipa).
Primjer 2.10 Promotrimo simetricˇni matricˇni par (Ap, Bp) dan s:
Ap =
2 1
1 0
 , Bp =
1 1
1 1
 .
Matrica Ap je invertibilna pa je c = detAp 6= 0, dok je matrica Bp pozitivno semidefinitna
pa je a = detBp = 0. Lako se provjeri da je b = 0 pa iz (2.14) slijedi da par (Ap, Bp) ima
dvije beskonacˇne svojstvene vrijednosti, pa je indefinitan par. 
Vratimo se sada ispitivanju pozitivne definitnosti zadanog para (A,B). Ako neki kom-
primirani 2× 2 par (Ap, Bp) nije definitan, onda ni par (A,B) nije pozitivno definitan. Za
nastavak ispitivanja nam je potrebna sljedec´a lema.
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Lema 2.11 Nuzˇan uvjet za pozitivnu definitnost para (A,B) s indefinitnom B je sljedec´i:
svaki komprimirani 2 × 2 par (Ap, Bp) iz (2.13) mora biti definitan i sve Bp-pozitivne
svojstvene vrijednosti moraju biti vec´e od svih Bp-negativnih svojstvenih vrijednosti.
Ako je uvjet Leme 2.11 prekrsˇen za neki komprimirani par, onda par (A,B) nije
pozitivno definitan. Ako je nuzˇan uvjet za pozitivnu definitnost para ispunjen (time se
automatski iskljucˇuje negativna definitnost), zakljucˇujemo da postoji moguc´nost da je par
pozitivno definitan i dobivamo interval unutar kojeg se nalazi njegov definitan interval,
ukoliko se zaista radi o pozitivno definitnom paru. Taj interval dobijemo na sljedec´i nacˇin:
〈max θ−,min θ+〉, (2.15)
gdje θ+ (θ−) ide po skupu svih Bp-pozitivnih (Bp-negativnih) svojstvenih vrijednosti svih
definitnih komprimiranih 2× 2 parova (Ap, Bp) iz (2.13). Ako je duljina intervala u (2.15)
manja ili jednaka od neke zadane tolerancije tol zakljucˇujemo da je par (A,B) blizu
pozitivno semidefinitnog para. Interval (2.15) je formiran u slucˇaju da je B takva da ima
barem jednu glavnu 2× 2 podmatricu Bp s barem jednom Bp-pozitivnom svojstvenom vri-
jednosti i da ima barem jednu glavnu 2×2 podmatricu Bp s barem jednom Bp-negativnom
svojstvenom vrijednosti.
Gornja rasprava vodi nas do Algoritma 2.3. Skup { θ+ } ({ θ− }) iz Linije 9 (10)
Algoritma 2.3, ukoliko je neprazan, predstavlja skup svih Bp-pozitivnih (Bp-negativnih)
svojstvenih vrijednosti svih do sada izracˇunatih definitnih komprimiranih parova (Ap, Bp)
iz (2.13). U implementaciji Algoritma 2.3 broj Id (I`) iz Linije 9 (10) dobivamo tako sˇto
uspored¯ujemo zadnji izracˇunati broj Id (I`) s trenutnom manjom (vec´om) Bp-pozitivnom
(Bp-negativnom) svojstvenom vrijednosti (ne pamtimo sve do sada izracˇunate svojstvene
vrijednosti definitnih komprimiranih parova). Ukoliko niti na jednom komprimiranom
paru (Ap, Bp) nije otkrivena indefinitnost zadanog matricˇnog para (A,B), a matrica B je
takva da ima sve pozitivno (semi)definitne ili sve negativno (semi)definitne glavne 2× 2
podmatrice, onda ne mozˇemo formirati interval (2.15). U tom slucˇaju algoritam na izlazu
mozˇe dati interval
〈−∞,min θ+〉 odnosno 〈max θ−,+∞〉.
Ritzovi vektori (koje mozˇemo racˇunati tokom izvrsˇavanja Algoritma 2.3 koji pripa-
daju Ritzovim vrijednostima koje cˇine rubove intervala (2.15) mogu posluzˇiti kao stupci
matrice X(0) pocˇetnih aproksimacija u algoritmu ispitivanja potprostora izvedenom u
Odjeljku 2.2.2.
Analognu raspravu kao gore mozˇemo provesti i za ispitivanje negativne definitnosti
zadanog hermitskog matricˇnog para sˇto dovodi do Algoritma 2.4.
Napomena 2.12 Algoritme 2.3 i 2.4 mozˇemo ujediniti u jedan algoritam ispitivanja
glavnih podmatrica reda 2, kako smo i implementirali u Matlab-u. Ukoliko se tijekom
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Algoritam 2.3 Algoritam za ispitivanje pozitivne definitnosti hermitskog matricˇnog para
pomoc´u glavnih podmatrica reda 2
Ulaz: A, B ∈ Cn×n: koeficijenti hermitskog matricˇnog para (A,B); tolerancija tol;
Izlaz: Interval I`, Id i svojstvo para (A,B) : (samo jedno od sljedec´eg) pozitivno definitan, nije
pozitivno definitan, mozˇda pozitivno definitan, blizu pozitivno semidefinitnog , indefinitan
1: Id := +∞, I` := −∞
2: Iteracija:
3: za i = 1, . . . , n cˇini
4: za j = i+ 1, . . . , n cˇini
5: Formirati Ap =
[
aii aij
aij ajj
]
, Bp =
[
bii bij
bij bjj
]
,
6: ako (Ap, Bp) indefinitan tada
7: kraj ((A,B) je indefinitan).
8: inacˇe
9: definirati Id := min { θ+ } ukoliko je { θ+ } 6= ∅;
10: definirati I` := max { θ− } ukoliko je { θ− } 6= ∅;
11: Ako je I` ≥ Id, kraj ((A,B) nije pozitivno definitan).
12: Ako je I` < Id i Id − I` < tol kraj ((A,B) je blizu pozitivno semidefinitnog).
13: kraj ako
14: kraj za
15: kraj za
Algoritam 2.4 Algoritam za ispitivanje negativne definitnosti hermitskog matricˇnog para
pomoc´u glavnih podmatrica reda 2
Ulaz: A, B ∈ Cn×n: koeficijenti hermitskog matricˇnog para (A,B); tolerancija tol;
Izlaz: Interval I`, Id i svojstvo para (A,B) : (samo jedno od sljedec´eg) negativno definitan, nije
negativno definitan, mozˇda negativno definitan, blizu negativno semidefinitnog, indefinitan
1: Id := +∞, I` := −∞
2: Iteracija:
3: za i = 1, . . . , n cˇini
4: za j = i+ 1, . . . , n cˇini
5: Formirati Ap =
[
aii aij
aij ajj
]
, Bp =
[
bii bij
bij bjj
]
,
6: ako (Ap, Bp) indefinitan tada
7: kraj ((A,B) je indefinitan).
8: inacˇe
9: definirati Id := min { θ− } ukoliko je { θ− } 6= ∅;
10: definirati I` := max { θ+ } ukoliko je { θ+ } 6= ∅;
11: Ako je I` ≥ Id, kraj ((A,B) nije negativno definitan).
12: Ako je I` < Id i Id − I` < tol kraj ((A,B) je blizu negativno semidefinitnog).
13: kraj ako
14: kraj za
15: kraj za
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izvrsˇavanja tog ujedinjenog algoritma ustanovi da su prekrsˇena oba nuzˇna uvjeta i za
pozitivnu i za negativnu definitnost, zakljucˇujemo da zadani matricˇni par nije definitan i
algoritam staje. Kada algoritam ispitivanja svih glavnih podmatrica reda 2 zavrsˇi, korisnik
dobiva jedan od osam odgovora navedenih u Napomeni 2.8. Numericˇki eksperimenti
Potpoglavlja 2.3 pokazuju da ovi algoritmi, u slucˇaju definitnosti danog matricˇnog para,
mogu jako dobro aproksimirati definitni interval.
Eksperiment 2.13 Algoritam ispitivanja svih 2×2 glavnih podmatrica iz Napomene 2.12
testirat c´emo na matricama iz Eksperimenta 2.9. Neka su matrice As = Bs realne
simetricˇne indefinitne Hankelove matrice zadane Matlab-ovom naredbom
As=gallery(’ris’,n-2*r-1).
Za n = 100 i r = 25 nasˇ algoritam na drugom paru 2×2 podmatrica otkriva da par (A,B)
nije negativno definitan, a na trec´em paru 2× 2 podmatrica otkriva da je par indefinitan.
Sjetimo se da su lucˇnom algoritmu bile potrebne cˇetiri iteracije (sve su prekinute s oko
30 koraka u pokusˇaju provod¯enja faktorizacije Choleskog). Ukoliko definiramo matrice
As = Bs u Matlab-ovoj notaciji s
As=-diag(1:n-2*r-1)
algoritam ispitivanja dijagonalnih elemenata dao je odgovor da je par (A,B) mozˇda defini-
tan, dok algoritam ispitivanja 2×2 glavnih podmatrica otkriva odmah na prvom paru 2×2
podmatrica da par (A,B) nije negativno definitan, no tek na 2935. (od ukupno 4950) paru
podmatrica otkriva da par (A,B) nije ni pozitivno definitan (prvi par 2× 2 podmatrica
bio je pozitivno definitan, a ostalih 2934 bilo je s pozitivno definitnom matricom Bp),
te se time zakljucˇuje indefinitnost para (A,B). U ovom slucˇaju je algoritam ispitivanja
2× 2 podmatrica korisniji od algoritma ispitivanja dijagonalnih elemenata, ali je sporiji
od lucˇnog algoritma (kojemu su trebale cˇetiri iteracije sa sljedec´im koracima u kojima je
prekinuta faktorizacija Choleskog, s potpunim pivotiranjem, odred¯ene 100× 100 matrice:
72, 69, 68, 71).
2.2.2 Algoritam ispitivanja potprostora
U ovom odjeljku generaliziramo Kellerinu metodu koordinatne relaksacije za ispiti-
vanje definitnosti zadanog hermitskog matricˇnog para tako sˇto povec´avamo dimenziju
test-potprostora, a za provjeru definitnosti komprimiranog para na tom test-potprostoru
koristimo Veselic´ev J-Jacobijev algoritam. Za provjeru pozitivne definitnosti zadanog para
ne moramo nuzˇno odrediti definitni interval, nego u nasˇoj iterativnoj metodi uzimajuc´i
sredinu µ trenutnog radnog intervala, tj. intervala koji je nastao presjekom svih do sada
izracˇunatih definitnih intervala komprimiranih parova, provjeravamo uvjet A− µB  0.
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Ako uvjet definitnosti vrijedi, par (A,B) je pozitivno definitan i µ je neki definitni pomak
te zaustavljamo metodu, ako nije, nastavljamo dalje s novim test-potprostorom. Ako je
par (A,B) pozitivno definitan, nastavljajuc´i s metodom dobivamo aproksimacije svojstve-
nih vrijednosti oko definitnog intervala i pripadnih svojstvenih vektora kako je opisano u
Poglavlju 3.
Prisjetimo se Lema 1.27 i 1.28. U prethodnom je odjeljku matrica U kao stupce
sadrzˇavala stupce jedinicˇne matrice, tj. provjeravala se definitnost para glavnih podmatrica.
Ti algoritmi, nazˇalost, ne moraju dati konacˇan odgovor: je li zadani matricˇni par definitan
ili nije. U ovom c´emo odjeljku dati napredniji izbor stupaca matrice U tako da c´e pripadni
iterativni postupak, u konacˇno mnogo koraka, dati konacˇan odgovor: dani matricˇni par
je definitan ili je dani matricˇni par indefinitan.
Neka je (A,B) hermitski matricˇni par reda n takav da B ima inerciju In(B) =
(n+, n−, n0) ≥ (1, 1, 0) gdje se nejednakost podrazumijeva po elementima. Neka je X(0) ∈
Cn×2 proizvoljna pocˇetna matrica punog ranga, takva da (1, 1, 0) = In
(
(X(0))HBX(0)
)
, tj.
jedan stupac matrice X(0) je B-negativan dok je drugi B-pozitivan. Promotrimo kompri-
mirani par (Ap, Bp) := (X(0)HAX(0), X(0)HBX(0)) reda 2. Ukoliko taj komprimirani par
nije definitan, onda prema Lemi 1.27 nije definitan ni zadani par (A,B). No, ukoliko je taj
komprimirani par definitan, on je ili pozitivno ili negativno definitan (jer je matrica Bp
indefinitna). Nadalje, neka su yl, yd ∈ C2 svojstveni vektori koji odgovaraju svojstvenim
vrijednostima θl, θd, tim redom, koje cˇine rubove definitnog intervala (θl, θd) definitnog
komprimiranog para (Ap, Bp). Neka je Y = [yl, yd]. Tada je X = X(0)Y ∈ Cn×2 matrica
Ritzovih vektora, koja je punog ranga, te neka je Θ = diag(θl, θd) dijagonalna matrica
pripadnih Ritzovih vrijednosti para (A,B). Izracˇunajmo sredinu θ0 intervala (θl, θd). Uko-
liko je par (Ap, Bp) pozitivno (negativno) definitan, provjeravamo je li matrica A− θ0B
pozitivno (negativno) definitna. Ukoliko jest, to znacˇi da je i zadani par (A,B) pozitivno
(negativno) definitan, θ0 mu je neki definitni pomak i zavrsˇili smo s ispitivanjem. Ukoliko
to nije slucˇaj, racˇunamo matricu reziduala (v. Definiciju 1.29) R = AX − BXΘ. Neka
je 1
U = [X,R] ∈ Cn×4.
Sada promotrimo novi komprimirani par (UHAU,UHBU) reda 4. Ukoliko taj kompri-
mirani par nije definitan, onda prema Lemi 1.27 nije definitan ni zadani par (A,B).
No, ukoliko je taj komprimirani par definitan, on je ili pozitivno ili negativno definitan
(matrica UHBU je indefinitna jer In(UHBU) ≥ (1, 1, 0) prema Lemi 1.25). Ukoliko se
njegova definitnost razlikuje od definitnosti prvog komprimiranog para (Ap, Bp), onda
prema Lemi 1.28, zadani par (A,B) nije definitan. Ukoliko to nije slucˇaj, onda je definitni
interval drugog komprimiranog para sadrzˇan u definitnom intervalu prvog komprimiranog
para (v. Propoziciju 2.17).
1Koristimo samo matrice U punog ranga stupaca, sˇto osiguravamo postupkom ortogonalizacije.
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Umjesto proizvoljne pocˇetne matrice ranga 2, mozˇemo koristiti i matricu X(0) ∈ Cn×k,
k ≥ 2 punog ranga takvu da X(0) ima barem jedan B-negativan i barem jedan B-pozitivan
stupac. Prvi komprimirani par (Ap, Bp) := (X(0)HAX(0), X(0)HBX(0)) tada je reda k, a
komprimirani par (UHAU,UHBU), gdje je U = [X,R] je reda 2k (ovdje je Y ∈ Ck×k ma-
trica svojstvenih vektora para (Ap, Bp), Θ ∈ Rk×k dijagonalna matrica svojstvenih vrijed-
nosti para (Ap, Bp), X = X(0)Y ∈ Cn×k matrica Ritzovih vektora, AX−BXΘ = R ∈ Cn×k
matrica reziduala).
Gornja rasprava vodi nas do Algoritma 2.5, iterativnog postupka za ispitivanje definitnosti
danog hermitskog matricˇnog para (A,B), s indefinitnom matricom B, koja mozˇe i ne mora
biti invertibilna. Algoritam smo nazvali algoritam ispitivanja potprostora jer testirajuc´i
definitnost malih komprimiranih parova (UHAU,UHBU), koji nastaju zadavanjem ne-
kog test-potprostora U = spanU , ispitujemo definitnost zadanog velikog matricˇnog para
(A,B). U tom algoritmu, linija 12 glasi:
W (i) ← R(i).
Prije nego sˇto opiˇsemo neke implementacijske detalje Algoritma 2.5, malo se detaljnije
podsjetimo hermitske indefinitne dekompozicije.
Napomena 2.14 Hermitska indefinitna dekompozicija je faktorizacija hermitske n × n
matrice H oblika
PHP T = LDLH , (2.16)
gdje je P permutacijska matrica, L je donje trokutasta matrica, a D = DH je blok-
dijagonalna matrica s 1 × 1 ili 2 × 2 dijagonalnim blokovima. Ukoliko je H zaista in-
definitna, onda se pivotnim strategijama postizˇe da su 2 × 2 dijagonalni blokovi od D
indefinitni, pa se prema Sylvesterovom teoremu jednostavno mozˇe ocˇitati inercija matrice
H iz dijagonalnih blokova matrice D. Dodatna dijagonalizacija dijagonalnih blokova u D
i pripadno skaliranje stupaca matrice L vodi do faktorizacije oblika (v. [75, Odjeljak 2])
PHP T = GJGH , J = diag(j11, . . . , jnn). (2.17)
Ako je H invertibilna, onda je G donje blok-trokutasta s 1 × 1 ili 2 × 2 dijagonalnim
blokovima, a prema Sylvesterovom teoremu, J sadrzˇi inerciju od H, tj. jii ∈ { 1,−1 }
za i = 1, . . . , n. Ako je H neinvertibilna ranga m < n tada je G donje blok-trapezoidna
n×m matrica punog ranga stupaca, a J je m×m matrica koja sadrzˇi predznake nenul
svojstvenih vrijednosti matrice H. Hermitska indefinitna dekompozicija (2.16) mozˇe se
dobiti varijantama Bunch-Parlettove faktorizacije [2, 8, 9, 10, 11, 14] koje su povratno
stabilne, a cˇiji je numericˇki trosˇak za gusto popunjenu matricu O(n3/3). Pivotne strategije
se tvore tako da ogranicˇe rast elemenata u faktoru L. Ukoliko je hermitska matrica H
vrpcˇasta, tj. hij = 0 za |i − j| > k, ne zˇelimo koristiti permutaciju u (2.16) jer c´e ona
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Algoritam 2.5 Algoritam ispitivanja potprostora za ispitivanje definitnosti hermitskog
matricˇnog para
Ulaz: A, B ∈ Cn×n: koeficijenti hermitskog matricˇnog para (A,B) s indefinitnom B; tol
zadana tolerancija;
X(0) ∈ Cn×k: pocˇetna matrica td (1, 1, 0) ≤ In
(
(X(0))HBX(0)
)
gdje se nejednakost
podrazumijeva po elementima.
Izlaz: par (A,B) definitan ili indefinitan, i u slucˇaju da je definitan algoritam vrac´a broj
λ0 td (A− λ0B) definitna.
1: Inicijalizacija:
2: Ako je xHAx = 0 i xHBx = 0 za neki stupac xmatriceX(0), kraj ((A,B) je indefinitan).
3: B-ortonormirati X(0).
4: Ispitati je li komprimirani par (X(0)HAX(0), X(0)HBX(0)) definitan; ako nije definitan,
kraj; ako je definitan (zapamtiti je li pozitivno ili negativno definitan) vrati matricu
svojstvenih vektora Y (0), dijagonalnu matricu svojstvenih vrijednosti Θ(0), definitni
interval I(0) = (E(0)l , E(0)d ) te njegovu sredinu θ(0)0 .
5: Neka je X(0) ← X(0)Y (0) matrica Ritzovih vektora.
6: Ako je xHAx = 0 i xHBx = 0 za neki stupac x matrice X(0), kraj ((A,B) je indefini-
tan).
7: Iteracija:
8: za i = 0, 1, 2, . . . cˇini
9: Izracˇunati rezidual R(i) = AX(i) −BX(i)Θ(i).
10: Ako je rHAr = 0 i rHBr = 0 za neki stupac r 6= 0 matrice R(i), kraj ((A,B) je
indefinitan).
11: Ako je prvi komprimirani par u Liniji 4 pozitivno (negativno) definitan, provjeriti
je li A− θ(i)0 B  0 (≺ 0). Ako je, kraj (par je definitan).
12: Izracˇunaj (prekondicionirani) rezidual W (i) ← (T (i)·)R(i).
13: Definiraj potprostor U (i) ← [X(i),W (i)].
14: B-ortonormirati U (i).
15: Ispitati je li komprimirani par (U (i)HAU (i), U (i)HBU (i)) definitan; ako nije definitan,
kraj ((A,B) je indefinitan); ako je definitan, ali njegova definitnost nije kao definit-
nost pocˇetnog komprimiranog para u Liniji 4, kraj ((A,B) je indefinitan). Ako je
definitan, vrati matricu svojstvenih vektora Y (i+1), dijagonalnu matricu svojstvenih
vrijednosti Θ(i+1), definitni interval I(i+1) = (E(i+1)l , E(i+1)d ) te njegovu sredinu θ(i+1)0 .
Ako je E(i+1)d − E(i+1)l < tol, kraj ((A,B) je blizu indefinitnog para).
16: Neka je X(i+1) ← U (i)Y (i+1) matrica Ritzovih vektora.
17: Ako je xHAx = 0 i xHBx = 0 za neki stupac x matrice X(i+1), kraj ((A,B) je
indefinitan).
18: kraj za
19: λ0 = θ(i)0 .
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narusˇiti njenu strukturu i zahtjevat c´e dodatnu memoriju za pohranu elemenata faktora.
Npr. hermitska tridijagonalna H (H je tridijagonalna ako je hij = 0 za |i− j| > 1) zah-
tjeva dva n-vektora za pohranu, njen donje trokutasti faktor L (uz dijagonalu je josˇ samo
prva donja subdijagonala netrivijalna) i hermitska blok-dijagonalna D takod¯er zatjevaju
svaki po dva n-vektora za pohranu. Za vrpcˇaste matrice postoje pivotne strategije koje
koriste specijalno pivotiranje koje cˇuva strukturu pocˇetne vrpcˇaste matrice tijekom cijelog
procesa. Tako su za simetricˇne tridijagonalne matrice razvijene sljedec´e pivotne strategije:
Bunch 1974. [9], Bunch i Kaufman 1977. [11, Odjeljak 4.2], Bunch i Marcia 2005. [12],
Bunch i Marcia 2006. [13]. Za opc´e simetricˇne vrpcˇaste matrice H sa sˇirinom vrpce k, tj.
hij = 0 za |i − j| > k, Kaufman je 2007. u radu [35] izvela algoritam faktorizacije koji
cˇuva strukturu tokom procesa (kada koristi permutiranje radi stabilnosti, odmah se vrsˇe
transformacije koje radnu matricu vrac´aju u pocˇetnu strukturu). Njen algoritam zahtjeva
O(nk2) racˇunskih operacija za dekompoziciju i O(kn) memorijskog prostora.
Kada god budemo spominjali simetricˇnu indefinitnu dekompoziciju oblika (2.16) ili (2.17)
neke vrpcˇaste matrice, podrazumijevat c´emo da je ona nastala nekom pivotnom strategi-
jom (kako smo naveli iznad) koja omoguc´ava cˇuvanje strukture tijekom procesa te koja
ima linearan numericˇki trosˇak. 
Navodimo napomene oko same implementacije Algoritma 2.5 kako slijedi:
Ulaz Korisnik treba upotrijebiti valjanu pocˇetnu matricu X(0) u smislu da
In
(
(X(0))HBX(0)
)
= (k+, k−, k0) ≥ (1, 1, 0)
vrijedi (nejednakost se podrazumijeva po elementima). Uocˇimo da nejednakost
k± ≤ p± za In
(
(U (i))HBU (i)
)
= (p+, p−, p0) tada vrijedi za sve iteracijske matrice
U (i), i = 1, 2, 3, . . . sˇto slijedi induktivno iz Leme 1.25. U mnogim primjenama je
izabiranje prikladne pocˇetne matrice izravno, jer matrica B cˇesto ima odred¯enu
strukturu, npr. kada je B dijagonalna.
Linija 3 i 14 Opc´enito, koriˇstenje ortonormirane baze vodi do poboljˇsanja numericˇke
stabilnosti odred¯enih algoritama. Mi c´emo ovdje koristiti ortonormiranje u inde-
finitnom B-skalarnom produktu. Jedan od razloga je sˇto B-ortonormirana baza
vodi do jednostavnijeg racˇuna u Linijama 4 i 15. Takod¯er, B-ortonormirani vek-
tori pojavljuju se u nejednakosti (1.18), koja je teorijska podloga za algoritme
racˇunanja svojstvenih vrijednosti izvedenih u Poglavlju 3. Stoga primijenjujemo
Gram-Schmidtov postupak ortogonalizacije (u indefinitnom B-skalarnom produktu)
na stupce trenutne matrice baze U (i) ≡ U = [u1, u2, . . . , up]. Prvi korak te procedure
je u normiranju u1: u1 ← u1
/
|uH1 Bu1|1/2. Pretpostavimo sada da je prvih ` − 1
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stupaca U`−1 = [u1, u2, . . . , u`−1] vec´ B-ortonormirano. Tada `-ti korak ima oblik2
u` ← u` − U`−1JUH`−1Bu`,
u` ← u`
/
|uH` Bu`|1/2,
gdje, po konstrukciji, J := UH`−1BU`−1 = diag {±1 } je dijagonalna matrica s ±1
na dijagonali. Kako je raspravljano u [3, Odjeljak 8], pazˇljiva implementacija ove
sheme treba koristiti reortogonalizaciju ili modificirani Gram-Schmidtov postupak
ortogonalizacije da se izbjegnu nestabilnosti.
Takod¯er, postoji dodatna potesˇkoc´a tijekom Gram-Schmidtovog postupka ortogo-
nalizacije, a vezana je za moguc´e pojavljivanje B-neutralnih vektora u` cˇak i kada
je UHBU invertibilna. To se mozˇe izbjec´i predprocesom na matrici U tako da
je |uH` Bu`| monotono padajuc´e. Jedan nacˇin da se to postigne jest da se izvede
faktorizacija oblika
PHUHBUP = LDLH ,
gdje je P permutacijska matrica, a D je dijagonalna matrica s dijagonalnim elemen-
tima opadajuc´eg modula. Vidi npr. [30] za opis algoritma. Dijagonalni elementi
jednaki 0 odgovaraju B-neutralnim vektorima, koji mogu i trebaju biti izbacˇeni iz
bazne matrice. Time se dimenzija pripadnog potprostora smanjuje. U egzaktnoj
aritmetici, stupci od U ← UPL−H su vec´ B-ortogonalni i josˇ ih je potrebno samo
skalirati da budu i B-normirani. Med¯utim uocˇili smo da je numericˇki sigurnije izvesti
Gram-Schmidtov postupak ortogonalizacije na tako dobivenoj matrici U .
Linije 4 i 15 Oznacˇimo U (i) ≡ U. Kako je komprimirani par (Ap, Bp) ≡ (UHAU,UHBU)
jako malog reda p = 2k, a k ∈ {2, 4, 6} obicˇno, to za provjeru njegove definit-
nosti, uz pretpostavku da je Bp invertibilna, mozˇemo koristiti npr. Veselic´ev indefi-
nitni J-Jacobijev algoritam [82] primijenjen na ekvivalentnom paru (G−1ApG−H , J)
gdje je GJGH simetricˇna indefinitna dekompozicija matrice Bp takva da J =
diag(Ip+ ,−Ip−), p+ := In+(Bp), p− := In−(Bp). Sjetimo se, nakon postupka B-
ortonormalizacije, vrac´ena bazna matrica U ima B-ortonormirane stupce, tj. barem
teorijski, vrijedi Bp = diag {±1 } pa je matrica Bp invertibilna. Numericˇki, matrica
Bp mozˇe imati jako sitne vandijagonalne elemente pa zbog toga ipak provodimo
spomenutu simetricˇnu indefinitnu dekompoziciju (obicˇno, takva G c´e biti odred¯ena
perturbacija permutacijske matrice: u svakom retku/stupcu ima po jednu jedinicu,
a ostali elementi su jako sitni ili jednaki 0). Ukoliko je (G−1ApG−H , J) definitan par,
algoritam iz [82] vrac´a sve njegove svojstvene vrijednosti θ±j i pripadne svojstvene
vektore z±j . Neka su, u pozitivno definitnom slucˇaju, sve svojstvene vrijednosti para
2Neka je U potprostor s B-ortonormiranom baznom matricom U = [u1, . . . , ur]. Tada je UUHBUUHB
B-ortogonalni projektor na U , pa je vektor x− UUHBUUHBx B-ortogonalan na U .
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(G−1ApG−H , J) dane s
θ−p− ≤ · · · ≤ θ−1 < θ+1 ≤ · · · ≤ θ+p+ ,
J-predznaci svojstvenih vrijednosti su odred¯eni inercijom matrice J. Neka je
Θ = diag
(
θ−k− , . . . , θ
−
1 , θ
+
1 , . . . , θ
+
k+
)
,
dijagonalna matrica svojstvenih vrijednosti para (Ap, Bp) oko njegovog definitnog
intervala, a
Y = G−H
[
z−k− , . . . , z
−
1 , z
+
1 , . . . , z
+
k+
]
=
[
y−k− , . . . , y
−
1 , y
+
1 , . . . , y
+
k+
]
matrica pripadnih svojstvenih vektora (svojstveni vektor y±j je pridruzˇen svojstvenoj
vrijednosti θ±j ). Matrica Ritzovih vektora para (A,B) je tada dana s X = UY, tj.
Ritzovi parovi su dani s (θ±j , Uy±j ) za 1 ≤ j ≤ k±. Ako je θ+1 − θ−1 < tol, gdje je tol
neka zadana tolerancija, algoritam staje s naznakom da je (A,B) blizu indefinitnog
para.
Linije 6 i 17 Ukoliko je xHAx = 0 i xHBx = 0 za neki nenul vektor x tada je Crawfordov
broj para (A,B) jednak 0 i (A,B) je indefinitan matricˇni par. U implementaciji
koristimo oslabljeni kriterij:
xHAx
‖A‖∞ ≤  i
xHBx
‖B‖∞ ≤ ,
gdje je  jedinicˇna gresˇka zaokruzˇivanja, s naznakom da je zadani par blizu indefi-
nitnog.
Linija 10 Ukoliko je slucˇajno neka Ritzova vrijednost θ(i)j ujedno i neka svojstvena vri-
jednost para (A,B) tada c´e odgovarajuc´i stupac matrice reziduala R(i) biti jednak
nul-stupcu, pa njega ne smijemo koristiti u provjeri uvjeta rHAr = 0 i rHBr = 0.
Takod¯er, ukoliko je norma nekog stupca r jako mala, mozˇemo dobiti, u aritme-
tici konacˇne preciznosti, pogresˇan zakljucˇak da je par (A,B) indefinitan; stoga u
implementaciji koristimo oslabljeni kriterij:
rHAr
‖A‖∞ ≤  i
rHBr
‖B‖∞ ≤ 
samo za one stupce r koji imaju normu vec´u od neke zadane tolerancije, a  je
jedinicˇna gresˇka zaokruzˇivanja.
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Linija 11 Provjeru je li matrica A−θ(i)0 B pozitivno definitna vrsˇimo pokusˇajem izvrsˇenja
faktorizacije Choleskog. Kod manjih gusto popunjenih matrica mozˇemo koristiti
faktorizaciju Choleskog s pivotiranjem, a kod rijetko popunjenih i velikih koristimo
faktorizaciju Choleskog bez pivotiranja. Ukoliko je faktorizacija Choleskog uspjesˇno
izvrsˇena, sˇto zahtjeva n3/3 racˇunskih operacija za gustu matricu reda n, gotovi smo
s ispitivanjem; no ukoliko faktorizacija Choleskog nije izvrsˇena ona mozˇe biti (sˇto
naravno nije uvijek slucˇaj) prekinuta puno prije izvrsˇenja n koraka (kao sˇto c´emo
vidjeti u numericˇkim eksperimentima u Potpoglavlju 2.3). Nije nuzˇno pokusˇavati
izvrsˇiti faktorizaciju Choleskog u svakoj iteraciji Algoritma 2.5; to se mozˇe ucˇiniti
nakon odred¯ene konvergencije intervala I(i) (usp. s Napomenom 2.15 i 2.16).
Kao sˇto je vidljivo na Slici 2.2 ili 2.3 (gornji lijevi graf), kraj Algoritma 2.5 s U = [X,R]
mozˇe biti postignut tek nakon mnogo iteracija ili ne postignut nakon danog maksimalnog
broja iteracija, tim redom. Zbog toga uvodimo odred¯eno ubrzanje: umjesto matrice
U (i) = [X(i), R(i)] koristimo matricu
U (i) = [X(i), T (i) ·R(i)],
gdje je T (i) · R(i) matrica prekondicioniranog reziduala, invertibilna matrica T (i) = (A−
θ
(i)
0 B)−1 matrica prekondicioniranja, a θ
(i)
0 sredina definitnog intervala prethodnog definit-
nog komprimiranog para. To nas dovodi do Algoritma 2.5 u kojem linija 12 glasi:
W (i) ← T (i) ·R(i).
Ukoliko Algoritam 2.5 ne zavrsˇi Linijom 11, i ukoliko θ(i)0 nije neka svojstvena vrijednost
matrice A− θ(i)0 B, tada je matrica A− θ(i)0 B invertibilna i indefinitna (v. Teorem 1.9 pod
4.) pa stupce w(i)j matrice W (i) = T (i) ·R(i) dobivamo rjesˇavajuc´i linearne sustave
(A− θ(i)0 B)w(i)j = r(i)j , j = 1, . . . , k, k = k+ + k− (2.18)
gdje su r(i)j stupci matrice R(i). Ukoliko koristimo direktne metode za rjesˇavanje linearnih
sustava, koristimo faktorizaciju matrice linearnih sustava (2.18). Kako je potrebno rijesˇiti
viˇse linearnih sustava s istom matricom, to c´emo jednom izracˇunati faktorizaciju matrice i
njene faktore koristiti za svaki pojedini linearni sustav u (2.18). Ako koristimo faktorizaciju
LDLH iz (2.16) invertibilne matrice A − θ(i)0 B, tada stupac w(i)j matrice W (i) dobivamo
rjesˇavajuc´i tri linearna sustava:
Ls = r(i)j︸ ︷︷ ︸
supstitucije unaprijed
, Dt = s, LHw(i)j = t.︸ ︷︷ ︸
supstitucije unazad
Ukoliko koristimo faktorizaciju GJGH iz (2.17) invertibilne matrice A − θ(i)0 B , gdje je
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J = diag {±1 } tada stupac w(i)j matrice W (i) dobivamo rjesˇavajuc´i dva linearna sustava:
Gt = r(i)j , GHw
(i)
j = Jt.
Koriˇstenje prekondicioniranog reziduala (A−θ0B)−1r ima smisla jer ubrzava konvergenciju
Ritzovih vrijednosti prema definitnom intervalu, ukoliko je zadani matricˇni par zaista defi-
nitan. Naime, primjena Rayleigh-Ritzove procedure na potprostor span[x, (A− θ0B)−1r],
gdje je r rezidual r = Ax−θ0Bx, je ubrzanje jednog koraka metode inverznih iteracija [64,
Odjeljak 15.9]. Viˇse o prekondicioniranom rezidualu pogledati u Odjeljku 3.2.1.
Kako je matrica prekondicioniranog reziduala samo pomoc´no sredstvo tokom ispitivanja je
li hermitski matricˇni par definitan ili nije, mozˇe se umjesto potpune faktorizacije koristiti
nepotpuna LDLH faktorizacija:
A− θ0B ≈ LDLH ,
u kojoj ≈ ukljucˇuje ne samo uobicˇajeno priblizˇno jednako, nego takod¯er slucˇaj kada je
A−θ0B−LDLH priblizˇno matrica malog ranga. Detaljnije o nepotpunim faktorizacijama
rijetko popunjenih matrica vidjeti u knjizi [68, Poglavlje 10], a krac´i opis nekih nepotpu-
nih faktorizacija, kao i opis rijetko popunjenog priblizˇnog inverza matrice mozˇe se nac´i
u npr. [66, Odjeljci 3.1–3.2]. Ukoliko je zadani matricˇni par nastao koriˇstenjem metode
konacˇnih elemenata koja diskretizira parcijalni diferencijalni operator iz nekog rubnog
problema, rijetko popunjene realne linearne sustave za dobivanje prekondicioniranih rezi-
duala iz (2.18) mozˇemo rjesˇavati koriˇstenjem multifrontalne metode u MA57 rutinama iz
kolekcije Harwell Subroutine Library (HSL) (v. [24], [34]).
Napomena 2.15 U Algoritmu 2.5 u kojem koristimo matricu prekondicioniranog rezidu-
ala, u Liniji 11 radimo pokusˇaj izvrsˇenja faktorizacije Choleskog matrice A−θ(i)0 B, a odmah
u sljedec´oj Liniji 12 rjesˇavamo linearne sustave s tom matricom. Ako u Liniji 12 radimo
hermitsku indefinitnu dekompoziciju tada se te dvije linije mogu spojiti u jednu liniju u
kojoj izvrsˇavamo potpunu hermitsku indefinitnu dekompoziciju GJGH matrice A− θ(i)0 B.
Ukoliko je dobiveni J pozitivno (negativno) definitna matrica, tj. J = diag(1, . . . , 1)
(J = diag(−1, . . . ,−1)), tada je pocˇetni par (A,B) pozitivno (negativno) definitan i al-
goritam zavrsˇava. Ukoliko je J indefinitna, matrice G, J koristimo za racˇunanje matrice
prekondicioniranog reziduala.
Takod¯er, koristec´i potpunu hermitsku indefinitnu dekompoziciju GJGH matrice A− θ(i)0 B
mozˇemo, brojec´i koliko J ima −1-ca na dijagonali vidjeti polozˇaj θ(i)0 unutar spektra para
(A,B), ukoliko je (A,B) definitan par (v. Teorem 1.9 pod 4.). 
Napomena 2.16 Ukoliko koristimo samo obicˇne reziduale u test-potprostoru nasˇeg al-
goritma potprostora, mozˇe se dogoditi stagnacija rubova definitnih intervala definitnih
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komprimiranih parova, kao sˇto je vidljivo na gornjoj lijevoj slici Slike 2.3. To se mozˇe
dinamicˇki pratiti, tj. ukoliko nismo dobili odgovarajuc´e suzˇenje definitnih intervala u
nekoliko uzastopnih iteracija, mozˇemo dodavati nove vektore u test-potprostor (posebno
mozˇemo pratiti brzinu rasta lijevih rubova i brzinu opadanja desnih rubova). Na donjoj
lijevoj slici Slike 2.3 je vidljivo da ukoliko u svakoj petoj iteraciji umjesto test-potprostora
oblika spanU = span[X,R] koristimo spanU = span[X,T ·R], tj. u svakoj petoj iteraciji
koristimo umjesto matrice obicˇnog reziduala, matricu prekondicioniranog reziduala, dobi-
vamo znacˇajna suzˇenja definitnih intervala definitnih komprimiranih parova, te posljedicˇno
odluku o definitnosti danog hermitskog matricˇnog para u ne prevelikom broju iteracija
Algoritma 2.5. 
Sljedec´a propozicija pokazuje da c´e nasˇ algoritam ispitivanja potprostora, koristec´i ma-
tricu obicˇnog ili prekondicioniranog reziduala, u konacˇno mnogo koraka otkriti (in)definitnost
danog hermitskog matricˇnog para za razliku od algoritama ispitivanja podmatrica iz
Odjeljka 2.2.1. Kljucˇan dio dokaza jest koriˇstenje izracˇunatih Ritzovih vektora u novom
test-potprostoru. Stoga je moguc´e koristiti i odred¯ena prosˇirenja nasˇih test-potprostora
(v. Odjeljak 3.2.2).
Propozicija 2.17 Ukoliko je izvrsˇen iteracijski korak i, i = 0, 1, 2, . . . Algoritma 2.5,
vrijedi I(i+1) ⊆ I(i), tj. definitni intervali definitnih komprimiranih parova se suzˇavaju
(lijevi rubovi su monotono rastuc´i, a desni rubovi su monotono padajuc´i).
Dokaz. Za U (i−1) = [X(i−1),W (i−1)] neka su svojstvene vrijednosti pozitivno definitnog
para ((U (i−1))HAU (i−1), (U (i−1))HBU (i−1)) oznacˇene s θ(i)±j , te neka je X(i) ∈ Cn×p matrica
pripadnih Ritzovih vektora. Za U (i) = [X(i),W (i)] neka su svojstvene vrijednosti pozitivno
definitnog para
(U (i)HAU (i), U (i)HBU (i)) (2.19)
oznacˇene s θ(i+1)±j . Tada za U := [e1, . . . , ep], gdje su ej stupci jedinicˇne matrice In vrijedi
UH
(
U (i)HAU (i), U (i)HBU (i)
)
U = (2.20)(
X(i)HAX(i), X(i)HBX(i)
)
=
(
diag { θ(i)+j ,−θ(i)−j } , diag {+1,−1 }
)
.
kako je par (2.20) komprimirani par para (2.19), svojstvo isprepreplitanja svojstvenih
vrijednosti (Teorem 1.20) povlacˇi:
θ
(i)−
j ≤ θ(i+1)−j , θ(i+1)+j ≤ θ(i)+j ,
pa je specijalno
E
(i)
l ≤ E(i+1)l , E(i+1)d ≤ E(i)d .
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2.3 Numericˇki eksperimenti
U ovom potpoglavlju dajemo niz numericˇkih eksperimenata u kojima ispitujemo
(in)definitnost danog realnog simetricˇnog matricˇnog para. Koristimo nekoliko varijanti
algoritma ispitivanja potprostora iz Odjeljka 2.2.2 te ih uspored¯ujemo s lucˇnim algorit-
mom [29]. Zatim, koristimo algoritam ispitivanja dijagonalnih elemenata iz Napomene 2.8
te ga uspored¯ujemo s algoritmom ispitivanja svih glavnih podmatrica reda 2 iz Napo-
mene 2.12. Ukoliko algoritmi ispitivanja glavnih podmatrica reda 1 ili 2 vrate odgovor da
je par (A,B) mozˇda pozitivno definitan mozˇe se pokusˇati provesti faktorizacija Choleskog
na matrici A− λ0B za neki λ0 unutar intervala (2.12) (za ispitivanje podmatrica reda 1)
odnosno (2.15) (za ispitivanje podmatrica reda 2). O prednostima i nedostacima pokusˇaja
te faktorizacije vidjeti opis Linije 11 u Algoritmu 2.5 iz Odjeljka 2.2.2.
2.3.1 Definitni matricˇni parovi dobiveni linearizacijom
kvadratnog svojstvenog problema
Linearizacijom KSP-a reda n dolazimo do GSP-a reda 2n sˇto povec´ava numericˇki trosˇak
kod algoritama kao i memorijski prostor. Stoga je pozˇeljnije raditi diretno s matricama
M,C,K. U radu [29, Odjeljak 4.1] predlozˇena je posebna verzija lucˇnog algoritma koji
ispituje hiperbolnost zadanog KSP-a koristec´i matrice M,C,K. Takod¯er, Niendorf i Voss
2010. u radu [62, Algoritam 2] predlazˇu algoritam ispitivanja hiperbolnosti zadanog KSP-a
koristec´i matrice M,C,K (za potvrdu hiperbolnosti vrsˇe pokusˇaj izvrsˇenja faktorizacije
Choleskog na odred¯enoj matrici u svakom koraku svog iterativnog algoritma). Prirodnu
prilagodbu nasˇih algoritama ispitivanja definitnosti matricˇnog para na ispitivanje hiper-
bolnosti zadanog KSP-a vidimo kroz prilagodbu algoritama iz rada [48]. U sljedec´im
eksperimentima koristimo linearizacijske matricˇne parove u svrhu ispitivanja hiperbolnosti
zadanog KSP-a.
Eksperiment 2.18 U ovom eksperimentu promatramo inverzni kvadratni spektralni
problem: za danih 2n realnih skalara i dvije matrice V1, V2 reda n postoje hermitske
matrice M,C,K takve da je pripadni KSP
(λ2M + λC +K)x = 0, x 6= 0
hiperbolan sa svojstvenim vrijednostima koje su jednake zadanim skalarima, i kojemu su
svojstveni vektori dani u stupcima matrica V1, V2. To mozˇemo postic´i pomoc´u Matlab-ove
naredbe iz kolekcije nelinearnih svojstvenih problema NLEVP [7]
COEFFS = nlevp(’gen_hyper2’,E,V);
M=COEFFS(1,3);
C=COEFFS(1,2);
K=COEFFS(1,1);
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gdje je E vektor koji sadrzˇi 2n svojstvenih vrijednosti (E je realan vektor duljine 2n takav
da min(E(1 : n)) > max(E(n + 1 : 2n))), V = [V 1, V 2], a invertibilne matrice V 1, V 2
reda n su takve da V1 V H1 = V2 V H2 [28]. Konkretno, koristimo (u Matlab-ovoj notaciji)
E = 2*n:-1:1/(10ˆp);
COEFFS = nlevp(’gen_hyper2’,E,[eye(n),gallery(’orthog’,n,1)]);
Svojstvene vrijednosti su jednake
1
10p ,
2
10p , . . . ,
2n− 1
10p ,
2n
10p ,
definitni interval je 〈 n10p , n+110p 〉 duljine 110p . Zadane matrice M,C,K su realne. Za lineariza-
cijski par koristimo matrice
A =
M
−K
 , B =
 M
M C
 .
iz (1.21). Za ispitivanje definitnosti matricˇnog para (A,B) koristimo algoritam ispitiva-
nja potprostora s razlicˇitim tipovima potprostora: span[X,R], span[X,T ·R], te njihovim
kombinacijama. Npr. u svakoj petoj iteraciji umjesto dodavanja matrice obicˇnog reziduala
R, koristimo matricu prekondicioniranog reziduala T · R, gdje je T = (A− θ0B)−1, a θ0
je sredina prethodno izracˇunatog definitnog intervala komprimiranog para, a u sljedec´oj
iteraciji dodajemo matricu obicˇnog reziduala R. Koristili smo algoritam ispitivanja pot-
prostora bez matrice prekondicioniranja, s matricom prekondicioniranja u svakoj petoj
iteraciji, u svakoj drugoj i u svakoj iteraciji i to za n = 50 i n = 100. Kako dimenzije n nisu
velike, koristili smo faktorizaciju Choleskog s pivotiranjem. Dobivene matrice M,C,K pa
time i A,B su guste, pa smo linearne sustave (A−θ0B)w = r rjesˇavali koristec´i Matlab-ov
backslash \ operator koji za guste simetricˇne matrice koristi LDLT faktorizaciju dobivenu
pomoc´u Bunch-Kaufmann pivotne strategije [11]. U Tablici 2.1 dana je usporedba algori-
tama potprostora s lucˇnim algoritmom u broju pokusˇaja izvrsˇenja faktorizacija Choleskog
s pivotiranjem dok algoritam nije otkrio definitnost para (A,B) (oznaka > 100 oznacˇava
da algoritam nije otkrio definitnost u maksimalno dozvoljenih 100 iteracija: v. Sliku 2.3).
Zanimljivo je da ukoliko se koristi faktorizacija Choleskog bez pivotiranja u algoritmu
potprostora uopc´e nema razlike u broju pokusˇaju izvod¯enja faktorizacija Choleskog, dok
kod lucˇnog algoritma ima (za njega su rezultati dani u zagradi). Takod¯er, u Tablici 2.1
dani su rubovi zadnjeg intervala kojega je izracˇunao algoritam ispitivanja potprostora, a
unutar kojega se nalazi definitni interval (zadnji stupac u tablici) zadanog para (A,B).
Iako dodavanje matrice prekondicioniranog reziduala umjesto matrice obicˇnog reziduala
poskupljuje iteracije algoritma potprostora, vidimo da cˇak i dodavanje samo u svakoj petoj
iteraciji znacˇajno smanjuje ukupan broj iteracija, npr. s viˇse od 100 na 11 (Tablica 2.1 s
n = 100, p = 1).
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Tablica 2.1
Usporedba algoritama ispitivanja potprostora, s i bez prekondicioniranog reziduala, s
lucˇnim algoritmom na matricˇnim parovima dobivenim linearizacijom KSP iz Eksp. 2.18
za razlicˇite dimenzije n i brojeve p. Dani su brojevi pokusˇaja izvrsˇenja faktorizacija
Choleskog s pivotiranjem (bez pivotiranja). U zadnjem stupcu dan je definitni interval i
njegova duljina. Takod¯er dani su zadnji definitni intervali komprimiranih parova
izracˇunati pomoc´u algoritma ispitivanja potprostora (s 3 ili 4 decimale dobivene
odsijecanjem).
Kada se koristi prekondicionirani rezidual Lucˇni Duljina
u algoritmu ispitivanja potprostora alg. def.int.
− 5. 2. 1.
n = 50 > 100 31 3 4 7 1
p = 0 〈38.967, 98.945〉 〈49.883, 51.339〉 〈41.322, 61.658〉 〈49.030, 52.502〉 (8) 〈50, 51〉
n = 50 > 100 26 3 4 6 0.1
p = 1 〈4.334, 9.894〉 〈4.990, 5.200〉 〈4.132, 6.165〉 〈4.925988, 5.251〉 (5) 〈5.0, 5.1〉
n = 50 77 16 3 4 7 0.01
p = 2 〈0.473, 0.546〉 〈0.499, 0.519〉 〈0.413, 0.616〉 〈0.492, 0.524〉 (6) 〈0.50, 0.51〉
n = 50 > 100 21 3 4 9 0.001
p = 3 〈0.0389, 0.0989〉 〈0.0499, 0.0520〉 〈0.0413, 0.0616〉 〈0.0490, 0.0524〉 (10) 〈0.050, 0.051〉
n = 50 > 100 11 3 4 9 0.0001
p = 4 〈0.0037, 0.0098〉 〈0.0045, 0.0055〉 〈0.0041, 0.0061〉 〈0.0049, 0.0052〉 (10) 〈0.0050, 0.0051〉
n = 100 > 100 26 13 8 8 1
p = 0 〈77.041, 198.949〉 〈99.986, 102.000〉 〈99.950, 101.903〉 〈99.999, 101.002〉 (9) 〈99.999, 101.002〉
n = 100 > 100 11 13 8 8 0.1
p = 1 〈7.954, 19.894〉 〈8.954, 11.143〉 〈9.995, 10.188〉 〈9.999, 10.100〉 (9) 〈10.0, 10.1〉
n = 100 7 8 11 8 8 0.01
p = 2 〈0.854, 1.157〉 〈0.943, 1.059〉 〈0.998, 1.020〉 〈0.999, 1.010〉 (9) 〈1.0, 1.01〉
n = 100 > 100 21 11 8 10 0.001
p = 3 〈0.0838, 0.1975〉 〈0.0994, 0.1013〉 〈0.0997, 0.1019〉 〈0.1000, 0.1010〉 (11) 〈0.100, 0.101〉
n = 100 > 100 16 11 7 8 0.0001
p = 4 〈0.0073, 0.0198〉 〈0.009717, 0.0104〉 〈0.0099, 0.0101〉 〈0.0100, 0.0102〉 (13) 〈0.0100, 0.0101〉
Na Slikama 2.2 i 2.3 dana je povijest definitnih intervala komprimiranih parova za par
(A,B) izracˇunatih pomoc´u algoritma potprostora bez i s koriˇstenjem prekondicioniranog
reziduala i to za n = 50, p = 2, te n = 100, p = 0, tim redom. Isti su rezultati za algoritme
potprostora ukoliko ne koristimo i ukoliko koristimo B-ortogonalizaciju u iteraciji (u nekim
je slucˇajevima bila potrebna reortogonalizacija). U svim eksperimentima za pocˇetni vektor
u lucˇnom algoritmu uzimamo I2n(:, 1), dok kod nasˇih algoritama za pocˇetnu matricu
aproksimacija uzimamo
X(0) =
M−1C(:, 1) 0
−In(:, 1) In(:, 1)
 ∈ R2n×2.
Sada primijenimo Algoritam ispitivanja dijagonalnih elemenata iz Napomene 2.8 te ga
usporedimo s Algoritmom ispitivanja svih glavnih podmatrica reda 2 iz Napomene 2.12
na parove (A,B) za razlicˇite n i p. Algoritam ispitivanja dijagonalnih elemenata za n ∈
{ 50, 100 } i p ∈ { 0, 1, 2, 3, 4 } vratio je odgovor da matricˇni parovi nisu negativno definitni
i nije formiran interval (2.12). Za n = 50 Algoritam ispitivanja svih glavnih podmatrica
reda 2 vratio je interval (2.15) koji je otprilike jednak
〈0.59 · 5010p ,
51
10p +O(10
−15)〉, p ∈ { 0, 1, 2, 3, 4 }
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Slika 2.2: Povijest definitnih intervala za par (A,B) iz Eksp. 2.18 za n = 50 i p = 2
izracˇunatih pomoc´u algoritma ispitivanja potprostora bez i s koriˇstenjem
prekondicioniranog reziduala.
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Slika 2.3: Povijest definitnih intervala za par (A,B) iz Eksp. 2.18 za n = 100 i p = 0
izracˇunatih pomoc´u algoritma ispitivanja potprostora bez i s koriˇstenjem
prekondicioniranog reziduala.
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dok je za n = 100 vratio interval (2.15) koji je otprilike jednak
〈0.588 · 10010p ,
101
10p +O(10
−13)〉, p ∈ { 0, 1, 2, 3, 4 } ,
s naznakom da je zadani matricˇni mozˇda pozitivno definitan. Koristec´i sredinu θ0 dobive-
nog intervala (2.15) pokusˇali smo izvrsˇiti faktorizaciju Choleskog (iste rezultate smo dobili
bez pivotiranja i s pivotiranjem ) matrice (A − θ0B). Koraci u kojima je faktorizacija
Choleskog prekinuta su:
za n = 50 i p ∈ { 0, 1 } : 68.
za n = 50 i p ∈ { 2, 3, 4 } : 75.
za n = 100 i p ∈ { 0, 1 } : 131.
za n = 100 i p ∈ { 2, 3, 4 } : 148.
Uocˇimo da su desni rubovi dobivenih intervala (2.15) skoro tocˇno izracˇunati (razlikuju se
od pravih vrijednosti za red velicˇine O(10−13) i manje), pa bi ovdje bilo prikladno koristili
θ0 malo lijevo od desnih rubova, no pitanje je kako to znati unaprijed?
Eksperiment 2.19 Promotrimo kvadratni svojstveni problem
(λ2M + λC +K)x = 0, x 6= 0
gdje su matrice M,C,K zadane na sljedec´i nacˇin:
K =

15 −5
−5 . . . . . .
. . . . . . −5
−5 15
 , M = In, C = 2K. (2.21)
Ove matrice mozˇemo dobiti naredbom nlevp(’spring’,n,1,10,5,10,5) iz kolekcije
nelinearnih svojstvenih problema NLEVP [7]. KSP zadan matricama iz (2.21) je hiperbolan
i svojstvene vrijednosti su mu dane eksplicitno s
λ±j = −αj ±
√
α2j − αj, gdje αj = 5
(
3− 2 cos jpi
n+ 1
)
, (2.22)
za j = 1, . . . , n. Kako n raste, definitni interval bilo kojeg linearizacijskog matricˇnog para
konvergira otprilike prema
〈−9.472137,−0.527864〉. (2.23)
Kako su sve tri matrice M,C,K iz (2.21) pozitivno definitne, to su matrice iz oba tipa
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linearizacije (v. Odjeljak 1.2.6) indefinitne (i invertibilne). U ovom eksperimentu usporedit
c´emo algoritam ispitivanja potprostora s lucˇnim algoritmom i to na oba tipa linearizacijskog
para matrica (v. Odjeljak 1.2.6). Posˇto su sve tri matrice M,C,K rijetko popunjene, to c´e
i linearizacijske matrice biti rijetko popunjene pa c´emo koristiti faktorizaciju Choleskog bez
pivotiranja za ispitivanje definitnosti odgovarajuc´ih matrica. Za pocˇetni vektor u lucˇnom
algoritmu uzet c´emo I2n(:, 1). Kod nasˇih algoritama za pocˇetnu matricu aproksimacija
uzet c´emo
X(0) =
 C(:, 1) 0
−In(:, 1) In(:, 1)
 ∈ R2n×2,
za linearizacijski par (A,B) iz (1.21):
A =
M
−K
 , B =
 M
M C
 . (2.24)
odnosno
X(0) =
[
−I2n(:, 2n) I2n(:, 1)
]
∈ R2n×2,
za linearizacijski par (A′, J ′) iz (1.24):
A′ =
0 Ω
Ω D
 , J ′ =
In
−In
 ,
gdje je D = ΦHCΦ = 2Ω2. Matricu Ω dobivamo pomoc´u Matlab-ovih naredbi:
Om2=eig(K,M);
Om=sqrtm(diag(Om2));
Kako su K i C tridijagonalne, k tomu je josˇ C = 2K, a M je dijagonalna, koristit c´emo
i transformirane matricˇne parove (A1, B1) te (A′′, J ′′) koje c´emo dobiti transformacijom
kongruencije savrsˇenim permutiranjem matricom P i koji c´e biti vrpcˇasti. Obje matrice
A1 = P TAP,B1 = P TBP su petdijagonalne:
A1 =

1 0 0
−15 0 5
1 0 0
−15 0 5
. . .
. . .
sim
5
0
−15

, B1 =

0 1 0
30 0 −10
0 1 0
30 0 −10
. . .
. . .
sim
−10
1
30

. (2.25)
Obje matrice A′′ = P TA′P, J ′′ = P TJ ′P su tridijagonalne:
A′′ = diag(A′′1, . . . , A′′n), A′′i =
 0 ωi
ωi 2ω2ii
 , (2.26a)
68
Poglavlje 2. Ispitivanje definitnosti hermitskog matricˇnog para
J ′′ = diag(j, . . . , j), j =
1 0
0 −1
 . (2.26b)
Kod matricˇnih parova dobivenih transformacijom pomoc´u matrice P, za pocˇetnu matricu
aproksimacija nasˇih algoritama koristimo P TX(0).
Zˇelimo ispitati definitnost gornjih matricˇnih parova i to koriˇstenjem algoritma ispitivanja
potprostora bez prekondicioniranog reziduala (oznaka U = [X,R]) i s prekondicioniranim
rezidualom u svakoj iteraciji (oznaka U = [X,T · R]). Za matricu prekondicioniranja
uzimamo T = (L−θ0H)−1, gdje je θ0 je sredina prethodno izracˇunatog definitnog intervala
komprimiranog para, a
(L,H) ∈ { (A,B), (A1, B1), (A′, J ′), (A′′, J ′′) } . (2.27)
Linearne sustave T−1w = r na rijetko popunjenim matricˇnim parovima (A,B) i (A′, J ′)
rjesˇavamo koristec´i Matlab-ov backslash \ operator:
w = (L− θ0H)\r, (L,H) ∈ { (A,B), (A′, J ′) } ;
na petdijagonalnom matricˇnom paru (A1, B1) rjesˇavamo koristec´i simetricˇnu indefinitnu
dekompoziciju GJGH [75, prvi dio Poglavlja 2], ali s pivotnom strategijom danom u [11,
Algoritam E], dok na tridijagonalnom matricˇnom paru (A′′, J ′′) rjesˇavamo koristec´i simetri-
cˇnu indefinitnu dekompoziciju GJGH [75, prvi dio Poglavlja 2], ali s pivotnom strategijom
danom u [13]. Naglasimo josˇ jednom da se u pivotnim strategijama [11, Algoritam E]
i [13] ne koristi permutiranje cˇime se cˇuva vrpcˇasta struktura tijekom cijelog procesa.
U Tablici 2.2 dana je usporedba algoritama potprostora (koristimo B-ortogonalizaciju
u svakoj iteraciji) s lucˇnim algoritmom na razlicˇitim matricˇnim parovima dobivenim
linearizacijom KSP-a iz (2.21) s n = 250. Dan je broj pokusˇaja izvrsˇenja faktorizacija
Choleskog (bez pivotiranja) odgovarajuc´e matrice, tj. broj iteracija uvec´an za jedan
kod lucˇnog algoritma i kod nasˇih algoritama potprostora. Takod¯er, navedeni su koraci
u kojima je faktorizacija Choleskog prekinuta. Oznaka > 30 oznacˇava da algoritam
nije uspio ispitati definitnost u maksimalno dozvoljenih 30 iteracija. Napomenimo da
je kod oba algoritma koja nisu uspjela ispitati definitnost unutar 30 iteracija, dosˇlo do
gubitka punog ranga stupaca matrice U (0) jer su stupci matrice R(0) skoro B-neutralni
pa su izbacˇeni u postupku B-ortogonalizacije radi stabilnosti algoritma. Ti su stupci
nadomjesˇteni slucˇajnim stupcima, te nakon nove B-ortogonalizacije viˇse nije dolazilo do
smanjenja ranga.
U Tablici 2.3 dana je povijest aproksimirajuc´ih intervala i njihovih sredina dobivenih
koriˇstenjem algoritama ispitivanja definitnosti koriˇstenjem test-potprostora s U = [X,R] i
U = [X,T ·R] za razlicˇite matricˇne parove dobivene linearizacijom KSP iz (2.21) s n = 250.
Iznenad¯ujuc´e je da nema razlike u granicama intervala kod koriˇstenja test-potprostora
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Tablica 2.2
Usporedba algoritama ispitivanja potprostora s lucˇnim algoritmom na razlicˇitim
matricˇnim parovima dobivenim linearizacijom KSP iz Eksp. 2.19 s n = 250. Broj testova
oznacˇava broj pokusˇaja izvrsˇenja faktorizacije Choleskog bez pivotiranja.
Par Algoritam Broj testova Korak u kojemu je
fakt. Choleskog zavrsˇila
(A,B)
U = [X,R] > 30 253. ili 254.
U = [X,T ·R] 2 253. 500.
Lucˇni alg. 2 251. 500.
(A1, B1)
U = [X,R] > 30 6. ili 8.
U = [X,T ·R] 2 6. 500.
Lucˇni alg. 2 2. 500.
(A′, J ′)
U = [X,R] 2 251. 500.
U = [X,T ·R] 2 251. 500.
Lucˇni alg. 2 251. 500.
(A′′, J ′′)
U = [X,R] 2 2. 500.
U = [X,T ·R] 2 2. 500.
Lucˇni alg. 2 2. 500.
span[X,R] i span[X,T ·R], na matricˇnim parovima (A′, J ′) i (A′′, J ′′).
Sada primijenimo algoritam ispitivanja dijagonalnih elemenata iz Napomene 2.8 te ga
usporedimo s algoritmom ispitivanja svih glavnih podmatrica reda 2 iz Napomene 2.12 i
to na sva cˇetiri linearizacijska para. Svi su algoritmi ustanovili da matricˇni parovi nisu
negativno definitni. Ukoliko je formiran interval (2.12) odnosno (2.15), pokusˇali smo
izvrsˇiti faktorizaciju Choleskog bez pivotiranja, primijenjenu na matricu (L− θ0H) gdje
je θ0 sredina intervala, a (L,H) je redom kao u (2.27). Rezultati su dani u Tablici 2.4.
Mozˇemo uocˇiti da je algoritam ispitivanja svih glavnih podmatrica reda 2 iz Napomene 2.12
vratio interval koji jako dobro aproksimira pravi definitni interval (2.23) zadanog KSP-
a primijenjen na matricˇnim parovima (A′, J ′) i (A′′, J ′′), a ako pogledamo Tablicu 2.3
vidimo da je i algoritam ispitivanja potprostora na tim istim matricˇnim parovima vratio
isti interval!
2.3.2 Definitni matricˇni parovi s tridijagonalnom i dijagonalnom
matricom
Neka je H = [hij]ni,j=1 proizvoljna hermitska matrica reda n i neka je hmax :=
maxi,j |hij|. Tada je matrica
Â := H + αIn,
gdje je α := γhmax + ε, γ > 0, ε > 0, pozitivno definitna (usp. [36, Dodatak A1]) pa je
matricˇni par (A, Jm), gdje je
A := Â+ βJm, β ∈ R, Jm := diag(In−m,−Im), m = 0, 1, . . . , n (2.28)
(I0 je prazna matrica) pozitivno definitan.
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Tablica 2.3
Povijest aproksimirajuc´ih intervala i njihovih sredina dobivenih koriˇstenjem algoritama
ispitivanja potprostora s U = [X,R] i U = [X,T ·R] za razlicˇite matricˇne parove
dobivene linearizacijom KSP iz Eksp. 2.19 s n = 250. Definitni interval je oko
〈−9.473707392989788,−0.527859165565761〉.
Par (A,B)
Potprostor lijevi rub sredina desni rub
U = [X,T ·R] -3.282559952472110e+1 -1.666666666666667e+1 -5.077338086122367e-1-1.667221952489425e+1 -8.589982863934635e+0 -5.077462029750183e-1
Par (A1, B1)
Potprostor lijevi rub sredina desni rub
U = [X,T ·R] -3.282559952472110e+1 -1.666666666666667e+1 -5.077338086122367e-1-1.656676012073737e+1 -8.537253034429746e+0 -5.077459481221184e-1
Par (A′, J ′)
Potprostor lijevi rub sredina desni rub
U = [X, (T ·)R] -4.999843344144446e+1 -2.499921672072223e+1 0-9.473707392989788e+0 -5.000783279277774e+0 -5.278591655657616e-1
Par (A′′, J ′′)
Potprostor lijevi rub sredina desni rub
U = [X, (T ·)R] -4.999843344144446e+1 -2.499921672072223e+1 0-9.473707392989788e+0 -5.000783279277774e+0 -5.278591655657616e-1
Tablica 2.4
Usporedba algoritama ispitivanja podmatrica reda 1 i 2 na razlicˇitim matricˇnim
parovima dobivenim linearizacijom KSP iz Eksp. 2.19 s n = 250. Interval oznacˇava
interval iz (2.12) odnosno iz (2.15); −− oznacˇava da interval nije formiran. Zadnji stupac
oznacˇava korak u kojem je prekinuta faktorizacija Choleskog bez pivotiranja,
primijenjena na matricu L− θ0H gdje je θ0 sredina intervala, a (L,H) je redom kao
u (2.27). Korak 500. oznacˇava da je uspjesˇno provedena faktorizacija Choleskog.
Par Algoritam Interval Korak u kojemu je
fakt. Chol. zavrsˇila
(A,B) 1× 1 −− −−2× 2 〈−2.949137674618944e+ 1,−5.086232538105614e− 1〉 376.
(A1, B1)
1× 1 −− −−
2× 2 〈−2.949137674618944e+ 1,−5.086232538105614e− 1〉 365.
(A′, J ′) 1× 1 〈−1.000156655855555e+ 1, 0〉 500.
i (A′′, J ′′) 2× 2 〈−9.473707392989788e+ 0,−5.278591655657616e− 1〉 500.
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Eksperiment 2.20 U ovom eksperimentu promatramo matricˇni par (A, Jm) dobiven
pomoc´u (2.28). Konkretno, koristimo n = 500, m = 250, ε = 2, γ = 1, β = 1 te
tridijagonalnu realnu simetricˇnu matricu H dobivenu Matlab-ovom naredbom
H =gallery(’clement’,n);
Hmax=max(max(abs(H)));
H=H./Hmax;
tako da je hmax = 1. Ovako dobivene matrice Â i A su pozitivno definitne. Iako je
matrica H losˇe kondicionirana: κ(H) = O(1023), matrica A je dobro kondicionirana:
κ(A) = O(1). Kako su matrice rijetko popunjene, koristimo faktorizaciju Choleskog bez
pivotiranja. Ukoliko primijenimo lucˇni algoritam s pocˇetnim vektorom In(:, 1) dobivamo
nakon 4 pokusˇaja faktorizacije Choleskog netocˇan odgovor: da je par (A, Jm) indefinitan
sa zakljucˇkom da je duljina luka dulja od pi (izracˇunata duljina luka je 3.467)! U dvije
iteracije su se pojavile pozitivne zakrivljenosti. No, promjena pocˇetnog vektora spasˇava
situaciju: npr. [1, 1, . . . , 1]T daje odmah potvrdu da je par definitan. Takod¯er, iako je to
ovdje neprimjereno zbog rijetke popunjenosti matrica A i Jm, potpuno pivotiranje kod
lucˇnog algoritma s bilo koja dva navedena pocˇetna vektora daje odmah definitnost para.
Algoritam ispitivanja dijagonalnih elemenata iz Napomene 2.8 primijenjen na par (A, Jm)
dao je odgovor da je par mozˇda pozitivno definitan te je vratio interval 〈−2, 4〉. Za sre-
dinu θ0 tog intervala je matrica A− θ0Jm pozitivno definitna (koristili smo faktorizaciju
Choleskog bez pivotiranja). Algoritmom ispitivanja svih glavnih podmatrica reda 2 iz Na-
pomene 2.12 primijenjen na par (A, Jm) takod¯er je dao odgovor da je par mozˇda pozitivno
definitan te je vratio interval 〈−1.498997995991984, 3.498997995991984〉. Za sredinu θ0
tog intervala je matrica A− θ0Jm takod¯er pozitivno definitna (koristili smo faktorizaciju
Choleskog bez pivotiranja).
Neka je sada n = 500, m = 400, ε = 0.01, γ = 2, β = 1 s istom matricom H.
Ovako dobivena matrica A nije pozitivno definitna. Za tako dobiveni par (A, Jm) u
sljedec´oj je tablici dan broj pokusˇaja izvrsˇenja faktorizacije Choleskog, bez i s pivotiranjem,
koriˇstenjem lucˇnog algoritma:
Pocˇetni vektor Bez pivot. S pivot.
[1, 0, . . . , 0]T > 100 2
[1, 1, . . . , 1]T 2 1
Bez pivotiranja pojavljuju se pozitivne zakrivljenosti u svakoj iteraciji, a oznaka > 100
znacˇi da lucˇni algoritam nije uspio ispitati definitnost unutar 100 maksimalno dozvoljenih
iteracija, i u tom slucˇaju je bilo 94 suzˇenja luka. Ovim primjerom vidimo da na tocˇnost
(u aritmetici konacˇne preciznosti) lucˇnog algoritma jako utjecˇe koji vektor uzimamo kao
pocˇetni vektor i na koji nacˇin provodimo faktorizaciju Choleskog.
72
Poglavlje 2. Ispitivanje definitnosti hermitskog matricˇnog para
Algoritam ispitivanja dijagonalnih elemenata iz Napomene 2.8 primijenjen na par (A, Jm)
dao je odgovor da je par mozˇda pozitivno definitan te je vratio interval 〈−1.01, 3.01〉. Za
sredinu θ0 tog intervala je matrica A−θ0Jm pozitivno definitna (koristili smo faktorizaciju
Choleskog bez pivotiranja). Algoritmom ispitivanja svih glavnih podmatrica reda 2 iz
Napomene 2.12 primijenjen na par (A, Jm) takod¯er je dao odgovor da je par mozˇda pozi-
tivno definitan te je vratio interval 〈−5.089979959919837e− 1, 2.508997995991984e+ 0〉.
Za sredinu θ0 tog intervala je matrica A− λ0Jm takod¯er pozitivno definitna (koristili smo
faktorizaciju Choleskog bez pivotiranja).
Ukoliko u algoritmu potprostora s U = [X,R] kao pocˇetnu matricu aproksimacija
uzmemo
X(0) =
[
In(:, 1) −In(:, n)
]
bilo da koristimo faktorizaciju Choleskog bez pivotiranja ili ovdje neprikladnu faktorizaciju
Choleskog s pivotiranjem, odmah dobivamo da je par (A, Jm) definitan (u oba primjera).
Sada c´emo zadati indefinitne parove (H, Jm) gdje je H kao gore i Jm kao u (2.28) za
n = 500 i nekoliko razlicˇitih vrijednosti m. Ispitivanje indefinitnosti provodimo lucˇnim
algoritmom i algoritmima ispitivanja potprostora. U lucˇnom algoritmu koristili smo
vektor [1, 1, . . . , 1]T kao pocˇetni vektor, a u algoritmima ispitivanja potprostora s test-
potprostorima oblika spanU = span[X,R] i spanU = span[X,T · R] koristili smo dvije
matrice pocˇetnih aproksimacija:
X1 = [I500(:, 1),−I500(:, 500)], X2 = [[1, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
m komada
]T , [0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸
m komada
]T ].
U Tablici 2.5 su dani rezultati ispitivanja za matricˇne parove
(H, Jm), m ∈ { 1, 100, 250, 400, 499 } .
Svi su algoritmi jako brzo otkrili indefinitnost danih matricˇnih parova. Zanimljivo je uocˇiti
da je u ovom primjeru algoritam ispitivanja potprostora koji koristi matricu prekondicioni-
ranja u svakoj iteraciji (za rjesˇavanje linearnih sustava koristili smo simetricˇnu indefinitnu
dekompoziciju GJGT [75, prvi dio Poglavlja 2], ali s pivotnom strategijom danom u [13])
sporiji od onoga koji ju ne koristi.
Algoritam ispitivanja dijagonalnih elemenata iz Napomene 2.8 primijenjen na indefini-
tan matricˇni par (H, Jm) dao je odgovor da je par mozˇda definitan jer su svi kvocijenti
dijagonalnih elemenata jednaki 0 (naime, H ima nul-dijagonalu). Algoritam ispitivanja
svih glavnih podmatrica reda 2 iz Napomene 2.12 primijenjen na indefinitan matricˇni par
(H, Jm) dao je odgovor da je par indefinitan tako sˇto je naiˇsao na indefinitan komprimirani
par po sljedec´em pravilu: za m = k prvi indefinitan komprimirani par je pronad¯en nakon
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Tablica 2.5
Usporedba lucˇnog algoritma i algoritama ispitivanja potprostora sa spanU = span[X,R]
i spanU = span[X,T ·R] u otkrivanju indefinitnih matricˇnih parova iz Eksp. 2.20.
Koraci oznacˇuju na kojem je pivotnom elementu prekinut pokusˇaj faktorizacije Choleskog
bez pivotiranja.
Lucˇni alg. Algoritam ispitivanja potprostora
U = [X,R] i X1 U = [X,T ·R] i X1
m = 1
Koraci: Koraci: – Koraci: –
260,500; 1. komprimirani par je indefinitan 1. komprimirani par je indefinitan
duljina luka > pi U = [X,R] i X2 U = [X,T ·R] i X2
Koraci:1; Koraci: 1,1,1,1,1,1,1;
2. komprimirani par je indefinitan 8. komprimirani par je indefinitan
U = [X,R] i X1 U = [X,T ·R] i X1
m = 100
Koraci: Koraci: – Koraci: –
160,401; 1. komprimirani par je indefinitan 1. komprimirani par je indefinitan
duljina luka > pi U = [X,R] i X2 U = [X,T ·R] i X2
Koraci:1; Koraci: 1,133,226;
2. komprimirani par je indefinitan 4. komprimirani par je indefinitan
U = [X,R] i X1 U = [X,T ·R] i X1
m = 250
Koraci: Koraci: – Koraci: –
1,251,251; 1. komprimirani par je indefinitan 1. komprimirani par je indefinitan
duljina luka > pi U = [X,R] i X2 U = [X,T ·R] i X2
Koraci: 1; Koraci: 1;
2. komprimirani par je indefinitan 2. komprimirani par je indefinitan
U = [X,R] i X1 U = [X,T ·R] i X1
m = 400
Koraci: Koraci: – Koraci: –
1,101; 1. komprimirani par je indefinitan 1. komprimirani par je indefinitan
duljina luka > pi U = [X,R] i X2 U = [X,T ·R] i X2
Koraci: 3; Koraci: 3,1,1;
2. komprimirani par je indefinitan 4. komprimirani par je indefinitan
U = [X,R] i X1 U = [X,T ·R] i X1
m = 499
Koraci: Koraci: – Koraci: –
1,2; 1. komprimirani par je indefinitan 1. komprimirani par je indefinitan
duljina luka > pi U = [X,R] i X2 U = [X,T ·R] i X2
Koraci: 2; Koraci: 2,2,2,2,2,2,2;
2. komprimirani par je indefinitan 8. komprimirani par je indefinitan
ispitivanja n− k-tog komprimiranog para.
Eksperiment 2.21 U ovom eksperimentu koristimo fiksnu matricu A, dok matricu J
mijenjamo. Zanima nas postoji li veza u broju iteracija nasˇih algoritama i lucˇnog algoritma
u pokusˇaju otkrivanja definitnosti para (A, J) u ovisnosti o inerciji indefinitne matrice J.
Konkretno, pomoc´u pozitivno definitne matrice
Â =

2 −1
−1 . . . . . .
. . . . . . −1
−1 2
 ,
reda 500 (ovo je poznata matrica koja se pojavljuje u diskretizaciji jednodimenzionalne
Poissonove jednadzˇbe koriˇstenjem aproksimacija centralnim razlikama) definiramo niz
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pozitivno definitnih matricˇnih parova (A, Jm) danih s
A := Â− 5Jm, Jm := diag(In−m,−Im), m = 1, . . . , 499.
Uocˇimo da su A i Jm, m = 1, . . . , 499 indefinitne. Izvrsˇili smo dva tipa ispitivanja:
i) kod lucˇnog algoritma za pocˇetni vektor smo uzeli I500(:, 1), dok smo za matricu
pocˇetnih aproksimacija kod nasˇih algoritama ispitivanja potprostora uzeli
X(0) = [I500(:, 1),−I500(:, 500)];
ii) kod lucˇnog algoritma za pocˇetni vektor smo uzeli [1, . . . , 1]T dok smo za matricu
pocˇetnih aproksimacija kod nasˇih algoritama ispitivanja potprostora uzeli
X(0) = [[1, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
m komada
]T , [0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸
m komada
]T ].
Kako su matrice rijetko popunjene, spremili smo ih u Matlab-ovom sparse formatu te
smo za pokusˇaj izvrsˇenja faktorizacije Choleskog koristili jako brzu Matlab-ovu funkciju
chol koja koristi skup rutina CHOLMOD [15, 21], dok smo za rjesˇavanje linearnih sus-
tava u algoritmu potprostora s U = [X,T · R] koristili Matlab-ov backslash operator \
koji takod¯er koristi jako brzi skup rutina CHOLMOD. Uspored¯ivali smo konacˇan broj
pokusˇaja izvrsˇenja faktorizacija Choleskog prije nego sˇto je pojedini algoritam dao potvrdu
o definitnosti danog matricˇnog para u odnosu na broj m o kojem ovisi inercija matice
Jm. Koristili smo lucˇni algoritam, te nasˇe algoritme ispitivanja potprostora s U = [X,R]
i U = [X,T ·R], gdje je matrica prekondicioniranja koriˇstena u svakoj iteraciji. Dozvolili
smo maksimalno 31 iteraciju, odnosno maksimalno 30 pokusˇaja izvrsˇenja faktorizacije
Choleskog. Na Slici 2.4 dani su rezultati ispitivanja kod ispitivanja tipa i) i tipa ii). Na
podslici (a) vidimo da je odmah u prvom pokusˇaju provod¯enja faktorizacije Choleskog
ona uspjesˇno provedena s nasˇim algoritmom ispitivanja potprostora bez obzira na inerciju
matrice Jm, dok je lucˇnom algoritmu bio potreban razlicˇit broj pokusˇaja za razlicˇite vri-
jednosti broja m. Na podslici (b) vidimo simetriju u odnosu na m = 250 u broju iteracija
nasˇih algoritama. Zanimljivo je uocˇiti da u ovom primjeru, u ispitivanju tipa ii), ukoliko
imamo jako malo jednih Jm predznaka u odnosu na druge (npr. do 10 jedinica, a ostalo
su minus jedinice u Jm) ili podjednako jednih i drugih, nasˇim algoritmima ispitivanja
potprostora s U = [X,R], odnosno U = [X,T · R] potreban je isti ili skoro isti broj
iteracija za zavrsˇetak ispitivanja. Lucˇnom algoritmu je u vec´ini slucˇajeva bilo potrebno
izmed¯u 10 i 15 iteracija, te oko 5 iteracija ako je samo nekoliko jednih Jm predznaka u
odnosu na druge. Algoritmu ispitivanja potprostora s U = [X,T · R] nije bilo potrebno
viˇse od 4 iteracije za sve m = 1, . . . , 499.
Napomena 2.22 Algoritmi ispitivanja glavnih podmatrica reda 1 i 2 primijenjeni na
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Slika 2.4: Konacˇan broj pokusˇaja izvrsˇanja faktorizacije Choleskog (B za lucˇni alg., +
za alg. potprostora s U = [X,R], ◦ za alg. potprostora s U = [X,T ·R]) u otkrivanju
definitnosti na nizu definitnih parova (A, Jm) iz Eksp. 2.21 nasuprot inerciji matrice Jm.
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definitan matricˇni par, mogu vratiti jako dobru aproksimaciju definitnog intervala (v.
Tablicu 2.4).
U slucˇaju definitnih matricˇnih parova primjenom test-potprostora s U = [X,T ·R] umjesto
s U = [X,R] u nekim ili svim iteracijskim koracima algoritma ispitivanja potprostora
dobivamo znacˇajno smanjenje ukupnog broja iteracijskih koraka pa i samo ubrzanje ispi-
tivanja (v. Sliku 2.2 i Sliku 2.4 pod (b)).
Takod¯er, eksperimenti pokazuju da nasˇ algoritam ispitivanja potprostora mozˇe konkurirati
lucˇnom algoritmu u broju iteracijskih koraka (v. Sliku 2.4), te da je za razliku od lucˇnog
algoritma neosjetljiv na nacˇin provod¯enja faktorizacije Choleskog.
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Racˇunanje unutarnjih svojstvenih vrijednosti
i svojstvenih vektora definitnih matricˇnih
parova
U Poglavlju 2 bavili smo se ispitivanjem je li dani hermitski matricˇni par definitan ili
nije, na nacˇin da smo racˇunali rubove intervala (koji su se u svakom izvrsˇenom koraku
algoritma ispitivanja potprostora, Algoritam 2.5, suzˇavali) koji sadrzˇe njegov definitan
interval, ukoliko se radi o definitnom paru. U slucˇaju da je matricˇni par definitan, al-
goritam ispitivanja potprostora daje jedan definitni pomak (koji se nalazi u definitnom
intervalu tog matricˇnog para). Ukoliko zˇelimo izracˇunati svojstvene vrijednosti oko defi-
nitnog intervala, onda mozˇemo nastaviti dalje korisiti Algoritam 2.5 (bez linija koje sluzˇe
za provjeru definitnosti). U tom slucˇaju, dani definitni pomak nam pomazˇe u dobivanju
aproksimacija zˇeljenih svojstvenih vrijednosti oko definitnog intervala jer zapravo zˇelimo
izracˇunati prvih nekoliko svojstvenih vrijednosti koje su desno od tog definitnog pomaka,
i prvih nekoliko svojstvenih vrijednosti koje su lijevo od tog definitnog pomaka. U tom je
slucˇaju koriˇstena matrica prekondicioniranja pozitivno definitna.
U Potpoglavljima 3.1–3.3 predlazˇemo nove algoritme koji racˇunaju manji broj svoj-
stvenih vrijednosti oko definitnog intervala i pridruzˇenih svojstvenih vektora pozitivno
definitnih matricˇnih parova (A,B) u kojima je matrica B indefinitna (B mozˇe i ne mora
biti invertibilna). Algoritmi su posebno pogodni za velike rijetko popunjene matrice. U
Potpoglavlju 3.1 predlazˇemo jednu opc´u indefinitnu metodu iz koje se mozˇe iznjedriti
pregrsˇt algoritama koji su indefinitna verzija standardnih algoritama za trazˇenje ekstrem-
nih tj. vanjskih svojstvenih vrijednosti i pridruzˇenih svojstvenih vektora definitnog para
(A,B) kod kojih je B definitna matrica. U Potpoglavlju 3.2 predlazˇemo jednu klasu indefi-
nitnih prekondicioniranih gradijentnih iteracija koje koriste jedan ili dva definitna pomaka.
Ukoliko se pazˇljivo reorganiziraju algoritmi Potpoglavlja 3.2 primijenjeni na produktni
svojstveni problem, dobiva se specijalizirani algoritam, koji cˇuva strukturu produktnog
problema, izveden u Potpoglavlju 3.3. U zadnjem potpoglavlju predlazˇemo algoritme za
racˇunanje manjeg broja svojstvenih vrijednosti oko bilo kojeg pomaka, a da to sada viˇse
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nije definitan pomak, i pridruzˇenih svojstvenih vektora pozitivno definitnog para (A,B).
Najmanja i najvec´a svojstvena vrijednost definitnog matricˇnog para zovu se vanjske
(ekstremne, rubne) jer se nalaze na rubovima segmenta koji sadrzˇi cijeli spektar. Tada
sve ostale svojstvene vrijednosti nazivamo unutarnjim. Ako se trazˇi nekoliko svojstvenih
vrijednosti, to se obicˇno istovremeno trazˇi nekoliko uzastopnih svojstvenih vrijednosti, npr.
trazˇi se prvih nekoliko najmanjih ili prvih nekoliko najvec´ih. U tom bismo slucˇaju rekli da
se trazˇi nekoliko vanjskih svojstvenih vrijednosti. Tada sve ostale svojstvene vrijednosti
nazivamo unutarnjim. Mi c´emo u ovom poglavlju pod pojmom nekoliko unutarnjih svoj-
stvenih vrijednosti podrazumijevati nekoliko uzastopnih svojstvenih vrijednosti s lijeva i
nekoliko uzastopnih svojstvenih vrijednosti s desna u odnosu na dani pomak, tj. neki broj
unutar rubova spektra (eng. shift).
3.1 Opc´a indefinitna metoda
Neka su A,B ∈ Cn×n hermitske matrice takve da matrica B ima inerciju In(B) =
(n+, n−, n0) ≥ (1, 1, 0), gdje se nejednakost podrazumijeva po elementima, i neka je par
(A,B) pozitivno definitan s konacˇnim svojstvenim vrijednostima poredanim na sljedec´i
nacˇin:
λ−n− ≤ · · · ≤ λ−1 < λ+1 ≤ · · · ≤ λ+n+ , n− + n+ = rang(B) (3.1a)
i beskonacˇnim svojstvenim vrijednostima oznacˇenima s
λ∞i =∞, za 1 ≤ i ≤ n0. (3.1b)
Dakle, definitni interval je jednak 〈λ−1 , λ+1 〉. Neka je U ∈ Cn×p bilo koja matrica punog
stupcˇanog ranga. Neka su konacˇne svojstvene vrijednosti pozitivno definitnog komprimi-
ranog para (UHAU,UHBU) poredane kako slijedi
θ−p− ≤ · · · ≤ θ−1 < θ+1 ≤ · · · ≤ θ+p+ , (3.2)
gdje In(UHBU) = (p+, p−, p0). Sjetimo se, svojstvo ispreplitanja svojstvenih vrijednosti
(Teorem 1.20) daje
λ+i ≤ θ+i ≤ λ+i+n−p za 1 ≤ i ≤ p+, (3.3a)
λ−j ≥ θ−j ≥ λ−j+n−p za 1 ≤ j ≤ p−, (3.3b)
gdje formalno stavljamo λ+i = +∞ za i > n+ i λ−j = −∞ za j > n−. Takod¯er, definirajmo
Jk :=
Ik+
−Ik−
 (3.4)
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za neke prirodne brojeve k+, k− takve da (k+, k−, 0) ≤ In(B). Sjetimo se, primijenjujuc´i
princip minimizacije traga [41, 49] na (A,B) i (UHAU,UHBU), tim redom, uz dodatnu
pretpostavku (k+, k−, 0) ≤ In(UHBU), te koristec´i (3.3a), (3.3b) dobivamo
min
X ∈ Cn×k
XHBX = Jk
tr (XHAX) =
k+∑
i=1
λ+i −
k−∑
j=1
λ−j ≤ (3.5a)
k+∑
i=1
θ+i −
k−∑
j=1
θ−j = min
Y ∈ Cp×k
Y H(UHBU)Y = Jk
tr (Y H(UHAU)Y ) (3.5b)
s jednakosti ako i samo ako je spanU razapet sa svojstvenim vektorima para (A,B) koji
pripadaju λ+1 , . . . , λ+k+ i λ
−
1 , . . . , λ−k− . Ti svojstveni vektori cˇine stupce u minimizirajuc´oj
matrici Xmin funkcije iz (3.5a).
Za dane male prirodne brojeve k± nasˇ je cilj odrediti minimum i minimizirajuc´u
matricu Xmin funkcije iz (3.5a), tj. izracˇunati k− najvec´ih B−negativnih svojstvenih
vrijednosti λ−1 , . . . , λ−k− i k+ najmanjih B−pozitivnih svojstvenih vrijednosti λ+1 , . . . ,
λ+k+ i pridruzˇene svojstvene vektore para (A,B). Razmatrajuc´i (3.5a), (3.5b) racˇunamo
aproksimacije zˇeljenih svojstvenih parova iz danog potprostora U s baznom matricom
U primjenjujuc´i Rayleigh-Ritzovu proceduru: izracˇunamo sve svojstvene parove malog
komprimiranog para (UHAU,UHBU) i zapamtimo samo one svojstvene vrijednosti koje se
nalaze oko njegovog definitnog intervala: θ±j , j = 1, . . . , k± i pridruzˇene svojstvene vektore:
y±j , j = 1, . . . , k±. Pretpostavljamo da su ti svojstveni vektori normirani tako da
(y±j )H(UHBU)y±i = ±δij,
gdje je δij Kroneckerov delta simbol. Ritzovi parovi para (A,B) u odnosu na potprostor
U su tada dani s (θ±j , x±j ) = (θ±j , Uy±j ) za j = 1, . . . , k± (uocˇimo da su Ritzovi vektori
B-normirani). Tada je potrebno iterirati potprostore U da bi se smanjio konacˇan trag.
Kako birati potprostore je netrivijalno pitanje. Povec´avanje dimenzije potprostora
u svakoj iteraciji mozˇe doprinijeti ubrzanju konvergencije, ali zahtjeva viˇse memorijskog
prostora na racˇunalu, od iteracija s fiksnom dimenzijom potprostora. “Vrstu” potprostora
mozˇemo birati po uzoru na mnogobrojne iterativne algoritme za racˇunanje manjeg broja
svojstvenih parova hermitske matrice ili hermitskog matricˇnog para s barem jednom de-
finitnom matricom. Stoga, mozˇemo predstaviti mnoge nove indefinitne metode birajuc´i
prikladan potprostor i primjenjujuc´i Rayleigh-Ritzovu proceduru pamtec´i svojstvene pa-
rove oko definitnog intervala. Ti potprostori moraju sadrzˇavati barem onoliko B-pozitivnih
i B-negativnih vektora koliko svojstvenih parova zˇelimo izracˇunati. Stoga, po uzoru na [66,
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Algoritam 3.1 Opc´a indefinitna metoda
Ulaz: A, B ∈ Cn×n: koeficijenti pozitivno definitnog matricˇnog para (A,B) takvog da
In(B) ≥ (k+, k−, 0);
Izlaz: k+ najmanjih B-pozitivnih svojstvenih parova i k− najvec´ih B-negativnih svojstve-
nih parova.
1: za i = 0, 1, 2, . . . cˇini
2: Konstruirati potprostor U (i) dimenzije p  n takav da (k+, k−, 0) ≤
In
(
(U (i))HBU (i)
)
vrijedi za svaku matricu baze U (i).
3: Primijeniti Rayleigh-Ritzovu proceduru na (A,B) u odnosu na potprostor U (i) i
zapamtiti k+ najmanjih B-pozitivnih i k− najvec´ih B-negativnih Ritzovih parova.
4: kraj za
Algoritam 2.1] u Algoritmu 3.1 dajemo opc´u indefinitnu metodu za racˇunanje svojstvenih
parova oko definitnog intervala danog pozitivno definitnog matricˇnog para.
Ako je potprostor razapet s Ritzovim vektorima, izracˇunatima u prethodnoj iteraciji,
sadrzˇan u prostoru U (i) Algoritma 3.1 za i = 1, 2, . . ., tada c´e izabiranje prikladnog
pocˇetnog potprostora (vidi Lemu 1.25) omoguc´iti da (k+, k−, 0) ≤ In
(
(U (i))HBU (i)
)
vrijedi
za svaku matricu baze U (i) od U (i) za sve i = 1, 2, . . . Neki izbori potprostora U (i)
Algoritma 3.1 mogu, uz dobru separaciju zˇeljenih svojstvenih vrijednosti, dovesti do brze
konvergencije.
Ukoliko je potprostor razapet s Ritzovim vektorima, izracˇunatima u prethodnoj ite-
raciji, sadrzˇan u prostoru U (i), tada mozˇemo pokazati da se definitni intervali definitnih
komprimiranih parova dobivenih Algoritmom 3.1 suzˇavaju: da su lijevi rubovi monotono
rastuc´i, a desni rubovi monotono padajuc´i, tj. na ovaj nacˇin smanjujemo trag funkcije
iz (3.5a). Iz svojstva ispreplitanja svojstvenih vrijednosti slijedi ogranicˇenost niza lijevih i
niza desnih rubova definitnih intervala. Naime, vrijedi lema:
Lema 3.1 Neka su konacˇne svojstvene vrijednosti pozitivno definitnog matricˇnog para
(A,B) dane s (3.1a). Neka su Ritzove vrijednosti u koraku i Algoritma 3.1 dane s
θ
(i+1)−
k− ≤ · · · ≤ θ(i+1)−1 < θ(i+1)+1 ≤ · · · ≤ θ(i+1)+k+ , (3.6)
s odgovarajuc´im Ritzovim vektorima x(i+1)−k− , . . . , x
(i+1)−
1 , x
(i+1)+
1 , . . . , x
(i+1)+
k+ . Nadalje, pret-
postavimo da
{x(i)−k− , . . . , x(i)−1 , x(i)+1 , . . . , x(i)+k+ } ⊆ U (i).
Tada vrijede sljedec´e relacije
λ+j ≤ θ(i+1)+j ≤ θ(i)+j , 1 ≤ j ≤ k+, (3.7)
θ
(i)−
j ≤ θ(i+1)−j ≤ λ−j , 1 ≤ j ≤ k−, (3.8)
(A− θ(i)±j B)x(i)±j ⊥ U (i), 1 ≤ j ≤ k±. (3.9)
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Dokaz. Uvjet okomitosti dokazujemo isto kao sˇto je dokazano u [66, Lemma 2.1.1], a
nejednakosti dokazujemo analogno kao u Propoziciji 2.17.
Ako dodatno pretpostavimo da su reziduali r(i)±j := Ax
(i)±
j −θ(i)±j Bx(i)±j sadrzˇani u U (i)
za 1 ≤ j ≤ k± tada svaki od nizova { θ(i)±j }
∞
i=1 konvergira k nekoj svojstvenoj vrijednosti
para (A,B), a pripadni Ritzovi vektori u smjeru konvergiraju pridruzˇenim svojstvenim
vektorima.
Lema 3.2 Neka vrijede pretpostavke Leme 3.1, i dodatno pretpostavimo da su Ritzovi
vektori skalirani tako da (x(i)±j )HBx
(i)±
j = ±1 i da su reziduali r(i)±j = Ax(i)±j − θ(i)±j Bx(i)±j
elementi prostora U (i) za 1 ≤ j ≤ k±.
Tada za svaki s = 1, 2, . . . , k± niz { θ(i)±s }∞i=1 konvergira nekoj svojstvenoj vrijednosti λˆ±
para (A,B), a niz { ‖(A− λˆ±B)x(i)s ‖ }
∞
i=1 konvergira k nuli.
Dokaz. Dio leme koji se odnosi na B-pozitivne Ritzove parove dokazujemo isto kao sˇto je
dokazano u [66, Lema 2.1.2], dok se dio za B-negativne dokazuje isto uz nekoliko promjena
predznaka ili znakova nejednakosti.
3.2 Indefinitne varijante m-sheme prekondicioniranih
gradijentnih iteracija
U ovom potpoglavlju predlazˇemo nove jednostavne iterativne metode koje se uklapaju
u opc´u indefinitnu metodu za racˇunanje unutarnjih svojstvenih parova oko definitnog
intervala pozitivno definitnog matricˇnog para.
3.2.1 Prekondicionirane gradijentne iteracije
Neka su A˜, B ∈ Cn×n hermitske i neka je A˜ pozitivno definitna. Kratko c´emo pono-
viti tri poznate prekondicionirane gradijentne iteracije za racˇunanje najmanje svojstvene
vrijednosti i pripadnog svojstvenog vektora generaliziranog svojstvenog problema
A˜x = λ˜Bx. (3.10)
Neka
ρ˜(x) = x
HA˜x
xHBx
, xHBx 6= 0 (3.11)
oznacˇava Rayleighjev kvocijent para (A˜, B). U slucˇajevima kada B nije pozitivno definitna,
obicˇno se promotra dualni GSP: Bx = µ˜A˜x s µ˜ := 1/ρ˜ i trazˇi se najvec´a svojstvena
vrijednost, i odgovarajuc´i svojstveni vektor. Neka x(i) oznacˇava trenutnu aproksimaciju
svojstvenog vektora koji odgovara najmanjoj svojstvenoj vrijednosti od (A˜, B). Metoda
inverznih iteracija (INVIT), uz odgovarajuc´e normiranje iteracijskih vektora, je oblika:
x(i+1) := A˜−1Bx(i), odnosno A˜x(i+1) = Bx(i) (3.12)
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Ukoliko zapiˇsemo x(i+1) iz (3.12) (odnosno, njegov viˇsekratnik) pomoc´u trenutnog reziduala
r(i) := A˜x(i) − ρ˜(x(i))Bx(i) dobivamo
ρ˜ix
(i+1) = ρ˜iA˜−1Bx(i) = x(i) − x(i) + ρ˜iA˜−1Bx(i) = x(i) − A˜−1r(i)
gdje ρ˜i := ρ˜(x(i)). Ponekad matrica A˜, pa niti njen inverz nisu dostupni, dostupne su samo
neke njene aproksimacije, kao sˇto je npr. slucˇaj u diskretizaciji parcijalnih diferencijalnih
jednadzˇbi (radimo s matricom diskretizacije koja je dobivena npr. metodom konacˇnih
elemenata). Stoga u metodi prekondicioniranih inverznih iteracija (PINVIT) umjesto
djelovanja matricom A˜−1 koristimo matricu T :
x(i+1) := x(i) − Tr(i) = x(i) − T (A˜x(i) − ρ˜iBx(i)). (3.13)
Da bismo uvidjeli sˇto utjecˇe na konvergenciju metode PINVIT-a, uocˇavamo da se (3.13)
mozˇe smatrati perturbiranom inverznom iteracijom:
x(i+1) = x(i) − Tr(i) = x(i) − TA˜x(i) + ρ˜iTBx(i) + ρ˜iA˜−1Bx(i) − ρ˜iA˜−1Bx(i) =
= ρ˜iA˜−1Bx(i) − TA˜(x(i) − ρ˜iA˜−1Bx(i)) + x(i) − ρ˜iA˜−1Bx(i) =
= ρ˜iA˜−1Bx(i) + (I − TA˜)(x(i) − ρ˜iA˜−1Bx(i)).
Dakle, sˇto je izraz I − TA˜ (u nekoj normi) manji, to je metoda PINVIT-a blizˇa metodi
INVIT-a. Hermitsku pozitivno definitnu matricu T ∈ Cn×n, zovemo matrica prekondici-
oniranja1 i uobicˇajeno T ≈ A˜−1. Iz (3.13) mozˇemo vidjeti da se smjer sljedec´eg iteracijskog
vektora dobiva kao fiksna linearna kombinacija trenutnog smjera i prekondicioniranog re-
ziduala. Poboljˇsanje metode PINVIT-a je iteracija prekondicioniranog najbrzˇeg spusta
(eng. preconditioned steepest descent, PSD) koja je sljedec´eg oblika:
x(i+1) := x(i) − τ (i)Tr(i) = x(i) − τ (i)T (A˜x(i) − ρ˜iBx(i)) (3.14)
gdje se skalarni iteracijski parametar τ (i) izabire tako da ρ˜(x(i+1)) bude minimalno. U
vidu prednosti koju Lanczosov algoritam ima u odnosu na metodu INVIT-a, ima smisla
uzeti u obzir i prethodno izracˇunati smjer. Tako je Knyazev 1991. u radu [38] predlozˇio
lokalno optimalnu iteraciju prekondicioniranih konjugiranih gradijenata (LOPCG) koja je
sljedec´eg oblika:
x(i+1) := x(i) − γ(i)x(i−1) − τ (i)Tr(i) = x(i) − γ(i)x(i−1) − τ (i)T (A˜x(i) − ρ˜(x(i))Bx(i)) (3.15)
gdje se skalarni iteracijski parametri γ(i) i τ (i) izabiru tako da ρ˜(x(i+1)) bude minimalno.
Prekondicionirani reziduali w(i) := Tr(i) dobivaju se rjesˇavanjem linearnog sustava jed-
1U pojedinoj literaruri se matrica T−1 zove matrica prekondicioniranja i u tom slucˇaju T ≈ A˜.
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nadzˇbi T−1w(i) = r(i) (to su sustavi s matricom A˜ ili nekom njenom aproksimacijom).
U diskretizaciji elipticˇkog i samo-adjungiranog parcijalno diferencijalnog operatora, sime-
tricˇne pozitivno definitne geometrijske ili algebarske multigridne matrice prekondicionira-
nja V -ciklusa se uobicˇajeno koriste (npr. implementacija HSL_MI20 [34]) . Te se matrice
prekondicioniranja mogu realizirati s optimalnom slozˇenosˇc´u (u smislu da numericˇki trosˇak
raste samo linearno po broju nepoznanica) i, u najboljem slucˇaju, konvergencijska brzina
odgovarajuc´e metode za djelomicˇni svojstveni problem, ne ovisi o profinjenosti diskretiza-
cije [37].
Osnovna i neefikasna gradijentna iteracija za aproksimaciju najmanje svojstvene vri-
jednosti matricˇnog para iz (3.10) je oblika
x(i+1) := x(i) − ωi∇ρ˜(x(i)),
gdje je gradijent ∇ρ˜(x) = 2(A˜x−ρ˜(x)Bx)
xHBx
, a ωi skalarni parametar. Uocˇimo da je trenutni
rezidual r := A˜x − ρ˜(x)Bx kolinearan s gradijentom. PINVIT, PSD i LOPCG iteracije
spadaju u klasu prekondicioniranih gradijentnih iteracija, jer za danu matricu prekondici-
oniranja T, koriste T -gradijent od ρ˜. T -gradijent je definiran s
∇T ρ˜(x) := T∇ρ˜(x) = T 2(A˜x− ρ˜(x)Bx)
xHBx
.
Tako PSD iteracija racˇuna niz iteracijskih vektora s opadajuc´im Rayleighjevim kvocijen-
tima uzastopnim korekcijama u smjeru negativnog T -gradijenta trenutnog iteracijskog
vektora. LOPCG, dodatno sadrzˇi i optimalni smjer prethodnog iteracijskog vektora.
Napomena 3.3 Racˇunanje optimalnih skalarnih iteracijskih parametara τ (i) i/ili γ(i)
u (3.14) i (3.15) ne izvrsˇava se nekom optimizacijskom metodom. Naime, ti su para-
metri dani samo implicitno. Ako je x svojstveni vektor, tada je to i αx, α 6= 0, pa mi
zapravo zˇelimo izracˇunati smjer sljedec´eg iteracijskog vektora. Iz (3.14) ((3.15)) vidimo
da je sljedec´i iteracijski vektor x(i+1) u potprostoru span[x(i), w(i)] (span[x(i), x(i−1), w(i)])
gdje je w(i) = Tr(i) prekondicionirani rezidual trenutnog iteracijskog vektora x(i). Tako
gledajuc´i, najbolje aproksimacije za svojstveni par iz danog potprostora su dane Rayleigh-
Ritzovom procedurom. Ako w(i) nije svojstveni vektor tada je (x(i+1), ρ˜(x(i+1))) Ritzov
par para (A˜, B) u odnosu na potprostor span[x(i), w(i)] (span[x(i), x(i−1), w(i)]). Kako je cilj
PSD (LOPCG) iteracije minimizirati Rayleighjev kvocijent, ρ˜(x(i+1)) je manja (najmanja)
Ritzova vrijednost i x(i+1) je pridruzˇen Ritzov vektor.
Ako zˇelimo nac´i nekoliko najmanjih svojstvenih parova GSP-a (3.10) tada mozˇemo
koristiti blok, tj. potprostorne verzije iteracija (3.14) i (3.15): BPSD i LOBPCG [39,
40]. Osˇtra konvergencijska ocjena za PSD (3.14) iteraciju je dana u [56, Teorem 1.2],
dok je za BPSD dana u [61]. Za ocjenu je nuzˇno da su A˜ i matrica prekondicioniranja T
realne simetricˇne pozitivno definitne, dok B mozˇe biti samo realna simetricˇna. Standardne
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prekondicionirane gradijente iteracije, poput BPSD i LOBPCG, rade sa skalarnim pro-
duktom induciranim s pozitivno definitnom matricom i cilj im je izracˇunati najmanju ili
najvec´u svojstvenu vrijednost, tj. vanjske svojstvene vrijednosti i odgovarajuc´e svojstvene
vektore (ili njih nekoliko). Te se iteracije mogu, na prirodan nacˇin, prilagoditi tako da
racˇunaju svojstvene vrijednosti oko definitnog intervala (koji mozˇe biti u sredini spektra) i
pridruzˇene svojstvene vektore definitnih matricˇnih parova s indefinitnim matricama. Tada
te nove metode rade s indefinitnim skalarnim produktom. U radu [42] su predlozˇene nove
indefinitne varijante LOBPCG iteracije. U Odjeljku 3.2.2 predlazˇemo cijelu novu klasu
indefinitnih varijanti prekondicioniranih gradijentnih iteracija koje ukljucˇuju indefinitni
LOBPCG [42].
3.2.2 Indefinitna varijanta m-sheme s jednom matricom
prekondicioniranja
Neymeyr je 2001. predlozˇio u [57] (v. i [58]) k-shemu iteracija koje predstavljaju jednu
klasu prekondicioniranih gradijentnih metoda koje racˇunaju najmanji svojstveni par, ili
nekoliko najmanjih, GSP-a A˜x = λ˜B˜x s realnim simetricˇnim pozitivno definitnim A˜ i
B˜. Neymeyrova shema ukljucˇuje metode PINVIT-a, PSD-a i LOPCG-a iz prethodnog
odjeljka. Mi c´emo razviti slicˇnu klasu metoda kao Neymerove i to za aproksimiranje
unutarnjih svojstvenih vrijednosti oko definitnog intervala: λ+1 , . . . , λ+`+ i λ
−
1 , . . . , λ−`−
pozitivno definitnog matricˇnog para (A,B). U principu, prirodne brojeve `+, `− mozˇemo
proizvoljno odabrati, ali nama je cilj da oba broja `+ i `− budu mala (u jednostavnijim
varijantama jedan od `± mozˇe biti jednak 0). U Algoritmu 3.2 je dana indefinitna varijanta
m-sheme s jednom matricom prekondicioniranja.
U duhu Neymeyrove sheme [57, 58] dobivamo niz matrica
X(0), X(1), X(2), . . . ∈ Cn×k, k = k+ + k−, k+ ≥ `+, k− ≥ `−, (3.16)
kako slijedi. Neka je m ≥ 2 mali fiksni prirodan broj. U i-toj iteraciji algoritma, proma-
tramo potprostor
U (i) := span
[
X(i),W (i), X(i−1), . . . , X(i−m+2)
]
,
s prekondicioniranom matricom reziduala
W (i) = T ·
(
AX(i) −BX(i)Θ(i)
)
za neku hermitsku pozitivno definitnu matricu prekondicioniranja T ∈ Cn×n i
Θ(i) :=
(
(X(i))HBX(i)
)−1
(X(i))HAX(i).
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Algoritam 3.2 Indefinitna varijanta m-sheme s jednom matricom prekondicioniranja,
m ≥ 2
Ulaz: A, B ∈ Cn×n: koeficijenti pozitivno definitnog para (A,B) s indefinitnom B;
T ∈ Cn×n: hermitska pozitivno definitna matrica prekondicioniranja;
X(0) ∈ Cn×k: matrica pocˇetnih aproksimacija takva da (k+, k−, 0) ≤
In
(
(X(0))HBX(0)
)
.
Izlaz: `+ ≤ k+ najmanjih B-pozitivnih svojstvenih parova i `− ≤ k− najvec´ih B-
negativnih svojstvenih parova.
1: B-ortonormirati X(0).
2: (Θ(0), Y (0))← RR(X(0), A,B).
3: X(0) ← X(0)Y (0).
4: Inicijalizacija: Ako je m ≥ 3, tada izracˇunati inicijalni niz od m − 2 matrice
X(1), . . . , X(m−2) izvrsˇavajuc´i jedan korak j-sheme s inicijalnim nizom X(0), . . . , X(j−2)
za j = 2, . . . ,m− 1.
5: Iteracija:
6: za i = m− 2, m− 1, m, . . . cˇini
7: R(i) = AX(i) −BX(i)Θ(i).
8: (po izboru) Ukloniti deflacijom svojstvene vrijednosti.
9: ako Ako su sve svojstvene vrijednosti konvergirale tada
10: izac´i iz petlje.
11: kraj ako
12: W (i) ← T (AX(i) −BX(i)Θ(i)).
13: U (i) ← span[U (i)] = span[X(i),W (i), X(i−1), . . . , X(i−m+2)].
14: B-ortonormirati U (i).
15: (Θ(i+1), Y (i+1))← RR(U (i), A,B).
16: X(i+1) ← U (i)Y (i+1).
17: kraj za
Tada izabiremo X(i+1) ∈ Cn×k prema principu minimizacije traga (1.16), ali pod dodatnim
uvjetom spanX(i+1) ⊂ U (i) (v. Korolar 1.24):
X(i+1) := arg min
spanX ⊂ U (i)
XHBX = Jk
tr (XHAX)
= arg min
X = UY, Y ∈ Cmk×k
XHBX = Jk
tr (XHAX), (3.17)
gdje je U ∈ Cn×mk matrica bilo koje baze od U (i), a Jk je kao u (3.4). Ocˇito, (3.17) poprima
konacˇnu vrijednost ako i samo ako (k+, k−, 0) ≤ In(UHBU). Prema (3.5b), tada racˇunamo
X(i+1) = UY (i+1) tako da Y (i+1) ∈ Cmk×k sadrzˇi svojstvene vektore pridruzˇene unutarnjim
svojstvenim vrijednostima θ+1 , . . . , θ+k+ , θ
−
1 , . . . , θ
−
k− para (U
HAU,UHBU). Zapravo, provo-
dimo Rayleigh-Ritzovu proceduru para (A,B) na potprostoru U (i). Pretpostavljamo da
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su ti svojstveni vektori normirani tako da
(
Y (i+1)
)H(
UHBU
)
Y (i+1) = Jk. (3.18)
Uocˇimo da dimenzija od U (i) nije vec´a od mk za sve i = 0, 1, 2, . . . Naime, iako teorijski
biramo matrice punog ranga, tokom procesa racˇunanja u aritmetici konacˇne preciznosti
mozˇe se dogoditi da je dimenzija potprostora manja od predvid¯ene. U tom slucˇaju gubitak
dimenzije mozˇemo nadoknaditi vektorima slucˇajnog smjera.
Gornja rasprava dovodi nas do Algoritma 3.2, nasˇe prve varijante indefinitne m-sheme
prekondicioniranih gradijentnih iteracija.
Algoritam 3.2 uklapa se u opc´i indefinitni algoritam u kojem je u i-tom koraku matrica
baze U (i) = [X(i),W (i), X(i−1), . . . , X(i−m+2)], a Rayleigh-Ritzova procedura se izvrsˇava
Linijama 15 i 16. Kako su u ovom slucˇaju zadovoljeni uvjeti Leme 3.1, to je niz iteracij-
skih brojeva { θ(i)±j } za 1 ≤ j ≤ k± konvergentan jer je monoton: B-pozitivne Ritzove
vrijednosti su monotono padajuc´e, a B-negativne Ritzove vrijednosti su monotono rastuc´e,
i ogranicˇen sa svojstvenim vrijednostima para (A,B). Dakle, bez obzira na matricu pre-
kondicioniranja, Algoritam 3.2 smanjuje trag funkcije iz (3.5a) i robustan je u izboru na
matricu prekondicioniranja. Dakle, nije nuzˇno da je matrica prekondicioniranja pozitivno
definitna, iako c´emo to morati pretpostaviti za dokazivanje konvergencijskih svojstava.
Detalji oko same implementacije Algoritma 3.2 vec´ su djelomicˇno opisani u napome-
nama oko implementacije Algoritma 2.5. Napomene oko matrice pocˇetnih aproksimacija
i B-ortonormalizacije iste su kao u Odjeljku 2.2.2. Kada postoje klasteri u spektru, od
pomoc´i mozˇe biti koriˇstenje k+ i/ili k− strogo vec´ih od zˇeljenog broja svojstvenih vrijednosti,
kao sˇto je napomenuto npr. u [5].
Linije 15 i 16 Funkcija RR(U,A,B) izvodi Rayleigh-Ritzovu proceduru na pozitivno
definitnom komprimiranomom paru (UHAU,UHBU) vrac´ajuc´i k± svojstvenih vrijed-
nosti i svojstvenih vektora para (UHAU,UHBU) kao sˇto je vec´ opisano u Odjeljku 2.2.2.
Samo racˇunanje svojstvenih parova para (UHAU,UHBU), umjesto koriˇstenja Ve-
selic´evog indefinitnog J-Jacobijevog algoritma na pomoc´nom paru, mozˇe se pro-
vesti i Matlab-ovom funkcijom eig, a odgovarajuc´e predznake svojstvenih vrijednosti
odrediti npr. provjerom je li odgovarajuc´i svojstveni vektor UHBU -pozitivan ili
UHBU -negativan. Kako je matrica UHBU indefinitna, a mozˇda i UHAU, moguc´e
je da funkcija eig ne vrati realne svojstvene vrijednosti!
Linija 8 Kada je jednom Ritzov par konvergirao unutar zadane tocˇnosti, potrebno ga je
ukloniti iz procesa da se izbjegne nepotrebno daljnje racˇunanje. U nasˇem algoritmu,
koristimo konzervativnu strategiju “deflacija iz sredine” : B-pozitivna Ritzova vri-
jednost θ+j (ispusˇtamo eksponent (i) zbog preglednijeg zapisa) se uklanja deflacijom
ako i samo su sve manje Ritzove vrijednosti θ+i , s 1 ≤ i ≤ j−1, uklonjene deflacijom
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i2
‖r+j ‖2 = ‖Ax+j − θ+j Bx+j ‖2 ≤ tol · |θ+j | ‖B‖2‖x+j ‖2, (3.19)
gdje je x+j = Uy+j odgovarajuc´i Ritzov vektor i tol je tolerancija koju definira
korisnik. Ova strategija pomazˇe u iskljucˇivanju moguc´nosti da smo deflacijom
uklonili Ritzovu vrijednost koja aproksimira nezˇeljenu svojstvenu vrijednost λ+` gdje
` > k+, iako se cˇini da se ovo jako rijetko dogad¯a u praksi. Analogan kriterij se
koristi za B-negativne Ritzove vrijednosti. Deflacija se Ritzovih parova nastavlja na
isti nacˇin kao npr. u standardnoj LOBPCG metodi [46]: Ritzovi vektori uklonjeni
deflacijom ne sudjeluju u racˇunanju R(i). Med¯utim, i dalje moraju biti ukljucˇeni u
B-ortonormalizacijskom procesu radi izbjegavanja ponovljene konvergencije prema
istoj svojstvenoj vrijednosti.
Linija 12 Prekondicionirani reziduali (ispusˇtamo eksponent (i) zbog preglednijeg zapisa)
w±j = Tr±j , gdje su r±j = Ax±j − θ±j Bx±j , dobiveni su rjesˇavanjem linearnih sustava
T−1w±j = r±j za j = 1, . . . , k±. Obicˇno, ti se sustavi rjesˇavaju samo priblizˇno s
nekom iterativnom metodom, kao npr. s metodom linearnih konjugiranih gradije-
nata (s niskom tolerancijom) [22]. Koristimo hermitsku pozitivno definitnu matricu
prekondicioniranja T iz tri razloga. Posˇto zˇelimo izracˇunati unutarnje svojstvene
vrijednosti oko definitnog intervala, koristimo definitni pomak λ0 za koji je matrica
A− λ0B pozitivno definitna, pa stoga koristimo hermitsku pozitivno definitnu ma-
tricu prekondicioniranja T = (A − λ0B)−1 ili T ≈ (A − λ0B)−1. Drugi je razlog
sama efikasnost simetricˇnih pozitivno definitnih matrica prekondicioniranja kao sˇto
su simetricˇni pozitivno definitni multigridni prekondicionari koriˇsteni u diskretizaciji
svojstvenog problema elipticˇkih parcijalno diferencijalnih operatora. Trec´i razlog
lezˇi u cˇinjenici da je konvergencijska analiza (v. Odjeljak 3.2.2) dostupna samo za
simetricˇne pozitivno definitne matrice prekondicioniranja. Kako je nasˇ Algoritam 3.2
robustan u odnosu na izbor matrice prekondicioniranja, takod¯er mozˇemo koristiti
pomak λ0 izvan definitnog intervala, sˇto rezultira koriˇstenjem indefinitne matrice
prekondicioniranja.
U Tablici 3.1 imenujemo metode za m = 2 i m = 3. Imena nasˇih metoda su takva da
upuc´uju na snazˇnu vezu s postojec´im metodama za rjesˇavanje djelomicˇnog generalizira-
nog svojstvenog problema para (A,B) s pozitivno definitnom B: PSD (PSA) stoji za
engl. preconditioned steepest descent (ascent), tj. prekondicionirani najbrzˇi spust (rast),
LOPCG stoji za engl. locally optimal preconditioned conjugate gradient, tj. lokalno
optimalni prekondicionirani konjugirani gradijent, B stoji za blok, tj. potprostornu verziju.
Indefinitna LOBPCG metoda s jednom matricom prekondicioniranja [42, Algoritam 1]
2Iako koristimo eksponent + (−) kod reziduala r+j (r−j ) to ne znacˇi da je r+j (r−j ) B-pozitivan (B-
negativan); i slicˇno za prekondicionirane reziduale w±j .
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Tablica 3.1
Indefinitna varijanta m-sheme za m = 2 i m = 3.
m `− `+ Metoda m `− `+ Metoda
2 1 0 PSA− 2 0 1 PSD+
2 > 1 0 BPSA− 2 0 > 1 BPSD+
3 1 0 indefinitni LOPCG− 3 0 1 indefinitni LOPCG+
3 > 1 0 indefinitni LOBPCG− 3 0 > 1 indefinitni LOBPCG+
2 1 1 indefinitni PSD/A 3 1 1 indefinitni LOPCG
2 > 1 > 1 indefinitni BPSD/A 3 > 1 > 1 indefinitni LOBPCG
podudara se s Algoritmom 3.2 za m = 3.
Indefinitna LOBPCG metoda
U Algoritmu 3.2 svojom efikasnosˇc´u posebno se isticˇe indefinitna LOBPCG metoda.
Kod nje se potprostor izabire na sljedec´i nacˇin
U (i) ← span[U (i)] = span[X(i),W (i), X(i−1)],
tj. novi potprostor je razapet stupcima trenutne iteracijske matrice, trenutne prekon-
dicionirane matrice reziduala i prethodne iteracijske matrice. Numericˇki eksperimenti
pokazuju da je dodavanje stupaca prethodne iteracijske matrice znacˇajno ubrzanje nad
indefinitnom BPSD/A metodom kod koje se potprostor izabire na sljedec´i nacˇin
U (i) ← span[U (i)] = span[X(i),W (i)],
tj. novi potprostor je razapet stupcima trenutne iteracijske matrice i trenutne prekondici-
onirane matrice reziduala.
Zbog toga sˇto X(i−1) i X(i) tezˇe prema sadrzˇavanju iste informacije kako i raste, matrica
prirodne baze
[
X(i),W (i), X(i−1)
]
za U (i) je viˇsestruko losˇe kondicionirana. Da se izbjegne
ovaj efekt, uzima se drugacˇija matrica baze:
[
X(i),W (i), P (i)
]
, u biti kao sˇto je predlozˇeno
za standardnu LOBPCG metodu [32, 40, 46]. U tu svrhu, neka je 3k × k matrica Y (i+1)
vrac´ena pomoc´u Rayleigh-Ritzove procedure podijeljena po blokovima
Y (i+1) =
Y (i+1)1
Y
(i+1)
2
 , Y (i+1)1 ∈ Ck×k, Y (i+1)2 ∈ C2k×k,
i
U (i) = [U (i)1 , U
(i)
2 ], U
(i)
1 ∈ Cn×k, U (i)2 ∈ Cn×2k.
Tada azˇuriranje
P (i+1) ← U (i)2 Y (i+1)2 , X(i+1) ← U (i)1 Y (i+1)1 + P (i+1).
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Algoritam 3.3 Indefinitna LOBPCG metoda s jednom matricom prekondicioniranja
Ulaz: A, B ∈ Cn×n: koeficijenti pozitivno definitnog para (A,B) s indefinitnom B;
T ∈ Cn×n: hermitska pozitivno definitna matrica prekondicioniranja;
X(0) ∈ Cn×k: matrica pocˇetnih aproksimacija takva da (k+, k−, 0) ≤
In
(
(X(0))HBX(0)
)
.
Izlaz: `+ ≤ k+ najmanjih B-pozitivnih svojstvenih parova i `− ≤ k− najvec´ih B-
negativnih svojstvenih parova.
1: B-ortonormirati X(0).
2: (Θ(0), Y (0))← RR(X(0), A,B).
3: X(0) ← X(0)Y (0), P (0) ← [].
4: za i = 0, 1, . . . cˇini
5: R(i) = AX(i) −BX(i)Θ(i).
6: (po izboru) Ukloniti deflacijom svojstvene vrijednosti.
7: ako Ako su sve svojstvene vrijednosti konvergirale tada
8: izac´i iz petlje.
9: kraj ako
10: W (i) ← T ·R(i).
11: U (i) ← [X(i),W (i), P (i)].
12: B-ortonormirati U (i).
13: (Θ(i+1), Y (i+1))← RR(U (i), A,B).
14: P (i+1) ← U (i)2 Y (i+1)2 , X(i+1) ← U (i)1 Y (i+1)1 + P (i+1).
15: kraj za
vodi do matrice baze koja — u egzaktnoj aritmetici — razapinje isti potprostor kao i pri-
rodna baza. Uocˇimo da se na ovaj nacˇin koristi cˇinjenica da se prvih k stupaca matrice U (i)
(koji su vec´ B-ortogonalni) ne mijenja u pazˇljivoj implementaciji B-ortogonalizacijskog
procesa.
Indefinitna LOBPCG metoda s jednom matricom prekondicioniranja opisana je u Algo-
ritmu 3.3.
Najjednostavnije varijante: PSD+ i PSA−
Sada c´emo razmotriti najjednostavnije varijante indefinitne m-sheme dane u Algo-
ritmu 3.2: PSD+ i PSA− metodu. Ukoliko je B pozitivno definitna tada PSD (PSA)
racˇuna aproksimaciju najmanje (najvec´e) svojstvene vrijednosti i odgovarajuc´eg svojstve-
nog vektora para (A,B). U nasˇim metodama eksponent ± oznacˇava da se iteracije ne
izvrsˇavaju nad cijelim euklidskin prostorom, nego samo na B-pozitivnim ili B-negativnim
potprostorima (ako je B  0 tada je PSD = PSD+; ako je B ≺ 0 tada PSA = PSA−).
Dakle, ukoliko je B indefinitna, kao sˇto je u nasˇem slucˇaju, PSD+ (PSA−) racˇuna aprok-
simaciju najmanje (najvec´e) B-pozitivne (B-negativne) svojstvene vrijednosti i odgova-
rajuc´eg svojstvenog vektora. Da bismo dali konvergencijske teoreme za nasˇe metode PSD+
i PSA− koristimo konvergencijski teorem izveden za PSD metodu [56] koja je dokazana
samo za realne simetricˇne matrice. Stoga, samo u ovom pododjeljku pretpostavljamo da
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su A i B realne i simetricˇne.
Podsjetimo se Algoritma 3.2 i Tablice 3.1. Za m = 2 i-ti potprostor je razapet sa stup-
cima trenutne iterirajuc´e matrice X(i) i sa stupcima matrice trenutnog prekondicioniranog
reziduala W (i) = TR(i). Stoga se vektorska iteracija mozˇe zapisati na ekvivalentan nacˇin
(zamjenjujuc´i X(i) s x± te X(i+1) s x′±):
(PSD+) x′+ = x+ − τ+optT (Ax+ − ρ(x+)Bx+) (3.20a)
s optimalnom duljinom koraka
τ+opt = arg min
τ∈R
ρ(x+ − τ T (Ax+ − ρ(x+)Bx+)) (3.20b)
i
(PSA−) x′− = x− − τ−optT (Ax− − ρ(x−)Bx−) (3.21a)
s optimalnom duljinom koraka
τ−opt = arg max
τ∈R
ρ(x− − τ T (Ax− − ρ(x−)Bx−)) (3.21b)
gdje
ρ(x) = x
TAx
xTBx
, xTBx 6= 0 (3.22)
oznacˇava Rayleighjev kvocijent pozitivno definitnog matricˇnog para (A,B), a simetricˇna
pozitivno definitna matrica prekondicioniranja T aproksimira inverz pozitivno definitne
matrice A − λ0B za dani definitni pomak λ0. Pocˇetni vektor aproksimacija za PSD+
(PSA−) mora biti B-pozitivan (B-negativan), a svaki sljedec´i iteracijski vektor x′+ (x′−)
se bira tako da bude B-pozitivan (B-negativan).
Napomena 3.4 Parametar τ+opt u (3.20b) (τ−opt u (3.21b)) je implicitno dan primjenom
Rayleigh-Ritzove procedure na dvodimenzionalan 3 potprostor
U1 := span[x+, T (Ax+ − ρ(x+)Bx+)] (U2 := span[x−, T (Ax− − ρ(x−)Bx−)]).
Ako T (Ax+−ρ(x+)Bx+) (T (Ax−−ρ(x−)Bx−)) nije svojstveni vektor, tada je (x′+, ρ(x′+))
((x′−, ρ(x′−))) Ritzov par para (A,B) u odnosu na potprostor U1 (U2). Kako je cilj
PSD+ (PSA−) minimizirati (maksimizirati) Rayleighov kvocijent ρ(x) nad B-pozitivnim
(B-negativnim) vektorima, ρ(x′+) (ρ(x′−)) je, ukoliko imamo dvije vrijednosti istog B-
predznaka, manja B-pozitivna (vec´a B-negativna) Ritzova vrijednost i x′+ (x′−) je pri-
druzˇen Ritzov vektor. Ukoliko trenutni potprostor ne sadrzˇi dva vektora istog B-predznaka,
3Ako su x± i T (Ax± − ρ(x±)Bx±) linearno zavisni tada iteracija zavrsˇava s trenutnim iteracijskim
vektorom x±.
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iteracija zavrsˇava s trenutnim iteracijskim vektorom x±. Novi iteracijski vektor x′±
mozˇe (i preporucˇujemo to u praksi) biti B-normaliziran, tj. x′+ (x′−) izabiremo tako
da (x′+)TBx′+ = 1 ((x′−)TBx′− = −1).
Napomena 3.5 Prisjetimo se Tablice 3.1. Indefinitna PSD/A metoda kombinira PSD+
i PSA− metode u jednu iteracijsku metodu: koristi potprostor
U (i) := span[X(i),W (i)], i = 0, 1, 2, . . .
gdje
X(i) := [x+, x−]
sadrzˇi aproksimacije zˇeljenih svojstvenih vektora koji odgovaraju λ+1 i λ−1 , tim redom, a
W (i) := [T (Ax+ − ρ(x+)Bx+), T (Ax− − ρ(x−)Bx−)]
je matrica prekondicioniranog reziduala trenutne iteracijske matrice X(i), za neku sime-
tricˇnu pozitivno definitnu matricu T ∈ Rn×n. Potprostor U (i) u Algoritmu 3.2 s m = 3 i
`± = 1, tj. indefinitni LOPCG, dodatno sadrzˇi spanX(i−1), tj. prostor stupaca prethodne
iteracijske matrice, pa indefinitan PSD/A mozˇemo smatrati skrac´enom verzijom indefinit-
nog LOPCG-a. Slicˇno, indefinitni BPSD/A se mozˇe interpretirati kao skrac´ena verzija
indefinitnog LOBPCG-a. 
Konvergencijski teoremi za PSD+ i PSA−
U [56] je dan konvergencijski teorem za standardnu PSD metodu primijenjenu na
realni simetricˇan par (A˜, B) gdje je A˜ pozitivno definitna (da bi se izracˇunala najmanja
svojstvena vrijednost), koristec´i dualni par (B, A˜) (da bi se izracˇunala najvec´a svojstvena
vrijednost). Da bismo dali odgovarajuc´e konvergencijske teoreme za Ritzove vrijednosti
koje aproksimiraju svojstvene vrijednosti oko definitnog intervala pozitivno definitnog para
(A,B) s indefinitnom B, izracˇunatih pomoc´u PSD+ (3.20a), (3.20b) i PSA− (3.21a), (3.21b)
moramo ih prikazati kao vanjske svojstvene vrijednosti nekog pomoc´nog matricˇnog para.
Promotrimo GSP Ax = λBx sa svojstvenim vrijednostima (3.1a),(3.1b). Neka je λ0
dani definitni pomak i definirajmo
A˜ := A− λ0B  0, λ˜ := λ− λ0 6= 0.
Stoga su za svojstveni problem
Bx = µ˜A˜x (3.23)
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svojstvene vrijednosti {µ˜} dane s4
µ˜ = 1/λ˜ = 1/(λ− λ0)
i poredane na sljedec´i nacˇin:
1/λ˜−1 ≤ · · · ≤ 1/λ˜−n− < 0 = 1/λ˜∞1 = · · · = 1/λ˜∞n0 < 1/λ˜+n+ ≤ · · · ≤ 1/λ˜+1
q q q q
µ˜−1 ≤ · · · ≤ µ˜−n− < 0 = µ˜∞1 = · · · = µ˜∞n0 < µ˜+n+ ≤ · · · ≤ µ˜+1
.
Neka
µ˜(x) = x
TBx
xT A˜x
= 1
ρ(x)− λ0 ∈ R, x 6= 0 (3.24)
oznacˇava Rayleighjev kvocijent para (B, A˜) iz (3.23). Dakle, cilj PSD+ je ekvivalentan
racˇunanju najvec´e svojstvene vrijednosti µ˜+1 maksimizirajuc´i µ˜(x) iz (3.24), dok je za
PSA− ekvivalentan racˇunanju najmanje svojstvene vrijednosti µ˜−1 minimizirajuc´i µ˜(x)
iz (3.24). Kako sada zˇelimo izracˇunati vanjske svojstvene vrijednosti mozˇemo koristiti
prekondicioniranu iteraciju PSDµ˜ (3.25a), (3.25b) i tada primijeniti [56, Teorem 2.2] na
par (B, A˜) i (−B, A˜) iz (3.23), tim redom. Transformacija metode (3.14) (nakon mnozˇenja
s µ˜(x) = 1/ρ˜(x), zamjenjujuc´i x(i+1) s x′, x(i) s x, τ (i) s τopt) glasi
(PSDµ˜) µ˜(x)x′ = µ˜(x)x+ τoptT (Bx− µ˜(x)A˜x) (3.25a)
s optimalnom duljinom koraka
τopt = arg max
τ∈R
µ˜(µ˜(x)x+ τT (Bx− µ˜(x)A˜x)). (3.25b)
Za simetricˇnu pozitivno definitnu matricu prekondicioniranja T, koja aproksimira
inverz pozitivno definitne A˜ pretpostavljamo [56, Odjeljak 1.1]
||I − TA˜||
A˜
≤ γ, γ ∈ [0, 1〉. (3.26)
[56, Teorem 1.2] daje konvergencijsku ocjenu najslabije moguc´e konvergencije metode
PSD. Ta je ocjena osˇtra u smislu da se mozˇe izabrati takav pocˇetni vektor i takva matrica
prekondicioniranja T koja zadovoljava (3.26) da se ocjena dostigne. [56, Teorem 1.2]
garantira monotonu konvergenciju Ritzovih vrijednosti prema nekoj svojstvenoj vrijednosti;
i to najmanjoj samo ako je dostignut zadnji interval [λ1, λ2〉, no, zbog gresˇaka zaokruzˇivanja,
u praksi gotovo sigurno konvergira prema najmanjoj svojstvenoj vrijednosti. Sada izvodimo
slicˇne konvergencijske teoreme za nasˇe metode PSD+ i PSA−, tim redom, kako slijedi.
Teorem 3.6 Neka su x+ ∈ Rn i x′+ iteracijski vektori PSD+ metode dobiveni pomoc´u
(3.20a), (3.20b). Pretpostavljamo da matrica prekondicioniranja T zadovoljava (3.26).
4Stavljamo 1/∞ = 0.
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Rayleighjevi kvocijenti ρ(x+) su monotono padajuc´i i konvergiraju prema B-pozitivnoj
svojstvenoj vrijednosti, dok iteracijski vektori konvergiraju prema pridruzˇenom B-pozitivnom
svojstvenom vektoru.
Ako Rayleighjev kvocijent iteracijskog vektora x+ zadovoljava λ+i ≤ ρ(x+) < λ+i+1,
i = 1, . . . , n+ − 1, tada Rayleighjev kvocijent sljedec´eg iteracijskog vektora zadovoljava
ρ(x′+) ≤ λ+i ili se primijenjuje sljedec´a ocjena
ρ(x′+)− λ+i
λ+i+1 − ρ(x′+)
≤ σ2i,+
ρ(x+)− λ+i
λ+i+1 − ρ(x+)
(3.27)
gdje σi,+ =
κi,+ + γ(2− κi,+)
(2− κi,+) + γκi,+ i κi,+ =
(λ+i − λ0)(λ−1 − λ+i+1)
(λ+i+1 − λ0)(λ−1 − λ+i )
.
Ocjena je osˇtra i mozˇe se dostic´i kada ρ(x+) → λ+i u trodimenzionalnom invarijantnom
potprostoru pridruzˇenom svojstvenim vrijednostima λ+i , λ+i+1 i λ−1 .
Dokaz. Dokaz slijedi iz [56, Teorem 2.2] (primijenjen na par (B, A˜) iz (3.23)) sa sljedec´om
supstitucijom µ(x)→ µ˜(x+) = 1/(ρ(x+)− λ0),
(µn, µi+1, µi, µ1) → (µ˜−1 , µ˜+i+1, µ˜+i , µ˜+1 ), µj → µ˜±j = 1/(λ±j − λ0), σ → σi,+ i κ→ κi,+.
Teorem 3.7 Neka su x− ∈ Rn i x′− iteracijski vektori PSA− metode dobiveni pomoc´u
(3.21a), (3.21b). Pretpostavljamo da matrica prekondicioniranja T zadovoljava (3.26).
Rayleighjevi kvocijenti ρ(x−) su monotono rastuc´i i konvergiraju prema B-negativnoj svoj-
stvenoj vrijednosti dok iteracijski vektori konvergiraju prema pridruzˇenom B-negativnom
svojstvenom vektoru.
Ako Rayleighjev kvocijent iteracijskog vektora x− zadovoljava λ−i+1 < ρ(x−) ≤ λ−i ,
i = 1, . . . , n− − 1, tada Rayleighjev kvocijent sljedec´eg iteracijskog vektora zadovoljava
ρ(x′−) ≥ λ−i ili se primijenjuje sljedec´a ocjena
λ−i − ρ(x′−)
ρ(x′−)− λ−i+1
≤ σ2i,−
λ−i − ρ(x−)
ρ(x−)− λ−i+1
(3.28)
gdje σi,− =
κi,− + γ(2− κi,−)
(2− κi,−) + γκi,− i κi,− =
(λ−i − λ0)(λ+1 − λ−i+1)
(λ−i+1 − λ0)(λ+1 − λ−i )
.
Ocjena je osˇtra i mozˇe se dostic´i kada ρ(x−) → λ−i u trodimenzionalnom invarijantnom
potprostoru pridruzˇenom svojstvenim vrijednostima λ−i , λ−i+1 i λ+1 .
Dokaz. Dokaz slijedi iz [56, Teorem 2.2] (primijenjen na par (−B, A˜) iz (3.23)) sa sljedec´om
supstitucijom µ(x)→ −µ˜(x−) = −1/(ρ(x−)− λ0),
(µn, µi+1, µi, µ1) → (−µ˜+1 ,−µ˜−i+1,−µ˜−i ,−µ˜−1 ), µj → −µ˜±j = −1/(λ±j − λ0), σ → σi,− i
κ→ κi,−.
Za κ iz [56, Teorem 2.2] vrijedi κ ∈ [0, 1〉. Stoga κi,± ∈ [0, 1〉. Kako je σi,+ (σi,−)
monotono rastuc´a funkcija obje svoje varijable γ, κi,+ ∈ [0, 1〉 (γ, κi,− ∈ [0, 1)), manji γ
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(sˇto znacˇi da se matrica prekondicioniranja T priblizˇava egzaktnom inverzu matrice A˜)
i/ili manji κi,+ (κi,−) povlacˇi brzˇu konvergenciju PSD+ (PSA−) metode.
Sada c´emo izvesti asimptotsku ocjenu za (3.27). Pretpostavljajuc´i da vrijedi λ+1 ≤
ρ(x+) < λ+2 i (3.26), asimptotski, kada ρ(x+)→ λ+1 , imamo (λ+2 −ρ(x′+))/(λ+2 −ρ(x+))→ 1
i stoga
ρ(x′+)− λ+1
ρ(x+)− λ+1
. σ2+
gdje σ+ = σ1,+ =
κ+ + γ(2− κ+)
(2− κ+) + γκ+ i κ+ = κ1,+ =
(λ+1 − λ0)(λ−1 − λ+2 )
(λ+2 − λ0)(λ−1 − λ+1 )
.
Dakle, nasˇa PSD+ metoda konvergira barem linearno s asimptotskim konvergencijskim
faktorom σ2+, koji ovisi o gap-u izmed¯u λ+1 i λ0 relativno u odnosu na gap izmed¯u λ+2 i
λ0, i naravno o γ (kvalitativnoj mjeri matrice prekondicioniranja T ). Ako λ+2 ≈ λ+1 tada
κ+ ≈ 1 sˇto vodi do sporije konvergencije PSD+ metode. Asimptotski, kada λ0 → λ+1
tada κ+ → 0 i stoga σ+ → γ.
Slicˇni zakljucˇi vrijede za (3.28). Pretpostavljajuc´i da vrijedi λ−2 < ρ(x−) ≤ λ−1 i (3.26),
asimptotski, kada ρ(x−)→ λ−1 , imamo (ρ(x′−)− λ−2 )/(ρ(x−)− λ−2 )→ 1 i stoga
λ−1 − ρ(x′−)
λ−1 − ρ(x−)
. σ2−
gdje σ− = σ1,− =
κ− + γ(2− κ−)
(2− κ−) + γκ− i κ− = κ1,− =
(λ−1 − λ0)(λ+1 − λ−2 )
(λ−2 − λ0)(λ+1 − λ−1 )
.
Dakle, nasˇa PSA− metoda konvergira barem linearno s asimptotskim konvergencijskim
faktorom σ2−, koji ovisi o gap-u izmed¯u λ−1 i λ0 relativno u odnosu na gap izmed¯u λ−2 i
λ0, i naravno o γ (kvalitativnoj mjeri matrice prekondicioniranja T ). Ako λ−2 ≈ λ−1 tada
κ− ≈ 1 sˇto vodi do sporije konvergencije PSA− metode. Asimptotski, kada λ0 → λ−1 tada
κ− → 0 i stoga σ− → γ.
Odgovarajuc´i konvergencijski teoremi za blok metode BPSD+ i BPSA− mogu se izvesti
iz [61]. Za prakticˇno vazˇne (standardne i indefinitne) metode tipa LO(B)PCG josˇ uvijek
ne postoje osˇtre konvergencijske ocjene. Poznato je da konvergencijski teoremi dokazani
za prekondicionirane inverzne iteracije (PINVIT) [59], PSD/A [56, 60, 61] mogu posluzˇiti
samo kao gornje (ne-osˇtre) ocjene. To vrijedi i za nasˇe konvergencijske ocjene (za indefi-
nitan slucˇaj). Naime, svojstvo ispreplitanja svojstvenih vrijednosti povlacˇi da je Ritzova
vrijednost θ+1 (θ−1 ) izracˇunata Algoritmom 3.2 s m = 3 i `+ = 1, `− = 0 (`+ = 0, `− = 1)
barem onoliko blizu λ+1 (λ−1 ) koliko je Ritzova vrijednost ρ(x′+) (ρ(x′−)) izracˇunata s PSD+
(PSA−) (jer potprostor iz PSD+ i/ili PSA− metode je sadrzˇan u potprostoru Algoritma 3.2
s m = 3). Zbog toga, Algoritam 3.2 s m = 3 i `+ = 1, `− = 0 (`+ = 0, `− = 1) konvergira
barem linearno s asimptotskim konvergencijskim faktorom σ2+ (σ2−).
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Algoritam 3.4 Indefinitna varijanta m-sheme s dvije matrice prekondicioniranja, m ≥ 2
Ulaz: A, B ∈ Cn×n: koeficijenti pozitivno definitnog para (A,B) s indefinitnom B;
T+, T− ∈ Cn×n: hermitske pozitivno definitne matrice prekondicioniranja;
X(0) ∈ Cn×k: matrica pocˇetnih aproksimacija takva da (k+, k−, 0) ≤
In
(
(X(0))HBX(0)
)
.
Izlaz: `+ ≤ k+ najmanjih B-pozitivnih svojstvenih parova i `− ≤ k− najvec´ih B-
negativnih svojstvenih parova.
1: B-ortonormirati X(0).
2: (Θ(0), Y (0))← RR(X(0), A,B).
3: X(0) ← X(0)Y (0).
4: Inicijalizacija: Ako je m ≥ 3, tada izracˇunati inicijalni niz od m − 2 matrice
X(1), . . . , X(m−2) izvrsˇavajuc´i jedan korak j-sheme s inicijalnim nizom X(0), . . . , X(j−2)
za j = 2, . . . ,m− 1.
5: Iteracija:
6: za i = m− 2, m− 1, m, . . . cˇini
7: R(i) = AX(i) −BX(i)Θ(i).
8: (po izboru) Deflacijom ukloniti konvergirane svojstvene vrijednosti.
9: ako Ako su sve svojstvene vrijednosti konvergirale tada
10: izac´i iz petlje.
11: kraj ako
12: W (i)+ ← T+ ·R(i)+ , W (i)− ← T− ·R(i)− .
13: U (i) ← span[U (i)] = span[X(i),W (i)+ ,W (i)− , X(i−1), . . . , X(i−m+2)].
14: B-ortonormirati U (i).
15: (Θ(i+1), Y (i+1))← RR(U (i), A,B).
16: X(i+1) ← U (i)Y (i+1).
17: kraj za
3.2.3 Indefinitna varijanta m-sheme s dvije matrice
prekondicioniranja
Konvergencija Algoritma 3.2 snazˇno ovisi o dobrom izboru matrice prekondicionira-
nja T , posebno u prisustvu klastera svojstvenih vrijednosti. Analiza Odjeljka 3.2.2 predlazˇe
da izabiranje T+ ≈ (A−λ+0 B)−1 s definitnim pomakom λ+0 blizu λ+1 vodi do konvergencije
prema najmanjoj B-pozitivnoj svojstvenoj vrijednosti. Slicˇno, matrica prekondicioniranja
T− ≈ (A−λ−0 B)−1 s definitnim pomakom λ−0 blizu λ−1 je pogodna za najvec´u B-negativnu
svojstvenu vrijednost. Med¯utim, tesˇko je nac´i definitni pomak koji jednako dobro sluzˇi za
aproksimiranje oba skupa svojstvenih vrijednosti. Jednostavna dosjetka tomu je izvrsˇiti
Algoritam 3.2 dva puta s dvije razlicˇite matrice prekondicioniranja T+ i T−; jedno se
izvrsˇenje fokusira na B-pozitivne svojstvene vrijednosti , a drugo se izvrsˇenje fokusira na
B-negativne svojstvene vrijednosti .
Med¯utim, postoji elegantnije rjesˇenje. Mozˇemo jednostavno ukljucˇiti obje matrice
prekondicioniranog reziduala u potprostor:
span
[
X(i), T+R
(i), T−R(i), X(i−1), . . . , X(i−m+2)
]
,
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Algoritam 3.5 Indefinitna LOBPCG metoda s dvije matrice prekondicioniranja
Ulaz: A, B ∈ Cn×n: koeficijenti pozitivno definitnog para (A,B) s indefinitnom B;
T+, T− ∈ Cn×n: hermitske pozitivno definitne matrice prekondicioniranja;
X(0) ∈ Cn×k: matrica pocˇetnih aproksimacija takva da (k+, k−, 0) ≤
In
(
(X(0))HBX(0)
)
.
Izlaz: `+ ≤ k+ najmanjih B-pozitivnih svojstvenih parova i `− ≤ k− najvec´ih B-
negativnih svojstvenih parova.
1: B-ortonormirati X(0).
2: (Θ(0), Y (0))← RR(X(0), A,B).
3: X(0) ← X(0)Y (0), P (0) ← [].
4: za i = 0, 1, . . . cˇini
5: R(i) = AX(i) −BX(i)Θ(i).
6: (po izboru) Ukloniti deflacijom svojstvene vrijednosti.
7: ako Ako su sve svojstvene vrijednosti konvergirale tada
8: izac´i iz petlje.
9: kraj ako
10: W (i)+ ← T+ ·R(i)+ , W (i)− ← T− ·R(i)− .
11: U (i) ← [X(i),W (i), P (i)].
12: B-ortonormirati U (i).
13: (Θ(i+1), Y (i+1))← RR(U (i), A,B).
14: P (i+1) ← U (i)2 Y (i+1)2 , X(i+1) ← U (i)1 Y (i+1)1 + P (i+1).
15: kraj za
gdje R(i) = AX(i) − BX(i)Θ(i). Ovo povec´ava dimenziju potprostora. Da se to izbjegne,
razdvajamo matricu reziduala na dva dijela: R+ i R− pridruzˇene B-pozitivnim Ritzovim
vrijednostima i B-negativnim Ritzovim vrijednostima, tim redom. Stavljajuc´u u fokus
djelovanje matrice prekondicioniranja, ima smisla primijeniti T+ samo na R+ i T− samo
na R−. Ova ideja vodi do potprostora:
span
[
X(i), T+R
(i)
+ , T−R
(i)
− , X
(i−1), . . . , X(i−m+2)
]
.
Indefinitna varijanta m-sheme s dvije matrice prekondicioniranja vodi do Algoritma 3.4.
Rasprava Odjeljka 3.2.2 oko implementacijskih detalja Algoritma 3.2 prosˇiruje se direktno
na Algoritam 3.4. Takod¯er, nazivi metoda iz Tablice 3.1 vrijede i za Algoritam 3.4. Zbog
svoje vazˇnosti, i zbog drugacˇijeg racˇunanja matrice baze, u Algoritmu 3.5 je opisana
indefinitna LOBPCG metoda s dvije matrice prekondicioniranja koja se podudara s [42,
Algoritam 2].
Napomena 3.8 Dajemo ideju kako doc´i do definitnih pomaka λ±0 . Neka je zadan pozitivno
definitan par (A,B). Primjenom algoritma ispitivanja potprostora, Algoritam 2.5 vrac´a
jedan definitni pomak λ0. Neka su θ(i)+1 , i = 0, 1, 2, . . . Ritzove vrijednosti dobivene
Algoritmom 3.2 s definitnom pomakom λ0, a koje aproksimiraju najmanju B-pozitivnu
svojstvenu vrijednosti λ+1 . Kako je λ+1 ≤ θ(i+1)+1 ≤ θ(i)+1 , i = 0, 1, 2, . . . to je razmak
νi+1 := θ(i)+1 − θ(i+1)+1 nenegativan. Zbog toga sˇto νi → 0 za i → +∞, dvostruki korak
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(usp. [62, Algoritam 2])
δ+i+1 := θ
(i)+
1 − 2νi+1 = 2θ(i+1)+1 − θ(i)+1
c´e jednom upasti u definitan interval para (A,B). Stoga nakon odred¯ene konvergencije
Ritzovih vrijednosti θ(i)+1 , mozˇemo provjeriti pozitivnu definitnost matrice A − δ+i+1B;
ukoliko je pozitivna definitnost potvrd¯ena, dobili smo novi definitni pomak δ+i+1. Ukoliko je
λ0 < δ
+
i+1 prelazimo na Algoritam 3.4, ali s novim definitnom pomakom λ+0 := δ+i+1 i starim
λ−0 := λ0. Slicˇno napravimo i za Ritzove vrijednosti θ
(i)−
1 dobivajuc´i novi definitni pomak
δ−i+1 (ali ne nuzˇno za isti indeks (i)). Ukoliko je δ−i+1 < λ0 prelazimo na Algoritam 3.4, ali
s novim definitnom pomakom λ−0 := δ−i+1 i vec´ promijenjenim λ+0 := δ+i+1.
3.2.4 Ocjena pogresˇke u izracˇunu svojstvenih vrijednosti
Zavrsˇenjem nasˇih algoritama, dobiveni Ritzovi parovi zadovoljavaju ocjenu (3.19) za
normu njihovih reziduala. Koristec´i perturbacijsku analizu, mozˇe se tada izvesti ocjena za
tocˇnost izracˇunatih svojstvenih vrijednosti i svojstvenih vektora. Takva se perturbacijska
analiza za definitne matricˇne parove mozˇe nac´i npr. u [79, 81].
Radi ilustracije jedne takve perturbacijske ocjene, promotrimo Ritzov par (λˆ, xˆ) te
pridruzˇeni rezidualni vektor r = Axˆ− λˆBxˆ. Tada mozˇemo konstruirati pogresˇke unazad
∆A,∆B takve da je (λˆ, xˆ) egzaktan svojstveni par od (A + ∆A,B + ∆B). Za dovoljno
malu ‖r‖2, ovaj perturbirani par ostaje pozitivno definitan te vrijedi
|λˆ− λ| ≤ 2
∣∣∣∣∣ λ− λ0λ+1 − λ−1
∣∣∣∣∣ · ‖r‖2‖xˆ‖2 , (3.29)
gdje λ0 = (λ+1 + λ−1 )/2. Ova se ocjena mozˇe procijeniti kada su dobivene dovoljno dobre
aproksimacije za λ±1 .
Ocjena (3.29) je izvedena primjenom Weyleve nejednakosti na ekvivalentan hermitski
svojstveni problem. Slicˇno, Temple-Katov tip kvadratne rezidualne ocjene izvodi se iz [64,
Teorem. 11.7.1]:
|λˆ− λ| ≤ 4
gap(λˆ)(λ+1 − λ−1 )
·
∣∣∣∣∣λ− λ0λˆ− λ0
∣∣∣∣∣ · ‖r‖22‖xˆ‖22 , (3.30)
gdje
gap(λˆ) = inf
{∣∣∣(λˆ− λ0)−1 − (λ− λ0)−1∣∣∣ : λ je svojstvena vrijednost od (A,B)}.
Koristec´i tehnike iz [52, 78], rezidualne ocjene se mogu prosˇiriti na slucˇaj kada se odred¯uje
svojstveni potprostor.
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3.2.5 Numericˇki eksperimenti
U sva tri eksperimenta zˇelimo izracˇunati k+ = 3 najmanja B-pozitivna i k− = 3 najvec´a
B-negativna svojstvena para danog pozitivno definitnog matricˇnog para (A,B) u kojemu
su obje matrice indefinitne. U prva dva eksperimenta uspored¯ujemo indefinitnu LOBPCG
metodu s jednom i s dvije matrice prekondicioniranja, tj. Algoritam 3.3 i Algoritam 3.5,
tim redom; dok u trec´em eksperimentu uspored¯ujemo indefinitnu BPSD/A metodu s
indefinitnom LOBPCG metodom s dvije matrice prekondicioniranja, tj. Algoritam 3.4 s
m = 2 i Algoritam 3.5, tim redom. Indefinitna BPSD/A metoda u svakoj iteraciji treba
rijesˇiti GSP reda 2k (ovdje je k = 6) dok indefinitna LOBPCG metoda treba pohraniti
prethodnu iteracijsku matricu X(i−1) za i-tu iteraciju i rijesˇiti GSP reda 3k u svakoj
iteraciji. Koristimo tol = 10−7 u (3.19) u svim eksperimentima.
Eksperiment 3.9 ([42, Primjer 5.2]) Promotrimo jedan primjer skaliranog kvadratnog
svojstvenog problema gdje su matrice M,C,K ∈ Rn×n dane s
K = (n+ 1)2

2 −1
−1 . . . . . .
. . . . . . −1
−1 2
 , M = In, C = 2K. (3.31)
Tada je KSP hiperbolan te su mu svojstvene vrijednosti dane s
λ±j = −αj ±
√
α2j − αj, gdje αj = 4(n+ 1)2 sin2
jpi
2(n+ 1) , (3.32)
za j = 1, . . . , n. Kako n raste, definitni interval pozitivno definitnog para (A,B) ko-
nvergira prema otprilike (−19.2258,−0.5134) gdje je (A,B) linearizacijski matricˇni par
oblika (1.21), tj.
A =
M
−K
 , B =
 M
M C
 .
Poznato je da su numericˇki algoritmi koji se primjenjuju na linearizacijski par KSP-a
osjetljivi na skaliranje koeficijenata [27], a nasˇi algoritmi nisu iznimka. Uocˇavajuc´i da je
‖C‖2 = 2‖K‖2 = O(n2), dok ‖M‖2 = 1, predlazˇemo reskaliranje para (A,B) kako slijedi:
A←
I
1
n+1I
A
I
1
n+1I
 , B ←
I
1
n+1I
B
I
1
n+1I
 .
Koristimo matrice prekondicioniranja
T0 = (A− λ0B)−1, T±1 = (A− λ±0 B)−1, (3.33)
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Tablica 3.2
KSP iz Eksp. 3.9 s egzaktnom inverznom matricom prekondicioniranja.
n = 1000 n = 2000
metoda k+ = k− #(iter) #(iter) #(iter) #(iter)
B-poz. B-neg. B-poz. B-neg.
Algoritam 3.3
s T = T0
3 198 36 121 25
4 137 28 184 27
5 173 22 178 24
Algoritam 3.5
s T± = T±1
3 14 21 11 16
4 11 15 14 19
5 11 17 11 15
Algoritam 3.5
s T± = T±2
3 12 20 10 17
4 14 20 10 18
5 10 16 8 15
Tablica 3.3
KSP iz Eksp. 3.9 s AMG matricom prekondicioniranja.
n = 1000 n = 2000
metoda k+ = k− #(iter) #(iter) #(iter) #(iter)
B-poz. B-neg. B-poz. B-neg.
Algoritam 3.3
s T = T0
3 215 45 198 45
4 185 40 214 39
5 182 37 188 36
Algoritam 3.5
s T± = T±1
3 19 26 20 18
4 18 23 20 25
5 19 24 16 23
gdje je λ0 = −9 jedan razuman izbor skoro u sredini definitnog intervala, dok su λ+0 =
−0.514 i λ−0 = −19.22 vrlo blizu njegovih rubova. Pripadne linearne sustave rjesˇavamo
koristec´i Matlab-ov backslash operator. Zˇelimo izracˇunati λ±j za j = 1, . . . , 3, tj. `+ =
`− = 3 u Algoritmima 3.3 i 3.5. Dobiveni rezultati prikazani su u Tablici 3.2. Uocˇimo
da smo dali ukupan broj iteracija potrebnih za konvergenciju svih B-pozitivnih i svih
B-negativnih svojstvenih vrijednosti odvojeno. Na primjer, koristec´i Algoritam 3.3 sa
k+ = k− = 3 i n = 1000 sve zˇeljene B-negativne svojstvene vrijednosti su konvergirale
vec´ nakon 36 iteracija, dok je bilo potrebno ukupno 198 iteracija dok nisu konvergirale i
zˇeljene B-pozitivn svojstvene vrijednosti. Ova velika razlika je uzrokovana cˇinjenicom sˇto
su B-pozitivne svojstvene vrijednosti jako klasterirane. Tek kada koristimo Algoritam 3.5
s dobrim matricama prekondicioniranja T±1 , taj efekt nestaje.
Mozˇemo uvidjeti da se broj iteracija ne mijenja znacˇajno kada poduplamo n. Ovo
opazˇanje vrijedi i kada egzaktne inverze u (3.33) zamijenimo s algebarskim multigridnim
(AMG) V -ciklusnim matricama prekondicioniranja: rezultati su dani u Tablici 3.3. U ovu
svrhu, koristili smo implementaciju HSL_MI20 [34] s pretpostavljenim vrijednostima.
Zanimljivo je uocˇiti sˇto se dogad¯a kada izaberemo T±2 = (A − λ±i B)−1 s pomacima
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λ+i = −0.51 and λ−i = −20, koji su oba izvan definitnog intervala. Stoga je T±2 indefinitna i
pretpostavke konvergencijske analize u Odjeljku 3.2.2 ne vrijede. Unatocˇ tome, Tablica 3.2
jasno pokazuje da se konvergencijsko ponasˇanje Algoritma 3.5 malo mijenja kada se
pozitivno definitna matrica prekondicioniranja T±1 zamjeni s indefinitnom T±2 . O upotrebi
indefinitnih matrica prekondicioniranja vec´ je raspravljano u [40] za standardnu LOBPCG
metodu.
Na kraju, napominjemo da k± > `± mozˇe, ali ne mora nuzˇno imati pozitivan utjecaj
na konvergenciju: vidjeti Tablice 3.2 i 3.3.
Eksperiment 3.10 ([42, Primjer 5.3]) Na osnovi konvergencijske analize u Odjeljku 3.2.2,
ocˇekujemo da c´e nasˇi algoritmi biti manje efikasni ukoliko su razmaci izmed¯u zˇeljenih svoj-
stvenih vrijednosti i ostatka spektra jako mali. Primjer spring iz kolekcije NLEVP [7] je
primjer takvog problema. To je hiperbolan KSP koji smo razmatrali u Eksperimentu 2.19.
Sjetimo se matrice M,C,K su dane s
K =

15 −5
−5 . . . . . .
. . . . . . −5
−5 15
 , M = In, C = 2K,
koristimo linearizaciju oblika (1.21), tj.
A =
M
−K
 , B =
 M
M C
 .
Sjetimo se, kako n raste definitni interval para (A,B) konvergira otprilike prema
(−9.472,−0.527). Sˇtoviˇse, razmaci izmed¯u svojstvenih vrijednosti postaju proizvoljno
mali kada n→∞, vidjeti Sliku 3.1.
Koristimo matrice prekondicioniranja
T0 = (A− λ0B)−1, T±1 = (A− λ±0 B)−1, (3.34)
gdje je λ0 = −5 skoro u sredini definitnog intervala, dok su λ+0 = −0.528 i λ−0 = −9.47
vrlo blizu njegovih rubova. Zˇelimo izracˇunati λ±j za j = 1, . . . , 3, tj. `+ = `− = 3 u
Algoritmima 3.3 i 3.5. Dobiveni rezultati nalaze se u Tablici 3.4. Mozˇemo uocˇiti potpunu
nedjelotvornost matrice prekondicioniranja T0. Cˇak, sˇtoviˇse, djelotvornost odlicˇnih matrica
prekondicioniranja T±1 se pogorsˇava kada n raste, zbog smanjivanja razmaka izmed¯u
svojstvenih vrijednosti. Svojstvene vrijednosti (v. eksplicitnu formulu (2.22)) za n = 2000 :
λ−3 ≈ −9.472358489880460,
λ−2 ≈ −9.472234859496908,
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Slika 3.1: Svojstvene vrijednosti iz Eksp. 3.10 za n = 1000 i n = 2000. Definitni interval
para (A,B), kako n raste, je otprilike 〈−9.472137,−0.527864〉. B-negativne svojstvene
vrijednosti su u intervalu oko 〈49.4948,−9.4721〉 dok su B-pozitivne svojstvene
vrijednosti u intervalu oko 〈−0.5279,−0.5051〉.
λ−1 ≈ −9.472160681139787,
λ+1 ≈ −0.5278639682106362,
λ+2 ≈ −0.5278637378440200,
λ+3 ≈ −0.5278633539087816.
Tablica 3.4
KSP iz Eksp. 3.10 s egzaktnom inverznom matricom prekondicioniranja.
n = 1000 n = 2000
metoda k+ = k− #(iter) #(iter) #(iter) #(iter)
B-poz. B-neg. B-poz. B-neg.
Algoritam 3.3
s T = T0
3 > 1500 544 > 1500 974
4 > 1500 526 > 1500 960
5 > 1500 513 > 1500 1167
Algoritam 3.5
s T± = T±1
3 37 10 74 17
4 27 9 65 15
5 24 9 53 15
Eksperiment 3.11 Promotrimo isti KSP kao u Eksperimentu 3.10 i isti linearizacijski
matricˇni par. Koristimo egzaktne matrice prekondicioniranja T± = (A − λ±0 B)−1, gdje
λ−0 = −9.47 i λ+0 = −0.528 (λ+0 = −0.5279). Koristimo indefinitne varijante m-sheme s
dvije matrice prekondicioniranja, tj. Algoritam 3.4 s m = 2 (indefinitni BPSD/A) i Algo-
ritam 3.5 (indefinitni LOBPCG). Zˇelimo izracˇunati λ±j za j = 1, 2, 3. U Tablici 3.5 je dana
usporedba izmed¯u indefinitne BPSD/A i indefinitne LOBPCG metode za n = 1000 (ko-
ristec´i dvije matrice prekondicioniranja i k± = `± = 3). Navodimo potreban broj iteracija
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za konvergenciju svakog pojedinog B-negativnog i B-pozitivnog svojstvenog para. Takod¯er
dajemo vremena izvrsˇavanja. Posˇto su u ovom primjeru B-pozitivne svojstvene vrijed-
nosti viˇse klasterirane nego sˇto su B-negativne i jednoj i drugoj metodi treba mnogo viˇse
iteracija za izracˇun B-pozitivnih svojstvenih parova u odnosu na racˇunanje B-negativnih.
Tablica 3.5
KSP iz Eksp. 3.11 s n = 1000. Usporedba, u ukupnom broju iteracija potrebnih da bi
svaki zˇeljeni svojstveni par konvregirao, dana je za indefinitnu BPSD/A i indefinitnu
LOBPCG metodu s k± = `± = 3 s dvije egzaktne matrice prekondicioniranja dobivenih
koriˇstenjem pomaka λ−0 = −9.47 i λ+0 = −0.528 (λ+0 = −0.5279). Zadnji stupac sadrzˇi
ukupno vrijeme izvrsˇavanja metoda.
Metoda λ−3 λ−2 λ−1 λ+1 λ+2 λ+3 CPU vrijeme
indefinitni BPSD/A 23 16 13 118 (40) 142 (49) 208 (73) 5.8 (2.3)
indefinitni LOBPCG 11 10 9 32 (16) 33 (18) 40 (20) 1.3 (0.7)
Rezultati prikazani u Tablici 3.5 pokazuju da je indefinitna LOBPCG metoda znatno
brzˇa od indefinitne BPSD/A metode i da koriˇstenje pomaka λ+0 koji je vec´ jako dobra
aproksimacija svojstvene vrijednosti λ+1 (usp. [64, Odjeljak 4.3]) ubrzava konvergenciju
obje metode (kao sˇto je naznacˇeno u Odjeljku 3.2.2).
3.3 Primjena na produktni svojstveni problem
Prisjetimo se Odjeljka 1.2.6. U ovom potpoglavlju primijenjujemo nasˇe indefinitne
algoritme da bismo izracˇunali ` najmanjih svojstvenih vrijednosti matricˇnog produkta
KM za dane hermitske pozitivno definitne K,M ∈ Cm×m. To je ekvivalentno racˇunanju
svojstvenih vrijednosti oko nule matricˇnog para (A,B) gdje
A =
K 0
0 M
 , B =
0 I
I 0
 . (3.35)
Naime, λ2 je svojstvena vrijednost matriceKM ako i samo ako su±λ svojstvene vrijednosti
para (A,B). Sˇtoviˇse, odgovarajuc´i svojstveni vektori para (A,B) su dani s
x
y
 ,
 x
−y
 , (3.36)
gdje su x i y svojstveni vektori od MK i KM , tim redom, koji pripadaju λ2.
Kako je par (A,B) iz (3.35) pozitivno definitan s indefinitnom B, mozˇemo direktno
primijeniti Algoritam 3.1 ili Algoritam 3.2. Med¯utim, mozˇemo reorganizirati te algoritme
da reflektiraju strukturu (3.36) svojstvenih vektora i tako reducirati numericˇki trosˇak.
Kako to napraviti je ilustrirano u tekstu koji slijedi [42, Odjeljak 4].
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Minimizacija traga. Zbog simetrije svojstvenih vrijednosti, princip minimizacije traga (1.16)
primijenjen na par iz (3.35) glasi
min
Z∈C2m×k
ZHBZ=Jk
tr(ZHAZ) =
k+∑
i=1
λ+i −
k+∑
j=1
λ−j = 2
k+∑
i=1
λ+i , (3.37)
gdje k = 2k+ i λ+1 , . . . , λ+k+ su najmanje pozitivne svojstvene vrijednosti para (A,B). Zbog
simetrije (3.36) svojstvenih vektora, minimizirajuc´a matrica Z∗ se mozˇe izabrati kao
Z∗ =
X∗ X∗
Y∗ −Y∗
 . (3.38)
Stoga, mozˇemo dodatno zahtjevati da matrica Z u (3.37) ima istu blok strukturu. Uvjet
B-ortogonalnosti ZHBZ = Jk tada postaje XHY = 12Ik+ za blokove X, Y od Z. Dakle,
dolazimo do principa minimizacije traga oblika
2
k+∑
i=1
λ+i = min
XHY= 12 Ik+
2 tr(XHKX + Y HMY ) = min
XHY=Ik+
tr(XHKX + Y HMY ). (3.39)
A to je identicˇno minimizacijskom principu u [47], [4, Teorem 3.2], iz kojega su izvedeni
algoritmi CG tipa: 4DBSD u [67] i LOB4DPCG u [5]. Slicˇno razmatranje je provedeno
u [4, Napomena A.1]. Ovo vec´ jako ukazuje da se 4DBSD i LOBP4DCG mogu smatrati
kao specijalan slucˇaj nasˇeg Algoritma 3.4 primijenjenog na (3.35). Da bismo to doista i
zakljucˇili, moramo nametnuti dodatne zahtjeve i na matricu pocˇetnih aproksimacija i na
matricu prekondicioniranja u Algoritmu 3.4.
Matrica pocˇetnih aproksimacija. Zbog (3.38), razumno je izabrati matricu pocˇetnih
aproksimacija koja ima istu blok strukturu. Npr.X(0) X(0)
Y (0) −Y (0)
 =
Ek+ Ek+
Ek+ −Ek+
 (3.40)
je valjana matrica pocˇetnih aproksimacija, gdje Ek+ = [e1, . . . , ek+ ] sadrzˇi prvih k+ stupaca
od Im.
Matrica prekondicioniranja. Za dane aproksimacije dva svojstvena para (λˆ, [xˆ; yˆ]) i
(−λˆ, [xˆ; −yˆ]), odgovarajuc´i vektori reziduala nasljed¯uju strukturu:
rx
ry
 = (A− λˆB)
xˆ
yˆ
 ⇔
 rx
−ry
 = (A+ λˆB)
 xˆ
−yˆ
 .
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Ponovno, razumno je zahtjevati da je ta struktura ocˇuvana i kod prekondicioniranih
reziduala T+
[
rx
ry
]
i T−
[
rx−ry
]
. To opc´enito vrijedi ako i samo ako
T− =
I
−I
T+
I
−I
 .
Npr. to svojstvo vrijedi ako T+ = (A − λ0B)−1 i T− = (A + λ0B)−1 za neki definitni
pomak λ0.
B-ortonormalizacija. Nakon nametanja zahtjeva na matricu pocˇetnih aproksimacija
i matricu prekondicioniranog reziduala, matrica baze prije B-ortonormalizacije u Algo-
ritmu 3.5 ima oblik
U =
UX UX
UY −UY
 , UX , UY ∈ Cm×p. (3.41)
Vazˇno je da B-ortonormalizacija ne uniˇsti tu strukturu. U tu svrhu, pogledajmo savrsˇenu
permutaciju stupaca od U : uX,1 uX,1 uX,2 uX,2 · · · · · · uX,p uX,p
uY,1 −uY,1 uY,2 −uY,2 · · · · · · uY,p −uY,p
 . (3.42)
Ako su UX , UY realne matrice tada
uX,j
uY,j
T B
 uX,j
−uY,j
 = 0.
Stoga su individualni blok stupci u (3.42) vec´ B-ortogonalni. B-ortogonalizacijska pro-
cedura (npr. Gram-Schmidt) se dalje racˇuna u blokovima od po 2 stupca, sˇto cˇuva
strukturu (3.42). Permutiranjem nazad, dobivena B-ortonormirana baza nasljed¯uje struk-
turu od U iz (3.41). Na isti nacˇin mozˇemo postupati ako UX i UY nisu realni. Uocˇimo,
med¯utim, da dobivena baza nec´e biti B-ortogonalna unutar blok stupaca od (3.42).
Sazˇetak. Temeljeno na gornjim opazˇanjima, Algoritam 3.4 primijenjen na (3.35) s
pravilno odabranom matricom pocˇetnih aproksimacija i matricom prekondicioniranja u
potpunosti cˇuva blok strukturu (3.38) u iteracijskim matricama. Stoga se algoritam
mozˇe formulirati u terminima m × p matrica X(i), Y (i) umjesto 2m × 2p matrice. To
reducira i memorijsko spremanje i racˇunalni trosˇak. Josˇ vazˇnije, ova strategija cˇuva
simetriju izracˇunatih svojstvenih vrijednosti i svojstvenih vektora. Zbog usˇtede prostora i
zbog uobicˇajeno brzˇe konvergencije algoritma LOBPCG tipa u odnosu na BSD tip, dalje
c´emo samo govoriti o pazˇljivoj reorganizaciji indefinitne 3-sheme, odnosno Algoritma 3.5.
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Algoritam 3.6 Indefinitna LOBPCG metoda za produktni svojstveni problem
Ulaz: K, M ∈ Cm×m: Hermitske pozitivno definitne matrice;
T+ ∈ C2m×2m: Hermitski pozitivno definitna matrica prekondicioniranja;
`+ ∈ N: broj zˇeljenih pozitivnih svojstvenih vrijednosti;
X(0), Y (0) ∈ Cm×k+ : matrice pocˇetnih aproksimacija t.d. k+ ≥ `+ i (X(0))HY (0) je
invertibilna.
Izlaz: ` najmanjih pozitivnih svojstvenih parova od KM .
1: B-ortonormirati [X(0), X(0);Y (0),−Y (0)].
2: (Θ(0), V (0))← RR([X(0), X(0);Y (0),−Y (0)], A,B).
3: Azˇurirati [X(i+1);Y (i+1)]; P (0)X = P
(0)
Y ← [].
4: za i = 0, 1, . . . cˇini
5: R(i)X = KX(i) − Y (i)Θ(i), R(i)Y = MY (i) −X(i)Θ(i).
6: (neobavezno) Ukloniti deflacijom svojstvene vrijednosti.
7: ako ako su zˇeljene svojstvene vrijednosti konvergirale tada
8: Izac´i iz petlje.
9: kraj ako
10: [W (i)X ;W
(i)
Y ]← T+ · [R(i)X ;R(i)Y ],
11: U (i)X ← [X(i),W (i)X , P (i)X ], U (i)Y ← [Y (i),W (i)Y , P (i)Y ].
12: B-ortonormirati [U (i)X , U
(i)
X ;U
(i)
Y ,−U (i)Y ].
13: (Θ(i+1), V (i+1))← RR([U (i)X , U (i)X ;U (i)Y ,−U (i)Y ], A,B).
14: P (i+1)X ← U (i)X2(V (i+1)X2 + V (i+1)Y2 ), P (i+1)Y ← U (i)Y2 (V (i+1)X2 − V (i+1)Y2 ).a
15: X(i+1) ← U (i)X1(V (i+1)X1 + V (i+1)Y1 ) + P (i+1)X , Y (i+1) ← U (i)Y1 (V (i+1)X1 − V (i+1)Y1 ) + P (i+1)Y .
16: kraj za
17: (Θ, [X;Y ])← (Θ(i), [X(i);Y (i)]).
aV (i+1) je podijeljeno po blokovima: [VX1 , VX2 ;VY1 , VY2 ], gdje VX1 , VY1 ∈ Cm×k+ .
Tada kao rezultat gornje specijalizacije i pazˇljive reorganizacije Algoritma 3.5, dobivamo
Algoritam 3.6. Algoritam 3.6 i LOBP4DCG algoritam predlozˇen u [5] rade nad istim
potprostorom pa su zato i matematicˇki ekvivalentni.
3.3.1 Numericˇki eksperiment
Eksperiment 3.12 ([42, Primjer 5.1]) U ovom primjeru razmatramo par (A,B) oblika (3.35)
koji odgovara produktnom svojstvenom problemu KM . Kao sˇto je razmatrano u primje-
rima [5] te se matrice dobivaju analizom linearnog odgovora (eng. linear response) matrice
gustoc´e u racˇunanjima elektronskih struktura. Konkretno, K i M su realne 5660× 5660
simetricˇne pozitivno definitne. Cilj je izracˇunati cˇetiri najmanje pozitivne svojstvene
vrijednosti, koje su dane s
λ+1 ≈ 0.541812517132466, λ+2 ≈ 0.541812517132473,
λ+3 ≈ 0.541812517132498, λ+4 ≈ 0.615143209274579.
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Tablica 3.6
Produktni svojstveni problem s egzaktnom inverznom matricom prekondicioniranja.
metoda #(iter) CPU vrijeme
LOBP4DCG s T = T0 77 45.2
Algoritam 3.6 s T+ = T0 85 67.1
Algoritam 3.3 s T = T0 77 88.1
LOBP4DCG s T = Tλ0 19 27.7
Algoritam 3.6 s T+ = Tλ0 21 29.7
Algoritam 3.5 s T± = T±λ0 20 53.8
Radimo usporedbu izmed¯u nasˇih algoritama: Algoritma 3.3 (indefinitni LOBPCG s jed-
nom matricom prekondicioniranja), Algoritma 3.5 (indefinitni LOBPCG s dvije matrice
prekondicioniranja) i Algoritma 3.6 te LOBP4DCG algoritma predlozˇenog u [5].
Koristimo matricu prekondicioniranja
T0 = A−1, T±λ0 = (A∓ λ0B)−1, (3.43)
gdje je λ0 = 0.54 relativno bliz pomak. Pripadne linearne sustave rjesˇavamo koristec´i
Matlab-ov backslash operator. Koristimo tol = 10−7. Matricu pocˇetnih aproksimacija
predlozˇenu u (3.40) s k = 4 koristimo u Algoritmima 3.3 i 3.5, dok u LOBP4DCG i
Algoritmu 3.6 koristimo
[
E4
E4
]
kao matricu pocˇetnih aproksimacija.
Tablica 3.6 sadrzˇi broj potrebnih iteracija prije nego sˇto su sve cˇetiri zˇeljene svojstvene
vrijednosti konvergirale. Kao sˇto je ocˇekivano iz rasprave u Potpoglavlju 3.3, svi algoritmi
imaju slicˇno konvergencijsko ponasˇanje kada koristimo istu matricu prekondicioniranja.
Ocˇekivano, koristec´i matricu prekondicioniranja T±λ0 umjesto T0 znacˇajno se ubrzava
konvergencija. Vremena izvrsˇavanja su dana kao nekakva orijentacija; nismo pokusˇali
optimizirati niti jedan algoritam. Bez obzira na to, ona reflektiraju da su Algoritam 3.6 i
LOBP4DCG djelotvorniji jer iskoriˇstavaju strukturu od A, B.
Slika 3.2 sadrzˇi grafove relativnih gresˇaka cˇetiri najmanje pozitivne Ritzove vrijednosti
dobivene u i-toj iteraciji LOBP4DCG i Algoritma 3.6. Uocˇavamo da je konvergencija za
prve tri Ritzove vrijednosti puno brzˇa nego za cˇetvrtu.
Sˇtoviˇse, jasno se vidi efekt kvadratne rezidualne ocjene (3.30); gresˇke u Ritzovim
vrijednostima koje su uklonjene deflacijom (∼ 10−13) su mnogo manje od tol = 10−7.
Dalje, zanima nas efekt zamjene egzaktne inverzne matrice prekondicioniranja (3.43)
s manjim brojem iteracija CG metode primijenjene na A i A ∓ λ0B, tim redom. To-
lerancija zaustavljanja za unutarnje CG iteracije je postavljena na 10−2 i dopusˇteno je
maksimalno 50 iteracija po jednom linearnom sustavu. U Tablici 3.7 su prikazani dobiveni
rezultati, ukljucˇujuc´i ukupan broj unutarnjih CG iteracija, potrebnih za konvergenciju
svih zˇeljenih Ritzovih vrijednosti.
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(a) LOBP4DCG s T = T0 (b) Algoritam 3.6 s T+ = T0
(c) LOBP4DCG s T = Tλ0 (d) Algoritam 3.6 s T+ = Tλ0
Slika 3.2: Relativne pogresˇke izracˇunatih pozitivnih svojstvenih vrijednosti primjenom
LOBP4DCG-a i Algoritma 3.6 na matricˇnom paru iz Eksp. 3.12.
Tablica 3.7
Produktni svojstveni problem s prekondicioniranim rezidualima dobivenim pomoc´u
CG-iteracija.
metoda #(iter) #(unut. iter) CPU vrijeme (sek.)
LOBP4DCG s T = T0 76 2716 284.9
Algoritam 3.6 s T± = T0 94 1965 243.6
Algoritam 3.3 s T = T0 78 2722 571.0
LOBP4DCG s T = Tλ0 20 2806 262.6
Algoritam 3.6 s T+ = Tλ0 27 1141 120.8
Algoritam 3.5 s T± = T±λ0 20 1914 363.7
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3.4 Proizvoljni spektralni intervali
Algoritam 3.2 (indefinitna varijanta m-sheme s jednom matricom prekondicioniranja)
racˇuna istovremeno manji broj svojstvenih vrijednosti oko definitnog intervala i pridruzˇenih
svojstvenih vektora danog pozitivno definitnog matricˇnog para. Ali, definitni je interval
samo jedan poseban spektralni interval. U ovom potpoglavlju razvijamo neke ideje kako
koristiti Algoritam 3.2 da bismo izracˇunali manji broj svojstvenih vrijednosti oko proizvolj-
nog spektralnog intervala, i pridruzˇenih svojstvenih vektora, bilo kojeg definitnog matricˇnog
para (A,B). Sjetimo se, konacˇne svojstvene vrijednosti definitnog para (A,B) su realne i
takve da njihovi B-predznaci nisu izmijesˇani.
Neka λmin oznacˇava najmanju i λmax oznacˇava najvec´u konacˇnu svojstvenu vrijednost
nekog pozitivno definitnog para (A,B) s konacˇnim svojstvenim vrijednostima (3.1a) i neka
I0 oznacˇava njegov definitni interval5. Za dani proizvoljni pomak λa ∈ 〈λmin, λmax〉\I0, koji
nije svojstvena vrijednost para (A,B), neka je Ia spektralni interval oko λa, tj. λa ∈ Ia
i, ili je Ia = 〈λ+i , λ+i+1〉, za neki i ∈ {1, . . . , n+ − 1} ili je Ia = 〈λ−j+1, λ−j 〉, za neki
j ∈ {1, . . . , n− − 1}. Ako je (A,B) negativno definitan, spektralni interval oko λa defini-
ramo analogno.
Cilj nam je sljedec´i: zˇelimo istovremeno izracˇunati manji broj svojstvenih vrijednosti oko
danog pomaka λa, preciznije: prvih jv svojstvenih vrijednosti koje su vec´e od λa, prvih jm
svojstvenih vrijednosti koje su manje od λa, i pridruzˇene svojstvene vektore definitnog para
(A,B). Da bismo mogli koristiti Algoritam 3.2, transformiramo (A,B) u neki pomoc´ni
pozitivno definitan par s definitnim intervalom oko nule i tada koristimo Algoritam 3.2
koji racˇuna jv + jm svojstvenih vrijednosti oko nule i pridruzˇene svojstvene vektore tog
pomoc´nog para, te posljedicˇno i zˇeljene svojstvene vrijednosti oko λa i pridruzˇene svoj-
stvene vektore para (A,B). Teoremi, dani nizˇe, dopusˇtaju korisniku da sam odredi zˇeljeni
spektralni interval i da izracˇuna manji broj svojstvenih parova oko tog intervala.
Pretpostavimo prvo da je B pozitivno definitna i λa iz bilo kojeg zˇeljenog spektralnog
intervala Ia. Sada je I := Ia − λa zˇeljeni spektralni interval oko nule para (A− λaB,B) i
njegov svojstveni par (µ, x) odgovara svojstvenom paru (µ+ λa, x) para (A,B). Jednos-
tavno slijedi da je I definitni interval pozitivno definitnog para
(B−1, (A− λaB)−1)
koji ima iste svojstvene vrijednosti kao i (A − λaB,B), svojstveni vektori su samo
pomnozˇeni s B, pa mozˇemo primijeniti Algoritam 3.2. Ovo se mozˇe prosˇiriti na bilo
koji definitan par s poznatim definitnim intervalom, ili, barem s njegovim dijelom. Naime,
5Ako B  0 tada I0 = 〈λmax,∞〉. Ako B  0 tada I0 = 〈−∞, λmin〉.
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neka je λ0 definitni pomak pozitivno definitnog para (A,B). Tada je A− λ0B pozitivno
definitna i svojstveni par (λ, x) para (A,B) odgovara svojstvenom paru (λ− λ0, x) para
(A− λ0B,B). Sada mozˇemo primijeniti prethodni slucˇaj na par (B,A− λ0B) u kojemu
svojstveni par (1/(λ− λ0), x) odgovara svojstvenom paru (λ, x) para (A,B).
Nedostatak ovog nacˇina je sˇto moramo znati inverze, ili barem, biti u moguc´nosti tocˇno
i jednostavno rjesˇavati linearne sustave jednadzˇbi tipa
Bx = c i (A− λaB)x = c.
No, postoji drugacˇiji nacˇin. Za pocˇetak, zbog jednostavnosti, pretpostavimo da je
B = I. Sada napravimo indefinitnu dekompoziciju
A− λaI = GJGH (3.44)
gdje je λa bilo koji broj iz spektralnog intervala Ia hermitske matrice A, J je hermitska
invertibilna, tj.
JH = J−1 = J. (3.45)
Tipicˇno, ali ne nuzˇno, J je dijagonalna. Ako je J = I ili J = −I to povlacˇi da je λa < λmin,
λa > λmax, tim redom, tj. λa nije ni iz jednog spektralnog intervala. U ovom slucˇaju,
mozˇemo nastaviti, i na kraju, izracˇunati vanjsku svojstvenu vrijednost: λmin ili λmax i one
najblizˇe njima. Ali, nas zapravo zanima indefinitna matrica J.
Promotrimo pomoc´ni par
(GHG, J).
Zbog (3.45) slijedi da ovaj par ima iste svojstvene vrijednosti kao i zadani par (A, I) i da
ima J-ortonormirane svojstvene vektore. Preciznije, vrijedi
Teorem 3.13 Neka je A dana hermitska matrica i neka U ima ortonormirane stupce:
UHU = Ip, koja razapinje spektralni potprostor matrice Aa := A− λaI, tj.
AaU = UΛa (3.46)
gdje je Λa := Λ − λaI, Λ dijagonalna matrica svojstvenih vrijednosti matrice A (i mozˇe
biti manjeg reda od A) . Definirajmo
F := G−1U |Λa|1/2 ili, ekvivalentno, U := GF |Λa|−1/2 (3.47)
za G, J iz (3.44). Tada
FHJF = J , (3.48)
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gdje je J = sign Λa (tj. F je J,J -izometrija) i
GHGF = JFΛa, (3.49)
tj. stupci matrice F razapinju odgovarajuc´i spektralni potprostor para (GHG, J). Obratno,
(3.49) i (3.48) povlacˇe (3.46) i cˇinjenicu da U ima ortonormirane stupce.
Dokaz. Pomnozˇimo s lijeva AaU = UΛa s A−1a , a s desna s Λ−1a pa dobivamo
UΛ−1a = A−1a U. (3.50)
Sada,
FHJF = |Λa|1/2UHG−HJG−1U |Λa|1/2 =
= |Λa|1/2UHA−1a U |Λa|1/2 =
= |Λa|1/2UHUΛ−1a |Λa|1/2 = (3.51)
= |Λa|1/2Λ−1a |Λa|1/2 = J .
s J = sign Λa. (3.51) slijedi iz (3.50). Za drugi dio dokaza pomnozˇimo (3.44) s lijeva s
JG−1 pa dobivamo
GH = JG−1Aa. (3.52)
Sada,
GHGF = GHGG−1U |Λa|1/2 = GHU |Λa|1/2 =
= JG−1AaU |Λa|1/2 = JG−1UΛa|Λa|1/2 = (3.53)
= JG−1U |Λa|1/2|Λa|−1/2Λa|Λa|1/2 =
= JFΛa.
(3.53) slijedi iz (3.52) i (3.46).
Obratno, koristec´i (3.44), (3.49) i J2 = I dobivamo
AaU = GJGHGF |Λa|−1/2 =
= GJJFΛa|Λa|−1/2 =
= GF |Λa|−1/2|Λa|1/2Λa|Λa|−1/2 =
= UΛa.
Sada,
UHU = |Λa|−1/2FHGHGF |Λa|−1/2 =
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= |Λa|−1/2FHJFΛa|Λa|−1/2 = (3.54)
= |Λa|−1/2 sign(Λa)Λa|Λa|−1/2 = Ip. (3.55)
(3.54) slijedi iz (3.49), a (3.55) slijedi iz (3.48).
Sˇtoviˇse, I := Ia − λa je definitni interval pozitivno definitnog para (GHG, J) na
koji primijenjujemo Algoritam 3.2 s `+ = jv, `− = jm. Nakon sˇto Algoritam 3.2 zavrsˇi,
dijagonalna matrica Λ = Λa + λaI sadrzˇi zˇeljene svojstvene vrijednosti oko λa, dok
U = GF |Λa|−1/2 sadrzˇi pridruzˇene svojstvene vektore matrice A.
Ako je u paru (A,B) matrica B pozitivno definitna, tada koristec´i Cholesky dekompo-
ziciju B = LLH matricu G u prethodnom teoremu trebamo zamijeniti s L−1G. Preciznije,
vrijedi
Teorem 3.14 Neka je (A,B) dani hermitski par s pozitivno definitnom B. Promotrimo
indefinitnu dekompoziciju
A− λaB = CJCH (3.56)
gdje je λa bilo koji broj iz spektralnog intervala Ia para (A,B); J je kao u (3.45) i Cholesky
dekompoziciju
B = LLH .
Neka V ima B-ortonormirane stupce: V HBV = Ip, takva da njezini stupci razapinju
spektralni potprostor para (A− λaB,B), tj.
(A− λaB)V = BV Λa (3.57)
gdje
Λa := Λ− λaIp, (3.58)
Λ je dijagonalna matrica svojstvenih vrijednosti para (A,B) (i mozˇe biti manjeg reda od
A) . Definirajmo
F := C−1LLHV |Λa|1/2 ili, ekvivalentno, V := L−HL−1CF |Λa|−1/2.
Tada
FHJF = J , (3.59)
gdje je J = sign Λa (tj. F je J,J -izometrija) i
(L−1C)H(L−1C)F = JFΛa, (3.60)
tj. F razapinje odgovarajuc´i spektralni potprostor para ((L−1C)H(L−1C), J). Obratno, (3.60)
i (3.59) povlacˇe (3.57) i cˇinjenicu da V ima B-ortonormirane stupce.
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Dokaz. Neka je A1 = L−1AL−H , U = LHV i G = L−1C. Pomnozˇimo (3.56) s lijeva s L−1
i pomnozˇimo s desna s L−H , koristec´i G = L−1C dobivamo
A1 − λaI = GJGH .
Pomnozˇimo s lijeva (3.57) s L−1 i koristec´i U = LHV dobivamo
(A1 − λaI)U = UΛa.
Sada, UHU = V HLHLV = V HBV = Ip, definirajmo F = G−1U |Λa|1/2 i primijenimo
Teorem 3.13 sa supstitucijom A→ A1 i Λa iz (3.58).
Sˇtoviˇse, I := Ia−λa je definitni interval pozitivno definitnog para ((L−1C)H(L−1C), J)
na koji primijenjujemo Algoritam 3.2 s `+ = jv, `− = jm. Nakon sˇto Algoritam 3.2 zavrsˇi,
dijagonalna matrica Λ = Λa + λaI sadrzˇi zˇeljene svojstvene vrijednosti oko λa, dok
V = L−HL−1CF |Λa|−1/2 sadrzˇi pridruzˇene svojstvene vektore para (A,B) s pozitivno
definitnom B.
Napomena 3.15 Ako je dani matricˇni par (A,B) s negativno definitnom B, tada vrijedi
analogan teorem (promotramo pomoc´ni par (A− λaB,−B)).
Konacˇno, dajemo teorem za definitne parove (A,B) s indefinitnom B (koja mozˇe biti
neinvertibilna) i λa iz bilo kojeg spektralnog intervala.
Teorem 3.16 Neka je (A,B) dani pozitivno definitan par s indefinitnom B. Neka je
λ0 proizvoljan definitni pomak, i definirajmo A˜ := A − λ0B, koja je pozitivno definitna.
Promotrimo indefinitnu dekompoziciju
B − 1
λa − λ0 A˜ = CJC
H
gdje je λa bilo koji broj iz spektralnog intervala Ia para (A,B); J je kao u (3.45) i Cholesky
dekompoziciju
A˜ = LLH .
Neka V ima A˜-ortonormirane stupce: V HA˜V = Ip, takva da njezini stupci razapinju
spektralni potprostor para (B − 1
λa−λ0 A˜, A˜), tj.(
B − 1
λa − λ0 A˜
)
V = A˜V Λ0a (3.61)
gdje
Λ0a = (Λ− λ0Ip)−1 − (λa − λ0)−1Ip,
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Λ je dijagonalna matrica svojstvenih vrijednosti para (A,B) (i mozˇe biti manjeg reda od
A) . Definirajmo
F := C−1LLHV |Λ0a|1/2 ili, ekvivalentno, V := L−HL−1CF |Λ0a|−1/2.
Tada
FHJF = J , (3.62)
gdje je J = sign Λ0a (tj. F je J,J -izometrija) i
(L−1C)H(L−1C)F = JFΛ0a, (3.63)
tj. F razapinje odgovarajuc´i spektralni potprostor para ((L−1C)H(L−1C), J). Obratno, (3.63)
i (3.62) povlacˇe (3.61) i cˇinjenicu da V ima A˜-ortonormirane stupce.
Dokaz. Dokaz slijedi izravno iz Teorema 3.14 koristec´i supstituciju A−λaB → B− 1λa−λ0 A˜,
B → A˜ i Λa → Λ0a.
Sˇtoviˇse, I := 1/(Ia − λ0)− 1/(λa − λ0) je definitni interval pozitivno definitnog para
((L−1C)H(L−1C), J) na koji primijenjujemoAlgoritam 3.2 s `+ = jm, `− = jv (uocˇimo
zamjenu indekasa u odnosu na prethodne teoreme). Nakon sˇto Algoritam 3.2 zavrsˇi,
dijagonalna matrica Λ = (Λ0a+(λa−λ0)−1Ip)−1 +λ0Ip sadrzˇi zˇeljene svojstvene vrijednosti
oko λa, dok V = L−HL−1CF |Λ0a|−1/2 sadrzˇi pridruzˇene svojstvene vektore pozitivno
definitnog para (A,B) s indefinitnom B.
Napomena 3.17 Ako je par (A,B) negativno definitan s indefinitnom B, tada vrijedi
analogan teorem (promotramo pomoc´ni par (B − 1
λa−λ0 A˜,−A˜)).
Napomena 3.18 Vidjeli smo da smo umjesto rada sa zadanim matricama A,B primi-
jenjivali Algoritam 3.2 na pomoc´ni par (GHG, J), odnosno ((L−1C)H(L−1C), J). No, te
pomoc´ne parove koristimo implicitno, tj. ne formiramo eksplicitno matricu GHG niti
(L−1C)H(L−1C). Kako Algoritam 3.2 zahtjeva samo operacije mnozˇenja matrice s vek-
torom i rjesˇavanje linearnih sustava, u daljnjem tekstu navodimo kako c´emo implicitno
raditi te operacije na pomoc´nim matricama GHG, (L−1C)H(L−1C), tim redom.
a) Racˇunanje vektora GHGx implementiramo na nacˇin: GH(Gx), dok racˇunanje pre-
kondicioniranih reziduala w = Tr s T = (GHG)−1 implementiramo rjesˇavanjem
dvaju linearnih sustava GHz = r i Gw = z.
b) Ukoliko eksplicitno formiramo matricu G := L−1C, onda postupamo kao u a) slucˇaju.
Ukoliko c´emo raditi s matricama L i C onda racˇunanje vektora t := (L−1C)H(L−1C)x
implementiramo na sljedec´i nacˇin:
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y = Cx mnozˇenje matrice s vektorom
Lz = y rjesˇavanje linearnog sustava
LHv = z rjesˇavanje linearnog sustava
CHv = t mnozˇenje matrice s vektorom
Racˇunanje prekondicioniranih reziduala w = Tr s T =
(
(L−1C)H(L−1C)
)−1
, tj.
rjesˇavanje linearnog sustava (L−1C)H(L−1C)w = r implementiramo na sljedec´i
nacˇin:
CHp = r rjesˇavanje linearnog sustava
s = LHp mnozˇenje matrice s vektorom
t = Ls mnozˇenje matrice s vektorom
Cw = t rjesˇavanje linearnog sustava
Napomena 3.19 Iza dokaza sva tri teorema ovog potpoglavlja naveli smo kako izgleda di-
jagonalna matrica Λ koja sadrzˇi aproksimacije svojstvenih vrijednosti i matrica U, odnosno
V koja sadrzˇi aproksimacije svojstvenih vektora danog matricˇnog para. Stupci matrice U
iz Teorema 3.13 su ortonormirani (u euklidskom skalarnom produktu), kako i treba biti jer
je zadana hermitska matrica A, tj. matricˇni par (A, I). Stupci matrice V iz Teorema 3.14
su B-ortonormirani, kako i treba biti jer je zadan par (A,B) s pozitivno definitnom B. No,
stupci matrice V iz Teorema 3.16 su A˜-ortonormirani, sˇto nije uobicˇajeno jer je zadan par
(A,B) s indefinitnom B. No, koristec´i V HA˜V = Ip, te mnozˇec´i (3.61) s lijeva s V H slijedi
da je V HBV = Λ0a + 1λa−λ0 Ip, tj. V
HBV je dijagonalna, sˇto povlacˇi da su stupci matrice
V B-ortogonalni. Josˇ ih je potrebno samo B-normirati da budu i B-ortonormirani, kako
i treba biti.
3.4.1 Numericˇki eksperiment
Eksperiment 3.20 U ovom eksperimentu zˇelimo izracˇunati rubove proizvoljnog spek-
tralnog intervala oko danog pomaka λa koristec´i Algoritam 3.3 (indefinitni LOBPCG)
s tol = 10−7 u (3.19), `± = jv = jm = 1 primijenjen na pomoc´ni par (GHG, J). Kon-
kretno, koristit c´emo petdijagonalni matricˇni par (A1, B1) iz (2.25) dobiven jednom line-
arizacijom KSP iz Eksperimenta 2.19. Neka je λ0 proizvoljni definitni pomak i λa dani
pomak iz bilo kojeg spektralnog intervala pozitivno definitnog para (A,B) iz (2.24), od-
nosno (A1, B1). Definirajmo A˜1 := A1 − λ0B1  0. Promotrimo indefinitnu dekompoziciju
B1 − 1λa−λ0 A˜1 = CJCH dobivenu s [75, Prvi dio Odjeljka 2], ali s pivotnom strategijom
za petdijagonalne matrice danoj u [11, Algoritam E]. Neka je G := L−1C, gdje je L
donje trokutasti Cholesky faktor matrice A˜1 (usp. Teorem 3.16). Matrica L uz dijagonalu
ima popunjene josˇ samo prve dvije subdijagonale, ostalo su nule. Matrica C je vrpcˇasta
(devetdijagonalna) pa je matrica G donjetrokutasta s povremenim izbocˇinama dva nenul-
elemenata unutar retka nakon dijagonalnog elementa. Koristimo dva odgovarajuc´a stupca
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Tablica 3.8
KSP iz Eksp. 3.20 s n = 1000, λ0 = −5 i λa = −30.
spektralni interval koristec´i Teorem 3.16 (−30.02500653511912,−29.96223922122716)
spektralni interval koristec´i (2.22) (−30.02500653511911,−29.96223922122716)
V HA˜V ≈
[
1 −8.2 · 10−14
−8.2 · 10−14 1
]
‖Avm − λmBvm‖2 ≈ 2.8 · 10−9
‖Avv − λvBvv‖2 ≈ 8.3 · 10−8
‖B1 − 1λa−λ0 A˜1 − CJCH‖2 ≈ 2.2 · 10−14
#(iter) za indefinitni LOBPCG 17
CPU vrijeme 108za indefinitnu dekompoziciju
CPU vrijeme 78za indefinitni LOBPCG
matrice In za pocˇetnu matricu aproksimacija u Algoritmu 3.3 koji radi s faktorom G (v.
Napomenu 3.18 b)). Matrica aproksimacija svojstvenih vektora para (A,B) iz (2.24) je
V = PL−HGF |Λ0a|−1/2 = [vm, vv], gdje je P matrica permutacije iz Odjeljka 1.2.6.
Tablica 3.9
KSP iz Eksp. 3.20 s n = 1000, λ0 = −5 i λa = −0.5086.
spektralni interval koristec´i Teorem 3.16 (−0.5086139260589304,−0.5085953310730504)
spektralni interval koristec´i (2.22) (−0.5086139260589301,−0.5085953310730504)
V HA˜V ≈
[
1 −1.4 · 10−14
−1.4 · 10−14 1
]
‖Avm − λmBvm‖2 ≈ 8.6 · 10−10
‖Avv − λvBvv‖2 ≈ 3.4 · 10−13
‖B1 − 1λa−λ0 A˜1 − CJCH‖2 ≈ 8.9 · 10−16
#(iter) za indefinitni LOBPCG 14
CPU vrijeme 114za indefinitnu dekompoziciju
CPU vrijeme 60za indefinitni LOBPCG
Slika 3.1 prikazuje spektar para (A1, B1) za n = 1000 i n = 2000. Zˇelimo odrediti
jedan B-negativan i jedan B-pozitivan spektralni interval otprilike u sredini B-negativnih
svojstvenih vrijednosti i B-pozitivnih svojstvenih vrijednosti, tim redom. Rezultati za
n = 1000 dani su u Tablici 3.8 i Tablici 3.9, tim redom.
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Zakljucˇak
U prvom dijelu ove disertacije predstavili smo nove algoritme ispitivanja je li dani
hermitski matricˇni par definitan ili nije. Neke varijante algoritma ispitivanja potpros-
tora pokazuju se vrlo efikasnima u numericˇkim primjerima i mogu konkurirati lucˇnom
algoritmu.
U drugom dijelu ove disertacije predstavili smo nove algoritme koji racˇunaju unutarnje
svojstvene vrijednosti i pridruzˇene svojstvene vektore pozitivno definitnog matricˇnog
para s indefinitnim matricama. Dali smo opc´u strukturu takvih indefinitnih algoritama,
te posebno predstavili indefinitne prekondicionirane gradijentne iteracije. One koriste
definitne pomake i posebno su efikasni ako su ti pomaci vec´ dovoljno dobre aproksimacije
rubova definitnog intervala.
Algoritmi su posebno pogodni za velike rijetko popunjene matricˇne parove jer se
ne koriste operacije matricˇnog mnozˇenja, nego samo operacije matrica puta vektor te
(priblizˇno) rjesˇavanje linearnih sustava. Takod¯er mogu se koristili u slucˇajevima kada
matrice A,B ni nisu zadane eksplicitno, nego su dane samo procedure koje za dani vektor
x vrac´aju vektor Ax, Bx, tim redom.
Moguc´i nastavak istrazˇivanja vidimo u predlaganju algoritama za pozitivno semidefi-
nitne matricˇne parove (A,B) na temelju principa minimizacije traga iz [41, 49] kod kojih
ne postoji definitni interval: postoji λ0 ∈ R takav da je A − λ0B pozitivno semidefi-
nitna. U toj se situaciji cˇini tesˇkim konstruirati efikasne matrice prekondicioniranja. Vrlo
vjerojatno, trebala bi se koristiti informacija o nulpotprostoru matrice A − λ0B, slicˇno
tehnikama raspravljanima u [1]. Nadalje, mozˇe se napraviti algoritam ispitivanja hiper-
bolnosti kvadratnog svojstvenog problema na temelju rada [48] koji ne zahtjeva koriˇstenje
linearizacijskog matricˇnog para duplo vec´eg reda.
Na kraju potrebno je dotjerati nasˇe istrazˇivacˇke kodove i javno ih distribuirati.
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