The use of implicit formulae in the solution of stiff ODEs gives rise to systems of nonlinear equations which are usually solved iteratively by a modified Newton scheme. The linear algebra costs associated with such schemes may form a substantial part of the overall cost of the solution. The work of W. H. Enright and M. S. Kamel attempts to reduce the cost of the iteration by automatically transforming and partitioning the system. We provide new theoretical justification for this method in the case where the stiff eigenvalues of the Jacobian matrix used in the modified Newton iteration are small in number and well separated from the other eigenvalues. The theory of Y. Saad is introduced and adapted to show that the method uses the projection of the Jacobian onto a Krylov subspace which virtually contains the dominant subspace. This is shown to have favourable consequences. Numerical evidence is provided to support the theory.
Introduction
GIVEN a stiff system of ordinary differential equations (ODEs) where/ : IR x R"-» R", many stiff solvers generate approximations yi=*y(t,) using an implicit linear multistep formula. At each step, it is necessary to solve a nonlinear equation in the unknown vector y i+l . This equation has the form G(y l+1 )**y l+1 -hpf(t i+l , y i+l ) -y, = 0, (1.1) where y t is a vector of known quantities, 0 is a method-dependent parameter which may vary between steps, and h (=/i,) = r, + , -1, is the current stepsize. Equation (1.1) is usually solved by an iteration of the form W(vRr ) -yH ) i) = -G(vH ) i) 0 = 1,2,...), (1.2) where yfli is given and W is a fixed iteration matrix. Ostrowski's theorem [12: p. 300] shows that a sufficient condition for the local convergence of this scheme to a locally unique solution y* of (1.1) is ))<h (1.3) where / is assumed differentiable at y*. Here, J(y) denotes the Jacobian of f(t,+ u y) and p(B) denotes the spectral radius of B.
The simple choice W = I in (1.2) gives rise to functional iteration. The convergence condition (1.3) then becomes p(hfiJ(y*)) < 1, which, in the case of stiff systems, may represent a severe constraint on h. Following [17] and [1] , an eigenvalue A of J(y*) for which the condition |/i/3A| < 1 is more restrictive on h than the local accuracy requirement will be called a stiff eigenvalue. We let k denote the number of stiff eigenvalues of /(y*). The subspace of C" spanned by the corresponding stiff eigenvectors will be called the dominant subspace and denoted D(j(y*)].
Stiff solvers usually employ a modified Newton (MN) iteration scheme. Here, W = I-hfiA in (1.2), with A-J(y*). Typically, A is a Jacobian matrix (or a finite difference approximation to one) from a previous step. The linear algebra costs associated with the MN iteration can form a substantial part of the overall cost of the solution, particularly for large systems. Recently, considerable attention has been paid to the problem of reducing these costs [1-4,6-8, 10,14,19] . In this paper, we present an analysis of the partitioning method of Enright and Kamel [10; for an earlier version see 7] . A short discussion on the use of partitioning methods is given below. In the next section, we describe the Enright-Kamel method and compare it briefly with that of Bjorck [1, 2] . The effectiveness of the method on a certain class of stiff problems is investigated in Sections 3 and 4. Numerical evidence to support the theory is given in Section 5.
In the three partitioning methods described in [1] , [10] , and [19] , the aim is to replace A by an approximation A which reduces the cost of solving the linear systems in (1.2) while maintaining a reasonable convergence rate for the iteration. To isolate the effect of this approximation, we assume that A is the exact Jacobian J(y*)-In each of the three methods, A is the orthogonal projection of A onto some subspace. The ideal subspace to use is the dominant subspace D{A). Suppose that D(A) has full dimension k and that the orthogonal matrix [Q^Q V ], with (?" e R n>< \ is such that span {£>,,} = D{A), where span {£>"} denotes the space of all complex linear combinations of columns of ( respectively. Intuitively one would expect the partitioning methods to be most effective when k«n and the stiff eiginvalues are well separated from the nonstiff eigenvalues. A general term for such systems is 'separably stiff (see [2] and [19] ). Separably stiff systems arise, for example, in circuit simulations [11] . The problems discussed by Robertson [14] are also separable. However, this structure is not shared by all practical stiff problems; Curtis [5] cites examples from the field of mass action kinetics where the stiff eigenvalues are neither small in number nor well separated from the others. For the remainder of this paper, we will assume that the system is separable. We also assume that A can be stored in high-speed memory.
The Enright-Kamel partitioning method
In the Enright-Kamel method [10] Kamel [10] is slightly different to (2.4) and includes the assumption ||//~!S 12 || < ||-Si 2 ||, which is difficult to justify in general.) When m«n the resulting iteration scheme can be considerably cheaper than the standard MN method [7, 10] .
Enright and Kamel combined the Householder transformations with row and column interchanges in an attempt to force m to be small. However, owing to the essential uniqueness of the reduction, this extra effort will almost always be fruitless [2, 9] . Hence, the only freedom in the method is the choice of initial permutation. Bjorck [2] shows that attention may be restricted to a single row and column interchange. For example, the row which is largest in norm could be swapped with the first row.
We mention briefly the partitioning method of Bjorck [1] . A similar method was proposed independently by Watkins & HansonSmith [19] . In Bjorck's method, the aim is to use the ideal approximation A given by (1.5). The matrix A is first reduced by Householder transformations to the partial UH form (2.1) with m = k. A block QR iteration is then performed which, under mild conditions, leads to a partitioning of the form (1.4). The convergence of the QR iteration is linear with rate I* = |AM|, (2.5) where A is the largest nonstiff eigenvalue in modulus and X is the smallest stiff eigenvalue in modulus. Note that \i is a measure of the separation between the stiff and nonstiff eigenvalues. A cost comparison in [9] shows that, in order for the Enright-Kamel method to be competitive with Bjorck's method, the number m -k of extra Householder stages must not be much greater than the number of QR iterations-typically two or three for a separable system. However, a direct comparison between the two methods is not strictly valid since Bjorck's method requires the number k of stiff eigenvalues (or an upper bound for A:) to be known, while the Enright-Kamel partitioning is obtained dynamically. In the following two sections, we investigate whether it is reasonable to expect (2.4) to hold for a small value of m -k.
Krylov snbspace theory
The first r -1 Householder stages of the reduction (2.1) produce the matrix where W is r X r UH. We write q u q 2 ,. . . , q, for the first r columns of Q r and h,j for the (i, /)th element of H r . The superscript r is omitted since these quantities are unchanged at later stages. Equating the first r -1 columns in the equation [8] that K r can contain good approximations to all the stiff eigenvectors for a relatively small value of r. We give below a careful analysis of this phenomenon for the case where A has a separable spectrum. To do this, we introduce and adapt the relevant theory of Saad [15, 16] . In the next section, we show that these results help to justify the Enright-Kamel partitioning method.
In the following analysis, the eigenvalues of A will be denoted {A,}J* D i and assumed distinct. This implies the existence of n linearly independent eigenvectors {x,}". u which we normalize so that 11^11 = 1. Let ji r :(y-*K r denote the orthogonal projector onto the subspace K r . Note that the distance from a vector x to K r is given by ||(7 -jr r )jc||. Our aim is to bound this distance when * is a stiff eigenvector. Any vector in the space K r may be written p{A)q x , where p is a member of P r -\, the set of polynomials of degree not exceeding r -1. Since the eigenvectors {x/}7_i form a basis for C, we may write
The following result appears in Saad [15] . Examination of a proof of Lemma 1 shows that the bound is unlikely to be sharp (see [9] ).
2. In our case, q x is determined by the choice of initial permutation in (2.1), and we are interested in applying Lemma 1 when */ is one of the relatively few stiff eigenvectors. The assumption a, ¥=0 appears reasonable. (A similar situation arises in the analysis of the power method, where the starting vector is usually assumed not to be deficient in the component of the dominant eigenvector.) Furthermore, while §, cannot be bounded a priori, one would imagine that, in general, its value would not be excessively large. and T r -k is the (r -Jt)th degree Chebyshev polynomial of the first kind.
Proof. Given A/, the first step is to restrict the set over which the minimization in (3.5) takes place. We constrain p to be zero at the other stiff eigenvalues; that is, letting = n fEr« We emphasize that this theorem is not constructive; the members of the set jl are not determined. Unfortunately when A! is a stiff eigenvalue and r =» k the right-hand side of (3.6) depends critically on the set {Ay}yl]. To illustrate this, suppose A t is stiff with k = 4 and r = 4. In order to show that e\ is small, it is sufficient to show that one of the terms Now, if A2, A 3 , A 4 , and A 3 are nonstiff, then each of the three factors in (3.7) will be large. However, if A2 is replaced by a stiff eigenvalue, then only the second and third factors in (3.7) are guaranteed to be large; the first factor has a numerator which depends on the unknown separation |A t -A2I. Similarly, with A2 and A 3 stiff, only the third factor in (3.7) is guaranteed to be large, and, if A2, A 3 , and A 4 are stiff, then the whole term depends upon the separation of the stiff eigenvalues.
{hePr-t:h(X,)-l}
For the complex spectra used in Section 5, the right-hand side of (3.6) was evaluated for every possible set {^.jYjtl, and the largest value was recorded (see Tables 4-6 ). This, of course, gives an upper bound for e\ r \ In every case, the upper bound occurred when the maximum number of stiff eigenvalues appeared in {kjYjZl. Also, as the above example indicates, for the upper bound to be small, it is desirable that the stiff eignenvalues be well separated. However, even if this is not the case, the number of nonstiff eigenvalues in the set will increase as r increases, and the corresponding large |(Aj -A x )|/|(A y -A,)| factors in (3.6) should force the bound to become small (see Table 5 ).
In conclusion, Theorems 1 and 2 suggest that, for a stiff eigenvalue k t , the quantity e\ r) will quickly become small as r increases beyond k. Once this has happened, it follows from Lemma 1 that the corresponding stiff eigenvector will almost certainly be close to span {q u . . . , q r }.
Although we assumed that the h i+l%i values in (3.3) were all nonzero, the above conclusion remains valid in the pathological case when one of the values h,+i,, (1 *= s =e r -1) is zero. The first of these subspaces is invariant under A, and hence contains s of the eigenvectors of A. If a stiff eigenvector x t is not contained in this space, then the results of this section show that, as r increases, the distance between the second Krylov subspace and x t should become small.
Implications for the Enright-Kamel method
The conclusions drawn in the previous section can be used to give insight into the effectiveness of the Enright-Kamel method. First, we look at the size of b r in (3.1). Partitioning 
(4-5)
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Although the size of the coefficients /3 y cannot be bounded a priori, (4.5) does suggest that \\b r \\ will generally be of roughly the same order as the nonstiff eigenvalues and consequently much less than ||i4||. A similar argument applies to the columns of 5^ in (3.1), and, under the stronger assumption that the stiff eigenvectors are contained in span {Gi}» we may use the following lemma. Proof. The proof is straightforward: see [9] . Now, with the ideal partitioning (1.4), the error in the approximate Jacobian A of (1.5) is easily seen to be while the Enright-Kamel partitioning (3.1) would give Hence, Lemma 2 and inequality (4.5), combined with the results of Section 3, indicate that, as the value of r in (3.1) begins to increase beyond k, the Enright-Kamel method should be able to produce an approximate Jacobian A such that \\A -A\\ is of the same order as the corresponding value given by the ideal partitioning. Although this does not guarantee that the convergence condition (2.4) will be satisfied, it suggests that the method will be successful in reducing the sizes of HS22II and ||fr||, which are likely to be the dominant terms in (2.4) .
Finally, note that A in (2.2) is the orthogonal projection of A onto span {q u . . . , q m }. Hence, we may regard the Enright-Kamel method as using the projection of A onto a space which virtually contains the dominant subspace.
Numerical tests
Kamel [10] incorporated the Enright-Kamel method into a stiff solver which originally used a MN scheme. His results show that, if a suitable partitioning (2.1) can be found with m «n, then a substantial saving in solution time can be achieved. Hence, in testing the method, our approach is to generate a matrix which models a separably stiff Jacobian, perform the reduction, and record the value of m produced.
The model Jacobians which we use have the general form
where V is a random orthogonal matrix generated by the method of Stewart . The scaling is intended to represent coupling between the stiff components and between the stiff and nonstiff subsystems. Following (1.7), we choose hfi so that /i/3 \\M-&\\ = 1, where M^ is the lower 22x22 principle submatrix of M.
In the next test, M is constructed in the manner described above, but using the spectrum Table 1 . Tables 2-6 record upper bounds on e (r) (see Lemma 1) for the stiff eigenvalues used. These were found by applying Theorem 1 in Tables 2 and 3 and Theorem 2 in Tables 4-6 . (Note that bounds for a complex conjugate pair are equal by symmetry.) 10" Table 1 , we see that the method was always able to produce a suitable partitioning with m -k^3. Also, in each test, the reduction (3.1) halted at a stage where the £ (r) bounds had become small. 2. At each stage of the reduction, the norms of the submatrices were examined. Their behaviour followed the pattern predicted by the theory of Sections 3 and 4. For example, Table 7 gives the results for the test with Cl.
We see that ||Sy| 2 and \\b r \\ 2 decrease sharply as r increases from 3 to 5. A similar pattern emerged in all the testing. Table 7 also shows the size of ||JC|| 2 (see (2.4)) at each stage. The small value of \\x\\ 2 at the exit stage r = 5 is typical. 3. More extensive testing, including the case where A has repeated eigenvalues, was performed in [9] . The results were equally encouraging. However, we mention that it is possible to construct examples where neither the Enright- Submatrix norms in the reduction (3.1) using the spectrum Cl Kamel method nor the block QR method are effective (see, for example, [2] ). In summary, the new insight given by the analysis of Sections 3 and 4 and the promising numerical results of this section suggest that the Enright-Kamel method is a useful tool for dealing with separably stiff systems.
