Open Information Extraction (OPENIE) extracts meaningful structured tuples from freeform text. Most previous work on OPENIE considers extracting data from one sentence at a time. We describe NEURON, a system for extracting tuples from question-answer pairs. Since real questions and answers often contain precisely the information that users care about, such information is particularly desirable to extend a knowledge base with.
NEURON addresses several challenges. First, an answer text is often hard to understand without knowing the question, and second, relevant information can span multiple sentences. To address these, NEURON formulates extraction as a multi-source sequence-to-sequence learning task, wherein it combines distributed representations of a question and an answer to generate knowledge facts. We describe experiments on two real-world datasets that demonstrate that NEURON can find a significant number of new and interesting facts to extend a knowledge base compared to state-of-the-art OPENIE methods.
Introduction
Open Information Extraction (OPENIE) is the problem of extracting structured data from a text corpus, without knowing a priori which relations will be extracted. It is one of the primary technologies used in building knowledge bases (KBs) that, in turn, power question answering (Berant et al., 2013) . The vast majority of previous work on OPENIE extracts structured information (e.g., triples) from individual sentences. This paper addresses the problem of extracting structured data from conversational questionanswer (CQA) data. Often, CQA data contains precisely the knowledge that users care about. As such, this data offers a goal-directed method for extending existing knowledge bases. Consider, for example, a KB about a hotel that is used to power its website and/or a conversational interface for hotel guests. The KB provides information about the hotel's services: complimentary breakfast, free wifi, spa. However, it may not include information about the menu/times for the breakfast, credentials for the wifi, or the cancellation policy for a spa appointment at the hotel. Given the wide range of information that may be of interest to guests, it is not clear how to extend the KB in the most effective way. However, the conversational logs, which many hotels keep, contain the actual questions from guests, and can therefore be used as a resource for extending the KB. Following examples illustrate the kind of data we aim to extract: Example 1. Q: Does the hotel have a gym? A: It is located on the third floor and is 24/7. Tuple: gym, is located on, third floor As can be seen from these examples, harvesting facts from CQA data presents significant challenges. In particular, the system must interpret information collectively between the questions and answers. In this case, it must realize that 'third floor' refers to the location of the 'gym' and that 6:00am refers to the opening time of the pool. OPENIE systems that operate over individual sentences ignore the discourse and context in a QA pair. Without knowing the question, they either fail to or incorrectly interpret the answer. This paper describes NEURON, an end-to-end system for extracting information from CQA data. We cast OPENIE from CQA as a multi-source sequence-to-sequence generation problem to explicitly model both the question and answer in a QA pair. We propose a multi-encoder, constrained-decoder framework that uses two encoders to encode each of the question and answer to an internal representation. The two representations are then used by a decoder to generate an output sequence corresponding to an extracted tuple. For example, the output sequence of Example 2 is: arg 1 pool /arg 1 rel open /rel arg 2 6:00am daily /arg 2 While encoder-decoder frameworks have been used extensively for machine translation and summarization, there are two key technical challenges in extending them for information extraction from CQA data. First, it is vital for the translation model to learn constraints such as, arguments and relations are sub-spans from the input sequence, output sequence must have a valid syntax (e.g., arg 1 must precede rel ). These and other constraints can be integrated as hard constraints in the decoder. Second, the model must recognize auxiliary information that is irrelevant to the KB. For example, in the hotel application, NEURON must learn to discard greetings in the data. Since existing facts in the KB are representative of the domain of the KB, this prior knowledge can be incorporated as soft constraints in the decoder to rank various output sequences based on their relevance. Our contributions are summarized below:
• We develop NEURON, a system for extracting information from CQA data. NEURON is a novel multi-encoder constrained-decoder method that explicitly models both the question and the answer of a QA pair. It incorporates vocabulary and syntax as hard constraints and prior knowledge as soft constraints in the decoder. • We conduct comprehensive experiments on two real-world CQA datasets. Our experimental results show that the use of hard and soft constraints improves the extraction accuracy and NEURON achieves the highest accuracy in extracting tuples from QA pairs compared with state-of-the-art sentence-based models, with a relative improvement as high as 13.3%. NEU-RON's higher accuracy and ability to discover 15-25% tuples that are not extracted by stateof-the-art models make it suitable as a tuple extraction tool for KB extension. • We present a case study to demonstrate how a KB can be extended iteratively using tuples extracted using NEURON. In each iteration, only relevant tuples are included in the KB. In turn, the extended KB is used to improve relevance scoring for subsequent iterations.
Task Formulation
In this work, we choose to model an OPENIE extraction from a question-answer (QA) pair as a tuple consisting of a single relation with two arguments, where the relation and arguments are contiguous spans from the QA pair. Formally, let (q, a) be a QA pair, where question q = (q 1 , q 2 , ..., q m ) and answer a = (a 1 , a 2 , ..., a n ) are word sequences. The output is a triple (arg 1 ,rel,arg 2 ) extracted from (q, a). The output triple can be naturally interpreted as a sequence y = (y 1 , y 2 , ..., y o ) where y i is either a word or a placeholder tag ( arg 1 , rel , arg 2 ) that marks relevant portions of the triple. In OPENIE, the extracted tuple should be asserted by the input QA pair. Formulating this, therefore, requires the vocabulary of y to be restricted to the vocabulary of (q, a) and placeholder tags. Following this definition, our aim is to directly model the conditional probability p(y|q, a) of mapping input sequences q and a into an output sequence:
In our formulation, a triple is generated as a sequence: a head argument phrase arg 1 , followed by a relation phrase rel and a tail argument phrase arg 2 . It is possible to consider different orderings in the output sequence (such as (rel,arg 1 ,arg 2 )). However, the goal of OPENIE is to identify the relation phrase that holds between a pair of arguments. Our representation is, thus, consistent with this definition as it models the relation phrase to depend on the head argument.
NeurON: A Multi-Encoder
Constrained-Decoder Model
Overview of NEURON We propose to extract tuples using a variation of an encoder-decoder RNN architecture (Cho et al., 2014) operating on variable-length sequences of tokens. Fig. 1 with a set of hard constraints (e.g., output vocabulary) and soft constraints (e.g., relevance scoring) suited for the extraction task.
Multiple Encoders
Given an input QA pair, two RNN encoders separately encode the question and answer. The question encoder converts q into hidden representation h q = (h q 1 , ..., h q m ) and the answer encoder converts a into h a = (h a 1 , ..., h q n ), where h q t = lstm(q t , h q t−1 ) is a non-linear function represented by the long short-term memory (LSTM) cell. The combiner combines the encoders' states and initializes the hidden states h for the decoder:
where • denotes concatenation. The decoder stage uses the hidden states to generate the output y with another LSTM-based RNN. The probability of each token is defined as:
where s t denotes the decoder state, s 0 = h and s t = lstm((y t−1 • c q t • c a t )W s , s t−1 ). The decoder is initialized by the last hidden state from the combiner. It uses the previous output token at each step. Both W y and W s are learned matrices. Each decoder state is concatenated with context vectors derived from the hidden states of the encoders. Context vector c t is the weighted sum of the encoder hidden states, i.e. c q t = m i=1 α t i h q i , where α t i corresponds to an attention weight. The attention model (Bahdanau et al., 2015) helps the model learn to focus on specific parts of the input sequences, instead of solely relying on hidden vectors of the decoders' LSTM. This is crucial for extraction from (q, a) pairs where input sequences tend to be long.
Constrained Decoder
The decoder finds the best hypothesis (i.e., the best output sequence) for the given input representations. Typically, the output sequence is generated, one unit at a time, using beam search. At each time step, the decoder stores the top-k scoring partial sequences, considers all possible single token extensions of them, and keeps k most-likely sequences based on model's probabilities (Eq. 1). As soon as the /S symbol is appended, the sequence is removed from the beam and added to the set of complete sequences. The most-likely complete sequence is finally generated. Hard Constraints While such encoder-decoder models typically outperform conventional approaches (Cho et al., 2014; Zoph and Knight, 2016; Xiong et al., 2017) on a wide variety of tasks including machine translation and question answering, the accuracy and training efficiency has been shown to improve when the model is integrated with the constraints of the output domain (Xiao et al., 2016; Yin and Neubig, 2017) . Motivated by these, NEURON allows constraints relevant to information extraction to be incorporated in the model. Specifically, we describe how the decoder can enforce vocabulary and structural constraints on the output.
• Vocabulary constraints. Since the arguments and relations in the extracted tuples typically correspond to the input QA pair, the decoder must constraint the space of next valid tokens when generating the output sequence. NEURON uses a masking technique in the decoder to mask the probability of tokens (as in Eq. 2) that do not appear in the input (q, a) pair. Specifically, it computes a binary mask vector v, where |v| is vocabulary size and v i = 1 if and only if i-th token appears in q or a. The probability of each token is modified as: where ⊗ indicates element-wise multiplication.
• Structural constraints. For the output sequence to correspond to a valid tuple with nonempty arguments, the decoding process must conform to the underlying grammar of a tuple. For instance, decoding should always begin in the S state, where only arg 1 can be generated. In subsequent time steps, all other placeholders except /arg 1 should be restricted to ensure a nonempty argument. Once /arg 1 is generated, rel must be generated in the next time step and so on.
The various states and grammar rules can be described as a finite state transducer as shown in Fig Depending upon the state, NEURON generates a mask r based on this grammar and uses r to further modify the probabilities of the tokens as follows:
Soft Constraints OPENIE systems are typically used to extract broad-coverage facts to extend existing KBs. Facts already existing in the KB are representative of the domain of the KB. It is, therefore, useful to incorporate this prior knowledge in the extraction itself. NEURON is able to use prior knowledge (incorporated as soft constraints) in the decoder to understand the relevance of candidate extractions and adjust the ranking of various output sequences accordingly. To see why such soft constraints can be useful, consider the example: Both the tuple facts are correct given the input QA pair but only the second tuple contains useful information. Filtering such irrelevant facts is difficult without additional evidence. The multi-encoder and constrained-decoder in NEURON are jointly optimized to maximize the log probability of output sequence conditioned on the input sequences. At inference, the decoder estimates the likelihood of various candidate sequences and generates the sequence with the highest likelihood. As shown in Eq. 1, this likelihood is conditioned solely on the input (q, a) pair, thus increasing the possibility of obtaining facts that may be correct but irrelevant. Instead, if a relevance scoring function were integrated at extraction time, the candidate output sequences could be re-ranked so that the predicted output sequence is likely to be both correct and relevant.
Learning a relevance scoring function can be modeled as a KB completion task, where missing facts have to be inferred from existing ones. A promising approach is to learn vector representations of entities and relations in a KB by maximizing the total plausibility of existing facts in the KB (Wang et al., 2017) . For a new candidate output sequence, its plausibility can be predicted using the learned embeddings for the entities and relation in the sequence.
In NEURON, we learn the entity and relation embeddings using Knowledge Embedding (KE) methods such as TransE (Bordes et al., 2013) and HolE (Nickel et al., 2016) . Note that NEURON is flexible with how the relevance scoring function is learned or which KE method is chosen. In this paper, we use TransE for evaluation. TransE computes the plausibility score S of a tuple y = arg 1 , rel, arg 2 as:
where v arg 1 , v rel , and v arg 2 are embedding vectors for arg 1 , rel, and arg 2 respectively. Following (Jain et al., 2018) , we compute the embedding vectors of out-of-vocabulary arguments (and relations) as the average of embedding vectors of known arguments (and relations). We generate the most-likely output based on its conditional probability and plausibility score: To implement the tuple relevance scoring function, we employ the re-ranking approach, which is a common technique for sequence generation methods (Luong et al., 2015b) . Our reranking method first obtains candidates from a beam search decoder and then re-ranks the can-didates based on the objective function (Eq. 5).
Experiments
We evaluated the performance of NEURON on two CQA datasets. In our analysis, we find that integrating hard and soft constraints in the decoder improved the extraction performance irrespective of the number of encoders used. Also, 15-25% of the tuples extracted by NEURON were not extracted by state-of-the-art sentence-based methods.
Datasets and Data Preparation
ConciergeQA is a real-world internal corpus of 33,158 QA pairs collected via a multi-channel communication platform for guests and hotel staff. Questions (answers) are always made by guests (staff). An utterance has 36 tokens on average, and there are 25k unique tokens in the dataset. A QA utterance has 2.8 sentences on average, with the question utterance having 1.02 sentences on average and answer utterance having 1.78 sentences on average. AmazonQA (Wan and McAuley, 2016; McAuley and Yang, 2016 ) is a public dataset with 314,264 QA pairs about electronic products on amazon.com. The dataset contains longer and more diverse utterances than the ConciergeQA dataset: utterances have an average of 45 tokens and the vocabulary has more than 50k unique tokens. A QA utterance has 3.5 sentences on average. The question utterances had 1.5 sentences on average and the answer having 2 sentences.
For training NEURON, we bootstrapped a large number of high-quality training examples using a state-of-the-art OPENIE system. Such bootstrapping has been shown to be effective in information extraction tasks (Mausam et al., 2012; Saha et al., 2017) . The StanfordIE (Angeli et al., 2015) system is used to extract tuples from QA pairs for training examples. To further obtain high-quality tuples, we filtered out tuples that occur too infrequently (< 5) or too frequently (> 100). For each tuple in the set, we retrieved all QA pairs that contain all the content words of the tuple and included them in the training set. This helps create a training set encapsulating the multiplicity of ways in which tuples are expressed across QA pairs. We randomly sampled 100 QA pairs from our bootstrapping set and found 74 of them supported the corresponding tuples. We find this quality of bootstrapped dataset satisfactory, since the seed tuples for bootstrapping could be noisy as they were generated by another OPENIE system. Our bootstrapped dataset included training instances where a tuple matched (a) tokens in the questions exclusively, (b) tokens in the answers exclusively, (c) tokens from both questions and answers. Table 1 shows the distribution of the various types of training instances. Less than 40% (30%) of ground truth tuples for ConciergeQA (AmazonQA) exclusively appear in the questions or answers. Also, 22.1% (37.2%) of ground truth tuples for ConciergeQA (AmazonQA) are extracted from the combination of questions and answers. These numbers support our motivation of extracting tuples from QA pairs. We used standard techniques to construct training/dev/test splits so that QA pairs in the three sets are disjoint. Table 2 shows the details of the various subsets.
Baseline Approaches
We compared NEURON with two methods that can be trained for tuple extraction from QA pairs: BILSTM-CRF (Huang et al., 2015) and NEURALOPE-NIE (Cui et al., 2018) . BILSTM-CRF is a sequence tagging model that has achieved state-of-the-art accuracy on POS, chunking, NER and OPENIE (Stanovsky et al., 2018) tasks. For OPENIE, the model predicts boundary labels (e.g., B-ARG1, I-ARG1, B-ARG2, O) for the various tokens in a QA pair. NEURALOPENIE is an encoder-decoder model that generates a tuple sequence given an input sequence. Since it uses a single encoder, we generate the input sequence by concatenating the question and answer in a QA pair. We trained all the models using the same training data.
Performance Metrics
We examine the performance of different methods using three metrics: precision, recall, and relative coverage (RC). Given a QA pair, each system re-turns a sequence. We label the sequence correct if it matches one of the ground-truth tuples for the QA pair, incorrect otherwise. We then measure precision of a method (i.e., # of correct predictions of the method / # of question-answer pairs) and recall (i.e., # of correct predictions of the method / # of correct predictions of any method) following (Stanovsky and Dagan, 2016) . To compare the coverage of sequences extracted by NEURON against the baseline method, we compute relative coverage of NEURON as the fraction of all correct predictions that were generated exclusively by NEURON. Specifically,
where TP denotes the correct predictions.
Model Training and Optimization
We implemented NEURON using OpenNMTtf (Klein et al., 2017) , an open-source neural machine translation system that supports multisource encoder-decoder models. We implemented NEURALOPENIE using the same system.
We used the open-source implementation of BILSTM-CRF (Reimers and Gurevych, 2017) . For fair comparison, we used identical configurations for NEU-RON and NEURALOPENIE. Each encoder used a 3layer bidirectional LSTM and the decoder used a 3-layer bidirectional LSTM. The models used 256-dimensional hidden states, 300-dimensional word embeddings, and a vocabulary size of 50k. The word embeddings were initialized with pretrained GloVe embeddings (glove.6B) (Pennington et al., 2014) . We used an initial learning rate of 1 and optimized the model with stochastic gradient descent. We used a decay rate of 0.7, a dropout rate of 0.3 and a batch size of 64. The models were trained for 1M steps for the ConciergeQA dataset and 100k steps for the AmazonQA dataset. We used TESLA K80 16GB GPU for training the models. We trained the KE models for relevance scoring using our bootstrapped training dataset. For integrating the relevance scoring function, we experimented with different values for γ and found it not have a major impact within a range of 0.02 to 0.2. We used a value of 0.05 in all the experiments.
Experimental Results
The BILSTM-CRF model showed extremely low (2-15%) precision values. Very few of the tagged sequences (32-39%) could be converted to a tuple. Most tagged sequences had multiple relations and arguments, indicating that it is difficult to learn how to tag a sequence corresponding to a tuple. The model only learns how to best predict tags for each token in the sequence, and does not take into account the long-range dependencies to previously predicted tags. This is still an open problem and is outside the scope of this paper. Tables 3 and 4 show the performance of NEU-RALOPENIE and NEURON on the two CQA datasets. NEURON achieves higher precision on both the datasets. This is because NEURALOPENIE uses a single encoder to interpret the question and answer in the same vector space, which leads to lower performance. Furthermore, concatenating the question and answer makes the input sequence too long for the decoder to capture long-distance dependencies in history (Zhang et al., 2016; Toral and Sánchez-Cartagena, 2017) . Despite the attention mechanism, the model ignores past alignment information. This makes it less effective than the dual-encoder model used in NEURON. The tables also show that incorporating taskspecific hard constraints helps further improve the overall precision and recall, regardless of the methods and the datasets. Re-ranking the tuples based on the soft constraints derived from the existing KB further improves the performance of both methods in ConciergeQA and NEURALOPE-NIE in AmazonQA. The existing KB also helps boost the likelihood of a correct candidate tuple sequence that was otherwise scored to be less likely. Lastly, we found that NEURON has significant relative coverage; it discovered significant additional, unique tuples missed by NEURALOPENIE. Table 4 shows a slight decrease in performance for NEURON after soft constraints are added. This is likely caused by the lower quality KE model due to the larger vocabulary in AmazonQA. In contrast, even with the lower quality KE model, NEU- Table 4 : Precision (P), Recall (R), and Relative Coverage (RC) results on AmazonQA dataset. RALOPENIE improved slightly. This is likely because the NEURALOPENIE model, at this stage, still had a larger margin for improvement. We note however that learning the best KE model is not the focus of this work.
AmazonQA is a more challenging dataset than ConciergeQA: longer utterances (avg. 45 tokens vs. 36 tokens) and richer vocabulary (> 50k unique tokens vs. < 25k unique tokens). This is reflected in lower precision and recall values of both the systems on the AmazonQA dataset. While the performance of end-to-end extraction systems depends on the complexity and diversity of the dataset, incorporating hard and soft constraints alleviates the problem to some extent.
End-to-end extraction systems tend to outperform rule-based systems on extraction from CQA datasets. We observed that training data for ConciergeQA had a large number (> 750k) dependency-based pattern rules, of which < 5% matched more than 5 QA pairs. The set of rules is too large, diverse and sparse to train an accurate rule-based extractor. Even though our training data was generated by bootstrapping from a rule-based extractor StanfordIE, we found only 51.5% (30.7%) of correct tuples from NEURON exactly matched the tuples from Stan-fordIE in ConciergeQA (AmazonQA). This indicates that NEURON combined information from question and answer, otherwise not accessible to sentence-wise extractors. As an evidence, we found 11.4% (6.1%) of tuples were extracted from answers, 16.8% (5.0%) from questions, while 79.6% (82.5%) combined information from questions and answers in ConciergeQA (AmazonQA).
Multiple Encoders: Our motivation to use different encoders for questions and answers is based on the assumption that they use different vocabulary and semantics. We found that there were 8k (72k) unique words in questions, 18k (114k) unique words in answers, and the Jaccard co- efficient between two vocabulary sets was 0.25 (0.25) in ConciergeQA (AmazonQA), indicating that two sources use significantly different vocabulary. Also, the same word can have different meanings depending on a speaker, and thus such words in the two sources should be embedded differently. To visualize the embedding vectors of common words in ConciergeQA, we mapped them into 2D space using t-SNE (Maaten and Hinton, 2008). Fig. 3 shows that subjective words that represents speakers attitude (e.g., "ready", "guests", "time") had significantly different embeddings in the question and answer encoders. In contrast, objective words such as menu, or activity (e.g., "bacon", "cruise", "weekday") had similar embeddings although the two encoders do not directly share the embedding parameters. This indicates that multiple encoders not only capture the different meanings in questions and answers but also retain consistent meanings for words that keep the same meanings in the two sources.
Relevance Scoring: We compared with another NEURON model that uses HolE (Nickel et al., 2016) for relevance scoring. Both the HolE and TransE models achieved the same precision of 80.7%, with HolE achieving slightly higher recall (+1.4%). This suggests that incorporating relevance scoring in NEURON can robustly improve the extraction accuracy, regardless of the choice of the knowledge embedding method. We also estimated the upper-bound precision by evaluating if the correct tuple was included in the top-500 candidates. The upper-bound precision was 85.0% on ConciergeQA, indicating that there is still room for improvement on incorporating relevance scoring. 
Error Analysis
We examined a random sample of 100 errors shared by all the systems across the tested datasets. Arguably, encoder-decoder models suffer when extracting tuples from long utterances (avg. of 54 tokens), contributing to 43% of the errors. 34% of the incorrectly extracted tuples used words that were shared across the two sources. This indicates that the extractor makes errors when resolving ambiguity in tokens. 28% of the error cases used informal language that is generally difficult for any extractor to understand. We show some examples (1 and 2 in Table 5 ) where NEURON successfully combined information across two sources and examples (3 and 4 in Table 5 ) where it failed.
We further examined three different scenarios: a) errors are shared by both NEURON and NEURALOPENIE, b) errors are made exclusively by NEURON, c) errors are made exclusively by NEU-RALOPENIE. For each scenario, we examined a random sample of 100 errors. We categorize the different sources of errors and report the results in Table 6 . As shown, NEURON is superior on longer utterances compared to NEURALOPENIE (54 tokens vs. 49 tokens). However, ambiguity in tokens in the two sources is a concern for NEURON because it has the flexibility to interpret the question and answer differently. Not surprisingly, informal utterances are hard to translate for both the systems.
Case Study -KB Extension
The extracted tuples from NEURON can be used to extend a KB for a specific domain. However, automatically fusing the tuples with existing facts in the KB can have limited accuracy. This can be due to noise in the source conversation, no prior knowledge of join rules and more. One possible solution is to design a human-in-the-loop system that iteratively extracts tuples and filters them based on human feedback (Fig. 4) . In each iteration, a set of tuples is annotated by human annotators based on their relevance to the domain of the KB. The tuples marked relevant are added to the KB and the relevance scoring function is updated for extracting more relevant tuples from the corpus in the next iteration.
We conducted a crowdsourced experiment 1 , simulating the first iteration of the procedure i.e., when no KE model is available. We collected annotations on top-5 tuples extracted by NEURON for 200 QA pairs in the ConciergeQA dataset. For reliability, we hired five workers for each extraction. The workers were asked to judge if a tuple is relevant to the hotel domain and represents concrete information to be added to a KB. We found preci-sion@5 was 41.4%, and NEURON extracted at least one useful tuple for 83.0% of the 200 QA pairs. Overall, the system added 243 unique tuples (out of 414 tuples extracted by NEURON) to the KB. We also collected annotations for the tuples extracted by NEURALOPENIE. The precision@5 and recall@5 values were 41.3% and 79.0% respectively. Although the precision values are quite similar, NEU-RON can extract correct tuples from more QA pairs than NEURALOPENIE. While the precision can further be improved, the preliminary results support that NEURON is a good candidate for extraction in a human-in-the-loop system for KB extension. We did not use any sophisticated methods for ranking tuples in our experiment. Thus, a better ranking algorithm might lead to improved precision.
Related Work
There is a long history of OPENIE systems for extracting tuples from plain text. They are built on hand-crafted patterns over an intermediate representation of a sentence (e.g., POS tags (Yates et al., 2007; Fader et al., 2011) , dependency trees (Bhutani et al., 2016; Mausam et al., 2012) ). Such rule-based systems require extensive engineering when the patterns become diverse and sparse. Recently, OPENIE systems based on end-to-end frameworks, such as sequence tagging (Stanovsky et al., 2018) or sequence-tosequence generation (Cui et al., 2018) , have been shown to alleviate such engineering efforts. However, all these systems focus on sentence-level extraction. We are the first to address the problem of extracting tuples from question-answer pairs.
Our proposed system is based on an encoderdecoder architecture, which was first introduced by Cho et al. for machine translation. Attention mechanisms (Bahdanau et al., 2015; Luong et al., 2015b) have been shown to be effective for mitigating the problem of poor translation performance on long sequences. Their model can learn how much information to retrieve from specific parts of the input sequence at decoding time. There is abundant research on generalizing such frameworks for multiple tasks, specially by employing multiple encoders. Using multiple encoders has been shown to be useful in mutli-task learning (Luong et al., 2015a) , multi-source translation (Zoph and Knight, 2016) and reading comprehension (Xiong et al., 2017) . We are the first to explore a multi-source encoder-decoder architecture for extracting tuples from CQA datasets.
Traditional encoder-decoder architectures are not tailored for information extraction and knowledge harvesting. To make them suitable for information extraction, the sequence generation must be subjected to several constraints on the vocabulary, grammar etc. Recently, grammar structures have been integrated into encoder-decoder models (Iyer et al., 2017; Zhang et al., 2017) . There are variations such as Pointer Networks (Vinyals et al., 2015) that yield a succession of pointers to tokens in the input sequence. All these studies share a common idea with our paper, which is to enforce constraints at sequence generation time. Since we focus on extraction from CQA datasets, our work is broadly related to the literature on relation extraction (Savenkov et al., 2015; Hixon et al., 2015; Wu et al., 2018) and ontology extraction (S and Kumar, 2018) from community generated questionanswer datasets. However, we differ in our underlying assumption that the relations and entities of interest are not known in advance. Alternatively, a CQA dataset could be transformed into declarative sentences (Demszky et al., 2018) for a conventional OPENIE system. However, such a two-stage approach is susceptible to error propagation. We adopt an end-to-end solution that is applicable to generic CQA datasets.
Conclusions and Future Work
We have presented NEURON, a system for extracting structured data from QA pairs for the purpose of enriching knowledge bases. NEURON uses a multi-encoder, constrained-decoder framework to generate quality tuples from QA pairs. NEURON achieves the highest precision and recall in extracting tuples from QA pairs compared with state-of-the-art sentence-based models, with a relative improvement as high as 13.3%. It can discover 15-25% more tuples which makes it suitable as a tuple extraction tool for KB extension.
There are several directions for future research. One interesting direction is to investigate whether NEURON can be extended to work on open-domain QA corpus, which may not be restricted to any specific domain. 
