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Abstract—In this paper, a new technique for preconditioning
electric field integral equations (EFIEs) by leveraging Calderón
identities is presented. In contrast to all previous Calderón pre-
conditioners, the proposed preconditioner is purely multiplicative
in nature, applicable to open and closed structures, straightfor-
ward to implement, and easily interfaced with existing method
of moments (MoM) code. Numerical results demonstrate that the
MoM EFIE system obtained using the proposed preconditioning
converges rapidly, independently of the discretization density.
Index Terms—Electric field integral equation (EFIE), integral
equations, numerical methods, preconditioning.
I. INTRODUCTION
M ETHOD OF MOMENTS (MoM)-based electric fieldintegral equation (EFIE) solvers are widely used for an-
alyzing time-harmonic electromagnetic radiation and scattering
from perfect electrically conducting (PEC) surfaces [1]. These
solvers’ popularity stems from the fact that they only require
surface discretizations, operate on (comparatively) small inter-
action matrices that can be applied rapidly to arbitrary vectors
by using fast multipole and related algorithms [2]–[4], and yield
solutions that automatically satisfy the radiation condition. That
said, EFIE MoM solvers are no panacea. Indeed, the singular
values of the EFIE operator comprise two branches, one accu-
mulating at zero and the other at infinity [5]. The condition num-
bers of EFIE MoM interaction matrices, therefore, grow rapidly
with the surface discretization density. As a result, these ma-
trices often are ill-conditioned, thereby compromising the EFIE
MoM solvers’ accuracy when applied to structures with sub-
wavelength geometric features.
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The recent literature abounds with techniques for precondi-
tioning EFIEs by leveraging Calderón identities [6]–[9]. These
techniques exploit the self-regularizing property of the EFIE,
i.e., the fact that the square of the EFIE operator does not have
eigenvalues accumulating at zero or infinity. Calderón-precon-
ditioned EFIEs give rise to MoM matrices that are well condi-
tioned, independent of the discretization density. Unfortunately,
none of the Calderón preconditioners proposed to date are easily
integrated into existing MoM codes. Invariably, implementation
bottlenecks can be traced to the need to construct a well-condi-
tioned Gram matrix linking the domain and range of the EFIE
operator, as is required when discretizing EFIE EFIE. Unfor-
tunately, when constructed using standard Rao–Wilton–Glisson
basis functions, this Gram matrix is singular [8]. To overcome
this problem, the EFIE operator often is split into its singular and
hypersingular components and the resulting operator products,
safe the square of the continuous hypersingular operator which
vanishes, are approximated using ad hoc discretization/integra-
tion rules [6], [7]. This procedure is computationally expen-
sive—it calls for additional matrix–vector products—and often
inaccurate as the square of the discretized hypersingular oper-
ator typically does not vanish. Moreover, the resulting precon-
ditioners are not multiplicative, and therefore, hard to integrate
into existing EFIE MoM codes; in addition, they do not easily
apply to open structures [6].
This paper presents a Calderón multiplicative preconditioner
(CMP) that is trivially integrated into existing EFIE MoM codes.
The proposed CMP is rooted in the div- and quasicurl-con-
forming basis proposed by Buffa and Christiansen [10] for con-
structing Calderón preconditioners that avoid the above pitfalls.
The purpose and contributions of this paper are twofold: 1) to
introduce the Buffa–Christiansen (BC) basis to the computa-
tional electromagnetics (CEM) engineering community and 2)
to derive transformation rules linking BC and RWG basis on
barycentrically refined and standard meshes. Together, the BC
basis and the transformation rules derived herein permit the con-
struction of well-conditioned weighted squares of EFIE MoM
interaction matrices produced by standard RWG codes acting
on barycentrically refined meshes. The weighting matrices com-
prise two sparse and readily computed transformation matrices
linking standard RWG spaces on standard and barycentrically
refined triangular patch meshes, and one sparse and well-condi-
tioned Gram matrix linking RWG and BC basis functions on a
barycentrically refined triangular patch mesh. As an added ad-
vantage over existing Calderón preconditioners, the proposed
preconditioner not only applies to closed structures, but (with
minor modifications) to open ones as well. The BC functions
represent a subset of the functions introduced by Wilton and
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Chen [11] to discretize integral equations pertinent to the anal-
ysis of scattering from penetrable objects. However, the well-
conditioned nature of the Gram matrices linking BC functions
to (curl-conforming) RWGs is not necessarily ensured by using
the functions in [11]. This property, which is key to the develop-
ment of the CMP, justifies the use of BC over the more generic
form in [11].
This paper is organized as follows. Section II presents back-
ground material and introduces notation. Section III describes
the CMP for closed structures and uniform discretizations.
Section IV extends the ideas of Section III to open structures.
Section V introduces a modified CMP applicable to nonuni-
form discretizations. Section VI presents numerical results
that demonstrate the effectiveness of the CMP in lowering the
condition number of the discretized EFIE operator and the
number of iterations required for convergence. Section VII
presents our conclusions and avenues for future research.
II. BACKGROUND
Let and denote the surface of an orientable PEC object
and its outward pointing unit normal at , respectively. Assume
that resides in a homogeneous medium with electric permit-
tivity and magnetic permeability , and is illuminated by a
time-harmonic electric field ; here and in what follows, a
time dependence is assumed and suppressed. The current
density induced on in response to produces the
scattered field . The components tangential to of
cancel those of , or
(1)
where
(2)
with
(3)
and
(4)
and . To solve EFIE (1) using the MoM,
is approximated by a mesh of planar triangles with minimum
edge size , and is approximated as
(5)
where , , are Rao–Wilton–Glisson div-con-
forming basis functions defined on the mesh’s internal edges
as [12] (Fig. 1)
otherwise.
(6)
Fig. 1. RWG basis function defined on the edge n; T and T indicate the
positive charge (r  f > 0) and negative charge (r  f < 0) cell, respec-
tively, and l denotes the length of the edge.
Henceforth, denotes the space spanned by these func-
tions. To determine the expansion coefficients , (5) is substi-
tuted into (1) and the resulting equation is tested with curl-con-
forming functions yielding the EFIE MoM
system
(7)
where
(8)
(9)
(10)
Notwithstanding its appearance, (7) is the standard EFIE
MoM system proposed in [12]. For large , (7) only can be
solved iteratively. Unfortunately, ’s singular values accumu-
late around zero and infinity [5] and the matrix has a high
condition number when .1 Under these conditions, the
iterative solution of (7) converges very slowly [14], [15].
Since the ill-conditioning of is rooted in the spectral prop-
erties of , the above problem can be mitigated by transforming
into a more regular operator, e.g., by leveraging the Calderón
identity [16]
(11)
where the operator
(12)
is compact on smooth surfaces [5]. In other words, is a
second kind operator and its spectrum accumulates at 0.25.
Equation (11) suggests that “preconditions itself” and that
discretization of
(13)
1The condition number of Z is defined as the ratio of Z’s largest and smallest
singular values [13].
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Fig. 2. Barycentric edges used in the definition of the BC basis function associated with the reference edge. A plus/minus sign near the edge denotes a “positive/
negative-charge cell” T =T for the barycentric RWG defined on the edge.
leads to well-conditioned EFIE MoM systems independently of
. Unfortunately, the direct discretization of is infeasible
as is not available in closed form. That said, a variety
of methods that discretize each factor in the product using
ad hoc integration rules and/or operatorial manipulations ex-
ists [6], [7], [9]. Unfortunately, none of them can be imple-
mented directly starting from an implementation of (7). In fact,
when div- and curl-conforming RWGs are used to discretize the
source/testing space of , the discretization of the operator
would require the inversion of a mixed div- and curl-conforming
Gram matrix , which is singular. Recent
attempts to solve this problem decompose as
(14)
and discretize each product— which vanishes, aside
(see below)—with a different technique. This procedure is
problematic for the following reasons. First, it increases
computational costs as additional matrix–vector products
are called for. Second, it introduces additional errors since
discrete is set to zero even though its discretization
consistent with that adopted for the other three products would
have dictated discrete .
Third and most important, it precludes the use of the original
(or a matrix produced by a standard EFIE MoM code). These
drawbacks—shared by all Calderón preconditioners developed
to date—dramatically compromise these techniques’s integra-
bility into existing EFIE solvers and limit their present impact
on the CEM state of the art.
III. CMP FOR CLOSED STRUCTURES
This section presents a discretization of (13) that explicitly
uses a weighted square of defined in (8) on a properly
constructed mesh; this matrix can be obtained from any preex-
isting EFIE code. The weighting matrices required are highly
sparse—they only contain nonzero elements—and can be
evaluated from simple, closed-form expressions. The proposed
formulation can be trivially integrated into existing frequency
domain EFIE solvers and is easily extended to marching on in
time-based EFIE solvers [17]. For simplicity, the formulation
in this section is restricted to uniformly discretized and closed
structures (i.e., the edges in the mesh are approximately of the
same length). The preconditioner extension to open structures
and to nonuniform discretizations is discussed in Sections IV
and V, respectively.
This section is organized as follows. Section III-A outlines the
proposed preconditioning strategy. Section III-B proves an im-
portant inclusion relationship that permits RWG functions de-
fined on an arbitrary triangular mesh to be expanded in terms
of those defined on its barycentric refinement. Section III-C
uses this result to obtain simple closed-from expression for all
weighting matrices.
A. The Preconditioner
Starting from an arbitrary mesh of planar triangles that dis-
cretize —further termed the initial mesh—a barycentric mesh
is obtained by adding the three medians to each triangle (Fig. 2).
Note that a set of RWG basis functions can be defined on this
barycentric mesh; will denote the space spanned by these
functions. The proposed preconditioner adopts a discretization
of the dual of the range of on the barycentric mesh using the
BC div-conforming basis functions [10]; below these basis func-
tions will be denoted and the space they span will be de-
noted .
As stated before, the main problem in the discretization
of stems from the need to use div- and curl-conforming
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functions to discretize the source/testing space of along
with the fact that the determinant of the Gram matrix linking
curl- and div-conforming RWGs vanishes. The latter is because
the space of div-conforming RWGs contains a subspace
of dimension approximately that is nearly orthogonal to
the space of curl-conforming RWGs. The BC basis functions
(which are fully described in Section III-C2) are defined on
the edges of the initial mesh and are linear combinations of
div-conforming RWGs defined on the barycentric mesh. These
functions are strictly div-conforming (by construction); they
also are quasicurl-conforming in that they very much behave
like curl-conforming RWGs [Fig. 7(c)]. As a consequence, the
Gram matrix linking BC and curl-conforming RWGs is well
conditioned because it behaves like the Gram matrix linking
curl- and curl-conforming RWGs whose condition number is
notoriously low when the discretization is uniform [6]. These
insights lead to the following discretization strategy for : the
right operator is discretized by using div-conforming RWGs
(source) and curl-conforming RWGs (test), while
the left operator is discretized by using div- and quasicurl-con-
forming BCs (source) and curl- and quasidiv-conforming
BCs (test). The inverse Gram matrix between
and links the two discretizations. In other words
(15)
where
(16)
(17)
and
(18)
The implementation of (15) can be reconducted to the com-
putation of a single impedance matrix defined on the bari-
centric mesh, computable (and compressible) using standard
codes. This is accomplished by using two transformation ma-
trices and (to be defined) that ex-
press functions in and as linear combinations of
functions in , respectively. The former set of coefficients
has been derived in [10] and will be reviewed in Section III-C2;
the latter set will be derived in Section III-B. Using (15) and
defining
(19)
(20)
(21)
(13) is converted into matrix equation
(22)
which is the proposed CMP. The vector is the same
as that appearing in (7), i.e., it contains expansion coefficients
vector for RWGs defined on the initial mesh.
Closed-form expressions for the elements of the (transforma-
tion and Gram) weighting matrices , , and will be ob-
Fig. 3. Edges of the RWGs defined on the barycentric mesh and used in the
reconstruction of the RWG defined on the reference edge (7 + 8) of the initial
mesh. A plus/minus sign near the edge denotes a “positive/negative-charge cell”
T =T for the barycentric RWG defined on the edge.
tained in Section III-C. Before describing these matrices, the
inclusion of the space spanned by the RWGs defined on
the initial mesh and the space spanned by RWGs on the
barycentric mesh will be proven and the coefficients that ex-
press functions of the former space as linear combinations of
functions of the latter will be obtained.
B. The Inclusion Relationship
Below it will be shown that
(23)
The proof is constructive, that is, the coefficients that realize the
mapping from to will be found explicitly.
Consider an arbitrary RWG function defined on
the initial mesh and the set , , of
RWGs defined on the barycentric mesh with support completely
included in that of (Fig. 3). The function is expressed as the
linear combination
(24)
Below, the scalars are shown to have simple analytical ex-
pressions.
The notation adopted is the following (Fig. 3): cells are in-
dexed with Greek letters; vertices are denoted by capital letters
(thought of as position vec-
tors anchored to an arbitrary origin ); internal edges are num-
bered 1 through 14; and “ ” denotes an arbitrary position vector
[referenced with respect to (w.r.t.) to ]. Edge lengths in the
barycentric mesh are denoted , , and cell areas
in the barycentric mesh are denoted , . The
orientation of the barycentric RWGs is defined in Fig. 3 (a
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near an edge defines a “positive/negative-charge cell”
for the associated RWG); the RWG defined on the initial mesh
is oriented so that its cell is the union of cells , , , , ,
and . Finally, define
(25)
(26)
(27)
The coefficients , , will be determined by
leveraging the polynomial equivalence principle [18] enforced
on each cell included in the support of .
1) Cell : From (6), the equivalence equation in cell reads
(28)
Taking , it follows that
(29)
Because
(30)
and from symmetry, it follows that
(31)
2) Cell : The equivalence equation in the cell reads
(32)
Enforcing equality of the linear terms yields
(33)
so that
(34)
This value has to satisfy the equality of the constant terms
(35)
Substituting (30) and (34) into (35) yields
(36)
which is satisfied because the two vectors and
are aligned and equal (due to the definition of median). From
Fig. 4. Barycentric edges used in the definition of the BC function when the
reference edge has one vertex on the boundary. The hatched line denotes the
boundary. A plus/minus sign near the edge denotes a “positive/negative-charge
cell” T =T for the barycentric RWG defined on the edge. Note the presence
of two half RWGs (labeled 1 and 9) defined on two boundary barycentric edges.
A plus sign near a boundary barycentric edge indicates that the corresponding
half-RWG follows the definition in (57); a minus sign indicates that the function
defined in (57) has to be multiplied by  1.
symmetry, it follows that
(37)
3) Cells , , , and : The equalities in these four cells give
rise to the system
(38)
The equality of the linear terms yields to the system
(39)
which has solutions
(40)
The condition arising from the equality of the constant terms,
obtained by substituting the values in (40), reads (after some
manipulations)
(41)
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TABLE I
SPHERE: CENTRAL PROCESSING UNIT (CPU) TIMES REQUIRED FOR THE SOLUTION OF THE DIAGONAL- AND CMP-PRECONDITIONED EFIE MOM SYSTEMS
Fig. 5. Barycentric edges used in the definition of the BC function when the
reference edge has two vertices on the boundary. The hatched line denotes the
boundary. A plus/minus sign near the edge denotes a “positive/negative-charge
cell” T =T for the barycentric RWG defined on the edge. Note the presence
of four half RWGs (labeled 1, 9, ~1; ~7) defined on four boundary barycentric
edges. A plus sign near a boundary barycentric edge indicates that the corre-
sponding half-RWG follows the definition in (57); a minus sign indicates that
the function defined in (57) has to be multiplied by  1.
which is always satisfied in the barycentric mesh. In conclusion
(42)
This concludes the proof.
An alternative method to obtain the coefficients in (42) con-
sists of equating, on each edge of each barycentric RWG func-
tion , , the normal component of the RWG
on the initial mesh to that of (24). This follows from the
fact that the degrees of freedom of the RWG functions are com-
pletely exhausted by the functions’ normal component values
evaluated on the functions’ edges [10].
The validity of (23) enables the construction of the previ-
ously escribed preconditioner with weighting matrices detailed
in Section III-C.
Fig. 6. Half-RWG function defined on the cell T of area A and associated
with the boundary edge b of length l .
C. Weighting Matrices
This section describes the matrices , , and appearing
in (22).
1) Matrix : As stated in Section III-A, matrix maps
space onto space . ’s column indices point to
RWGs on the initial mesh, while ’s row indices denote RWGs
on the barycentric one. It follows that a column of contains
fourteen elements, viz., the coefficients in (42). Note that
contains elements and can be applied to a vector in
operations.
2) Matrix : The matrix realizes the mapping between
div-conforming RWGs defined on the barycentric mesh
and the div- and quasicurl-conforming BC functions.
The latter functions are linear combinations of div-conforming
barycentric RWGs in , but are associated with edges of
the initial mesh (so that in number they equal the number of
RWGs on the initial mesh). The BC are basis functions quasi-
curl-conforming in the sense that the Gram matrix linking the
BC basis functions and the curl-conforming RWGs defined on
the initial mesh ( , with ) is well conditioned
[10]. The coefficients that express the BC functions as linear
combinations of RWGs on the barycentric mesh have been ob-
tained in [10]; they will be reviewed here for the sake of com-
pleteness.
One BC function is associated with each edge of the ini-
tial mesh (the “reference edge” Fig. 2; below, the conventions
of Fig. 3 are reused). Assume an orientation for the reference
edge, i.e., define the “right” and the “left” vertices of the edge
(note that since in this section the structure is assumed closed,
both these vertices are internal to the mesh). Denote by the
number of cells of the initial mesh that have the “right” vertex
among their vertices; in Fig. 2, . Similarly define for
the “left” vertex; in Fig. 2, . Label the barycentric edges
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Fig. 7. (a) RWG div-conforming basis function (f ). (b) RWG curl-conforming
basis function (n^  f ). (c) BC quasicurl-conforming basis function (linear
combination of div-conforming RWGs defined on the barycentric mesh).
as in Fig. 2: on the right and
on the left. The two barycentric RWGs in the middle will be la-
beled 0 and (Fig. 2). The coefficients of the rightmost RWGs
are
(43)
while those for the leftmost RWGs are
(44)
The RWGs and have coefficients and , re-
spectively.
In the example of Fig. 2
(45)
Column indices of the matrix point to BC functions defined
on the edges of the initial mesh, while its row indices denote
RWGs on the barycentrically refined mesh. Thus, a column of
contains the coefficients in (43) and (44). Note that, similar
to , also can be applied to a vector in operations.
Consider the three BC basis functions , , de-
fined by the three reference edges of a cell of the standard mesh
and oriented counterclockwise. From the definition of the coef-
ficients in (45), it is easy to see that the function
(46)
is solenoidal, i.e., . Note that the function is de-
fined in the way the (nonsolenoidal) “star” basis functions are
defined for standard RWGs [19]. In other words, the space of the
div-conforming BC basis functions has a solenoidal subspace
associated with the cells of the mesh. This situation is dual with
respect to the standard div-conforming RWG space that has a
solenoidal subspace associated with the nodes of the mesh (via
the “loop” basis functions [19]). As detailed in [20], this prop-
erty enables the aforementioned cancellation of the square of
the discretized hypersingular operator.
3) Matrix : The matrix maps the space of the curl-con-
forming RWGs (the dual of the range of ) into the space of
the div-conforming RWGs (the domain of ). From the
definition in (18), it is easy to see that
(47)
where is the mixed Gram matrix linking div- and
curl-conforming RWGs defined on the barycentric mesh
(48)
Consequently
(49)
The integral in (48) can be computed analytically and con-
tains elements. The inversion in (49) is never carried out
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explicitly; rather, the required matrix–vector product is effected
via iterative solution of the system
(50)
which can be effected in operations, since , , and
are sparse and the condition number (and so the convergence
rate of the iterative solver) of the Gram matrix is indepen-
dent of the number of unknowns [10] and is low for uniform dis-
cretizations (simple modifications are required for the treatment
of nonuniform discretizations; see Section V). In other words,
the matrix can be applied to a vector in operations.
D. Computational Cost
The computational cost of solving the preconditioned (22) is
that of multiplying the matrix in the left-hand side of (22) times
the number of iterations. As mentioned previously, the cost of
multiplying , , and by a vector scales as . Using
the multilevel fast multipole method [2], the cost of multiplying
by a vector scales as where is the cost
of multiplying the initial mesh impedance matrix in (7) by
a vector. Indeed, even though the dimension of is greater
than that of by a factor 6, the additional degrees of freedom
introduced in the barycentric mesh do not change the number of
multipoles required for field expansion compared to that used
when multiplying . For this reason, the cost of multiplying
increases only by an additive linear term. It follows that the
overall computational cost of solving (22) is
(51)
with being the number of iterations necessary to achieve
the convergence using the CMP. This cost should be compared
to that of solving the standard system (7), viz.,
(52)
where is the number of iterations necessary to achieve the
convergence without using the CMP. Because ,
it follows that justifying the use of the CMP.
IV. CMP FOR OPEN STRUCTURES
This section extends the formulation of Section III to open
. This is possible because, although (11) is valid for closed
only, the decomposition (14) and the condition hold
true for both open and closed structures.
Section III-A applies to open without modification. The
sole difference between open and closed arises in the defini-
tion of the BC functions. The proper definition of the BC func-
tions and construction of the matrix for open is discussed
first. Ramifications on the construction of the , , and ma-
trices are discussed thereafter.
As is customary, for open , RWG basis are only associated
with internal initial mesh edges; no degrees of freedom in the
form of nondivergence-conforming half-RWG functions are as-
sociated with initial mesh boundary edges. The same holds true
for the BC functions; it follows that for open the number of
RWG functions continues to equal the number of BC functions.
Moreover, the construction of BC functions for edges having
no node in common with the ’s boundary proceeds as ex-
plained in Section III-C. It is clear that the definition of the
BC basis functions in Section III-C cannot apply to BC func-
tions for edges sharing one or two vertices with ’s boundary.
For such edges, the BC functions need to be redefined. Con-
trary to RWG functions on open , these BC functions do in-
corporate half-barycentric-RWGs associated with the barycen-
tric mesh boundary edges. The coefficients of the barycentric
full- and half-RWGs will be defined so as to ensure that, even in
the presence of the boundary, the BC basis functions still give
rise to solenoidal functions when linearly combined around a
cell as in (46). As stated previously, this condition is necessary
to ensure the cancellation of the square of the discretized hyper-
singular operator.
When the reference edge of a BC function incorporates one
boundary vertex, then assume the edge is oriented so that the
“right” vertex is on the boundary (Fig. 4). Let denote the
number of initial mesh cells that incorporate the right vertex; in
Fig. 4, . Label the barycentric mesh edges incorporating
the right vertex 1 through , counterclockwise from the
upper barycentric mesh boundary edge to the lower one; the
two boundary edges are included in the labeling because two
half-RWGs are associated with them. Let denote the edge
of the barycentric mesh that coincides with the right half of the
reference edge; in Fig. 4, . Let denote the number of
cells of the initial mesh that incorporate the left vertex; in Fig. 4,
. Label the edges of the barycentric mesh incorporating
the left vertex through , counterclockwise from the
barycentric mesh edge just above the reference edge to the one
just below. The two barycentric RWGs in the middle are labeled
and (Fig. 4). The BC function associated with the reference
edge comprises barycentric RWGs with coefficients
(53)
In the example of Fig. 4
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(54)
When the reference edge of a BC function incorporates two
boundary vertices, let denote the number of initial
mesh cells that incorporate its right (left) vertex; in Fig. 5,
. Label the barycentric mesh edges that incorporate
the right (left) vertex 1 through , counterclock-
wise from one boundary edge to the other; the two boundary
edges are included because two half-barycentric mesh RWGs
are associated with them. Let denote the edge of
the barycentric mesh that coincides with the right (left) half of
the reference edge; in Fig. 5, . The two
barycentric RWGs in the center are labeled and (Fig. 5).
The BC function associated with the reference edge comprises
barycentric RWGs with coefficients
(55)
In the example of Fig. 5
(56)
The half-RWG functions alluded to before are defined as (Fig. 6)
otherwise.
(57)
Fig. 8. Analysis of scattering from a sphere. (a) Condition numbers of the di-
agonal- and CMP-preconditioned EFIE MoM matrices versus =. (b) Number
of iterations required for the relative residual error of the diagonal-, incomplete
LU-, and CMP-preonditioned EFIE MoM systems’ solutions to reach 10
versus =. (c) Comparison of the RCS obtained by solving the diagonal-pre-
conditioned and CMP-preconditioned EFIE MoM systems at  = 0:00375.
As the redefined BC functions incorporate half-RWGs on
the barycentric mesh, matrix needs to account for them; the
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TABLE II
PLATE: CPU TIMES REQUIRED FOR THE SOLUTION OF THE CMP- AND DIAGONAL-PRECONDITIONED EFIE MOM SYSTEMS
Fig. 9. Analysis of scattering from a plate. Number of iterations required for
the relative residual error of the EFIE MoM and preconditioned EFIE MoM
systems’ solutions to reach 10 versus =.
dimension of thus equals the total number of barycentric
mesh edges (including the boundary edges). In the open struc-
ture case, the CMP (22) remains formally the same. The and
matrices remain defined as in the closed structure case. Be-
cause there are no half-RWGs associated with the initial mesh,
and because every RWG defined on an internal edge of the ini-
tial mesh can be written as a linear combination of barycentric
full-RWGs only (no barycentric half-RWGs are necessary), the
matrix for open contains rows of zeros with indices corre-
sponding to columns of pointing to barycentric half-RWGs.
The mixed Gram matrix , required in the definition of ,
now has additional rows and columns due to the presence of
half-RWGs. It can easily be obtained, like in the closed struc-
ture case, from analytic expressions.
V. NONUNIFORM DISCRETIZATION DENSITIES
In most practical cases, it is necessary to deal with discretiza-
tions that are not only dense, but also nonuniform. This often hap-
pens when analyzing electrically large objects with localized fine
geometric features. In this case, the discretization of this region
can be orders of magnitude denser than that on the rest of the
structure.Under thesecircumstances,minormodificationsare re-
quired to the method presented in Sections III and IV.
The spectrum of the matrix
(58)
where
(59)
converges to the spectrum of the operator in (11) (as the
leftmost Gram matrix restores the orthonormality between the
source and test functions) and thus the matrix is well condi-
tioned for both uniform and nonuniform discretizations. We
may obtain the desired modification to the CMP for nonuni-
form discretizations using (58) instead of (15). Fortunately,
the inversion of is not really necessary. In fact, consider a
nonsingular matrix ; a simple property of condition
numbers ensures that [13]
(60)
This implies that the matrix is well conditioned
provided that the matrix is well conditioned. In the case
of a uniform discretization, the matrix (and thus ) is
provably well conditioned [10] and thus can be set equal to
the identity. This justifies the use of (15) in the case of uni-
form discretizations. In the case of nonuniform discretizations,
however, the (nearly diagonal) matrix has an ill-scaled di-
agonal and thus tends to be increasingly ill-conditioned as the
ratio between the maximum and minimum mesh edge length in-
creases. This problem can be simply solved by diagonally pre-
conditioning , i.e., by setting
otherwise.
(61)
In other words, (and so ) is well conditioned and
thus (60) implies that
(62)
is a well-conditioned matrix. Following the steps that turn (15)
into (22), it follows that the CMP (22) should be modified to
(63)
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Fig. 10. Analysis of scattering from a space shuttle with a slot waveguide. (a) Problem description. (b) Number of iterations. (c) Slot waveguide detail (outer
view). (d) Slot waveguide detail (inner view). (e) Absolute value of the current density induced on the shuttle’s surface from three different views (in decibel scale).
to be well conditioned for both uniform and nonuniform dis-
cretizations [in fact, (63) becomes equivalent to (22) when the
discretization is uniform since is approximately equal to the
identity matrix multiplied by a scalar].
The matrix is simply the inverse of the matrix ’s
diagonal in (47) and can be computed in operations be-
cause the matrices , , and have a constant number of
elements on every row and on every column. The definition and
the computation of the other matrices required by (63) remains
unchanged from the ones presented in Sections III and IV. The
sole exception is the solution of the linear system in (50), which
is necessary in the computation of ; the auxiliary linear system
(64)
should be solved instead to ensure a well-conditioned right-hand
side matrix .
VI. NUMERICAL RESULTS
This section presents several examples that demonstrate
the effectiveness of the proposed preconditioning scheme
and its applicability to complex problems. The results pre-
sented here are obtained using a parallel and adaptive integral
method (AIM) accelerated EFIE MoM solver [21], which
uses the proposed CMP or a standard diagonal preconditioner
[22]. This solver uses a transpose-free quasiminimal residual
(TFQMR)-based iterative method [23] to solve the EFIE MoM
systems. Where not otherwise specified, the CMP formulation
in (22) has been used. All simulations were carried out on a
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Fig. 11. Analysis of scattering from a split-ring wire metamaterial. (a) Problem description. (b) Number of iterations. (c) Absolute value of the current density
induced on the surfaces of rings and wires from three different views (in decibel scale).
cluster of dual-core 2.8-GHz AMD Opteron 2220 SE proces-
sors located at the Center for Advanced Computing, University
of Michigan (Ann Arbor, MI).
A. Sphere
This section demonstrates the benefits of the proposed
scheme when applied to closed structures. A sphere of radius
is excited by a polarized planewave incident from
the direction. The simulation is repeated for seven uniform
discretizations with element size changing from
to . The numbers of standard RWG functions for the
densest and coarsest (nonbarycentric) meshes are
and , respectively. Fig. 8(a) presents the condition
numbers of the diagonal-preconditioned and CMP-precondi-
tioned EFIE MoM matrices versus . Note that because the
computation of the condition number of large matrices is very
costly, only those of matrices for the five coarsest meshes are
presented. As is clearly seen in the figure, even for moderately
dense discretizations, the condition number of the diagonal-pre-
conditioned EFIE MoM matrix is orders of magnitude larger
than that of the CMP-preconditioned EFIE one. Fig. 8(b) shows
the number of iterations required for the relative residual error
of the MoM systems’ solutions to reach . In agreement
with the condition numbers presented in Fig. 8(a), the number
of iterations required to solve the diagonal-preconditioned
EFIE MoM system is reduced by approximately 15 times at
and approximately 120 times at
(second densest mesh). Note that for the densest mesh, the iter-
ative solver did not converge in 5000 iterations while solving
the diagonal-preconditioned EFIE MoM system; on the other
hand, the solution of CMP-preconditioned EFIE MoM system
still required only ten iterations. Fig. 8(b) shows that the CMP
compares favorably also with an incomplete LU precondi-
tioning. Note that the iterative solution of the incomplete LU
system matrices requires an increasing number of iterations
for increasing mesh density. The high cost of the incomplete
LU preconditioning allows only the comparison for the five
coarsest meshes. To demonstrate the accuracy of proposed
preconditioning scheme, the radar cross sections obtained by
solving the diagonal- and CMP-preconditioned EFIE MoM
systems at are compared in Fig. 8(c). The
relative norm of the difference between the two curves is less
than 0.1%. Table I compares the CPU times required for the
solution of the diagonal- and CMP-preconditioned EFIE MoM
systems for different discretization densities demonstrating the
benefits of the proposed preconditioning scheme.
B. Plate
This section demonstrates the effectiveness of the proposed
scheme when applied to open structures. A plate with side length
resides in the -plane and its sides are aligned with
the coordinate axes. The plate is excited by an -polarized
planewave incident from the -direction. The simulation is re-
peated for six uniform discretizations with element size changing
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Fig. 12. Analysis of scattering from radar dish. (a) Problem description. (b) Absolute value of the current density induced on the radar dish’s surface from three
different views (in decibel scale). (c) Number of iterations.
from to . The numbers of stan-
dard RWG functions for the densest and coarsest (nonbarycen-
tric) meshes are and , respectively.
Fig. 9 shows the number of iterations required for the relative
residual error of the MoM systems’ solutions to reach . The
relative norm of the difference between the solutions of the diag-
onal- and CMP-preconditioned EFIE MoM systems is less than
0.5%. Table II compares the CPU times required for the solution
of the diagonal- and CMP-preconditioned EFIE MoM systems
for different discretization densities demonstrating the benefits
of the proposed preconditioning scheme.
C. Space Shuttle
This section demonstrates the applicability of the proposed
scheme to realistic structures through the analysis of scattering
from a space shuttle model [Fig. 10(a)] excited by an -polar-
ized planewave incident from -direction at frequency 15
MHz. The shuttle length is at the frequency of excitation.
A slot and waveguide are located on one side of the shuttle’s
fuselage, evidenced by an arrow in Fig. 10(a) and detailed in
Fig. 10(c) and (d). The shuttle is discretized with an average el-
ement size around , except for the region near the slot and
waveguide, where the average element size is around .
The number of standard RWG functions is . Be-
cause the discretization is nonuniform, the CMP (63) has been
used. The iterative solver required 6032 and 89 iterations for
the relative residual error of the diagonal- and CMP-precondi-
tioned EFIE MoM systems’ solutions to reach [Fig. 10(b)].
The CPU times required for the solution of the diagonal- and
CMP-preconditioned EFIE MoM systems are 10 h 18 m and
53 m, respectively. Fig. 10(e) shows the absolute value of the
current induced on the shuttle’s surface in decibel scale from
three different views. The relative norm of the difference be-
tween the solutions of the diagonal- and CMP-preconditioned
EFIE MoM systems is 0.1024%.
D. Split-Ring/Wire Metamaterial
This section demonstrates the applicability of the proposed
scheme to realistic structures through the analysis of scattering
from a block of split-ring/wire metamaterial [Fig. 11(a)]. The
metamaterial is excited by an -polarized planewave incident
from the -direction at frequency 942 MHz. The dimensions
of themetamaterialblocksare .Theminimum
element size of the discretization is around at the frequency
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of excitation. The number of standard RWG functions for this
discretization is . The iterative solver required
14 250 and 447 iterations for the relative residual error of the
diagonal- and CMP-preconditioned EFIE MoM systems’ solu-
tions to reach [Fig. 11(b)]. The CPU times required for the
solution of the diagonal- and CMP-preconditioned EFIE MoM
systems are 12 h 40 m and 2 h 7 m, respectively. Fig. 11(c) shows
the absolute value of the current induced on the surfaces of rings
and wires in decibel scale from three different views. The relative
norm of the difference between the solutions of the diagonal- and
CMP-preconditioned EFIE MoM systems is 0.3587%.
E. Radar Dish
This section demonstrates the applicability of the proposed
scheme to open and realistic structures. A radar dish [Fig. 12(a)]
is excited by an -polarized planewave incident from the -di-
rection at frequency 1.2 GHz; the dish diameter is at the
frequency of excitation. The maximum and minimum edge sizes
of the discretization are around and , respectively.
The number of standard RWG functions is . The
need for fine discretization is justified by the need of properly
modeling the curvature of the radar central feed. Because the
radar dish is nonuniformly discretized, the CMP (63) has been
used. The iterative solver required 3251 and 60 iterations for
the relative residual error of the diagonal- and CMP-precondi-
tioned EFIE MoM systems’ solutions to reach [Fig. 12(c)].
The CPU times required for the solution of the diagonal- and
CMP-preconditioned EFIE MoM systems are 4 h 55 m and
38 m, respectively. Fig. 12(b) shows the absolute value of the
current induced on the radar dish’s surface in decibel scale. The
relative norm of the difference between the solutions of the diag-
onal- and CMP-preconditioned EFIE MoM systems is 0.1639%.
VII. CONCLUSION
A multiplicative preconditioner for the EFIE has been pre-
sented. Leveraging the Calderón identities, the preconditioner
ensures fast convergence rates of the MoM iterative solutions
even in the presence of dense meshes. Numerical results con-
firm the effectiveness of the proposed preconditioner and its ap-
plicability to complex and realistic structures. Extensions of the
proposed approach to deal with junctions and high-order basis
functions are feasible and being developed. In addition, the ideas
presented here are being modified to construct resonance-free
integral equations for PEC and dielectric scattering.
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