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Abstract
We study the relationship between two classical approaches for quantitative ergodic properties: the
first one based on Lyapunov type controls and popularized by Meyn and Tweedie, the second one based
on functional inequalities (of Poincaré type). We show that they can be linked through new inequalities
(Lyapunov–Poincaré inequalities). Explicit examples for diffusion processes are studied, improving some
results in the literature. The example of the kinetic Fokker–Planck equation recently studied by Hérau and
Nier, Helffer and Nier, and Villani is in particular discussed in the final section.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction, framework and first results
Rate of convergence to equilibrium is one of the most studied problem in various areas of
mathematics and physics. In the present paper we shall consider a dynamics given by a time
* Corresponding author at: Laboratoire de Statistiques et Probabilités, Université Paul Sabatier, 118 route de Narbonne,
F-31062 Toulouse cedex, France.
E-mail addresses: bakry@math.ups-tlse.fr (D. Bakry), cattiaux@math.univ-toulouse.fr,
cattiaux@cmapx.polytechnique.fr (P. Cattiaux), aguillin@egim-mrs.fr (A. Guillin).0022-1236/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2007.11.002
728 D. Bakry et al. / Journal of Functional Analysis 254 (2008) 727–759continuous Markov process (Xt ,Px) admitting an (unique) ergodic invariant measure μ, and we
will try to describe the nature and the rate of convergence to μ.
In the sequel we denote by L the infinitesimal generator (and D(L) the extended domain
of the generator, see e.g. [6]), by Pt (x, .) the Px law of Xt and by Pt (respectively P ∗t ) the
associated semi-group (respectively the adjoint or dual semi-group), so that in particular for any
regular enough density of probability h with respect to μ,
∫
Pt (x, .)h(x)μ(dx) = P ∗t h dμ.
Extending the famous Doeblin recurrence condition for Markov chains, Meyn and Tweedie
developed stability concepts for time continuous processes and furnished tractable methods to
verify stability [22,23]. The most popular criterion certainly is the existence of a so called Lya-
punov function for the generator [11,23], yielding exponential (or geometric) convergence, via
control of excursions of well-chosen functionals of the process. Sub-geometric or polynomial
convergence can also be studied (see [12,28] among others for the diffusion case). A very gen-
eral form of the method is explained in the recent work by Douc, Fort and Guillin [10], and we
shall now explain part of their results in more details.
Definition 1.1. Let φ be a positive function defined on [1,+∞[. We say that V ∈ D(L) is a
φ-Lyapunov function if V  1 and if there exist a constant b and a closed petite set C such that
for all x
LV (x)−φ(V (x))+ b1C(x).
Recall that C is a petite set if there exists some probability measure a(dt) on R+ such that for
all x ∈ C, ∫ +∞0 Pt (x, .) a(dt) ν(.) where ν(.) is a non-trivial positive measure.
When φ is linear (φ(u) = au) we shall simply call V a Lyapunov function. Existence of a
Lyapunov function furnishes exponential (geometric) decay [11,23], which is a particular case of
Theorem 1.2. (See [11, Theorem 5.2.c], and [10, Theorems 3.10, 3.12].) Assume that there
exists some increasing smooth and concave φ-Lyapunov function V such that V is bounded on
the petite set C. Assume in addition that the process is irreducible in some sense (see [10,11] for
precise statements). Then there exists a positive constant c such that for all x,
∥∥Pt(x, .)−μ∥∥TV  cV (x)ψ(t),
where ψ(t) = 1/(φ ◦ H−1φ )(t) for Hφ(t) =
∫ t
1 (1/φ(s)) ds, and ‖.‖TV is the total variation dis-
tance.
In particular if φ is linear, ψ(t) = e−ρt for some positive explicit ρ.
Actually the result stated in Theorem 1.2 can be reinforced by choosing suitable stronger
distances (stronger than the total variation distance actually weighted total variation distances)
but to the price of slower rates of convergence (see [10,11] for details). In the same spirit some
result for some Wasserstein distance is obtained in [16]. An important drawback of this approach
is that there is no explicit control (in general) of c. One of the interest of our approach will be to
give explicit constants starting from the same drift condition.
The pointwise Theorem 1.2 of course extends to any initial measure m such that
∫
V dm is
finite. In particular, choosing m = hμ for some nice h, convergence reduces to the study of P ∗t h
for large t . Long time behavior of Markov semi-groups is known to be linked to functional
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Poincaré (or weak Poincaré) inequalities, namely
Theorem 1.3. The following two statements are equivalent for some positive constant CP.
(Exponential decay) For all f ∈ L2(μ),
∥∥∥∥Ptf −
∫
f dμ
∥∥∥∥
2
2
 e−t/CP
∥∥∥∥f −
∫
f dμ
∥∥∥∥
2
2
.
(Poincaré inequality) For all f ∈ D2(L) (the domain of the Fredholm extension of L),
Varμ(f ) :=
∥∥∥∥f −
∫
f dμ
∥∥∥∥
2
2
 CP
∫
−2fLf dμ.
In the sequel we shall define Γ (f ) = −2fLf .
Thanks to Cauchy–Schwarz inequality and since Pt and P ∗t have the same L2 norm, a
Poincaré inequality implies an exponential rate of convergence in total variation distance, at
least for initial laws with a L2 density with respect to μ.
As for the Meyn–Tweedie approach, one can get sufficient conditions for slower rates of
convergence, namely weak Poincaré inequalities introduced by Roeckner and Wang:
Theorem 1.4. (See [25, Theorem 2.1].) Let N be such that N(λf ) = λ2N(f ), N(Ptf )N(f )
for all t and N(f ) ‖f ‖22.
Assume that there exists a non-increasing function β such that for all s > 0 and all nice f the
following inequality holds:
(WPI)
∥∥∥∥f −
∫
f dμ
∥∥∥∥
2
2
 β(s)
∫
Γ (f )dμ+ sN
(
f −
∫
f dμ
)
.
Then
∥∥∥∥Ptf −
∫
f dμ
∥∥∥∥
2
2
ψ(t)N
(
f −
∫
f dμ
)
,
where ψ(t) = 2 inf{s > 0, β(s) log(1/s) t}.
In the symmetric case one can state a partial converse to Theorem 1.4 (see [25, Theorem 2.3]).
Note that this time one has to assume that N(h) is finite in order to get L2 convergence for P ∗t h.
In general (WPI) are written with N = ‖.‖∞ (or the oscillation), criteria and explicit form of β
are discussed in [3,25]. A particularly interesting fact is that any μ on Rd which is absolutely
continuous with respect to Lebesgue measure, dμ = e−F dx with a locally bounded F , satisfies
some (WPI).
Actually, as for the Meyn–Tweedie approach, one can show slower rates of convergence for
less integrable initial densities, as well as some results for an initial Dirac mass. We refer to [8,
Sections 4–6] for such a discussion in particular cases, we shall continue in this paper. Actu-
ally [8] is primarily concerned with (weak) logarithmic Sobolev inequalities, that is replacing
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sities by densities with finite relative entropy (Kullback–Leibler information) with respect to μ.
According to Pinsker–Csiszar inequality, relative entropy dominates (up to a factor 2) the square
of the variation distance, hence Gross logarithmic Sobolev inequality (or its weak version intro-
duced in [8]) allows to study the decay to equilibrium in total variation distance too.
Generalizations (interpolating between Poincaré and Gross) have been studied by several au-
thors. We refer to [4,5,24,32,33] for related results on super-Poincaré and general F -Sobolev
inequalities, as well as their consequences for the decay of the semi-group in appropriate Orlicz
norms. We also refer to [1] for an elementary introduction to the standard Poincaré and Gross
inequalities.
If the existence of a φ-Lyapunov function is a tractable sufficient condition for the Meyn–
Tweedie strategy (actually is a necessary and sufficient condition for the exponential case), gen-
eral tractable sufficient conditions for Poincaré or others functional inequalities are less known
(some of them will be recalled later), and in general no criterion is known (with the notable ex-
ception of the one dimensional euclidean space). This is one additional reason to understand the
relationship between the Meyn–Tweedie approach and the functional inequality approach, i.e. to
link Lyapunov and Poincaré. This is the aim of this paper.
Before to describe the contents of the paper, let us indicate another very attractive related
problem.
If μ is symmetric and ergodic, it is known that
∫
Γ (f )dμ = 0 if and only if f is a con-
stant. In the non-symmetric case this result is no more true, and we shall call fully degenerate
(corresponding to the p.d.e. situation) these cases.
Still in the symmetric case (or if L is normal, i.e. LL∗ = L∗L), it is known that an exponential
decay
∥∥∥∥Ptf −
∫
f dμ
∥∥∥∥
2
2
 e−ρtN
(
f −
∫
f dμ
)
,
for some N as in Theorem 1.4, actually implies a (true) Poincaré inequality (see [25, Theo-
rem 2.3]).
A similar situation is no more true in the fully degenerate case. Indeed in recent works, Hérau
and Nier [18] and then Villani [30] have shown that for the kinetic Fokker–Planck equation
(which is fully degenerate) the previous decay holds with N(g) = ‖∇g‖22 (μ being here a log
concave measure, N(g) is greater than the L2 squared norm of g up to a constant), and thanks
to the hypoelliptic regularization property, it also holds with N(g) = C Varμ(g) for some con-
stant C > 1 (recall that if C  1, the Poincaré inequality holds). Of course the Bakry–Emery
curvature of this model is equal to −∞, otherwise an exponential decay with N(g) = C Varμ(g)
would imply a Poincaré inequality, even for C > 1, so that this situation is particularly interest-
ing.
It turns out that this model enters the framework of Meyn–Tweedie approach as shown in [35]
(also see [10]). Hence relating Lyapunov to some Poincaré in such a case (called hypocoercive
by Villani) should help to understand the picture. We shall also study this problem.
Let us briefly describe now our framework. Recall that in all the paper μ is an invariant
measure for the process with generator L.
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we assume that there is an algebra which is a core for the generator and such that for f and g in
this algebra
L(fg) = fLg + gLf + Γ (f,g) (1.5)
where Γ (f,g) is the polarization of Γ (f ). We shall also assume that Γ comes from a derivation,
i.e. for f , h and g as before
Γ (fg,h) = fΓ (g,h)+ gΓ (f,h). (1.6)
The meaning of these assumptions in terms of the underlying stochastic process is explained
in the introduction of [6], to which the reader is referred for more details (also see [2] for the
corresponding analytic considerations).
Applying Ito’s formula, we then get that for all smooth Ψ , and f as before,
LΨ (f ) = ∂Ψ
∂x
(f )Lf + 1/2∂
2Ψ
∂x2
(f )Γ (f ). (1.7)
Our plan will be the following. In Section 2 we show how to get controls in variance or in en-
tropy starting from the result of Theorem 1.2 which will be seen to be quite sharp. Section 3 will
be devoted to the introduction of (weak) Lyapunov Poincaré inequalities, leading to tractable cri-
teria enabling us to give explicit control of convergence via (φ-)Lyapunov condition, illustrated
by the examples of Section 4. The next section presents similar results for the entropy, before
presenting in the final section an application in the particular fully degenerate case.
2. From Lyapunov to Poincaré and vice versa
We first show that, in the symmetric case, the Meyn–Tweedie method immediately furnishes
some Poincaré inequalities.
Indeed let us assume that the hypothesis of Theorem 1.2 are fulfilled, and let f be a bounded
function such that
∫
f dμ = 0. Then, if f does not vanish identically, we may define h =
f+/
∫
f+ dμ which is a bounded density of probability. Thus, if V ∈ L1(μ),
∫
hV dμ < +∞.
It follows that ‖P ∗t h − 1‖L1(μ), which is the total variation distance between μ and the law at
time t (starting from hμ), goes to 0 as t → +∞, with rate cψ(t) defined in Theorem 1.2.
Hence for 0 < β < 1,
∫ ∣∣∣∣P ∗t f+ −
∫
f+ dμ
∣∣∣∣
2
dμ = (f+ d)2
∫ (
P ∗t h− 1
)2
dμ

(∫
f+ dμ
)2 ∫ (
P ∗t h− 1
)β(
P ∗t h− 1
)2−β
dμ

(∫
f+ dμ
)2(∫ ∣∣P ∗t h− 1∣∣dμ
)β(∫ ∣∣P ∗t h− 1∣∣ 2−β1−β dμ
)1−β
 cβψβ(t)
(∫
f+V dμ
)β(∫ ∣∣∣∣f+ −
∫
f+ dμ
∣∣∣∣
2−β
1−β
dμ
)1−β
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(∫
f+V dμ
)β(∫
(2f+)
2−β
1−β dμ
)1−β
where we have used that P ∗t is an operator with norm equal to 1 in all the Lp’s (p  1), the
elementary |a + b|p  2p−1(|a|p + |b|p) for p  1 and Hölder inequality.
Thus
∫ (
P ∗t f
)2
dμ 2
∫ ∣∣∣∣P ∗t f+ −
∫
f+ dμ
∣∣∣∣
2
dμ+ 2
∫ ∣∣∣∣P ∗t f− −
∫
f− dμ
∣∣∣∣
2
dμ
 24−βcβψβ(t)
(∫
|f |V dμ
)β(∫
|f | 2−β1−β dμ
)1−β
.
In the symmetric case (or more generally the normal case) we may thus apply Theorem 2.3
in [25] so that we have shown
Theorem 2.1. Under the hypotheses of Theorem 1.2, for any f such that ∫ f dμ = 0 and any
0 < β < 1 it holds
∫ (
P ∗t f
)2
dμCβψβ(t)
(∫
|f |V dμ
)β(∫
|f | 2−β1−β dμ
)1−β
.
The result extends to β = 1 provided f is bounded, and in this case
∫ ∣∣P ∗t f ∣∣2 dμ C
(∫
V dμ
)
‖f ‖2∞ψ(t).
If in addition μ is a symmetric measure for the process, then μ satisfies a weak Poincaré
inequality with N(f ) = C(V )‖f ‖2∞ and
β(s) = s inf
u>0
1
u
ψ−1
(
ue(1−u/s)
)
with ψ−1(a) := inf{b > 0,ψ(b) a}.
In particular if ψ(t) = e−ρt , μ satisfies a Poincaré inequality.
The fact that a Lyapunov condition furnishes some Poincaré inequality in the symmetric case
is already known, see Wu [34,36], but the techniques used by Wu are different and rely mainly on
spectral ideas. Note also that a Lyapunov function is always in L1(μ) by integrating the Lyapunov
condition, otherwise only φ ◦ V is integrable with respect to μ (as a direct consequence of the
Lyapunov inequality). In fact, the simple use, of this theorem enables us to derive very easily the
correct rate of convergence to equilibrium and to extend known sharp weak Poincaré inequality in
dimension one to higher dimension. The major drawback is that the constants are quite unknown
in the general case, however we refer to [9] to results providing explicit constants.
The same idea furnishes without any effort a similar result for the decay of relative entropy.
Indeed, if h is a density of probability (with respect to μ), using the concavity of the logarithm,
we get for any 0 < β < 1,
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∫
P ∗t h logP ∗t h dμ =
∫ (
P ∗t h− 1
)
logP ∗t h dμ+
∫
logP ∗t h dμ

∫ (
P ∗t h− 1
)
logP ∗t h dμ+ log
(∫
P ∗t h dμ
)

∫ ∣∣P ∗t h− 1∣∣∣∣logP ∗t h∣∣dμ

(∫ ∣∣P ∗t h− 1∣∣dμ
)β(∫ ∣∣P ∗t h− 1∣∣∣∣logP ∗t h∣∣ 11−β dμ
)1−β
.
It is easily seen that the function u 	→ |u− 1||logu|p is convex on ]0,+∞[ for p  1, so that
t 	→
∫ ∣∣P ∗t h− 1∣∣∣∣logP ∗t h∣∣ 11−β dμ
is decaying on R+. We thus have obtained
Theorem 2.2. Under the hypotheses of Theorem 1.2, for any non-negative h such that ∫ hdμ = 1
and any 0 < β < 1 it holds
∫
P ∗t h logP ∗t h dμ Cβψβ(t)
(∫
hV dμ
)β(∫
|h− 1||logh| 11−β dμ
)1−β
.
The result extends to β = 1 provided h is bounded, and in this case
∫
P ∗t h logP ∗t h dμ C
(∫
V dμ
)
‖h‖∞ log
(‖h‖∞)ψ(t).
Note that (in the symmetric case) there is no analogue converse result for relative entropy
as for the variance. Indeed recall that if h is a density of probability,
∫
h loghdμ  Varμ(h),
hence relative entropy is decaying exponentially fast, controlled by the initial variance of h as
soon as a Poincaré inequality holds. But it is known that a Poincaré inequality may hold without
log-Sobolev inequality. However, starting from Theorem 2.2 one can prove some (loose) weak
log-Sobolev inequality, see [8, Sections 4 and 5].
Of course Theorems 2.1 and 2.2 furnish (in the non-symmetric case as well) controls depend-
ing on the integrability of V . For instance if V has all polynomial moments, we may control∫ |f |V dμ by some ∫ |f |p dμ in Theorem 2.1 and if ∫ eqV dμ < +∞ for some q > 0 we may
control
∫
hV dμ by the u log+ u Orlicz norm of h in Theorem 2.2. Recall that a Lyapunov func-
tion is in L1(μ).
We have seen that, in the symmetric case, the existence of a Lyapunov function implies a
Poincaré inequality. Let us briefly discuss some possible converse.
If Pt is μ symmetric for some μ satisfying a Poincaré inequality, then we know that Pt
has a spectral gap, say θ . Let f be an eigenfunction associated with the eigenvalue −θ , i.e.
Lf +θf = 0. If the semi-group is regularizing (in the ultracontractive case for instance), f has to
be bounded. Assume that f is actually bounded and say continuous. Since
∫
f dμ = 0, changing
f into −f if necessary, we may assume that supf −inff = −M . Then define g = f +1+M .
Lg = −θg + θ(1 +M), so that for all 0 < κ < 1,
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with C = {f  (1 +M)κ/(1 − κ)} a non-empty (and non-full) closed set.
Of course the previous discussion only covers very few cases, but it indicates that some con-
verse has to be studied.
Another possible way to prove a converse result is the following. Assume that dμ(x) =
e−2V (x) dx where V is C3 and such that
|∇V |2(x)−V (x)−Cmin > −∞ (2.3)
for a non-negative Cmin so that the process defined by (recalling that Bt is an usual Brownian
motion in Rd )
dXt = dBt − (∇V )(Xt ) dt, Law(X0) = ν (2.4)
has a unique non-explosive strong solution. Assume also that μ satisfies a Poincaré inequality.
The difficulty here is that by using Poincaré inequality we inherit a control for all smooth f with
finite variance as
Varμ(Ptf ) e−λt Varμ(f ).
But a drift inequality concerns the generator and its behavior towards some chosen function for
all x. However it is known, see Down, Meyn, Tweedie [11, Theorems 5.2, 5.3, and the remarks
after Theorem 5.3], that the existence of a drift condition is ensured by
‖Ptδx − π‖TV M(x)ρt
for some larger than 1 function M and ρ < 1. But it is once again a control local in x. In this
direction, one can show (see [26, Theorem 3.2.7]) that EntμPtδx is finite for all t > 0. But control
in entropy is not useful as our assumption is a Poincaré inequality and thus a control in L2 is
needed. Actually the proof of Royer can be used in order to get the following result. Replacing
the convex γ therein by γ (y) = y2 we obtain
∫
(Pt δx)
2 dμ Ze2V (x)E
[
e−2v(Bt )e−
1
2
∫ t
0 [|∇V |2−V ](Bs) ds]Ze2V (x)e 12Cmt ,
where e−2v(y) = (2πt)−d/2e−|y−x|2/2t . By the Poincaré inequality, we then get that for some λ
and t0
Varμ(Ptδx) e−λ(t−t0) Varμ(Pt0δx) Ze2V (x)e
1
2 Cmt0e−λ(t−t0)
which ends the work as a control in L2 enables us to control the L1 distance, and we thus get the
existence of a Lyapunov function. However, the Lyapunov function V is not available in close
form (see [11,21] for a precise formula).
Finally, let us mention that it is not possible to get a converse result as previously starting from
a weak Poincaré inequality as (1) we do not know how to control ‖Ptδx‖∞ (even if it should be
controlled in many case) and (2) there is no converse part in the Meyn–Tweedie framework (even
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condition.
3. From Lyapunov to Poincaré. Continuation
Since we have seen in the previous section that the existence of Lyapunov functions furnishes
functional inequalities in the symmetric case, in this section we shall study relationship between
some modified Poincaré inequality (still yielding exponential decay) and the existence of a Lya-
punov function (with φ(u) = αu), without assuming symmetry.
3.1. Lyapunov–Poincaré inequalities
The key tool is the following elementary lemma.
Lemma 3.1. For Ψ smooth enough, W ∈ D(L) and f ∈ L∞, define IΨW (t) =
∫
Ψ (Ptf )W dμ.
Then for all t > 0,
d
dt
IΨW (t) = −
∫
1/2Ψ ′′(Ptf )Γ (Ptf )W dμ+
∫
L∗WΨ(Ptf )dμ.
In particular for Ψ (u) = u2 we get (denoting simply by IW the corresponding IΨW )
I ′W(t) = −
∫
Γ (Ptf )W dμ+
∫
L∗WP 2t f dμ.
Proof. Recall that
∫
L(Ψ (g)W)dμ = 0. Using (1.5) and (1.7) with g = Ptf we thus get
d
dt
IΨW (t) =
∫
Ψ ′(Ptf )LPtfW dμ
=
∫ (
L
(
Ψ (Ptf )
)− 1/2Ψ ′′(Ptf )Γ (Ptf ))W dμ
hence the result. 
This lemma naturally leads to the following definition and proposition.
Definition 3.2. We shall say that μ satisfies a (W)-Lyapunov–Poincaré inequality, if there exists
W ∈ D(L) with W  1 and a constant CLP such that for all nice f with
∫
f dμ = 0,
∫
f 2W dμ CLP
∫ (
WΓ (f )− f 2LW )dμ.
Here and in all the paper, “nice” means that f belongs to the domain of the generator and the set
of nice functions is everywhere dense in the domain of the Dirichlet form (for instance smooth
compactly supported functions in the usual Euclidean cases).
Proposition 3.3. The following statements are equivalent:
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• ∫ (P ∗t f )2W dμ e−(t/CLP) ∫ f 2W dμ for all f with ∫ f dμ = 0.
In particular for all f such that ∫ f 2W dμ < +∞, Ptf and P ∗t f go to ∫ f dμ in L2(μ) with
an exponential rate.
Proof. We consider I ∗W(t) replacing Pt by P ∗t . Taking the derivative at time t = 0 furnishes as
usual the converse part. For the direct one, we only have to use Gronwall’s lemma. Indeed the
Lyapunov–Poincaré inequality yields (I ∗W)′(t)−(1/CLP)I ∗W(t). Since I ∗W(t) is non-negative,
this shows that I ∗W(t) is non-increasing, hence converges to some limit as t tends to infinity, and
this limit has to be 0 (otherwise I ∗W would become negative). Since I ∗W(+∞) = 0, the result
follows by integrating the differential inequality above. 
Note that a Lyapunov–Poincaré inequality is not a weighted Poincaré inequality (we still
assume that
∫
f dμ = 0) and depends on the generator L (not only on the carré du champ). But
as we already mentioned, Theorem 2.3 in [25] tells us that, in the symmetric case, if∫
P 2t f dμ ce−δt‖f ‖2∞
for all f such that
∫
f dμ = 0, then μ satisfies the usual Poincaré inequality, with CP = 1/δ.
Hence
Corollary 3.4. If L is μ symmetric and μ satisfies a (W)-Lyapunov–Poincaré inequality for
some W ∈ L1, then μ satisfies the ordinary Poincaré inequality, with CP = CLP.
Now we turn to sufficient conditions for a Lyapunov–Poincaré inequality to hold.
Recall that we called V a Lyapunov function if LV  −αV + b1C . Note that integrating
this relation with respect to μ yields α
∫
V dμ  bμ(C), so that, first we have to assume that∫
V dμ< +∞, second since V  1, b and μ(C) have to be positive.
Before stating the first result of this section we shall introduce some definition.
Definition 3.5. Let U be a subset of the state space E. We shall say that μ satisfies a lo-
cal Poincaré inequality on U if there exists some constant κU such that for all nice f with∫
E
f dμ = 0,
∫
U
f 2 dμ κU
∫
E
Γ (f )dμ+ (1/μ(U))(∫
U
f dμ
)2
.
Notice that the energy integral in the right-hand side is taken over the whole space E. We may
now state
Theorem 3.6. Assume that there exists a Lyapunov function V , i.e. LV −2αV +b1C for some
set C (non-necessarily petite).
Assume that one can find a (large) set U such that μ satisfies a local Poincaré inequality
on U .
Assume in addition that:
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(2) or U contains {V  b/α} and μ(U) > μ(Uc).
Then one can find some λ > 0 such that if W = V + λ, μ satisfies a (W)-Lyapunov–Poincaré
inequality.
More precisely, corresponding to the two previous cases one can choose:
(1) λ = (bκU − 1)+ and 1/CLP = α(1 − bμ(Uc)αμ(U) )/(1 + λ),
(2) or λ = (bκU − 1)+ and 1/CLP = α(1 − μ(Uc)μ(U) )/(1 + λ).
Proof. First remark the following elementary fact: define C′ = C ∩ {V  b/α}. Then LV 
−αV + b1C′ , that is we can always assume that C is included into some level set of V . In the
sequel θ = b/α. First we assume that U contains {V  b/α}, so that it contains C′.
Let
∫
f dμ = 0. Then for all λ > 0 it holds
∫
f 2(V + λ)dμ (1 + λ)
∫
f 2V dμ
 (1 + λ)/α
∫
f 2
(−L(V + λ)+ b1C′)dμ.
But since
∫
U
f dμ = − ∫
Uc
f dμ it holds
∫
C′
f 2 dμ
∫
U
f 2 dμ κU
∫
Γ (f )dμ+ (1/μ(U))(∫
U
f dμ
)2
 κU
∫
Γ (f )dμ+ (1/μ(U))( ∫
Uc
f dμ
)2
 κU
∫
Γ (f )dμ+ (μ(Uc)/μ(U))( ∫
Uc
f 2 dμ
)
 κU
∫
Γ (f )dμ+ (μ(Uc)/θμ(U))( ∫
Uc
f 2V dμ
)
,
where we used V/θ  1 on Uc. So, if we choose λ = (bκU − 1)+ we get
b
∫
C′
f 2 dμ
∫
Γ (f )(V + λ)dμ+ (bμ(Uc)/θμ(U))(∫ f 2V dμ).
It yields
∫ (
WΓ (f )− f 2LW )dμ α(1 − bμ(Uc) )∫ f 2V dμ,θαμ(U)
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If U does not contain the full level set {V  b/α} but only C′, the only difference is that we
cannot divide by θ , hence the result. 
Remark 3.7. The conditions on U are not really difficult to check in practice. We have included
the first situation because it covers cases where a bounded Lyapunov function exists, hence we
cannot assume in general that U contains some level set. The second case is the usual one on
Euclidean spaces when V goes to infinity at infinity, so that we may always choose U as a regular
neighborhood of a level set of V .
One may think that the constant CLP we have just obtained is a disaster. In particular, contrary
to the Meyn–Tweedie approach, the exponential rate given by CLP does not only depend on α
but also on b,C,V . But recall that in Meyn–Tweedie approach the non-explicit constant in front
of the geometric rate depends on all these quantities (while we here have an explicit ∫ f 2W dμ).
In addition to the stronger type convergence (L2 type), one advantage of Theorem 3.6 is perhaps
to furnish explicit (though disastrous) constants.
3.2. A general sufficient condition for a Poincaré inequality
As we previously said, there are some situations for which a tractable criterion for Poincaré’s
inequality is known.
The most studied case is of course the Euclidean space equipped with an absolutely continu-
ous measure μ(dx) = e−2F dx and the usual Γ (f ) = |∇f |2. Dimension one is the only one for
which exists a general necessary and sufficient condition (Muckenhoupt criterion, see [1, Theo-
rem 6.2.2]). A more tractable sufficient condition can be deduced (see [1, Theorem 6.4.3]) and
can be extended to all dimensions using some isometric correspondence between Fokker–Planck
and Schrödinger equations, namely |∇F |2(x)−F(x) b > 0 for all |x| large enough (for a de-
tailed discussion of the spectral theory of these operators see [17], in particular Proposition 3.1).
Actually this condition can be extended to μ = e−2F ν if ν satisfies some log-Sobolev inequality,
see [15] (as explained in [7, Proposition 4.4]).
We shall see now that these conditions actually are of Lyapunov type, hence can be extended
to a very general setting.
Lemma 3.8. Let F be a nice enough function. Then if V = eaF ,
LV − Γ (F,V ) = aV
(
LF +
(
a
2
− 1
)
Γ (F)
)
.
The proof is immediate using (1.5), (1.6) and (1.7). We may thus deduce
Theorem 3.9. Let ν be a (σ -finite positive measure) and L be ν symmetric. Let F ∈ D(L) be
non-negative and such that μ = (1/ZF )e−2F ν is a probability measure for some normalizing
constant ZF . For 0 < a < 2 define
Ha = LF +
(
a
2
− 1
)
Γ (F)
and for α > 0, C(a,α) = {Ha −(α/a)}.
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Assume in addition that for ε > 0 small enough one can find a large subset U ⊇ C(a,α) with
μ(U) 1 − ε such that F is bounded on U , and μ satisfies the local Poincaré inequality on U .
Then μ satisfies the Poincaré inequality.
Proof. Recall that the operator LFf = Lf −Γ (F,f ) is μ symmetric. According to Lemma 3.8,
if V = eaF , LFV  −αV outside C(a,α). But Ha and V being bounded on C(a,α), one can
find some b such that V is a Lyapunov function. We may thus apply Theorem 3.6 which tells
us that μ satisfies a Lyapunov–Poincaré inequality. Since we are in the symmetric case, we may
conclude thanks to Corollary 3.4. 
We defer to Section 4 further results, applications and comments of this theorem.
3.3. Weak Lyapunov–Poincaré inequalities and weak Poincaré inequalities
We shall conclude this section by extending the two previous subsections to the more general
weak framework. We start with the following extension of Theorem 3.6.
Theorem 3.10. Assume that there exists a 2φ-Lyapunov function V , i.e. LV −2φ(V ) + b1C
for some set C (non-necessarily petite). Recall that φ(u)R > 0.
Assume that one can find a (large) set U such that μ satisfies a local Poincaré inequality
on U .
Assume in addition that:
(1) either U contains C′ = C ∩ {φ(V ) b} and Rμ(U) > bμ(Uc),
(2) or U contains {φ(V ) b}, φ is increasing and φ(b)μ(U) > bμ(Uc).
Then for λ = (bκU − 1)+ and W = V + λ, μ satisfies a (W)-weak-Lyapunov–Poincaré inequal-
ity, i.e. for all f with ∫ f dμ = 0 and all s > 0,
∫
f 2W dμCwβW(s)
(∫ (
WΓ (f )− f 2LW )dμ)+ s‖f ‖2∞
with βW(s) = inf{u;
∫
V>uφ(V )
V dμ s}, and where Cw is given in the two corresponding cases
by:
(1) 1/Cw = (1 − bμ(Uc)Rμ(U) )/(1 + λ),
(2) or 1/Cw = (1 − bμ(Uc)φ(b)μ(U) )/(1 + λ).
Proof. Looking at the proof of Theorem 3.6 we immediately see that, if V is a 2φ-Lyapunov
function (recall Definition 1.1), then we may replace C by C′ = C ∩ {φ(V )  b}. In the first
situation we obtain as in the proof of Theorem 3.6
∫
′
f 2 dμ κU
∫
Γ (f )dμ+ (μ(Uc)/Rμ(U))(∫ f 2φ(V )dμ),C
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WΓ (f )− f 2LW )dμ (1 − bμ(Uc)
Rμ(U)
)∫
f 2φ(V )dμ.
In the second case we may replace R by φ(b). It remains to note that
∫
f 2V dμ u
∫
Vuφ(V )
f 2φ(V )dμ+ ‖f ‖2∞
( ∫
V>uφ(V )
V dμ
)
for all u > 0. 
Remark 3.11. It is difficult to compare in full generality the previous weak Poincaré inequal-
ity with the one obtained in Theorem 2.1. More precisely, the previous result furnishes some
decay for the variance (as Theorem 2.1) but the rate explicitly depends on V (while V only ap-
pears through the constants in Theorem 2.1). We shall thus make a more accurate comparison on
examples later on.
It is however worthwhile noticing that, in the first case, we do not need to impose any condition
on φ except that φ is bounded below by some positive constant.
Also remark that Theorem 3.1 in [25] establishes a weak Poincaré inequality assuming that
one can find an exhausting sequence of sets Un such that μ satisfies a local Poincaré inequality
on each Un. Here we only need one set U (but large enough). Actually in the examples we
have in mind the assumption in [25] is satisfied, but we shall see that we can improve upon the
function βW .
We shall now extend Theorem 3.9 to the weak context.
Corollary 3.12. Let ν be a (σ -finite positive measure) and L be ν symmetric. Let F ∈ D(L) be
non-negative and such that μ = (1/ZF )e−2F ν is a probability measure for some normalizing
constant ZF . We assume in addition that there exists p < 2 such that
∫
e−pF dν = cp < +∞.
Let η be a non-increasing function such that uη(log(u)) is bounded from below by a positive
constant. For 0 < a < 2 define Ha = LF + ( a2 − 1)Γ (F ) and C(a) = {Ha −η(F )}.
Assume that for some 0 < a < 2 − p, Ha is bounded above on C(a). Assume in addition that
for ε > 0 small enough one can find a large subset U ⊇ C(a) with μ(U) 1 − ε and such that
F is bounded on U , and μ satisfies a local Poincaré inequality on U .
Then μ satisfies a weak Lyapunov–Poincaré, with W = eaF + λ (for some positive λ), in-
equality with
βW(s) = 2
(aη(
log(cp/s)
2−a−p ))
(3.13)
hence for ∫ f dμ = 0, ∫ (P ∗t f )2 dμ ∫ (P ∗t f )2W dμ ξ(t)‖f ‖2∞ with
ξ(t) = 2 inf{r > 0;−CwβW(r) log(r) t}.
Finally μ satisfies a weak Poincaré inequality with
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u>0
ξ−1
(
ue(1−u/s)
)
with ξ−1(a) := inf{b > 0, ξ(b) a}.
We easily remark that β and βW are of the same order and change only through constants.
Proof. With our hypotheses, for 0 < a < 2, eaF is a 2φ-Lyapunov function for φ(u) =
1
2auη(log(u)/a). Recall that we do not need here φ to be increasing nor concave. We may thus
apply Theorem 3.10 yielding some weak Lyapunov–Poincaré inequality for μ.
We shall describe the function βW . Recall that
βW(s) = inf
{
u;
∫
V>uφ(V )
V dμ s
}
= inf
{
u;
∫
2>auη(F )
e(a−2)F dν  s
}
= inf
{
u;
∫
F>η−1(2/au)
e(a−2)F dν  s
}
.
But if 2 − a = p +m,
∫
F>η−1(2/au)
e(a−2)F dν 
∫
e−pF e−mη−1(2/au) dν
from which we deduce that βW(s) 2/(aη( 1m log(cp/s))).
Using Lemma 3.1 we deduce as usual (see e.g. the proof of Theorem 2.1 in [25]) that∫
(P ∗t f )2W dμ ξ(t)‖f ‖2∞ with
ξ(t) = 2 inf{r > 0;−CwβW(r) log(r) 2t} (3.14)
for
∫
f dμ = 0, W and Cw being as in the previous theorem. 
Remark 3.15. In view of Theorem 2.1 it is interesting to replace the L∞ norm above by Lp
norms, with p > 2. In the case of usual weak Poincaré inequalities it is known that we may
replace the L∞ norm by a Lp norm just changing the β into βp(s) = cβ(c′sq) for some constants
c and c′, and 1/p + 1/q = 1 (see e.g. [37, Theorem 29] for a more general result). But the
proof in [37] (inspired by [8, Theorem 3.8]) lies on a capacity-measure characterization of these
inequalities introduced in [3].
The situation here is more complicated and a direct modification of the weak-Lyapunov–
Poincaré inequality seems to be difficult. However, since we are interested in the rate of conver-
gence to the equilibrium, we may mimic the truncation argument in [8]. Namely, let f be such
that
∫
f dμ = 0, denote by fK = f ∧ K ∨ −K and mK =
∫
fK dμ, then if a weak-Lyapunov–
Poincaré inequality holds we get for all p > 1,
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∫ (
P ∗t f
)2
dμ 2
(∫ (
P ∗t (fK −mK)
)2
W dμ+
∫ (
P ∗t (f − fK +mK)
)2
dμ
)
 2
(∫ (
P ∗t (fK −mK)
)2
W dμ+
∫
(f − fK +mK)2 dμ
)
 2ξ(t)K2 + 4
∫
|f |>K
(|f | −K)2 dμ+ 4m2K
 2ξ(t)K2 + 4
∫
|f |>K
(|f | −K)2W dμ+ 4( ∫
|f |>K
∣∣|f | −K∣∣dμ)2
 2ξ(t)K2 + 8
∫
|f |>K
(|f | −K)2 dμ
 2ξ(t)K2 + 8
(∫
|f |2p dμ
)
K−2p/q .
Now optimizing in K furnishes
∫ (
P ∗t f
)2
dμ Cξ1/q(t)
(∫
|f |2p dμ
)1/p
(3.16)
which is quite the result in Theorem 2.1, but with explicit constants.
Remark 3.17. It is perhaps more natural to try to obtain directly a weak Poincaré inequality
starting from the existence of a φ-Lyapunov function as follows.
For
∫
f dμ = 0, we have
∫
f 2 dμ
∫ −LV
φ(V )
f 2 dμ+
∫
f 2
b
φ(V )
1C dμ.
We know how to manage the second term if a local Poincaré inequality holds, hence we focus on
the first term in the right-hand side of the previous inequality.
Assume that L is μ-symmetric. Integrating by parts we get
∫ −LV
φ(V )
f 2 dμ =
∫ (
fΓ (f,V )
φ(V )
− f
2φ′(V )Γ (V )
2φ2(V )
)
dμ
but thanks to our hypotheses
fΓ (f,V )
φ(V )
 a
2
Γ (f )+ 1
2a
f 2Γ (V )
φ2(V )
for all a > 0 so that
∫ −LV
f 2 dμ
∫
a
Γ (f )dμ+
∫ (
f 2Γ (V )
2
)(
1 − φ′(V )
)
dμ.φ(V ) 2 φ (V ) 2a
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Of course if φ is linear, we may choose a for this term to vanish identically, and so obtain another
proof of the Poincaré inequality for μ (with more easily calculable constants).
4. Examples
Due to the local Poincaré property, the most natural framework is the Euclidean space Rd . It
will be our underlying space in all examples, but in many cases results extend to a Riemannian
manifold as well.
4.1. General weighted Poincaré inequalities
Let F be a smooth enough non-negative function such that μ = (1/ZF )e−2F dx is a proba-
bility measure. We may also assume that F(x) → +∞ as x → ∞, so that the level sets of F are
compact. If
• either F − |∇F |2 is bounded from above,
• or ∫ |∇F |2 dμ < +∞,
it is known than one can build a conservative (i.e. non-exploding) μ symmetric diffusion process
with generator LF = 12− ∇F.∇ . We shall assume for simplicity that the first condition holds.
Assume in addition that
lim inf|x|→+∞
(|∇F |2 −F )= α > 0.
We may thus apply Theorem 3.9, with L = 12, ν the Lebesgue measure (which is known to
satisfy a Poincaré inequality on Euclidean balls of radius R with CP = CR2, C being universal,
and for Γ (f ) = |∇f |2), U a large enough ball, a = 1. Indeed, since ν satisfies a (true) Poincaré
inequality on U , μ which is a log-bounded perturbation of ν on U also satisfies a Poincaré
inequality on U , hence a local one (since the energy on U is smaller than the one on the full E).
This yields
Corollary 4.1. Let F is a C2 non-negative function such that, F(x) → +∞ as x → ∞,∫
e−2F dx < +∞ and
• F − |∇F |2 is bounded from above, and,
• lim inf|x|→+∞(|∇F |2 −F) = α > 0.
Then the following (weighted) Poincaré inequality holds for all f smooth enough and some CP,
∫
f 2e−2F dx  CP
∫
|∇f |2e−2F dx + (
∫
f e−2F dx)2
(
∫
e−2F dx)
.
This corollary immediately extends to uniformly elliptic operators in divergence form. The
degenerate case is more intricate. Indeed, according to results by Jerison, Franchi, Lu [13,19,20]
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type. Let us describe the framework we are interested in.
Let X1, . . . ,Xm be C∞ vector fields defined on Rd . We shall assume for simplicity that they
are bounded with all bounded derivatives. We shall make the following Hörmander type assump-
tion.
Assumption 4.2. There exist N ∈ N∗ and c > 0 such that for all x and all ξ ∈ Rd ,
∑
Y
〈
Y(x), ξ
〉2  c|ξ |2,
where the sum is taken over all Lie brackets Y = [Xi1, [. . .Xik ]] of length less than or equal to N .
This assumption is enough for ensuring that the natural associated sub-Riemannian metric ρ
is locally equivalent to the usual one (see e.g. [13, Theorem 2.3]). According e.g. to [20, Theo-
rem C] (a similar result was first obtained by Jerison), the Lebesgue measure dx = ν satisfies a
Poincaré inequality on small metric balls Bρ(y, s) for s small enough and Γ (f ) =∑mi=1|Xif |2.
But here we want some local Poincaré inequality on some large set.
If we replace the Euclidean space by a connected unimodular Lie group with polynomial
volume growth equipped with left invariant vector fields X1, . . . ,Xm generating the Lie algebra
of E, then it is known that a Poincaré inequality holds for all metric balls (the result is due to
Varopoulos and we refer to [27, p. 275] for explanations). But in the Euclidean case we can show
that Lebesgue measure satisfies some local Poincaré inequality on Euclidean balls centered at
the origin.
Indeed let |.| stands for the Euclidean norm. Recall that there exist R and r such that
{|x| r}⊂ Bρ(0, s) ⊂ {|x|R}.
If
∫
|x|N f dx = 0, then for all a it holds:
∫
|x|N
f 2(x) dx =
∫
|x|r
f 2(Nx/r)
(
N
r
)d
dx

∫
|x|r
(
f (Nx/r)− a)2(N
r
)d
dx

∫
Bρ(0,s)
(
f (Nx/r)− a)2(N
r
)d
dx,
so that if we choose a = (∫
Bρ(0,s) f (Nx/r) dx)/|Bρ(0, s)| (where |U | denotes the Lebesgue
volume of U ) we may use the Poincaré inequality in the metric ball, and obtain (denoting by
g(x) = f (Nx/r))
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|x|N
f 2(x) dx  C
(
N
r
)d ∫
Bρ(0,s)
m∑
i=1
|Xig|2(x) dx
 C
(
N
r
)d+2 ∫
Bρ(0,s)
m∑
i=1
|Xif |2(Nx/r) dx
 C
(
N
r
)d+2 ∫
|x|R
m∑
i=1
|Xif |2(Nx/r) dx
 C
(
N
r
)2 ∫
|x|(RN/r)
m∑
i=1
|Xif |2(x) dx.
Now, since F is locally bounded, it is straightforward to show that μ satisfies a local Poincaré
inequality on {|x|N} with κN = C(Nr )2e4 sup|x|(RN/r) F (x).
If we define a new vector field as X0 = 12
∑m
i=1 divXi.Xi , then dx is symmetric for the gen-
erator L = 12
∑m
i=1 X2i + X0 and μ is symmetric for the generator LF = 12
∑m
i=1 X2i + X0 −∑m
i=1 XiF.Xi written in Hörmander form. Hence the following generalizes Corollary 4.1.
Corollary 4.3. Assume that Assumption 4.2 is fulfilled, and let L = 12
∑m
i=1 X2i +X0 be as above.
If F is a C2 non-negative function such that, F(x) → +∞ as x → ∞, ∫ e−2F dx < +∞ and
• LF − 1/2∑mi=1 |XiF |2 is bounded from above, and,
• lim inf|x|→+∞(1/2∑mi=1 |XiF |2 −LF) = α > 0.
Then the following (weighted) Poincaré inequality holds for all f smooth enough and some CP,
∫
f 2e−2F dx  CP
∫ m∑
i=1
|Xif |2e−2F dx + (
∫
f e−2F dx)2
(
∫
e−2F dx)
.
Remark 4.4. The choice V = eaF is not necessarily the best possible. Indeed one wants to get
the smallest possible Lyapunov function. For example if F(x) = |x|2 (i.e. the Gaussian case) one
can choose V (x) = 1 + a|x|2 for a > 0. This is related to some sufficient condition for the Gross
logarithmic Sobolev inequality to hold (see [7]). In the same way, if F(x) = |x|p (at least away
from 0 for F to be smooth) for some 2 > p  1, it is easy to see that V (x) = exp(a|x|2−p) is
a Lyapunov function (at least for a good choice of a), and of course 2 − p < p when p > 1, so
that this choice is better than eaF . These laws of exponent 1 < p < 2 are the generic examples
of laws satisfying interpolating inequalities (called F -Sobolev inequalities see [4], take care that
this F is not the potential). It clearly suggests that the best possible choice for the Lyapunov
function is connected with the F -Sobolev inequality satisfied by μ.
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In this subsection we shall compare various weak Poincaré inequalities obtained in [25],
[3, Theorem 2.1 and Corollary 3.12] as well as the various rates of convergence to equilibrium.
The framework is the same as in the previous subsection.
4.2.1. Sub-exponential laws
We consider here for 0 < p < 1 the measures μp(dx) = Cpe−2|x|pdx where Cp is a normal-
izing constant and |.| denotes the Euclidean norm. It is shown in [3] that if d = 1, μp satisfies
a weak Poincaré inequality with βp(s) = dp log(2/p)−2(2/s) this function being sharp. Note that
the previous result does not extend to higher dimensions via the tensorization result [3, Theo-
rem 3.1]. In any dimension however, [25] furnishes βp(s) = dp log(4(1−p)/p(2/s). Note that for
d = 1 the result in [3] improves on the one in [25].
These bounds furnish a sub-exponential decay
∫ (
P ∗t f
)2
dμ c1e−c2t
δ‖f ‖2∞
for any μ stationary semi-group, with δ = p/(2 − p) if d = 1 and δ = p/(4 − 3p) for any d .
But sub-exponential laws enter the framework of Section 3.3 with V = ea|x|p , η(u) =
cu
2(1− 1
p
) hence βW(s) = C log(2/p)−2(c/s) for some constants c and C. Note that we recover
the right exponent (2/p) − 2 for βW , hence the right sub-exponential decay in any dimension.
Up to the constants, we also recover, thanks to Theorem 2.3 in [25], that β behaves like βW .
Also note that in this case the rate given by Theorem 2.1 is again ψ(t) = c1e−c2tp/(2−p) .
These results extend to any F going to infinity at infinity and satisfying
(1 − a/2)|∇F |2 −F  cF 2(1− 1p )
at infinity, generalizing to the weak Poincaré framework similar results for super-Poincaré in-
equalities (see [4,5]).
4.2.2. Heavy tails laws
Let us deal now with measures μp(dx) = Cp(1 + |x|)−(d+p) where p > 0, Cp is a normaliz-
ing constant, and |.| denotes once again the usual Euclidean norm. The sharp result in dimension 1
has been given in [3] with βp(s) = dps−2/p , but cannot be extended to higher dimensions.
Röckner, Wang [25] furnishes in any dimension βp(s) = cs−τ where τ = min{(d + p + 2)/p,
(4p + 4 + 2d)/(p2 − 4 − 2d − 2p)+}. This result is not sharp in dimension one but enables to
quantify the polynomial decay of the variance in any dimension.
Once again, we may use the results of Section 3.3 with V (x) = (1 + |x|)a(d+p)/2, so that
F(x) = d+p2 log(1 + |x|) and η(u) = C(p,d)e−4u/(p+d). Use now (3.13) to get that βW(s) =
C(p′, d)s
2
p′ for any p′ < p (and C(p′, d) → ∞ as p′ → p). This result enables us to be nearly
optimal in any dimension and thus improves on the result of [25]. Note that once again, results
of [10,12] would give, via Theorem 2.1 the same result, but without explicit constants.
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Consider a d-dimensional diffusion process
dXt = σ(Xt ) dBt + β(Xt ) dt. (4.5)
We assume that the (matrix) σ has smooth and bounded entries, and is either uniformly elliptic
or hypoelliptic in the sense of Assumption 4.2. We also assume the following drift condition
there exist M and r > 0 such that for all |x|M, 〈β(x), x〉−r|x|. (4.6)
We also assume that the diffusion has an unique invariant probability measure dμ = eF dx. This
is automatically satisfied if σ is uniformly elliptic and (4.6) holds (see [10, Proposition 4.1]).
Consider a smooth function V which coincides with ea|x| outside the ball of radius M , |x| de-
noting the Euclidean distance. Then on this set
LV (x) = a
〈
β(x),
x
|x|
〉
+ a2η(x)
where η(x) → 0 as |x| → +∞. Hence, according to (4.6) for all a, V is a Lyapunov function
(but C and b depend on a).
We may thus apply Theorem 3.6 (thanks to the local Poincaré property discussed in the pre-
vious subsection) and get that for any density of probability h,∫ ∣∣P ∗t h− 1∣∣2 dμ e−δat
∫
(h− 1)2ea|x| dμ.
Indeed we know that μ satisfies a (V + λ)-Lyapunov–Poincaré inequality, hence apply Propo-
sition 3.3 and then replace W by 1 + λ in the left-hand side, and (V + λ) by (1 + λ)V in the
right-hand side. Hence we get an exponential convergence for initial densities in L2(ea|x|μ) for
some a > 0.
Remark that if σ = Id and β = −∇F , dμ = e−2F dx and (4.6) which reads
there exist M and r > 0 such that for all |x|M, 〈∇F(x), x〉 r|x|,
thus implies the Poincaré inequality.
We may now complete the picture in the sub-exponential case (the polynomial case being
handled similarly), namely we assume
there exist 0 <p < 1,M and r > 0 such that for all |x|M, 〈β(x), x〉−r|x|1−p.
(4.7)
One may then show as in [10] that for sufficiently small a, V (x) = ea|x|1−p is a φ-Lyapunov func-
tion with φ(v) = v log(v)−2 p1−p and get via the use of Theorem 3.10 as in the preceding paragraph
a weak Lyapunov–Poincaré inequality with W(x) = V (x)+λ and βW(s) = dp log(2/s)2p/(1+p).
It then implies that for any density of probability h,
∫ ∣∣P ∗t h− 1∣∣2 dμ Ca,pe−δat 1−p1+p
∫
(h− 1)2ea|x|1−p dμ.
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in Röckner, Wang [25, Theorems 3.2 and 3.3] to obtain weak Poincaré inequality. They however
always propose as Lyapunov function the distance to the origin, combined with local approxima-
tions, which is not optimal as seen in the previous subsections. Remark however that as in [10],
Röckner, Wang [25] also considers the case of Markov processes with jumps. We leave this for
further research.
5. Entropy and weighted entropy
In all the previous sections we studied the behaviour of the variance or some weighted vari-
ance. The only exception is Theorem 2.2 where we obtained the rate of convergence for relative
entropy. In many significant cases, for physical relevance, L2 bounds are too demanding, so that
it is of some interest to look at less demanding bounds.
Using Lemma 3.1 the following proposition is obtained exactly as Proposition 3.3, after stat-
ing the analogue of Definition 3.2.
Definition 5.1. Let Ψ be a non-negative function such that Ψ (1) = 0. We shall say that μ satisfies
a (W )-Lyapunov-Ψ -Sobolev inequality, if there exist W ∈ D(L) with W  1 and a constant CΨ
such that for all nice non-negative h with
∫
hdμ = 1,
∫
Ψ (h)W dμ CΨ
∫ (1
2
WΨ ′′(h)Γ (h)−Ψ (h)LW
)
dμ.
Proposition 5.2. Let Ψ be a non-negative function such that Ψ (1) = 0. The following statements
are equivalent:
• μ satisfies a (W)-Lyapunov-Ψ -Sobolev inequality,
• ∫ Ψ (P ∗t h)W dμ e−(t/CΨ ) ∫ Ψ (h)W dμ for all non-negative h with ∫ hdμ = 1.
Since the goal of this section is to deal with densities of probability h with very few moments
(in particular not in L2), we shall not discuss the analogous weak versions of these inequalities.
The interested reader will easily derive the corresponding results.
Note that for Definition 5.1 to be interesting, we do certainly have to assume that Ψ ′′(u) > 0
for all u. This is a big difference with the (homogeneous) F -Sobolev inequalities studied in [4]
where F often vanishes on some neighborhood of 0.
Indeed if we want to mimic what we have done in Theorem 3.6, we have to introduce some
local version of some new Ψ -Sobolev inequality, replacing the local Poincaré inequality. Instead
of looking at such a complete theory, we shall focus on a typical example which will give the
flavor of the results one can obtain. The first remark is, see for instance [14], that the Lebesgue
measure satisfies a logarithmic Sobolev inequalities on the interval I = [−R,R] with constant
8R2/π2 which by tensorization holds also on the tensor product I d with the same constant so
that we obtain the equivalent of the local Poincaré inequality.
Now if dμ = e−2F dx is a probability measure, the normalized measure μ¯ = μ/μ(Id) also
satisfies a log-Sobolev inequality on I d as soon as F is locally bounded. But u 	→ u logu is not
everywhere non-negative so that we have to modify it.
D. Bakry et al. / Journal of Functional Analysis 254 (2008) 727–759 749First, since μ¯ also satisfies a Poincaré inequality on I d , we may apply Lemma 17 in [5] and
obtain the following G-Sobolev inequality with G(u) = (logu − log 4)+ and some universal C
(all universal constants will be denoted by C in the sequel)
∫
Id
f 2G
(
f 2∫
Id
f 2 dμ¯
)
dμ¯ C
(
1 +R2)∫
Id
|∇f |2 dμ¯. (5.3)
Now consider Ψ defined on R+ by
Ψ (u) = (u− 1)21u2 +
(
1 + (1 − 4 log 2)(u− 2)+ 4(u logu− u− 2 log 2 + 2))1u>2,
(5.4)
so that
Ψ ′′(u) = 21u2 + 4
u
1u>2,
is everywhere positive. Ψ is non-negative and Ψ (u) = 0 if and only if u = 1. It is easy to see that
u 	→ Ψ (u)/u is non-decreasing on [1,+∞[ and of course Ψ behaves like 4G at infinity. Thus
combining (5.3) and Lemma 21 in [4] we obtain that for any nice g with ∫
Id
g2 dμ¯ = 1 it holds
∫
Id
Ψ
(
g2
)
1g2>1 dμ¯ C
(
1 +R2)∫
Id
|∇g|2 dμ¯. (5.5)
We may thus state
Theorem 5.6. Let μ = e−2F dx be a probability measure on Rd (supposed to be L invariant)
satisfying a Poincaré inequality (on the whole Rd ) with constant CP. Assume that there exists a
Lyapunov function V , i.e. LV −2αV + b1C for some set C (not necessarily petite), such that
either C or the level sets of V are compact.
Then μ satisfies a (W)-Lyapunov-Ψ -Sobolev inequality for W = V + λ where λ is a large
enough constant and Ψ is defined in (5.4).
Remark 5.7. According to Corollary 3.4 and Theorem 3.6, if L is μ symmetric, the Poincaré
inequality automatically holds here.
Proof. Since we assumed that C or the level sets of V are compact, as for the proof of Theo-
rem 3.6 what we have to do is to control
∫
Id
Ψ (h)dμ for a large enough I d and a non-negative h
such that
∫
Rd
hdμ = 1. In the sequel we write h = f 2 (we may first assume that f  ε > 0 and
then go to the limit if necessary).
First, applying Poincaré inequality we get
∫
d
Ψ (h)1h2 dμ =
∫
d
(h− 1)21h2 dμ =
∫
d
(h∧ 2 − 1)21h2 dμ
I I I
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∫
Rd
(h∧ 2 − 1)2 dμ
 CP
∫
Rd
|∇h|21h2 dμ+
( ∫
Rd
(h∧ 2 − 1) dμ
)2
 CP
∫
Rd
|∇h|21h2 dμ+
( ∫
Rd
(
(h− 1)1h<2 + 1h2
)
dμ
)2
 CP
∫
Rd
|∇h|21h2 dμ+
( ∫
Rd
(
(1 − h)1h2 + 1h2
)
dμ
)2
 CP
∫
Rd
|∇h|21h2 dμ+
( ∫
Rd
(2 − h)1h2 dμ
)2
 CP
∫
Rd
|∇h|21h2 dμ+
( ∫
Rd
(h− 2)1h2 dμ
)2
 CP
∫
Rd
|∇h|21h2 dμ+
( ∫
Rd
h1h2 dμ
)2
 CP
∫
Rd
|∇h|21h2 dμ+
∫
Rd
h1h2 dμ,
since
∫
Rd
h1h2 dμ 1. Since μ satisfies a Poincaré inequality, Remark 22 in [4] shows that
∫
f 21f 22∫ f 2 dμdμ C
∫
|∇f |2 dμ,
so that (recall that Ψ ′′(u) = 21u2 + 4u1u>2) we finally obtain for some constant C,∫
Id
Ψ (h)1h2 dμ C
∫
Rd
Ψ ′′(h)|∇h|2 dμ.
For the other part we have to be accurate with normalization in order to use (5.5). Indeed the
latter applies for normalized functions for the normalized measure on I d . Let m = ∫
Id
(h∨ a)dμ¯
for some 2 > a > 0.
If m 1 then
Ψ (h)1h>2 = Ψ (h∨ a)1h>2  Ψ (h∨ a/m)1h>2  Ψ (h∨ a/m)1(h∨a/m)>2
so that we may apply (5.5) with g = (h ∨ a/m) 12 (we can of course replace 1g>1 by 1g>2). Of
course |∇g|2 is up to some constant (the normalization by m disappears) equal to 1h>a(|∇h|2/h)
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(since Ψ ′′(u) = 2 when u 2) at least for h < 2.
If m 1 the situation is more delicate. But
m
∫
Id
hdμ¯+ a  (1/μ(I d))+ a
so that if we choose R (the length of the edge of I d ) large enough we may assume that μ(Id)
3/4, choose a = 1/3 so that m 5/3 < 2. In other words on {h > 2}, h/m 6/5. It follows that
Ψ (h) = Ψ (m h
m
) cΨ ( h
m
) on {h > 2}, for some constant c (recall the form of Ψ ). Furthermore
1h>2  1 h
m
> 65
so that one more time we may apply (5.5), and conclude as in the case m 1.
We have thus shown the existence of some C such that
∫
Id
Ψ (h)1h>2 dμ C
∫
Rd
Ψ ′′(h)|∇h|2 dμ.
With the previous result the proof is completed. 
Remark 5.8. Since Ψ (u) behaves like u logu at infinity, the previous result has the following
consequence: if V has some exponential moment, then
∫
P ∗t h logP ∗t h dμ Ce−ηt
(
1 ∨
∫
Ψ (h) log+
(
Ψ (h)
)
dμ
)
C′e−ηt
(
1 ∨
∫
h log2+(h) dμ
)
.
This result is (at a qualitative level) a little bit weaker than the one we obtain in this case in
Theorem 2.2, since there we can replace the exponent 2 by any exponent greater than 1.
It should also be interesting to extend this kind of result to (strongly) hypoelliptic operators as
in Corollary 4.3. The key would be to prove a local log-Sobolev inequality for the correspond-
ing Γ . We strongly suspect that some inequality of this type is true, but we did not find any
reference about it.
6. Fully degenerate cases, towards hypocoercivity
Proposition 3.3 and Theorem 5.6 are hypocoercive results in Villani’s terminology. The former
shows a coercivity property in L2(Wμ) norm, which is stronger than the L2(μ) norm, while the
latter can be interpreted in terms of semi-distances. We refer to [29] for a nice presentation of
hypocoercivity. In studying fully degenerate cases, Villani introduces higher order functional
inequalities (reminding the celebrated Γ2 criterion for logarithmic Sobolev inequality), see [29,
Eq. (11)] and more generally [30]. These higher order inequalities enable him to introduce Lie
brackets of the diffusion vector fields with the drift vector field, hence are clearly related to some
hypoelliptic situation of Hörmander type. A deep study of the spectral theory of hypoelliptic
operators is done in [17], and we refer to the references in both [17,30] for more details and
contributors. Also notice that the hypocoercivity phenomenon was first studied by Hérau and
Nier (see [18]) by using pseudo-differential calculus (also see some recent work by Hérau on his
Web page).
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natural to consider fully degenerate cases from this point of view. Note that Theorem 3.6 requires
a local Poincaré inequality, hence is not adapted, while the method in Section 2 furnishes some
exponential decay for the variance but controlled by some Lp norm.
In this section we shall recall the results in [30] for the particular example of the kinetic
Fokker–Planck equation. Then we shall see that this example enters the framework of Meyn–
Tweedie approach, following [35] and [10] who indicated how to build some Lyapunov function.
First we recall what the kinetic Fokker–Planck equation is. Let F be a smooth function on Rd .
We consider on R2d the stochastic differential system (x stands for position and v for velocity)
dxt = vt dt,
dvt = dBt − vt dt − ∇F(xt ) dt (6.1)
associated with
L = 1
2
v + v∇x −
(
v + ∇F(x))∇v.
Define
μ(dx, dv) = e−(|v|2+2F(x)) dx dv = e−H(x,v) dx dv (6.2)
which is assumed to be a bounded measure (in the sequel we shall denote again by μ the nor-
malized (probability) measure μ/μ(R2d)).
If F is bounded from below, it is known that (6.1) has a pathwise unique, non-explosive
solution starting from any (x, v). Actually the statement in [35, Lemma 1.1] is for a weak solution
since Wu is using Girsanov theory. Let us introduce the stopping time τR = inf{s  0; |vt |R}.
Since |xt∧τR |Rt + |x| pathwise uniqueness holds up to each time τR and the explosion time is
the limit of the τR’s as R goes to infinity. That this limit is almost surely +∞ is proved by Wu
[35, the top of p. 210]. Furthermore μ is in this case the unique invariant measure.
Let us make three additional remarks:
• μ is not symmetric,
• L is fully degenerate, in particular since Γf = |∇vf |2 any function f (x, v) = g(x) with∫
f dμ = 0 is such that Γf = 0 so that the Poincaré inequality (with Γ ) is not true for μ,
• the Bakry–Emery curvature of the semi-group (see [1, Definition 5.3.4]) is equal to −∞.
The main results in [30] about convergence to equilibrium for this equation are collected
below.
Theorem 6.1. (See Villani [30, Theorems 29, 31, 32].)
(1) Define H 1(μ) := {f ∈ L2(μ);∇f ∈ L2(μ)} equipped with the semi-norm ‖f ‖H 1(μ) =
‖∇f ‖L2(μ).
Assume that |∇2F | c(1 + |∇F |) and that the marginal law μx(dx) = e−2F(x) dx satisfies
the classical Poincaré inequality for all nice g defined on Rd ,
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∫
Rd
|∇g|2(x)μx(dx).
Then there exist C and λ positive such that for all f ∈ H 1(μ),∥∥∥∥P ∗t f −
∫
f dμ
∥∥∥∥
H 1(μ)
 Ce−λt‖f ‖H 1(μ).
(2) With the same hypotheses, there exists C such that for all 1 ε > 0 and all t > ε,
Varμ
(
P ∗t f
)
 Cε−3/2e−λ(t−ε) Varμ(f ).
(3) Assume that |∇jF | cj for all j  2 and that μx satisfies a (classical) log-Sobolev inequal-
ity
Entμx
(
g2
)
 C
∫
Rd
|∇g|2(x)μx(dx).
Then for all h 0 such that ∫ hdμ = 1 and satisfying
∀k ∈ N,
∫ (
1 + |x| + |v|)kh(x, v) dμ < +∞,
it holds for some λ > 0, ∫
P ∗t h log
(
P ∗t h
)
dμ C(h)e−λt
where C(h) depends on the above moments.
It is worthwhile noticing that since μ is a product measure of μx and a Gaussian measure,
μ inherits the classical Poincaré or log-Sobolev inequality as soon as μx satisfies one or the
other. Part (2) in the previous result is simply an hypoelliptic regularization property, and some
hypotheses can be slightly improved (see [30, Theorems 29–32] for the details). However, it has
to be noticed that C > 1 (otherwise μ would satisfy a Poincaré inequality with Γ ) and that the
Bakry–Emery curvature has to be −∞ for the same reason.
In [35], Wu gave some sufficient conditions for the existence of a Lyapunov function for this
(and actually more general) model (see [35, Theorem 4.1]). We recall and extend this result
below. First define
Λa,b(x, v) = aH(x, v)+ b
(〈
v,∇G(x)〉+G(x)), (6.4)
where G is smooth, a and b being positive parameters.
Theorem 6.5. Assume that F is bounded from below and that there exists some G satisfying
(1) lim inf|x|→+∞〈∇G(x),∇F(x)〉 = 2c > 0,
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(3) there exists κ > 0 such that for all x, |∇G(x)|2  κ(1 + |〈∇F(x),∇G(x)〉|),
(4) Λa,b is bounded from below.
Then for all 0 < ε one can find a pair (a, b) such that max(a, b)  ε for which Va,b(x, v) =
eΛa,b(x,v)−infx,v Λa,b(x,v) is a Lyapunov function.
Hence if there exists η > 0 such that ∫ eΛη,η(x,v) dμ < +∞, for each p > 1 one can find a
Lyapunov function Vp ∈ Lp(μ), so that there exists λ > 0 such that for each q > 2 there exists Cq
such that
Varμ
(
P ∗t f
)
 Cqe−(
q−2
q−1 )λt
∥∥∥∥f −
∫
f dμ
∥∥∥∥
2
q
.
Proof. Elementary computation yields
LV a,b/Va,b = −2a|v|2(1 − a)+ ad + 2ab〈v,∇G〉 + 12b
2|∇G|2 + b〈∇2Gv,v〉− b〈∇F,∇G〉.
Our aim is to choose G for the right-hand side to be negative outside some compact set. A rough
majorization gives
LV a,b/Va,b 
(−2a(1 − a)+ b∣∣∇2G(x)∣∣+ 4ab)|v|2
− b〈∇G,∇F 〉 +
(
b2
2
+ 4ab
)
|∇G|2 + ad.
We have thanks to (3),
−b〈∇G,∇F 〉 +
(
b2
2
+ 4ab
)
|∇G|2 + ad
 b
(
−1 + κ
(
b
2
+ 4a
))
〈∇G,∇F 〉 +
(
ad + κb
(
b
2
+ 4a
))
,
so that if we choose a and b small enough for κ(b2 +4a) 12 the first term is less than −cb for |x|
large enough thanks to (1). Hence if we choose ad + κb(b2 + 4a) < cb/2 we get LV a,b/Va,b −cb/2 for |x| large and all v as soon as
−2a(1 − a)+ b∣∣∇2G(x)∣∣+ 4ab 0.
We may thus first choose a and b small enough for κ(b2 + 4a) < c/4, so that it remains to choose
a < cb/4d .
Now if |x|L, (LV a,b/Va,b)(x, v) → −∞ as |v| → +∞ as soon as
−2a(1 − a)+ b∣∣∇2G(x)∣∣+ 4ab < 0.
We may choose b 1/8 and a  1/2 so that we only have to check −a/2 + b|∇2G(x)| < 0, i.e.
a/2 > cb/16d thanks to (2). This is possible since our unique constraint is a/2 < cb/8d .
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and b as small as we want. This Lyapunov function thus belongs to Lp if a and b are small
enough, according to our integrability hypothesis. It remains to apply Theorem 2.1 to conclude
(all the other hypotheses in Theorem 1.2 are satisfied here, see [10,35] for the details). 
Example 6.6. Let us describe some examples.
(1) (Wu [35].) Assume the drift condition lim inf|x|→+∞〈x,∇F(x)〉/|x| = 2c > 0. Then we may
choose G(x) = |x| for |x| large, and |∇2G(x)| ε for all x. This is the situation discussed
in [35]. Notice that μx satisfies a classical Poincaré inequality (see e.g. Section 4) so that the
hypotheses of Theorem 6.1 are satisfied.
(2) A little more general situation is for F going to infinity, satisfying
lim inf|x|→+∞
∣∣∇F(x)∣∣2 = 2c > 0 and ∣∣∇2F ∣∣ |∇F | at infinity.
In this case also μx satisfies a classical Poincaré inequality as we saw in Section 4 (if d = 1
the converse is true). If |∇2F(x)| → 0 as |x| → +∞ we may choose a function G such
that |∇2G(x)| ε for all x and G(x) = F(x) for x large. This function will satisfy all (1),
(2), (3). For (4) and the integrability condition to be satisfied it is enough to assume in
addition that
∣∣∇F(x)∣∣2/F (x) goes to 0 at infinity.
This is the case for F(x) = |x|p at infinity for 1 p < 2.
(3) If the latter condition is not satisfied we may take G = Fα for some α  1. But in this
situation we can obtain a better Lyapunov function and study convergence in entropy.
Remark 6.7. The L2 convergence in Theorem 6.1 is optimal, hence we cannot expect to improve
it and actually the controls we obtained in Theorem 6.5 are weaker. In addition, in the last version
of his work (see [31]) Villani gives some explicit bounds for the constants involved. As we said,
such estimates are not yet available in Theorem 1.2.
However, Villani’s approach uses the classical Poincaré inequality in an essential way, and
only gives exponential decay results. Examples for the existence of φ-Lyapunov functions for
this kinetic model are given in [10, Section 4.3]. Indeed consider F(x) ∼ |x|p for large |x| with
0 < p < 1. Attentive calculations show that one can consider smooth G with ∇G(x) = |x|m for
large |x| with 1 − p <m 1,
e
sΛδa,b(x,v)−infx,v sΛδa,b(x,v), (m+ 1)δ  p,
as a φ-Lyapunov function for well chosen s, a, b, with φ(t) = t/ ln1/δ−1 t . Combined with The-
orem 2.1 we thus get a sub-exponential decay in a situation where it is known that there is no
exponential decay, thanks to an argument by Wu [35]. We refer to [10] for the polynomial decay
case. We shall not go further in this direction here, but Theorems 1.2 and 2.1 thus allow to study
a larger field of potentials.
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Λa,b +M = Va,b as a Lyapunov function, for M large enough. Indeed
LVa,b(x, v) = ad − 2a|v|2 − b
〈∇F(x),∇G(x)〉+ b〈∇2G(x)v, v〉.
Our aim is to find G and η > 0 such that LV a,b −ηVa,b outside some compact set. We shall
choose G(x) = F 1−α(x) for large x, for some 0  α < 1, assuming that F is non-negative
outside some compact set. Actually we shall assume that F goes to infinity at infinity. With
all these choices
Λa,b(x, v) a|v|2 + 2aF(x)− b|v| |∇F(x)|
Fα(x)
is bounded from below as soon as |∇F(x)|2/F 1+2α(x) goes to 0 at infinity or if this ratio is
bounded and b/a small enough.
Now if α > 0,
〈∇2G(x)v, v〉= (1 − α)F−α(x)〈∇2F(x)v, v〉− α(1 − α)F−(1+α)(x)〈∇F(x), v〉2,
so that for x large,
LVa,b(x, v) ad − 2a|v|2 − b(1 − α)F−α(x)
∣∣∇F(x)∣∣2 + b(1 − α)F−α(x)〈∇2F(x)v, v〉.
(6.8)
To show that Va,b is a Lyapunov function, using the same majorization as in the proof of the
latter theorem, it is enough to show that we can find some η > 0 such that for x large,
(
(2 − η)a − 2bη − b(1 − α) |∇
2F(x)|
Fα(x)
)
|v|2 + b |∇F(x)|
2
Fα(x)
(
1 − α − 2η
Fα(x)
)
− (M + ad + 2aηF(x)+ bηF 1−α(x)) 0. (6.9)
Note that the same result holds true for α = 0.
The situation is now quite simple: first we shall assume that |∇F(x)|2  κF 1+α(x) for
large x, so that for any b we may choose η small enough for the sum of the last two terms to
be positive; next we have to assume that |∇2F(x)|/Fα(x) is bounded, so that we may choose b
small enough for the coefficient of |v|2 to be positive. Of course for |x| L (6.9) has to be re-
placed by the correct one involving G, but G being smooth it is enough again to choose b and η
small enough.
Choosing a small enough we see that
∫
epVa,b dμ < +∞, so that applying Theorem 2.2 and
Hölder–Orlicz inequality to bound
∫
V hdμ we have obtained
Theorem 6.10. Assume that F(x) → +∞ as |x| → +∞ (hence is bounded from below) and
that there exists 0 α < 1 such that the following holds:
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cF 1+α(x)
∣∣∇F(x)∣∣2  CF 1+2α(x),
(2) |∇2F(x)|/Fα(x) is bounded (for |x| large).
Then for all p > 1 one can find a Lyapunov function Vp such that
∫
epV dμ < +∞. Hence there
exists λ > 0 such that for any 1 > β > 0 there exists Cβ such that for all density of probability h,
∫
P ∗t h logP ∗t h dμ Cβe−βλt
(
1 +
∫
h loghdμ
)β(∫
|h− 1||logh| 11−β dμ
)1−β
.
Example 6.11. If F(x) = |x|p for some p  2 and large |x|, then we may apply the previous
theorem with
p − 2
2p
 α  p − 2
p
.
Remark 6.12. As it is shown in [7] the condition |∇F(x)|2  ηF(x)+F(x) for large x implies
a classical logarithmic Sobolev inequality for μ. Hence if |∇2F |  C(1 + ∇|F |) our hypoth-
esis (1) in Theorem 6.10 implies a classical logarithmic Sobolev inequality, as it is asked in
Theorem 6.1(3).
But case (3) in Theorem 6.1 is (very) roughly the case where c|x|2  F(x) C|x|2 for some
positive c. Our result covers more “convex at infinity” cases.
Finally, even if we do not have explicit constants, our hypotheses on h seem to be weaker than
the moment conditions in Theorem 6.1. For instance if F(x) = |x|2/2 we may choose with a > 0
h(x, v) = e
|x|2+|v|2
(1 + |x|d+1 + |v|d+1)a+1
for any β < 1 − 2/(a(d + 1)), while this h does not fulfill the hypotheses of Theorem 6.1(3)
(requires all β < 1!).
Remark 6.13. Of course, since for any density of probability h it holds
∫
h loghdμ :=
Entμ(h) Varμ(h), the relative entropy is decaying at least with the same rate as the variance,
hence Theorem 6.5 furnishes some decay. The study of relative entropy in [18] is based on this
argument.
Remark 6.14. Remark that the generator L can be written in Hörmander’s form L = 12X21 +X0
where the vector fields Xi(x, v) are given by X1(x, v) = ∂v and X0(x, v) = v∂x − (v +
∇F(x))∂v . Hence the Lie bracket [X1,X0](x, v) = ∂x − ∂v is such that X1 and [X1,X0] gener-
ate the tangent space at any (x, v). Furthermore |X1|2 + |[X1,X0]|2 is uniformly bounded from
below by a positive constant. Hence Malliavin calculus allows us to show that, for any t > 0, the
law of (xt , vt ) starting from any point (x, v) has a C∞ density pt with respect to Lebesgue mea-
sure, hence a smooth density ht with respect to μ. Furthermore pt satisfies some Gaussian upper
bound. However we do not know how to show that ht ∈ L2(μ). The latter is shown in [18], but
758 D. Bakry et al. / Journal of Functional Analysis 254 (2008) 727–759starting with some particular initial absolutely continuous laws. Due to the Gaussian part of μ,
exponent 2 is optimal for such a result.
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