Large deviation results are obtained for the normed limit of a supercritical multi-type branching process. Let L[i] be the normed limit of the process branching from a single individual of type i. In the case of bounded minimum growth we show P(
Introduction
We consider non-extinction events of supercritical multi-type branching processes. In this context, the population grows indefinitely, and exponentially fast. Large deviations then correspond to sample paths exhibiting unusually slow or unusually fast growth. In what follows, we consider large deviations in terms of the left and right tail probabilities of the normed limit. Clearly, slow growth corresponds to a small limit, and fast growth to a large limit. In the first case we find two different types of behaviour, depending on whether or not the minimum possible growth is exponentially fast. In the second case we consider only the situation where there is a well defined maximum growth rate.
Before describing our results, we require some notation and background for multitype branching processes. The (i, j)-th component of a matrix A will be denoted A[i, j], the i-th row by A[i, ·], and the j-th column by A[·, j]. The spectral radius of A will be denoted sp(A). The i-th unit vector will be written e i , 0 will be used for the zero vector, and 1 for the vector of 1's.
Let Z = {Z k } ∞ k=0 be a multi-type branching process, where Z k [i, j] is the number of type j descendants in the k-th generation of a single type i ancestor at generation 0. Let M = EZ 1 be the expected offspring matrix. M ∈ R d×d + where d is the number of types. Throughout the paper, we will assume that Z is positive-regular and supercritical. That is, we assume that the following condition holds.
A0 M is finite and primitive (M n > 0 for some n), and µ := sp(M ) > 1.
Let t and u be strictly-positive left and right eigenvectors corresponding to µ, normed so that 1 T u = 1 and t T u = 1.
It is well known that under Assumption A0 there exist Seneta-Heyde norming constants {c n ∈ R + } ∞ n=0 such that
where 0 ≤ L < ∞ and P(L[i] = 0) = q[i] := P(Z n [i, ·] = 0 for some n) [Hop76] . If EZ 1 [i, j] log Z 1 [i, j] < ∞ for all i, j, then we can take c n = µ −n and EL = u. By use of a multivariate Sevastyanov transformation, it is possible to restrict our attention to processes for which q = 0. The minimum population size of such processes is either bounded, or grows exponentially. In the first case, let γ ∈ (0, 1) be such that the probability Z n is of minimum size decays like γ n . When q = 0 we can still define γ, though it no longer has such a ready interpretation. We will show that for α = − log γ/ log µ > 0 (Theorem 7)
for some F * multiplicatively periodic with period µ.
In the case of exponential minimum growth, let λ ∈ (1, µ) be the minimum growth rate, then for β = log λ/ log µ ∈ (0, 1) (Theorem 10)
for some G * multiplicatively periodic with period µ/λ. If the process has a maximum growth rate ρ > µ, then for δ = log ρ/ log µ > 1, we get (Theorem 15)
for some H * multiplicatively periodic with period ρ/µ. 
, looking at both single and multi-type cases. The multi-type case is also considered in Hambly & Jones [HJ] , in the more general context of varying environments.
In most of these papers, the starting point is the functional iteration of the generating function coming from the offspring distribution, and this paper is no exception. The approach here largely follows that of [BB93] , and our results are proper extensions of theirs to the multi-type case. An alternative approach to these large deviation problems is via renewal theory, as for example in [HJ01] . In Section 6 we briefly indicate the appropriate renewal equations in this case.
In Section 2 we give precise definitions of γ and λ, and specify the two cases we consider for the left tail. Section 3 (Schröder case) then deals with bounded minimum population size, and Section 4 (Böttcher case) deals with exponential minimum growth. Section 5 considers the right tail when the family size is bounded above, and we have a well defined maximum growth rate ρ.
The author would like to thank John Biggins for introducing him to this problem.
Classifying the left tail
We consider now the left tail of L, our main tool is the probability generating function of
Here we use the convention
. We will also use the convention that log and exp act on vectors componentwise.
For single-type processes we can distinguish three mutually exclusive cases [Bin88] . For γ = f (q) and λ = min{z : p z > 0} we have: In cases (i) and (ii) λ ≤ 1 and f is approximately linear at q. We then form F (x) = lim γ −n (f n (x) − q), which solves the Schröder equation F (f (x)) = γF (x). In case (iii) λ > 1 and f is higher order at q. We then form G(x) = lim −λ −n log f n (x), and put G(x) = exp(−G(x)) which solves the Böttcher equation G(f (x)) = G(x) λ . F and G then form the basis of large deviation results [BB93] .
For multi-type processes we find analogous cases. Firstly we need generalisations of γ and λ.
, then put A = Df (q) and γ = sp(A).
As in the single-type case, if γ > 0 then f has a non-trivial linear approximation at the point q, namely f (x) ≈ q + Ax.
In the single-type case, if γ = 0 then q = 0, λ > 1 and f (x) ≈ p λ x λ near 0. That is, f has no linear or constant component. In the multi-type case we introduce an
, it is clear that as x → 0, the sum will be dominated by terms corresponding to minimal exponents z. Accordingly, let J i be the set of exponent vectors for
, and let K i be the lower boundary of J i , with respect to the usual partial ordering on Z d + . Also let K be the set of matrices {B :
Define λ to be the maximal growth rate of
It is easily seen that if K has a strictly positive eigenvector, then the corresponding eigenvalue will be λ.
We have that near 0, − log f (x) ≈ K(− log x). If each f [i] has a linear or constant component, then necessarily λ ≤ 1.
We now split the class of supercritical multi-type processes as follows:
(i) q = 0 and γ > 0; (iii) q = 0 and γ = 0; (ii) q = 0 and γ > 0;
(iv) q = 0 and γ = 0.
Note that class (iii) does not appear in the single-type case. As for single-type processes, on iterating f about the fixed point q, cases (i) and (ii) lead to a Schröder equation, and case (iv) to a Böttcher equation. It seems likely that case (iii) will behave as case (iv), however our current results on the multivariate Böttcher equation require that K has a strictly positive eigenvector, which we do not have in case (iii).
The following lemma summarizes some basic facts and relationships between q, γ and λ.
Lemma 3 1 q = 0 ⇐⇒ p 0 = 0.
2 For Z non-singular and positive-regular, γ < 1. 3 Case (iii) is non-empty. 4 For Z positive-regular, q > 0 =⇒ γ > 0. 5 q = 0 =⇒ K has no strictly positive eigenvector.
Proof. 1 Clear from the definitions. 2 For Z non-singular and positive-regular, all states except 0 are transient, whence
4 Suppose that γ = 0 and q > 0. As γ = 0, we have that A must have a zero row, say row 1, from which we can see that
is a polynomial, and so must be constant for all x, whence p 0
We have that Df n (q) = A n . As γ = 0 we have A m = 0 for some m. Thus, from [Jon] Lemma 3, f m has no linear terms, whence K m (1) ≥ 2 · 1, and λ ≥ 2 1/m . 7 Consider the example f [1](x, y) = x/2 + y/2 and f [2](x, y) = x 2 y 2 .
Schröder case
Throughout this section, in addition to our underlying assumptions on Z, we will assume that A1 A0 holds, γ ∈ (0, 1), and γ −n A n converges to a matrix Ω which is non-zero and finite.
exists and solves the multivariate Schröder equation F (f (x)) = γF (x). Here a is defined by f (x) = q + A(x − q) + a(x − q). The convergence of the sum is uniform, whence F is continuous, and we have 
(1) From Hoppe [Hop76] Theorem 2.3, we have that up to a scale factor, φ is the unique strictly decreasing convex solution to this equation with φ(0+) = 1. Put α = − log γ/ log µ > 0, so that µ α = 1/γ, and define the (multi-type) Karlin-McGregor function for f to be
Then F is continuous on (0, ∞) and multiplicatively periodic with period µ. Being multiplicatively periodic, F [i] has a limit at 0 if and only if it is constant. From the single-type case we know that this is not the case in general [Bin88] .
Theorem 5 Under Assumption A1, for α = − log γ/ log µ > 0 and F the KarlinMcGregor function, we have
Proof. The proof is based on that of Harris [Har48] Theorem 3.3. Firstly note that
Corollary 6 Under Assumption A1, we can find constant c 1 > 0 such that for each i
Proof. Markov's inequality gives
then minimise over t, to give the result.
In the next subsection we will improve this result, obtaining the asymptotic form of the tail probability. Left and rightM -eigenvectors for µ are given byt := St andũ := S −1 u. LetZ be the process branching fromf , and letc n be Seneta-Heyde norming constants forZ, so thatc nZn →Lt T in probability.
Thus Sφ(s) + q satisfies the Poincaré equation (1), whence Sφ(s) + q = φ(θs) for some θ. Clearly, we can choose the {c n } so that θ = 1. Given this choice we have
Theorem 7 Under Assumption A1, there exists a continuous function
Proof. Using the Sevastyanov transform of f , we can assume that q = 0, in which case each L[i] has a density l[i] (see Hoppe [Hop76] ). For z ∈ Z d + , let l z be the density of the independent sum over i of z[i] independent copies of L[i]. Then, as φ(s) = f (φ(s/µ)), we have that
Now, γ −n A n → Ω, so for n large enough A n ≥ (γ n /2)Ω. Also, we can find a y such that for x ≥ y, P(L[j] ≤ x) ≥ 1/2 for all j. Thus, for n such that xµ n ≥ y > xµ n+1 , 
. Thus, putting R n (x) = ΩQ n (x) we get R n (x) ≥ R n−1 (x). From Corollary 6 we have that R n (x) is bounded above as n → ∞, whence for all x > 0, R(x) := lim n→∞ R n (x) exists. Also, Q n (µx) = Q n−1 (x), so R is multiplicatively periodic, period µ.
It follows that
So as γ < 1, R n → R uniformly on all bounded subintervals of R + . As each R n is continuous, this gives continuity of R on (0, ∞). We also have that
from which we see that, sending n, p, n − p → ∞, Q n → R. Moreover, the uniform convergence of the R n carries over to the Q n , whence we get P(
Writing F * for R we have the result.
Böttcher case
In this section we suppose that in addition to our basic assumptions, Z also satisfies the following A2 A0 holds, q = 0, γ = 0, and there exists a unique (up to a scale factor) w > 0 and λ ∈ (1, µ) such that K(w) = λw. Moreover, there is a unique B ∈ K such that K(w) = Bw, and Ω := lim λ −n B n exists.
Theorem 8 (Jones [Jon] Theorem 2) Under Assumption A2, for all 0 < x ≤ 1
, and b is defined by
Moreover G is continuous on (0, 1] d \{1}, and F (x) > 0 for all x = 1.
We require a strengthening of Theorem 8 for what follows. The proof is deferred to the appendix.
Theorem 9 Under Assumption A2, there exists an open complex neighbourhood C of (0, 1) d such that, for suitable choices of log, G(z) = lim −λ −n log f n (z) exists and is analytic on C.
Let φ be the componentwise Laplace transform of L as before, and let β be such that µ β = λ. That is, β = log λ/ log µ ∈ (0, 1). For s ∈ (0, ∞), we define the Böttcher function as
G is real-analytic on (0, ∞) and multiplicatively periodic with period µ. We can show, using a similar argument to that of Theorem 5, that 
. However, G is not constant in general, and the question of when it is constant is a difficult one. None-the-less, using the approach of Biggins & Bingham [BB93] , it is possible to refine (6).
Theorem 10 Given A2 holds, there exists G * : (0, ∞) → R d + continuous and multiplicatively periodic with period µ/λ, such that for β = log λ/ log µ ∈ (0, 1) and
The proof uses the following version of the Gärtner-Ellis Theorem, see Gärtner [Gär77] and Ellis [Ell84] for the originals.
Theorem 11 (Biggins & Bingham [BB93] Theorem 1 and Corollary 1) Let k n be the cumulant generation function of Y n and suppose that there exist a n → ∞ such that k(s) = lim k n (s)/a n exists and is continuously differentiable on [0, ∞). Then for all
where k * the Fenchel dual of k, given by 
is multiplicatively periodic, with period µ/λ. Also, G * [i] is strictly positive and continuous on (0, ∞), and as k
Applying Theorem 11 we obtain that for all x ∈ (0, ∞)
Alternatively, if we put 
The right tail
When the maximum family size is bounded, we can get large deviation bounds for the right tail of L, analogous to those for the left tail in the Böttcher case. We will call this Harris case. We define the maximum growth rate in terms of a maximal growth operator. As before, let J i be the set of exponent vectors for f [i], and assuming J i is finite, let U i be the upper boundary of J i , with respect to the usual partial ordering in Z d + . Also, let U be the set of matrices {B :
Define ρ to be the maximal growth rate of U n (x) for x ∈ R d + , where U n is the n-fold iteration of U. That is
The following result is taken from Biggins [Big01] .
Lemma 13 If A0 holds and the J i are all finite sets, then there exists ν > 0 such that Uν = ρν. ρ is necessarily the largest eigenvalue of U.
For the remainder of this section we will suppose that Z satisfies the following condition.
A3 A0 holds, the J i are all finite sets, and there exists a unique ν > 0 such that U(ν) = ρν. Moreover, there is a unique C ∈ U such that U(ν) = Cν, and Ω := lim n→∞ ρ −n C n exists.
exists, is strictly positive, and H(x) := exp(H(x)) solves the multivariate Böttcher equation H(f (x)) = H(x) ρ . Moreover H is convex and continuously differentiable.
Proof. Under A3 we have that the matrix C must have a primitive submatrix (irreducible with period 1) with eigenvalue ρ: see for example [Jon] . Let δ = log ρ/ log µ > 1. For s ∈ (0, ∞) we define the multivariate Harris function
H is continuously differentiable on (0, ∞) and multiplicatively periodic with period µ. We can show, using a similar argument to that of Theorem 5, that
The proof of the following result closely mirrors that of Theorem 10, and so is omitted. See also [BB93] Theorem 2.
Theorem 15 Given A3 holds, there exists H * : (0, ∞) → R d + continuous and multiplicatively periodic with period ρ/µ, such that for δ = log ρ/ log µ > 1 and each i,
Renewal equations
The basis of our results on the left tail are Theorems 4, 9 and 14, and the subsequent results for φ and m. These results use a functional iteration approach. An alternative approach is via renewal theory. In the Schröder case, taking q = 0 for simplicity, if we put ζ(t) := e αt φ(e t ) componentwise, then it satisfies the following multivariate renewal equation (in the sense of Ryan [Rya76] )
where
In the Böttcher case we have that ζ(t) := −e −tβ log φ(e t ) satisfies a multivariate renewal equation of the same form with
In the Harris case, for the right tail, we have that ζ(t) := e −tδ log m(e t ) satisfies such a renewal equation with
Appendix: analyticity of G
We give here the proof of Theorem 9. That is, we show that under Assumption A2, G can be extended to an analytic function in some open complex neighbourhood of (0, 1) d . Our approach builds on that of [Jon] .
Let w > 0 be such that K(w) = λw, and let B be the unique element of K for which K(w) = Bw.
For z complex and n ∈ Z, z n is uniquely defined, whence f n (z) is uniquely defined for all z. However, f n (z) λ −n = |f n (z)| λ −n e iλ −n (arg fn(z)+2πk) for any k ∈ Z d , where arg z is the principal argument of z (taken componentwise). Equivalently, − log f n (z) = − log |f n (z)| − i(arg f n (z) + 2πk) for any k ∈ Z d . So, to extend −λ −n log f n (x) to C d , we will need to specify which branch of the complex logarithm we wish to use. We will use Log to denote the principal complex logarithm.
We extend K to C d by putting K(z) = Az where A is such that K(| z|) = A| z|. When there is more than one such A we make the choice unique by ordering K and then taking the first suitable A.
For any 0 < |z| ≤ 1 and A ∈ J = {A : A[i, ·] ∈ J i } we have for some branch of log that
For x real, h A (x) ≥ 1, whence log h A (x) ≥ 0. This is not the case for z complex, is the main source of additional complication over the real case. For 0 < |z| ≤ 1, let A z be such that K(| (− log z)|) = K(− log |z|) = A z (− log |z|). Next, for fixed z, put A fn(z) = A n , p An = p n and h An = h n . Writing A n,m for the backward product A n−1 A n−2 · · · A m , we have, for some branch of log,
Note that we may be taking a different branch for each component of We will show that ρ(− log |f n (z)|, w) → 0, whence A n = B eventually. Our conditions on K ensure that in a neighbourhood of w, K(− log z) and thus − log f (z) behave like B(− log z).
Lemma 16 Suppose A2 holds, then there exist 1 , θ > 0 such that for all 0 < x < 1 ∈ R d , with ρ(− log x, w) < 1 ,
Let y = − log x. From A2 we have that H(w) > K(w) = λw. Thus we can find δ 0 > 0 such that for any y > 0, H(y) ≥ min(y/w)H(w) ≥ min(y/w)(λ + δ 0 )w ≥ min(y/w)(B + δ 1 11 T )w ≥ min(y/w) min(w/y)(B + δ 1 11 T )y = e −ρ(y,w) (B + δ 1 11 T )y, where δ 1 = δ 0 w/1 T w. Now, let 1 , θ > 0 be such that for ρ(y, w) < 1 , e −ρ(y,w) (B + δ 1 11 T ) ≥ B + θ11 T , and the result follows.
Lemma 17 Under A2, there exist 2 , δ 2 > 0 such that for ρ(− log |z|, w) < 2 and |z| < δ 2 , Log h B [i](z) is analytic and
Proof. Firstly we have for any z with |z| ≤ 1
By A2, we can choose 2 so that A z = B whenever ρ(− log |z|, w) < 2 . From Lemma 16 we can if necessary restrict 2 further so that
, which we have already constrained to be ≤ 1/2.
Lemma 18 If K(w) = λw then for 0 < |z| ≤ 1 and n ≥ 0
Proof. Follows directly from the definition of K and the observation that − log |z| ≥ w(− log |z|)/w.
Lemma 19 Under A2, there exist N and m such that if n ≥ N , ρ(− log |f n+k (z)|, w) < 2 and |f n+k (z)| < δ 2 for k = 0, 1, . . . , m − 1, then ρ(− log |f n+m (z)|, w) < 2 and |f n+m (z)| < δ 2 .
Proof. We choose m according to [Jon] Proposition 11, so that for all x > 0, ρ(x, w) > 0 =⇒ ρ(K m (x), w) < ρ(x, w). By the continuity of K and ρ, this implies that on the set 2 /2 < ρ(x, w) < 2 we have a 1/2 < δ < 1 such that ρ(K m (x), w) ≤ δρ(x, w). Now,
Thus for x n = −λ −n log |f n (z)| we have
Write r n = λ −(n+1) | − log p n − log |h n (f n (z))||. It is easily shown that for any ≥ 0,
Thus from Lemma 18 and the above we obtain
By Lemma 17 we have for ρ(x n , w) < 2 and |f n (z)| < δ 2 , that |h n (f n (z))| is bounded away from 0, so for some c 0 , 0 ≤ r n+k ≤ c 0 λ −(n+k+1) for k = 0, 1, . . . , m − 1. Thus for some c 1 independent of z
It follows from [Jon] Lemma 12 that ρ(x n+m , w) ≤ ρ(K m (x n ), w) + λ m−n max(c 1 /K m (x n )) ≤ δ 2 + λ m−n max(c 1 /K m (x n )). By Lemma 18, λ −m K m (x n ) is bounded below for |f n (z)| < δ 2 , whence we can choose N so that n ≥ N implies δ 2 + λ m−n max(c 1 /K m (x n )) < 2 , giving the result.
Proof of Theorem 9. From Lemma 19 we see that once − log f n (z) gets 'close' to w, it stays there. Let C N be the set of z ∈ C d such that ρ(− log |f n (z)|, w) < 2 and |f n (z)| < δ 2 for n = N, N + 1, . . . , N + m − 1. From Lemma 19, C N ⊂ C N +1 for all N . Moreover, from Lemma 17, Log h n (f n (z)) is analytic and bounded on C N for all n ≥ N .
For z ∈ C N we have k=N Ω(−λ −(k+1) log p B − λ −(k+1) Log h B (f k (z))) converges uniformly and thus is analytic on C N . Also, Log z is analytic on C d \(−∞, 0] d , so to show that lim −λ −n log f n (z) exists and is analytic in some region about (0, 1) d , we need to show that C N contains such a region C, and that Log h k (f k (z)) is analytic on C for k = 0, 1, . . . , N − 1.
Let R r,δ = {x ∈ R d : ρ(− log x, w) < r, 0 < x < δ1}. From the real case, we know that ρ(− log f n (x), w) → 0, whence for any r and δ we can find an N such that ρ(− log f n (x), w) < 2 /2 for all x ∈ R r,δ and n ≥ N . Thus, as − log |f n (z)| is a continuous function of z, there will be an open complex set C 1 r,δ containing R r,δ on which ρ(− log |f n (z)|, w) < 2 for n = N, N + 1, . . . , N + m − 1.
Next, from Lemma 18, for any δ < 1 we can find an N such that |f n (z)| < δ 2 for all n ≥ N and z in some open complex neighbourhood C 2 r,δ of R r,δ . So, for any r and δ we can find an open set C 1 r,δ ∩ C 2 r,δ containing R r,δ and contained in C N for some N . Finally, by the continuity of h n and f n , for any N there will be an open neighbourhood C 3 r,δ of R r,δ such that | arg h n (f n (z))| < π for n = 0, 1, . . . , N − 1. Log h n (f n (z)) will thus be analytic on C 3 r,δ . To complete the proof we take C = ∪ r→∞,δ→1 C 1 r,δ ∩ C 2 r,δ ∩ C 3 r,δ .
