Abstract A Grid information system resolves queries that may need to consider all information sources (Grid services), which are widely distributed geographically, in order to enable efficient Grid functions that may utilise multiple cooperating services. Fundamentally this can be achieved by either moving the query to the data (query shipping) or moving the data to the query (data shipping). Existing Grid information system implementations have adopted one of the two approaches. This paper explores the two approaches in further detail by evaluating them to the best possible extent with respect to Grid information system benchmarking metrics. A Grid information system that follows the data shipping approach based on the replication of information that aims to improve the currency for highly-mutable information is presented. An implementation of this, based on an Enterprise Messaging System, is evaluated using the benchmarking method and the consequence of the results for the design of Grid information systems is discussed.
Introduction
A fundamental aspect of Grid computing is the need to obtain information about the structure and state of Grid services which are widely distributed geographically. Information describing each Grid service is provided by the service itself and hence the Grid service is the primary information source. The information provided conforms to an information model which represents the main concepts of a Grid service and the relationships between them in order to clearly define their semantics. It is assumed that the contents of the information source are up-to-date, that is the values represent the real state of the Grid service at the source.
Queries need to be resolved that may consider some or all information sources in order to enable efficient Grid functions that may utilise multiple cooperating services. In general, Grid information is extremely distributed, i.e. each tuple (object instance) is found at a different location [8] . The queries are not complex in terms of structure, no more than one predicate and no joins, and hence the result is typically a subset of the total information (e.g. find the closest computing service to a storage service). The goal is to minimise the query response time in order to execute many queries, from many clients, for many information sources (i.e. to address a scalability problem).
In the absence of a central information system, the burden of information retrieval (i.e. discovering the information sources) and data retrieval (i.e. executing the query) falls on the client initiating the query. A Grid information system [17] aims to remove the burden of information retrieval and data retrieval from the client by providing a central point, an information service, to which a query can be sent and the result is returned. The provision of an information service transfers the burden from the client to the information service; however, the information sources still need to be discovered and the query still needs to be executed.
In terms of querying the information sources, the question is whether to move the query to the data (query shipping) or to move the data to the query (data shipping) [16] . This paper explores this question in further detail by evaluating to the best possible extent the different approaches using the benchmarking metrics described in [14] . In particular, the (α, β)-currency metric is used along with real data from a production Grid infrastructure, the Worldwide LHC Computing Grid, to identify the approach that provides the best information consistency taking into account the scalability challenges of a largescale Grid. In this context, information consistency means that on query resolution, the result should accurately reflect the information source (in other words, it should be consistent) even if a time difference exists between when that information was extracted from the information source and when the query was returned to the client. Additionally, a novel approach for a Grid information system based on a publish-subscribe model is adopted to send changes as soon as they occur at the information source. This paper is structured as follows. Section 2 describes the metrics that will be measured and discusses related results from the literature where available. A detailed evaluation of the main approaches using the benchmarking method in [14] is provided in Section 3 along with their suitability. The consequences of the results for the design of Grid information systems are discussed in Section 4 along with some concluding remarks in Section 5.
Querying Grid Information Systems

Background
The challenges of global information systems were outlined a long time ago, in a paper [18] which argued that scalability, autonomy, and the (un)availability of information sources would make brute force selection techniques, exhaustive searches, and global synchronisation (consistency) impossible for a large number of queries due to the long latencies and required throughput. It was also pointed out that unavailability is also an issue as scale grows, as the chance of failure in at least one component increases dramatically which means that at least some of information sources will be unavailable if there are many. Due to the challenge of global synchronisation, consistency requirements may need to be relaxed and in addition, as information sources can be unavailable, the results may be incomplete. Different trade-offs between all these issues may exist in different settings and environments.
In a typical architecture for query processing, information related to the location of information sources is stored in a catalogue [16] . In a Grid environment the catalogue is the service registry or index that provides the list of services along with their location in the form of a URL (the service record) [12] . Other attributes, such as the service type, can be used to avoid contacting services that may be irrelevant for the query, however for the global selection query, only the URL identifying the information source is required. It should be highlighted that information about which services should and should not be in the infrastructure does not originate from the service itself. The authoritative source for information about which services are participating in the infrastructure and to which administrative domain they belong is dependent on the management policies of the Grid infrastructure. The ownership and control of such information is of utmost importance in a global infrastructure and how this information is managed is a question of policy. Therefore, a prerequisite of a Grid information system is the existence of a catalogue in the form of a service registry which is a result of those management policies that can be used to discover all the information sources in a Grid infrastructure [12] . The details of how these policies are used to create the service registry is out-of-scope for this paper but it is an area that would benefit from further research.
After the information sources have been discovered, the query still needs to be executed. The question is whether to move the query to the information source (query shipping) or to move the information to the query (data shipping). Two approaches for data shipping may be used [16] ; caching and replication. Caching is client-initiated and, in our context, is triggered by query execution; it typically uses a synchronous protocol that is based on invalidation [16] , a fault-in approach. Replication is server-initiated and, in our context, is triggered by the information source itself and takes place even if no queries are processed; it aims to maintain the consistency of a quasi-copy [2] of the information using an asynchronous protocol. In general, replication tries to move the information close to a large group of clients so that they can access it cheaply the first time it is queried [20] . Caching enables a client to access the information cheaply when that information is used repeatedly [4] ; the first query will experience a cost overhead while all other subsequent queries will benefit. In most cases, the cost overhead is much smaller than the potential benefit when there are many queries that can benefit.
Put simply, replication is required if there are more queries than updates (expansion test) and should be avoided if there are more updates than queries (contraction test) [22] . Data shipping scales well with the number of information sources, however, it can create very high communication costs if redundant data is shipped to the information service. The challenge is to anticipate what information needs to be replicated. As the number of queries increases, so does the probability that a specific query will occur in a given time period. This means that with enough queries in that period it is highly likely that a specific query will occur and the corresponding object or attribute will be requested, hence all information from all services needs to be transferred. In this scenario, with a sufficiently large number of queries, the caching approach would in any case ship all information from the information sources. Hence, the focus should be on efficiently replicating the information from the information source to the information service. In general, techniques for maintaining the consistency of a quasicopy of the information source at the information service would be an area for further investigation.
Both caching and replication make it possible for queries to access data cheaply.
The first question that needs to be answered is do queries benefit from cheap access to information, i.e. in a Grid environment should a query shipping or a data shipping approach be used? The second question is that if a data shipping approach is employed, which method should be used to ensure consistency.
A method to benchmark Grid information systems was outlined in [14] and can be used to compare the two different approaches. This benchmarking method defines two metrics; the query response time and the (α, β)-currency metric. The (α, β)-currency metric provides a probability α that a randomly selected value from a quasi-copy is current after a given period of time β. It differs from definitions of freshness in terms of time since the last observation was made (e.g. [21] ), as the age of information alone does not indicate how consistent it is with an information source; it also differs from binary approaches that assume overall knowledge of what is up-to-date (e.g. [23] ).
In any case, to evaluate a scenario that resembles a production Grid infrastructure both query response time and the (α, β)-currency need to be taken into account. In our investigation, the reference environment is the Worldwide LHC Computing Grid (WLCG) [5] , which is the largest Grid computing infrastructure in existence today [6] .
Query Response Time
The query response time is the time taken from when the query is sent by the client to the information source to when the query result has been transferred back.
As the query response time may be linked to specific design decisions, such as query language used and cache data structure, it has to be measured.
One factor that affects the performance of a query and its response time is the number of queries that may be executed concurrently; hence this aspect must also be explored. As a protection from queries that take too long or hang indefinitely, a timeout is usually specified for each query. Unavailability becomes more of an issue as scale grows; it is expected that several information sources may be unavailable if there are many. Hence, as the number of sources increases, so does the probability that a specific query will timeout in a given time period. This suggests that for a large number of information sources, the timeout value may significantly contribute to the performance. As a result, average query response time for parallel queries needs to be found empirically and will be measured for different scenarios.
The Metacomputing Directory Service (MDS) [15] from the Globus is an example of an implementation that adopted the query shipping approach. Its performance has been the focus of a number of studies [14, [24] [25] [26] . What these studies show is that when there is a large number of concurrent queries, the query response time degrades dramatically without the use of caching (that implies a data shipping approach). This opens up further questions with respect to the trade-offs between query shipping and data shipping, especially in relation to the scale of today's production Grid infrastructures.
(α, β)-currency
The quality of information returned can be quantified using the (α, β)-currency metric which provides a probability, α, that a randomly selected object value stored by the Grid information system is current with respect to a grace period β. The probability α can be calculated using (1), where β is the age of the information and λ is a constant for an object type.
In the case of query shipping, the value for the query response time can be used for the grace period β in the (α, β)-currency equation. In the case of data shipping, the value β in the (α, β)-currency equation is the latency between when the information source changed and when the information service was updated.
In the case of cache, where there is a limit to the time that data can live in the cache (Time To Live -TTL), the minimum value of α is predetermined by the value of TTL. Hence, the (α, β)-currency concept can be used to calculate the optimal TTL value so that α does not decrease below a desired value. For a given quality level α, the maximum TTL β can be calculated using (2) .
Following the work in [13] , the values of λ can be calculated using (3), where f is the frequency of change and N is the number of instances of an object type.
Based on the analysis of daily snapshots of the WLCG information system for March 2010, the values for the frequency of change f and the number of instances N for each object type in the Glue 1.3 information model [3] were provided in [13] . Using these values, the value for λ was calculated using (3), which was used in (2) to calculate the optimum value of β for each object type where α=0.999. The results are shown in Table 1 .
The results in Table 1 suggest that a single value for the TTL of 30s, which was used in the original MDS deployment, may not be optimal. For many object types, the TTL could be increased to 3600s (1 hour) and α would still be greater than 0.999. However, for object types which have a high frequency of change, the TTL value would need to be reduced to 1-2 seconds. What also needs to be considered is the cost in terms of time required to create the cache as, if the time taken to obtain the information is greater than the TTL value, the cache will be immediately invalidated and hence it will not be possible to provide a cache with the desired quality level.
Network Environment
One of the main features of a Grid computing environment is that the information sources (Grid services) are widely distributed geographically. This suggests that the underlying network, which links the Grid services, provides physical limitations for data movement and hence may be a significant component of β. As such we will assert that the approach which requires the least amount of data to be transferred should be the In order to understand the network infrastructure in WLCG, the Linux ping command was used to measure the round-trip time between a Virtual Machine hosted by the CERN data centre in Geneva and a Grid service at each of the 368 participating sites. As each site publishes its location, the distance between the two geographical locations can be calculated from their longitudes and latitudes. A graph plotting the average round-trip time in relation to physical distance for 64 bytes from CERN is shown in Fig. 1 .
As expected, it can be seen that greater physical distance corresponds to higher round-trip times. The average round-trip time for the LAN to a CERN Grid service is less than 1ms. For a Grid service within the same country (Switzerland) or physically close (less than 200km), the average round-trip time was less than 10ms, and within Europe the average round-trip time was less than 100ms. Average round-trip times greater than 100ms correspond to Grid services in North America, South America and the Asia-Pacific region. A Grid service for the University of Melbourne in Australia had the highest average round-trip time, 321.8ms with a standard deviation of 1.7. At a physical distance of 16,500 km from CERN, it is the second furthest after the University of Auckland in New Zealand, which is 18,600 km away and had the ninth highest round-trip time of 303.5ms with a standard deviation of 0.4. The University of Melbourne is, therefore, a good site to select for evaluating the effects of high network latency.
An Evaluation Of The Different Approaches
Query Shipping
The Query Response Time
With the release of the EMI Resource Information Service (ERIS) from the EMI project [1] , querying services directly has officially been supported in the WLCG infrastructure as opposed to enforcing site-level aggregation. As the OSG [19] does not offer either site-level or service-level interfaces, the subsequent tests do not include resources from this infrastructure. To discover the information services, the WLCG service registry (GOCDB) [11] was used to obtain the host names for each service and an LDAP URL was constructed from the hostname using the standard port (2170) and the standard bind point (mds-vo-name=resource,o=grid) for the ERIS. A service crawler was created to query all the ERISs and is analogous to a web crawler querying web pages. The maximum information returned by one service was 407KB and the minimum was 72 bytes, which represents the base entry object of the hierarchical database structure. The median size of information returned from all services was 7.4KB with the total information from all services being 40.7MB.
The time taken to query the Service object for each service was measured fifty times and the mean query response time was found to be 0.68 seconds with a standard deviation of 0.85. If the queries are executed using one thread (i.e. serialized), it would take 903 seconds to obtain the information from all services. The average query response time was measured using different values for the maximum number of concurrent queries and with a fixed timeout value of 5 seconds. The results are indicated by 'all' in Fig. 2 . It can be seen that using a maximum of 20 concurrent queries returns the best results with the information from all services being obtained in 61.6 seconds with a standard deviation of 1.1.
To understand if there is an advantage gained by querying for only one attribute, the same test was repeated but using a query that only returned one attribute from the base entry (55 bytes). The results are indicated by 'base' in Fig. 2 . It seems that using a maximum of 20 concurrent queries gives again the best result with an average total query time of 59.8 seconds and a standard deviation of 0.9. It can be seen that there is only a small advantage gained by querying for only one attribute. This suggests that the connection overhead for the query is much greater than the amount of data returned.
As the size of the data returned from the base entry is similar to the information used by the ping command (55 bytes and 64 bytes, respectively), the average query response time can be compared to the average round-trip time. As can be seen in Fig. 3 , the average round-trip time does not give an accurate indication of the average query response time, which suggests that the performance of the ERIS may be an important factor. However, there appears that there is a minimum threshold for the query response time whereby no query is less than 3 times the round-trip time and the median is 5.6 times.
The above results suggest that the overhead for obtaining all information is so small that unless network usage is a significant concern (7.4KB per service on average versus 55 bytes for one attribute), the information from a service should be considered as an atomic unit rather than handling each attribute individually.
(α, β)-currency
Taking the average total query time of 59.8s, found in the previous section, as the value for β, which was the best result when all services were contacted and one attribute was returned, the values of α for the top ten queries [10, 14] are shown in Table 2 , where the value of λ for the object type can be found in Table 1 .
From the results in Table 2 it can be seen that, even with a query shipping approach due to the length of time it takes to execute the query, seven of the ten query responses have a value of α less than 0.999. For Q7 (CE) and Q10 (VOView) α is as low as 0.892 and 0.915, respectively. 
The Query Response Time
Using a data shipping approach the query is resolved directly by the Grid information service and in WLCG an LDAP server is used to provide the query interface for the information service. The average query response time for the top ten queries [10] made to the WLCG infrastructure was measured in [14] along with other relevant metrics. This evaluation found that for the queries with the smallest response size (642 bytes) and largest response size (8.5Mbytes), the average query response times were 0.003 seconds and 0.41 seconds, respectively. The response time for the query which requests all information (e.g. select * ) from all services was 4.8s with a standard deviation of 0.4 when querying for all objects using a quasi-copy of the information.
(α, β)-currency
The provision of a persistent information source enables alternative approaches for data shipping to be considered, in particular approaches where these information sources actively transfer all the information to the information service. Replicating via a simple copy, as implemented in current Grid information services, is not efficient as all object types are considered identical. This means that for some object types, redundant data is being shipped and for other object types there is a low value for α as data is not being shipped frequently enough. By introducing an active information source, changes can be identified at the information source and the updates can be shipped to the information service. In other words, the changes observed translate into the information that would be sent in such a scenario.
To implement a data shipping approach for transporting changes, three components are required. One at the information source that can detect when a change has occurred and take the appropriate action. A second to transfer this information from the information source to the information service, and a third at the information service to do the necessary updates. One constraint is that reverse discovery should not be necessary, i.e. a service should not have to discover the information service. Therefore the transfer mechanism has to ensure that information reaches the information service, even if the service does not specify the final location. For this investigation a data shipping approach based on enterprise messaging technology [7] will be used to send the updates directly to the information service. It is not possible on a reasonable time scale to deploy a test on each service in the WLCG Grid infrastructure to capture the updates of the information source [9] . In addition, due to the granularity for the maximum resolution of the snapshots available from querying the services directly, there is an undercount in the number of changes. The updates will, therefore, be simulated and a specific test will measure the best-and worst-case scenarios, respectively. To simulate the changes, the LDAP DNs (Unique Identifiers) for all objects were harvested from the WLCG Grid information system and grouped by object type. Using the information on changes from Table II and Table III in [13] , the changes as a percentage of the attributes of each object type were calculated cumulatively as shown in Table 3 .
A random number was generated between 1 and 100 which was mapped to an object type using the information in Table 3 . A random LDAP DN was then selected for that object type and an update message was constructed. The update message consisted of the LDAP DN, the relevant dynamic attributes for that object type and the values, which were set to the current time. The average size of the message generated for each object type is shown in the second column of Table 4 . The message was then sent to a topic on a messaging broker hosted at CERN using a python client. A delay was added to enable the frequency of messages to match the expected frequency of changes.
To measure the latency, a message consumer was created that subscribes to the topic. This was run on a machine that has the time synchronized with the messaging client. When a message is received, the values for the attributes are compared with the current time to obtain the latency for that message.
Two tests were performed to measure the latency for updating information. One represents the best-case scenario where the information source and service are on the same LAN. The other represents the worst-case scenario where the information source and service are separated by a physical distance that spans half the globe. The first test evaluated the best-case LAN scenario with the message publisher hosted at CERN. The average round-trip time between the publisher and the broker for 64 bytes of data was 2.42ms with a standard deviation of 1.9. The second test evaluated the worst-case WAN scenario with a message publisher at the University of Melbourne in Australia. The average round trip time between the publisher and the broker for 64 bytes of data was 340ms with a standard deviation of 1.1. The latencies for each test and object type are shown in Table 4 . Table 5 shows the re-calculation for the frequencies of change considering the dynamic attributes only, using the same daily snapshots of the information system that were recorded during the month of June 2011. Due to the under-counting problem, the probability p that a modification occurs was used to calculate the actual number of changes. The frequencies of change from Table 5 were then used along with the values for β from Table 4 to calculate the values for α. The results are shown in Table 6 .
It can be seen that for the worst-case scenario (the CE object type published from the University of Melbourne) α has a value greater than 0.99999.
Discussion
Query Shipping or Data Shipping?
The results from this investigation reiterate the observation that the query response time is less for a data shipping approach than a query shipping approach. The best result achieved for the query shipping approach in this scenario was an average 59.8s with a standard deviation of 0.9 when using 20 concurrent query threads. This can be compared with a query for all information made to the WLCG infrastructure where the average query response time was 4.8s with a standard deviation of 0.4. Even when considering the (α, β)-currency, due to the time taken for the distributed query, query shipping does not necessarily offer any advantage.
Considerations for Query Shipping
An interesting observation for query shipping is the importance of the catalogue in the form of a service registry. As the query response time is reduced if less information sources are contacted, being able to use a service registry to exclude information sources will improve the performance. However, there was only a small advantage if the information from each source returned only one attribute. In addition, as each query could potentially contact all the relevant information sources, each information source is required to handle as many queries as they are initiated; hence, query shipping does not scale well if there are many queries as the information sources are potential bottlenecks in the system. The optimum value for the TTL value to be used in a fault-in caching approach shows that for some object types the information would be invalidated every 1-2 seconds. As it takes longer to obtain this information using a query shipping approach, the result is that the cache will always be invalid.
Feasibility of Data Shipping
Based on the analysis of the snapshots in [13] , a data shipping approach would generate nearly 6 million updates a day (69 per second) and have a throughput of 7.6GB a day (88KB per second). Comparing this to a query shipping approach, the top ten queries made to the WLCG infrastructure, which together represent 90.8 % of the queries made, would result in 18.3MB of data being transferred for those 90.8 queries. According to [10] , the CERN top-level information service in the WLCG information system experiences approximately 2 million queries per day. Taking the top ten queries as a sample, the total data transferred per day would be 1,748GB. Note that the total size of the data from all information sources is only 104MB. This represents both the volume for the query shipping approach and for the information service itself. This simulation suggests that using messaging is technically feasible as a data rate of 88KB per second is much less that the Gbps WAN connections that are provided.
Considerations for Data Shipping
Only sending information about a change when it occurs raises a bootstrapping issue with the initial population. This can be solved by obtaining the initial values directly from the information source. Periodically cross-checking with the information source directly may be required to maintain the consistency when experiencing temporary network failures. An alternative approach would be to periodically publish the information which could also act as a heartbeat for system monitoring and could also be useful from a service discovery perspective. The main difference with such an approach is with respect to the Grid infrastructure management policies used as these define the rules regarding which services should be in the infrastructure. How such management policies are implemented to control what services are allowed to join the infrastructure and, hence, control what can be published, or control what is consumed is an area for further investigation.
Conclusion
This paper revisited the fundamental concepts of processing queries in a Grid environment in order to identify the different approaches. The fundamental problem of resolving a query over many information sources is a data retrieval problem that has been extensively examined in the distributed query processing research literature. There are two main approaches for distributed query processing; query shipping (moving the query to the data) and data shipping (moving the data to the query). Not surprisingly, the query response time is lower for the data shipping approach than for the query shipping approach, although the actual performance difference may depend on other factors including the implementation. Even when considering (α, β)-currency, due to the time taken for the distributed query, it does not necessarily offer any advantage and, hence, a data shipping approach should be adopted.
If a fault-in approach is used to refresh the cache, some queries will experience higher response times due to the cache being invalidated as a query shipping approach is used to perform the update. A data shipping approach based on either an asynchronous cache update process or replication will give a predictable query response time for all queries. Due to the query scalability demands of Grid computing, with a sufficiently large number of queries, the caching approach would in any case ship all information from the information sources. Hence, the focus should be on efficiently replicating the information from the information source to the information service.
A simple method to maintain a replica of all information from the information source by transferring changes was considered and a prototype implementation based on a enterprise messaging system was evaluated. A simulation was used to evaluate the bestand worst-case scenarios, for shipping the changes from within a LAN and over a high-latency network connection, respectively. It was found that for the worst-case scenario (the CE object type published from the University of Melbourne) the value of α is greater than 0.99999. Considering the real information from the WLCG information system, this approach would generate nearly 6 million updates a day (69 per second) and have a throughput of 7.6GB a day (88KB per second). This novel approach represents a major change for Grid computing or related global information systems as it requires the information sources to be active and explicitly uses data shipping rather than query shipping. However, further work is required to understand how to address the bootstrapping issue and to ensure synchronisation in the event of failures. In addition, how management policies are implemented to control what can be published or consumed is another area for further investigation.
To conclude, the paper provides evidence that a data shipping approach based on an enterprise messaging system that sends changes represents an improvement with respect to the handling of dynamic information than existing approaches.
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