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Abstract
The research work presented in this dissertation is concerned with development and applications
of two computational techniques for high density ratio two-phase flow as encountered in air con-
ditioning and refrigeration equipment. In this research work, we have examined mesoscopic and
macroscopic approaches of CFD modeling for multiphase calculations. We have examined two
variants of two-phase Lattice Boltzmann methods (LBM) namely the Shan and Chen (SC) and He
and Chen (HC) and applied them to study various flows including droplet impingement on solid
and liquid surfaces, head-on and oblique droplet collisions, droplet deformation in a square duct,
and displacement flow in complex micro-channels. Both SC and HC methods were able to model
liquid-liquid flow, whose density ratio is less than 2, but both methods were unstable for gas-liquid
flow.
To handle large density ratios, we have developed an alternate finite volume based computational
technique where continuity, momentum, and interface tracking equations are solved. The volume of
fluid (VOF) method is used for accurate representation and tracking of the interface, and a pressure
balance method is used for pressure gradient and other discontinuous body forces in the Navier-
Stokes equation. The interfacial force is modeled using the sharp surface force (SSF) method,
and an additional Poisson equation is derived for the pressure due to surface tension forces. This
method is stable for flow involving density and viscosity ratios up to 1000 and 100 respectively.
We have applied the computational technique to various fundamental problems to verify its accu-
racy and robustness. The study of an air bubble rising in a viscous liquid is used to validate the
computational technique with experimental results. The effects various dimensionless parameters
(Bond number, Morton number, and confinement ratio) were investigated to understand the termi-
ii
nal velocity and shape of a bubble. Subsequently, bubble dynamics in variable viscosity fluid were
investigated where the effects of power-law index, Bond number, and confinement ratio have been
analyzed on the bubble deformation, rise velocity, and rise path.
Finally, the dynamics of a bubble swarm in a square duct is simulated. The modification of
turbulence due to the introduction of bubbles is studied. This problem required handling of multiple
interfaces, wall-interface interaction, and interface-interface interaction, and tested the robustness of
the VOF method. We validated the turbulence implementation by comparing the mean quantities
with literature for unladen flow. A sizable number of spherical bubbles are introduced in the
unladen flow, and their movement is tracked until a stationary state is reached. We compared flow
structures, mean and instantaneous velocities, and various turbulence quantities between unladen
and laden flows. We also investigated the mechanism for preferential distribution of bubbles in an
upward turbulent bubbly flow.
Both LBM procedures and VOF are implemented to run on graphics processing units (GPU) includ-
ing multiple CPU-GPU platforms. The throughput of a single GPU LBM code is approximately
16 times higher that of a single CPU code. The scaling of a multi-GPU VOF code is nearly linear
on the Blue Waters computing facility.
The numerical method developed in this study is useful for the study of a variety of two-phase flow,
including those with heat transfer and phase change. Such flow will be considered in the future.
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Chapter 1
Introduction
The study of flows involving more than one phase has grabbed increasing attention of scientists
and engineers with the progress of science and technology. Systems involving multiple fluids are
commonplace in many branches of industry. The majority of natural phenomena which are in-
herently multiphase gives opportunities to explore multiphase fluid dynamics. Equipment such as
distributor header, T-junction, liquid-vapor separator etc. in the air conditioning and refrigeration
systems interact with at least two-fluid components. The design, performance, and maintenance
of equipment require a better understanding of the fluid flow through these devices. Therefore,
the development of a state-of-the-art predictive technique must include the modeling of multiphase
flow.
The most common approaches for the investigation of multiphase flow and design process still rely
on the empirical correlations resulting from experimental studies. Experimental techniques have
proven to be successful, but in general, the multiphase flow involves several complex mechanisms of
mass, momentum and energy transfers that take place between phases e.g. phase change, interfacial
forces, turbulence, buoyancy. Complex physics requires many dimensionless parameters to represent
the flow field and hence the lack of universally established scaling law makes it difficult to design
efficient and meaningful experiments. The intrusiveness of the measurement devices also poses
additional challenges. In some cases, the design of an experiment is nearly impossible due to a
smaller size of the device as well as unavailability of suitable instruments. Hence, the empirical
correlation obtained from these experiments are usually limited in applicability. Additionally, the
empirical correlations present the global characteristics of the phenomena whereas multiphase flow
often exhibit transient and local phenomena that can significantly alter the characteristics of bulk
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quantities.
The alternative to experimental techniques and empirical correlations is the computational fluid
dynamics (CFD) which uses computer simulations to study the fluid flow. It is a very versatile tool
and with progress in mathematical models, numerical techniques and hardware development it is
becoming commonplace in several sections of science and industry. The appropriate formulation of
the governing equations allows CFD to investigate the local and transient phenomena and thereby
CFD overcomes the shortcoming of experimental techniques and empirical correlations. However,
in many cases, the CFD relies on the well designed and documented experiments to model the
underlying physics. It also requires a significant amount of computational resources to give a
meaningful answer. However, with advances in measurement techniques, rapid development of
sophisticated hardware such as graphics processing units and supercomputers, and continued efforts
of the researchers, computational techniques have become far more reliable and is being used as a
design tool in many branches of science and industry.
1.1 Computational Fluid Dynamics for Multiphase Flow
Over the period of time, the computational fluid dynamics has emerged as an important tool to
study multiphase flow. It numerically solves of the partial differential equations that govern physics
of the flow. Until recently, CFD was mostly used to model the single phase flows, however, the
progress in numerical techniques to accurately capture the interface, to model the interfacial forces,
and to predict phase change phenomena have provided way forward for modeling of multiphase
flows. The computational multiphase fluid dynamics poses many challenges for researchers. Firstly,
there is still uncertainty in the formulation of the partial differential equations that capture the
essential physics of the multiphase flows. Currently, there is no universally accepted approach,
and different flow system requires different set of governing equations. The numerical difficulties
related to convergence, stability, and numerical diffusion during the solution of governing equations
continue to challenge the researchers.
The majority of multiphase algorithms/approaches can be categorized in two sections: (1) Eulerian-
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Lagrangian (EL) and (2) Eulerian-Eulerian (EE). In the EL approach, the carrier phase is con-
sidered a continuous medium and its motion is modeled via mass and momentum conservation
equations. The dispersed phase is modeled as a collection of dispersed particles with specified
position and velocity. The carrier and dispersed phases are coupled by the source terms in the
governing equations. These terms incorporate the influence force such as drag and lift that a dis-
persed particle applies on the carrier phase and modification of local density due to the presence
of the dispersed phase. Extensive literature on the drag and lift coefficients, turbulence disper-
sion effects, and pressure gradient effects is present [1–5]. The velocity of the dispersed phase is
calculated using Newton’s law of motion with the net forces due to carrier phase velocity. One
equation per particle is needed for the calculation of individual particle velocities. Then the posi-
tion is advanced and the forces are re-evaluated using the carrier phase velocities. The interaction
between two phases also known as phase coupling can be either one-way or two-way coupling. In
former, the forces due to particle movement on the carrier phase motion is not considered. In other
words, the particles are carried with the carrier phase due to the forces acting on them with no
interference to the carrier phase motion. The one-way coupling in Eulerian-Eulerian approach is
suitable when the void fraction of the dispersed phase is less than 10−5. The two-way coupling is
more accurate than one-way coupling as it incorporates the effects of particle motion on carrier
phase dynamics. However, two-way coupling is harder to model as it puts severe restrictions on
time stepping. Therefore, governing equations for the carrier and dispersed phases are coupled and
solved simultaneously using iterative methods to make the solution more robust.
The EE approach uses multiple sets of mass and momentum conservation equations along with a
phase fraction equation. Similar to EL approach, many source terms are included in the conserva-
tion equation to account for inter-phase mass and momentum transfers. This approach does not
distinguish between the carrier and disperse phases, however, correlations for the source terms are
highly dependent on the local flow regimes. At the additional cost of solving more governing equa-
tions and better correlations for source terms, the EE approach has achieved reasonable success in
the multiphase modeling. However, the main difficulty lies in the selection of the phase distribution
pattern that is dominant at a given time. Flow maps based on the gas and liquid mass fluxes are
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a good way to identify the flow regimes.
The single-fluid approach based on the Eulerian-Eulerian formulation is also widely used for the
modeling of multiphase flows. The volume of fluid (VOF) [6], level set (LS) [7, 8], front tracking
(FT) [9] are some of the examples of single-fluid approach. A single set of mass and momentum
conservation equations is shared by the two fluids and an interface-tracking technique is applied
on a fixed Eulerian mesh. The modeling of inter-phase mass and heat transfers [10] and interfacial
forces [11, 12] are the key challenges of the single-fluid approach. The VOF method has been
used and presented in this dissertation. The details of numerical method have been provided in
Chapter 4.
1.2 Objectives of Research
The main objective of this study is to develop a robust computational technique and employ
high performance parallel computing to study multiphase flows involving high density ratio fluids.
Accuracy, stability and speed were the key features that were targeted. Several tasks were identified
and studied separately:
1. Develop a lattice Boltzmann method (LBM) [13, 14] based two-fluid computational technique
for simulations of multiphase flow involving high density ratio fluids in complex geometries.
Two computational techniques namely, Shan and Chen [15] and He and Chen[16] based LBM
methods are developed. The technique is used to study some preliminary two-phase problems
of air conditioning and refrigeration such as drop deposition on solid and liquid surfaces,
displacement flow in complex geometries etc. It has also been used to carry out a fundamental
study of droplet deformation a fully developed carrier flow in a square duct. The methods
are capable of simulating flow with density ratio up to 50 and were unstable for calculations
of flow involving higher density ratios.
2. Develop a robust multiphase computational technique for simulation of high density ratio
fluids in complex geometries. A computational technique based on volume of fluid (VOF)
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method [6] for interface tracking and sharp surface force method [12] for the inclusion of
surface tension forces is developed. This technique is able to simulate flows involving density
and viscosity ratio of fluids up to 1000 and 100 respectively. It has been validated with
experimental and computational results for a bubble rise in a vertical square duct, turbulent
statistics in a square duct, and a bubble rise dynamics in variable viscosity fluids.
3. Utilize high performance computing platform such as Blue Water Supercomputing facility.
The computational technique was initially implemented on a single graphics processing units
and later ported to a Message passing interface (MPI) based multi-GPU platform to speedup
the computation process. Thorough benchmarking and profiling of the computational tool
are done and a nearly linear scaling is observed on the Blue Water Super Computing facility.
A four GPU workstation is able to solve problems with a grid of up to 80 million control
volumes.
4. Assess the accuracy and robustness of computational technique and apply it to study some
fundamental problems of multiphase flow. The VOF based computational technique has
been used to capture the dynamics of an air bubble rising in a narrow square duct. The
effects of bubble size, carrier fluid viscosity and confinement ratio have been explored. The
computational technique has also been used to study an Argon bubble motion in molten
steel under a transverse magnetic field, an air bubble motion in variable viscosity fluids, and
migration of air bubbles in a fully developed turbulent flow in a square duct.
1.3 Outline
The structure of the remaining part of the document and its relations with the objectives listed
in Section 1.2 are given in Figure 1.1. Chapter 2 begins by providing a detailed discussion of the
Lattice Boltzmann Methods. It also discusses the Graphics processing units and implementation of
LBM method on a single GPU machine. Chapter 3 focuses on the applications of multiphase lattice
Boltzmann method and challenges associated with modeling of gas-liquid flow. Chapter 4 describes
the principle governing equations for multiphase calculations, provides details of VOF method for
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interface tracking and a Sharp Surface Force (SSF) method for inclusion of surface tension forces
in the variable density Navier-Stokes equation, and describes the multiple GPU implementation.
Chapter 4 ends with a spurious velocity study for static bubble in liquid pool. Chapter 5 presents
the modeling of a single bubble rising in a confined square duct. In Chapter 6, variable viscosity
fluids are considered and the effects of power-law index on the dynamics of a rising bubble are
discussed. Next, in Chapter 7, the interaction between turbulent secondary flows and the bubble
induced turbulence is discussed. A fully resolved simulation of turbulent flow in a vertical square
duct is conducted and comparisons of several turbulence quantities are provided to study the effects
of bubbles on turbulence. Finally, a summary of our experiences along with the finding is provided
in Chapter 8.
Figure 1.1 The outline of the thesis
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Chapter 2
Multiphase Computations with
Lattice Boltzmann Method
This chapter briefly describes multiphase Lattice Boltzmann Method (LBM) and its implementation
on a single GPU machine. The LBM was chosen over other methodologies that uses the Navier-
Stokes equations because of its ability to capture complex two-phase physics including phase-change,
interfacial dynamics and interaction with solid boundaries with relative ease. In addition, LBM
algorithm is highly parallel and can be implemented on multi-core machines. Among several mul-
tiphase LBM approaches, we have implemented the Shan-Chen method and the He-Chen method.
We have studied a number of fundamental flow problems including droplet impingement on a solid
and liquid surface, droplet-droplet collision and displacement flow in complex micro-channels.
2.1 Introduction
Since its inception more than two decades ago, the LBM has proved to be a versatile computational
technique for simulating multiphase and multi-fluid systems. Among its application to such systems,
LBM has been used to simulate bubble-rise dynamics [1], droplet impingement on surfaces [2–4],
flow in T-junctions [5–7], and the Rayleigh-Taylor Instability [8, 9]. The multiphase LBM algorithm
is an extension of the single-phase algorithm, where the distinction comes from additional treatment
to include interaction between different fluids and phases.
The first widely adopted LBM procedure for multiphase flow was introduced by Gunstensen and
Rothman [10] in 1991. Their method, commonly referred to in literature as the “Color-Method”,
uses multiple color functions which separately evolve via their own Boltzmann equation, and inter-
act with each other via local color gradients. Shan and Chen [11] introduced the pseudo-potential
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method which uses a simple expression to relate disparate fluid phases and account for interaction
forces. He et al. [9] used an order-like parameter, as well as an interaction potential similar that
used in Shan and Chen’s method. Swift et al. [12] introduced a free-energy potential approach to
model the interaction forces and simulated multicomponent systems. Inamuro et al. [13] extended
the work of Swift et al. [12] by introducing an order parameter to distinguish fluids. The main
difference among various multiphase LBM formulation is related to interface treatment and mod-
eling of interaction (or interfacial) forces. The underlying feature among all LBM formulations
is its mesoscopic nature and solution of fluid flow using discretized Lattice Boltzmann equations
[9]. The macroscopic properties such as density and velocity are obtained from the moments of
distribution function. The LBM methodology discussed here are suitable for flows in which the
continuum hypothesis applies.
2.2 Single Phase Lattice Boltzmann Method
We first discuss the simplest of lattice Boltzmann family that is a single phase formulation. It
is relatively easier to understand and implement, however, outlines the generic lattice Boltzmann
procedure. In LBM, the principal discretized quantity is the probability distribution function
(pdf) which depends on space, time, and velocity. The spatial and temporal discretizations of the
density functions are similar to the finite difference method. The velocity discretization is used to
describe the discrete motion of molecules and is to approximate the integral moments of density
and momentum by means of quadrature on a given stencil. In two dimensions, a D2Q9 stencil is
used with appropriate quadratures. The D2Q9 stencil/lattice is shown in fig. 2.1 where, D stands
for dimension and Q for quadrature. Similarly, to approximate the probability distribution function
at a grid node, represented by center node, the pdfs are calculated along all the 9 directions of the
D2Q9 stencil, and a weighted sum of these pdfs are taken to obtain its grid node value.
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Figure 2.1 D2Q9 Lattice
The molecular velocities used to compute the 9 pdfs are labeled as e0−8, where e0 is the zero vector
and e1−8 point to the neighboring nodes. These velocities for D2Q9 lattice in Cartesian form are
written as,
e0−8 =

 0
0
 ,
 1
0
 ,
 −1
0
 ,
 0
1
 ,
 0
−1
 ,
 1
1
 ,
 −1
0
 ,
 −1
−1
 ,
 1
−1
 ,

The general solution procedure of the LBM equations for single phase flow involve three steps.
The first step is called “collision” in which the components of probability density function at each
spatial location are updated using local velocity, density and a net body force. The expression for
collision process is given by,
fi(x, t+ ∆t) = fi(x, t) +
1
τ
(feqi (x, t)− fi(x, t)) (2.1)
where, feqi is the local equilibrium density functions and it evaluated as an intermediate step. The
expression for equilibrium function is given by,
feqi = wiρ
[
ei · u
c2s
+ (ei · u)
2
c4s
− u · u2c2s
]
(2.2)
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where, cs = 1/
√
3. The corresponding quadrature weights, wi, for the D2Q9 stencil are
wi =

4
9 i = 0
1
9 i = 1− 4
1
36 i = 5− 8
(2.3)
The process of collision is shown in fig. 2.2. It can be noticed form the figure that it alters only the
local pdf components at each lattice independent of the other lattices. Hence, from implementation
point of view, it is a point operation and can be performed in parallel.
Figure 2.2 Illustration of collision process
Upon completion of the collision step, advection of the updated density functions is performed.
The pdf is advected along the 9 directions of the D2Q9 lattice. This process of advection is called
“streaming” and it is depicted in fig. 2.3. Assuming the 9 components of the pdf are known at one
time step, the streaming process takes the corresponding fi component of the pdf and advects it
to the neighboring node in the respective ei direction.
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Figure 2.3 Illustration of streaming process
The streaming process is given by,
fi(x + ei∆t, t+ ∆t) = fi(x, t) (2.4)
Lastly, variable such as density, viscosity and momentum are obtained from the particle distribution
functions. Density and viscosity are calculated as,
ρ =
8∑
i=0
fiν =
(
τ − 12
)
c2s∆t (2.5)
It can be noticed from above equation that the viscosity is obtained form the time constant τ .
During calculation, the viscosity is a problem dependent variable and the lattice time step is
always equal to 1. Hence, the time constant is calculated as,
τ = (0.5 + 3ν) (2.6)
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The momentum is calculated as,
ρu =
8∑
i=0
fiei (2.7)
Since, LBM, fundamentally, is a compressible flow method, the density and pressure are related
by an equation of state (EOS). For single phase flow at low Mach numbers, the ideal gas law is a
satisfactory choice. Hence the pressure is calculated as,
p = ρRT (2.8)
A general LBM single phase algorithm can be summarized as,
• Initialize the flow field and calculate lattice units
• Perform the collision step
• Perform the streaming step
• Calculate the macroscopic variables
• Calculate the equilibrium density function
• Continue to collision step until a desired solution is reached
This concludes discussion of the single phase LBM procedure. Now, we will describe the multiphase
LBM procedure.
2.3 Multiphase Lattice Boltzmann Method
In principle, the solution procedure of multiphase LBM is nearly identical to that of single phase
LBM. The underlying principle of probability distribution function and velocity discretization are
similar. The procedure involves the collision and streaming steps followed by the calculation of
macroscopic variables. The primary difference arises due to interface between two phases and
modeling of intermolecular interactions. There is a variety of strategy available in the literature
to model interfacial phenomena. Shan and Chen [11], Shan and Doolen [14] have used multiple
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distribution functions with an intermolecular force between phases, He et al. [9, 15] have used an
order parameter and Swift et al. [12] have employed a free-energy potential approach to model the
interaction forces and track the interface. During this dissertation work, we have developed and
tested two procedures for multiphase calculations and they are described below.
2.3.1 Shan and Chen Method
We have implemented the multiphase Lattice Boltzmann algorithm of Shan and Chen [11], Shan
and Doolen [14]. For a n-fluids system, a set of n-discretized Boltzmann equations is solved, one
for each fluid.
The discretized governing equation of the nth probability distribution function is written as,
fni (x + eit, t+ ∆t) = fni (x, t)−
∆t
τn
(fni (x, t)− feq,ni (x, t)) (2.9)
where fni is the particle distribution function of nth fluid in the ith direction. The collision term is
discretized using the BGK-approximation [16], with single relaxation time for each fluid component
given by τn. The equilibrium distribution function of the nth fluid component, feq,ni is given by,
feq,ni (x, t) = wiρn
[
1 + 3(ei · u
eq
n )
c2
+ 92
(ei · ueqn )2
c4
− 32
(ueqn · ueqn )
c2
]
(2.10)
where ρn(x, t) is the fluid density of the nth fluid component and it is calculated as
ρn(x, t) =
∑
i
fni (x, t) (2.11)
The total density of the system at any point is calculated using,
ρ(x, t) =
∑
n
ρn(x, t) (2.12)
The nth-component equilibrium velocity used for the calculation of particle distribution function is
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given by
ueqn = umix +
τn
ρn
Fn (2.13)
where Fn is the net force on the nth component and umix is the mixture velocity given by
umix =
∑
n ρnu/τn∑
n ρn/τn
(2.14)
The forcing term, Fn, is the force on nth component. It is a sum of two terms,
Fn = Fninter + Fnbody (2.15)
where, Fnbody is the total body force which includes gravity and mean pressure gradient terms and
Fninter, is the intermolecular force which accounts for repulsive and attractive behavior of molecules.
It can be further decomposed into two components,
Fninter = Fnfluid + Fnsolid (2.16)
where, Fnfluid is the net intermolecular force on nth fluid component due to the spatial variation
of its particle distribution function and/or due to the presence of another fluid component in its
neighborhood. In the Shan and Chen [11] formulation the fluid intermolecular force is computed
from the gradient of interaction potential, ψ. In a discretized form, it is written as
Fnfluid = −ψn(x)
∑
n
Gnn¯
∑
n
wiψn¯(x + ei)ei (2.17)
where, ψn(x) is the interaction potential of the nth component at spatial location x, n¯ refers
to other components, wi is the corresponding weights, and Gnn¯ represents the strengths of the
interaction between like and un-like fluids. Gnn¯ is read as the magnitude of the interaction between
components n and n¯, where the net force is on component n, and the net force is due to the presence
of component n¯. From reciprocity principle, Gnn¯ is equal to Gn¯n.
The solid force Fnsolid is the net intermolecular force on the nth fluid component due the presence
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of a solid boundary in the neighborhood of that component. It is written as,
Fnsolid = −ψn(x)
∑
n
Gnswis(x + ei)ei (2.18)
where, Gns is the magnitude of the interaction force on the nth fluid component due to a solid
boundary, and s(x+ ei) is unity if x+ ei is not an interior point, and zero otherwise. The positive
and negative values of G indicate an attractive and repulsive force respectively. The interaction
forces and by extension interaction potential represent the observable properties such as surface
tension, contact angle, diffusion coefficient etc. Therefore, a fine tuning of G parameter is required
to achieve a certain value of these physical properties.
The lattice Boltzmann is a compressible flow scheme hence it uses an equation of state (EOS)
to relate the density and pressure. For a single phase flow, or in the absence of intermolecular
interaction, the fluid behaves as an ideal gas, that is, the pressure is directly proportional to density.
Therefore, the EOS is modified in order to account for the non-ideal component introduced by the
interaction potential. Pressure takes an updated formulation and written as
p(x, t) = c2s
∑
n
ρn(x, t)︸ ︷︷ ︸
Ideal
+ 12c
2
s
∑
n,n¯
Gn,n¯ψn(x, t)ψn¯(x, t)︸ ︷︷ ︸
Non−ideal
(2.19)
where cs is the sound speed and defined as c2s = RT = 1/3. The definition of ψ determines the
form of EOS and vice-versa. The original formulation of Shan and Chen proposed an interaction
potential given by
ψn(x, t) = ρn,o
[
1− exp
(
−ρn(x, t)
ρn,o
)]
(2.20)
where, ρn,o is the initial density. Although it is an ad-hoc expression devised by the Shan and
Chen, it is able to give two stable phases. A robust formulation for interaction potential can be
obtained for model cases. For example, the non-ideal pressure equation for water and vapor system
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can be given by,
p(x, t) = c2sρ+
1
2G11ψ
2(x, t) (2.21)
Now, an interaction potential expression can be obtained from the pressure equation
ψ =
√
2 (p− ρc2s)
Gc2s
(2.22)
It should be noted that the 11 subscript from denominator term has been removed. This is to
indicate that there is only one interaction term, G, for the whole system. As mentioned earlier, the
pressure and density is related with an equation of state (EOS). Hence, for any given system an
expression of interaction potential can be obtained using EOS. Several equation of state including
Van der Waals, Redlich-Kwong, Peng-Robinson, and their derivatives are available in literature
[17].
It is natural to wonder about the sign of G and its consequences. Consider a one component
system at saturation temperature and a perturbed density distribution of the fluid. If external
contributions such as heat addition or removal, vibration etc. are unchanged, will the system
retain its spatial distribution? The equilibrium state can either be a uniform density distribution
or separation of two phases. It is dictated by choice of the sign of interaction term coefficient G.
For strictly positive values of G, the pressure will increase monotonically with the density since
the non-ideal term will always be positive. Hence, the system will migrate towards a lower average
density to equilibrate the pressure.
Now, assume the interaction constant is negative, meaning the non-ideal term is always negative.
Hence for some critical value of G, the pressure curve will have an inflection point. This value of
G or Gc is analogous to the critical temperature of the fluid, so that the location of the inflection
point in a state-diagram is termed the critical point. For G < Gc, there will exist in general three
possible values of specific volume for a given pressure. These values of specific volume and by
extension density correspond to states A, B and C in fig. 2.4 which are liquid, meta-state and gas
respectively.
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Figure 2.4 Illustration of state-diagram
We may now observe what happens to a system in which the density is initially spatially non-
uniform and G is below its critical value, Gc. The initial density is 1% perturbation on an average
density of 1 unit in a two-dimensional doubly periodic domain as shown in fig. 2.5a. As the solution
progresses, the system transitions towards its equilibrium state and phases start to separate as
shown in fig. 2.5b-d. It can be noticed that like densities attract each other and un-like densities
repel.
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Figure 2.5 Phase separation of one-component-two-phase system
As a consequence, given an equation of state, we could simulate a high density ratio problem
involving a liquid and gas without the need to incorporate large interaction forces to segregate
components, as would be necessary for a multi component systems not linked by an equation of
state. Some of the EOS used in the current study are given below. They are able to give a stable
solution for the density ratio up to 50, but encounter numerical or spurious velocities for higher
density ratios.
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2.3.1.1 Van dar Walls
The Van der Waals equation of state is given by,
(
p+ a
V 2m
)
(Vm − b) = RT (2.23)
where Vm is molar volume, a and b are constants and can be calculated from the critical properties
as,
a = 3pcV 2c
b = Vc3
2.3.1.2 Redlich-Kwong
p = RT
Vm − b −
a√
TVm(Vm + b)
(2.24)
a =0.42748R
2T
5/2
c
pc
b =0.08664RTc
pc
2.3.1.3 Peng-Robinson
p = RT
Vm − b −
aα
V 2m + 2bVm − b2
(2.25)
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a = 0.45724R
2T 2c
pc
b = 0.07780RTc
pc
α = (1 + κ(1− T 0.5r ))2
κ = 0.37464 + 1.54226ω − 0.26992ω2
In our experience, the Peng-Robinson equation of state is the most reliable in predicting the liquid
densities. Hence it is best suited to predict vapor-liquid equilibrium.
This concludes discussion of the Shan and Chen method.
2.3.2 He and Chen Method
The Shan and Chen methodology is able to handle high density ratio phase separation flows.
However, the numerical instabilities corrupted the solution for high density ratio multicomponent
fluid systems. Hence, we explored another formulation of the multiphase LBM known as He and
Chen method. It was formulation originally formulated by He et al. [9, 18]. In contrast with Shan
and Chen procedure, this method solves for a distribution function describing effects of forces and
captures velocity and pressure. Additionally, it solves a distribution function for order-parameter
which tracks the interface. The two generalized forms of lattice Boltzmann equations are given by,
fi(x+ eit, t+ ∆t) =fi(x, t)− ∆t
τ
(
fi(x, t)− [fi(x, t)]eq
)
− 2τ − 12τ
(ei − u) · ∇ψ(φ)
RT
Γi(u)∆t
(2.26)
gi(x+ eit, t+ ∆t) =gi(x, t)− ∆t
τ
(
gi(x, t)− [gi(x, t)]eq
)
− 2τ − 12τ (ei − u) · [Γi(u) · Ft − (Γi(u)− Γi(0)) · ∇ψ(ρ)] ∆t
(2.27)
Here, fi and gi are modified distribution functions for index function φ, which is analogous to a
level-set function [19] and fluid velocity respectively. Ft is the total external force.
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The equilibrium distribution functions used above are given by,
[fi (x, t)]eq = wiφ
[
1 + 3 (ei · u) + 92 (ei · u)
2 − 32 (u · u)
2
]
(2.28)
[gi (x, t)]eq = wi
[
p+ ρ (ei · u) + 92 (ei · u)
2 − 32 (u · u)
2
]
(2.29)
Γi(u) =
[fi (x, t)]eq
φ
= wi
[
1 + 3 (ei · u) + 92 (ei · u)
2 − 32 (u · u)
2
]
(2.30)
With these definitions and appropriate implementation of boundary conditions [20–22] the method
is second order accurate in time and space. The molecular velocities and quadrature weighting for
the D3Q27 lattice are given by
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27 i = 0
2
27 i = 1− 4, 9, 18
1
54 i = 5− 8, 10− 13, 19− 22
1
216 i = 14− 17, 23− 26
(2.31)
The index parameter (φ) is defined such that a given value of the index corresponds to a particular
fluid.
φ =

fluid 1, φ = φ1
intefacial region, φ1 < φ < φ2
fluid 2, φ = φ2
(2.32)
23
The index parameter, density and viscosity is calculated as,
φ =
27∑
i=1
fi (2.33)
ρ (φ) = ρ1 +
φ− φ2
φ1 − φ2 (ρ1 − ρ2) (2.34)
ν (φ) = ν1 +
φ− φ2
φ1 − φ2 (ν1 − ν2) (2.35)
The pressure and velocity is calculated as,
ρRTu =
∑
i
eigi +
RT
2 Ft∆t (2.36)
p =
∑
i
gi − 12u · ∇ψ(ρ)∆t (2.37)
The relaxation time is given by,
τ =
(1
2 +
ν
RT∆t
)
(2.38)
The total force (FT ) accounts for any external body forces and interfacial force.
FT = Fg + κφ∇∇2φ (2.39)
Here, Fg is the net body force per unit volume. The second term incorporates the interfacial force.
The magnitude of the interfacial tension is given by,
σ = κ
∫ (
∂φ
∂z
)2
dz = κI(a) (2.40)
where z, is along interface normal and a is related to the equation of state. We have used the
Carnahan and Starling [23] equation of state to define two phases,
pCS = ρRT
1 + bρ4 +
(
bρ
4
)2 − ( bρ4 )3(
1− bρ4
)3
− aρ2 (2.41)
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The interaction potential ψ is defined as,
ψ(ρ) = p− ρRT (2.42)
An expression for ψ in form of φ is obtained by combining equation eq. (2.41) and eq. (2.42),
ψ(φ) = pCS(φ)− φRT = φRT
1 + bφ4 +
(
bφ
4
)2 − ( bφ4 )3(
1− bφ4
)3 − 1
− aφ2 (2.43)
In the above equation, RT = c2s = 1/3, a = 4, and b = 4. For b = 4, Zhang et al. [24] calculated
the critical value of a, ac = 3.533, above which two phases will co-exist. A correlation for I(a)
was developed for a ∈ [ac, 4.6], where a > ac corresponds to T < Tc. For the reader’s reference,
I(a)|a=4 ≈ 0.0146. With I(a) known, the surface tension σ can be chosen to represent certain
fluids. Further details of the method can be found in Gu et al. [2], He et al. [18], Chao et al.
[25], Redapangu et al. [26], Sahu and Vanka [27].
This concludes discussion of the He and Chen multiphase LBM procedure.
2.4 Implementation on Graphics Processing Unit
This section gives a brief introduction to the Graphics Processing Unit (GPU), describes its archi-
tecture and inner working, and provides details of GPU implementation of the LBM method.
The graphics processing unit (GPU) is a massively parallel device that can perform graphics and
computing [28]. It is present in every personal computer, gaming consoles and mobile phones.
Until the last decade, the GPUs have been primarily used for rendering video games and post
processing high definition movies. The real-time rendering is a highly parallel operation which
requires multi-threaded high efficiency power horse devices to perform visualization operations.
Along with the high-speed rendering and video editing, they are also able to perform single and
double precision arithmetic. Compute Unified Device Architecture (CUDA) [29, 30], a parallel
computing platform and programming model, has enabled uses of the GPUs in scientific computing.
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Many new generation supercomputers and data centers have dedicated GPU clusters. Using CUDA,
the computer programs can be written into ANSI C, ANSI C++ and Fortran.
2.4.1 Architecture of the GPU
GPU is a parallel processor with several light weight computational cores [28] also known as CUDA
cores. A GPU processor consists of several Streaming Multiprocessors (SMX) and each SMX is
made up of several CUDA cores. For example, the Kepler architecture GPU, primary hardware
used in the dissertation, has 15 SMX and 192 CUDA cores per SMX, making it a total 2880 CUDA
cores per GPU. Out of 2880 CUDA cores 2880 are single precision capable compute units and 960
are double precision capable. Hence, theoretically, the single precision calculation is three times as
fast as the double precision calculation on Kepler GPUs. The GPU is a companion processor to
the CPU and communicates with the rest of computer hardware through the PCIe bus interface.
The GPU has its own on-board Dynamic Random Access Memory (DRAM) which has grown
significantly over the hardware generations.
There are three different types of on-board memory on GPU: (1) Global memory, (2) Shared/con-
stant/texture memory and (3) register memory. The global memory is maximum in size and can
be as high as 12 GB per GPU for Kepler architecture. It is shared by all the 2880 CUDA cores. It
is also the slowest memory on the board and can take up to tens of clock cycles to access the global
data. The shared memory is much faster than the global memory and compute cores take only
few clock cycles to fetch the data from shared memory. However, it is limited to 64 KB per SMX.
The shared memory is accessible only by the threads of a block, can be understood as a group of
threads bunched together. Hence due to its smaller size frequent transfers between the shared and
global memory must be performed. The register memory is even faster than the shared memory
and is accessible only to threads. For example, the temperature of a domain is stored in the global
memory, the temperature along a single row or column can be stored in the shared memory for fast
data access, and any local variables or constants can be stored in the registers.
The data is exchanged between the CPU and GPU memories through a PCIe bus interface. The
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copying is a slow process, hence in order to optimize GPU performance, the frequent back and
forth copying must be minimized. The bandwidth of fetching the data from the GPU DRAM to
the CUDA core is nearly 288 GB/s which gives a theoretical peak performance of approximately
4.2 Tera floating point calculations per seconds (FLOPS) for single precision computations and
1.68 Tera FLOPS for double precision computations. There is also L1 and L2 caches as well as
shared and texture memories available for programmers to exploit it and get the best performance
out of it. Kepler K40 GPU has 64 kilobytes of a combined L1 cache and shared memory, and has
1.5 megabytes of L2 cache. Figure 2.6 shows the NVIDIA Kepler K40 GPU, which has a global
memory of 12 GB and a memory bandwidth of 228 GB/s. The GPU board contains over 8 Billion
transistors.
Figure 2.6 A Kepler K40 GPU made by NVIDIA1
Figure 2.7 shows the architecture of Kepler GPUs. It can be noticed that the Kepler GPU has 15
SMX that are controlled by six memory controllers. It has one contiguous L2 cache and single PCI
Express 3.0 host controllers. The L2 cache acts as a buffer between global memory and the CUDA
cores, and is shared by all co-current threads. A GigaThread engine is used to distribute thread
blocks to SMX and manage the execution of threads.
1Image is taken from http://www.tomshardware.com/news/testla-k40-nvidia-gpu,25169.html
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Figure 2.7 Kepler architecture endowed with its 15 streaming multiprocessors2
Figure 2.8 shows the streaming multiprocessor level architecture of the Keple GPUs. At the hard-
ware level it has three components: (1) the front end, (2) the back end, and (3) Interface. The
front end is made of warp scheduler and dispatch units. The scheduler distributes 32 threads, one
warp, to compute cores. Kepler can issue 4 warps, 2 instructions each, allowing eight warps to be
executed per cycle. In the back end, it consists of 512 functional units which includes 192 arithmetic
logic units (ALU), 192 floating point units (FPU) for single precision, 64 FPU for double precision,
32 load/store units, and 32 special function units (SFU) for log, cosine, exponential etc. functions.
The scheduler can schedule up to 6 warps for integer or float calculations (192/32 = 6), 2 warps
for double precision computations (64/32 = 2), 1 warp of load or store units, and 1 warp of special
function units. Each SMX can accommodate up to 2048 threads and 16 blocks at a time. The
2Image taken from http://gpu.cs.uct.ac.za/Slides/Kepler2.pdf
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memory interface consists of shared, constant and texture memory units. It also has schedulers to
optimize the load or save process to and from the global memories.
Figure 2.8 Kepler K40 GPU streaming multiprocessor architecture3
2.4.2 Programming on Graphics Processing Units
The GPU is a fast computing unit, but the algorithm and data access must be optimized. With
the introduction of CUDA, the organization of the parallel execution of the instruction of multiple
data is invisible to users. Programming with CUDA is very much like programming with ANSI C
or C++ or Fortran. In CUDA, the CPU and GPU are referred as ‘host’ and ‘device’ respectively.
The arrays stored on the device memory are referred as device arrays and a ‘_d’ is added to their
names in order to distinguish them from CPU counterparts.
During the calculation process, the computational domain is divided into a group of grids on the
GPU memory. Grid is a collection of thread blocks, and block is a group of threads. A single thread
3Image is taken from http://gpu.cs.uct.ac.za/Slides/Kepler2.pdf
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is responsible to perform computations at a computational node. The total number of thread blocks
per grid is called dimGrid, and the total number of threads per thread block is referred as dimBlock.
Hence, total grid× dimGrid× dimBlock should be greater than or equal to the total number of
computational node. Arrangement of the grid, thread block, and threads are shown in fig. 2.9.
Figure 2.9 Division of computational domain into grid, thread block and threads
At the elementary level, CPU launches a kernel call, an API recognized only by GPU, which
operates on the data set. The total number of threads launched by the kernel must cover all the
data sets. A kernel is invoked when a command similar to boundfg_kernel is encountered on the
CPU side during runtime.
Figure 2.10 Example of kernel command on the CPU side
In the above kernel invocation, boundfg_kernel is kernel’s name, grid2 and block are num-
ber of blocks and number of threads per block, and u_d, v_d, w_d are the GPU array. Once
boundfg_kernel command is executed a kernel is lauched and control is given to the GPU. The
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GPU side of the code for boundfg_kernel is shown in fig. 2.11.
Figure 2.11 Example of kernel command on the GPU side
At this point, the scheduler divides thread blocks into the warps, a group of threads, and then a
group of warps are dispatched to streaming multiprocessor. The scheduler can assign less number
of threads at a time to a streaming multiprocessor if the resource required per block is higher
than resources per SMX. The threads belonging to one thread block can synchronize with each
other which is necessary to avoid the race condition that can occur in an iterative algorithm. The
order of execution of the thread blocks and threads are unpredictable and random, hence it is most
important that the computations must be thread independent.
Flow chart for the Shan and Chen multiphase lattice Boltzmann process on GPU is given in fig. 2.12.
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Figure 2.12 Flow chart for Shan and Chen method
The programming procedure are illustrated using an example: solution of a pressure Poisson equa-
tion on a two-dimensional domain (n × m) using point Jacobi iterative method. The governing
equations is given by
∂2p
∂x2
+ ∂
2p
∂y2
= S(x, y) (2.44)
where p is the pressure and S is the continuity error. With finite volume method, a central
differencing scheme for derivatives, and point Jacobi method for iterations, we get:
pn+1i,j =
1
Ci,j
(
Ci−1,jpni−1,j + Ci+1,jpni+1,j + Ci,j−1pni,j−1 + Ci,j+1pni,j+1 − Sni,j
)
(2.45)
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A converged solution is arrived when the following condition is satisfied:
E =
n,m∑
0,0
(
pi,j − 1
Ci,j
(Ci−1,jpi−1,j + Ci+1,jpi+1,j + Ci,j−1pi,j−1 + Ci,j+1pi,j+1 − Si,j)
)
< E0 (2.46)
The steps for solving the pressure Poisson equation can be summarized as:
• Initialize the pressure on the host side
• Calculate the source term on the host side
• Copy the data from host to device
• Calculate the pressure at n+1 iteration
• Check if the maximum number of iterations reached
• Copy pressure from device to host
• Compute and check the global error on the host
• Copy data from device to host
This example shows one of the weaknesses of GPU computing. The global sum required to compute
the error is a serial process and it is very expensive on the GPU. Hence, the data is brought back
to the CPU and the global sum is performed. This requires exchange of data between CPU and
GPU at the end of each iteration. Hence, the algorithms must be tailored for GPU uses.
2.4.3 Performance of Single GPU Implementation
The performance of GPU is measured by comparing the times taken by GPU and CPU to perform
10 time-steps of LBM subroutines. It should be noted that the speedup test was performed in Fall,
2011 and results may be different with current generations of hardware. Details of the hardware
used to perform the speedup test are given in table 2.1.
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Table 2.1 Hardware used for LBM calculations
CPU GPU
Name Intel Xeon 5160 NVIDIA Tesla C1060
Processor speed 3.00 GHz 1.30 GHz
Cores 2 240 GHz
Memory 48 GB 4 GB
Memory Bandwidth 25.6 GB/sec 102 GB/sec
Floating point performance 6.52 Giga Flops 78 Giga Flops
Figure 2.13 shows the results of speedup comparison and it can be noticed that a significant speedup
can be achieved with GPU. This also demonstrates the inherently parallel nature of the LBM
procedure.
Figure 2.13 Speedup between GPU and CPU LBM implementation for different problem sizes
This concludes our discussion of GPU implementation.
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Chapter 3
Applications of the Multiphase
Lattice Boltzmann Method
In this chapter, we discuss our experiences with multiphase LBM procedures for simulations of
problems such as droplet impingement on solid and liquid surfaces, droplet-droplet collision, droplet
deformation in a square duct and displacement flow in complex channels. These studies were con-
ducted to verify the robustness of procedures and understand physics pertinent to these problems.
Some of these studies are conducted in detail and some are not. The Shan-Chen and He-Chen
formulations were used according to their suitability for these studies.
3.1 Droplet Impingement on Solid and Liquid Surfaces
The problem of a droplet interacting with solid or wet surfaces is encountered in a number of
application ranging from fuel injection, condensation, frost formation, liquid cooling etc. In a heat
exchanger, saturated water vapor may condense into liquid droplets which may collect on the walls
of the channels within the apparatus. This can modify the boundary condition and significantly
change the surface related quantities such as heat transfer and wall drag.
Upon impingement the droplet can either completely or partially attach itself to the surface or
bounce off. Post impingement, the dynamics of droplet such as spreading rate, bounce, break-up
etc. are dependent on various non-dimensional parameters including Reynolds number, Re, Weber
number, We, roughness of the surface, the angle of impingement. Contact angle that the droplet
interface makes with the surface also affects the dynamics of droplet. Typically, contact angle
describes the wetting properties of a surface for the corresponding liquid. Figure 3.1 shows the
contact between a droplet and a solid surface, and illustrate the static contact angle, θ.
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Figure 3.1 Illustration of the static contact angle
The zero contact angle corresponds to complete wetting of a liquid droplet, while contact angles
greater than 180◦ correspond to non-wetting of the droplet. For wetting fluids, droplets with contact
angle less than 90◦ are referred as hydrophilic and droplets with contact angle larger than 90◦ are
termed as hydrophobic since they are relatively less wetting than the surrounding fluid. The static
contact angle is analytically described by Young’s Equation [69],
cos(θ) = σSG − σSL
σLG
(3.1)
where, σSG, σSL and σLG are solid-gas, solid-liquid, and liquid-gas surface tension coefficients re-
spectively.
Chandra and Avedisian [1] presented a thorough investigation of n-heptane liquid droplets onto
flat dry and wet surfaces. The surface temperature was the key parameter varied in the study.
Spreading of the droplet was independent of the surface temperature for smaller times and decreased
with increase in surface temperature for larger times. They identified the Weber number, We, as
an important parameter and its dependence on the surface temperature. Gupta and Kumar [2, 3]
showed that spreading behavior of the droplet was independent of Reynolds and Weber numbers for
small times and showed strong dependence on these parameters for larger times. They also reported
that breaking of impinging droplet depends on the contact angle. For example, at a Weber number
of 114, and a Reynolds number of 152, a hydrophobic droplet broke-up and hydrophilic droplet did
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not break-up.
Figure 3.2 shows the dynamics of two-dimensional bubble impingement on a smooth surface. The
simulation domain is a two-dimensional grid with 200×400 nodes in x and y directions respectively.
The liquid to vapor density and viscosity ratios are 60 and 100 respectively. The droplet begins
with a downward velocity of 0.05 lattice unit per second. The static contact angle is taken as 90◦.
The Shan and Chen procedure described in section 2.3.1 is used to obtain the results presented
here. It can be noticed from the figs. 3.2a to 3.2d that as the droplet makes contact with the
smooth surface, the kinetic energy of the droplet is transferred to the surface energy as it spreads.
The viscosity of fluid also dissipates the kinetic energy as it comes in contact with the surface and
a velocity gradient inside droplet develops. Eventually, the droplet stops spreading as the inertial,
surface and viscous forces come to a balance. However, this is not the equilibrium state of the
droplet, hence, it retracts. The surface energy is transferred to kinetic energy and dissipated by
the viscous forces. The spreading-retraction process continues till an equilibrium state is achieved.
Shape of the droplet in the steady-state is governed by the contact angle.
(a) (b)
(c) (d)
Figure 3.2 Droplet impingement on a solid surface with ρl/ρg = 60, µl/µg = 100 and droplet viscosity =
0.05 lattice unit per second
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Figure 3.3 shows the dynamics of two-dimensional bubble impingement on a liquid film. The
simulation domain is two times finer than the grid used for the previous case. The liquid to vapor
density and viscosity ratios and the initial velocity of the droplet is same as the previous case. It
can be noticed from the figs. 3.3a to 3.3d that as the droplet makes contact with the liquid film, it
merges and a wave pattern is generated on both sides. The wave imparts motion in the stationary
liquid film and oscillating motion ensues. It can also be noticed that as the wave resulting from
impingement spreads, its amplitude decreases as a result of viscosity. It should be noted in both
cases that the Reynolds and Weber are low enough such that splashing does not occur.
(a) (b)
(c) (d)
Figure 3.3 Droplet impingement on a liquid film with ρl/ρg = 60, µl/µg = 100 and droplet viscosity = 0.05
lattice unit per second
3.2 Dynamics of Droplet Collision
The droplet collision, generally, refers to interaction between two or more droplets in the absence
of a boundary. Its application lies in fuel injection, atomization, spraying etc. industries. There
are three regimes of droplet collision: (1) coalescence: where droplets merge after the collision, (2)
stretching separation: break-up occurs after coalescence and majority of the total mass is moving
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away from the center of mass, and (3) reflexive separation:break-up occurs post coalescence during a
relaxation stage. Gu et al. [4] studied droplet collisions and identified the Weber number, Reynolds
number, and an impact parameter representing oblique collision. Inamuro et al. [5] found good
agreement with theoretical boundaries of these collision regimes. Later, Sakakibara and Inamuro
[6] showed that for the unequal size droplets the mixing of droplet may occur at zero impact factor
and the rate of mixing is a function of Weber number.
Figure 3.4 shows the collision of two droplets, in the absence of gravity, where the viscosity of liquid
is varied between the two cases. The liquid to gas density ratio is 60 in both cases. The liquid to
gas density is 100 and 120 in left and right figures respectively. The simulations are conducted for
a grid of 400× 800 nodes in x and y respectively. The droplets approach each other with a velocity
of 0.05 lattice units per second.
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(a) Density ratio = 60 and viscosity ratio = 100 (b) Density ratio = 60 and viscosity ratio = 120
Figure 3.4 Collision between two identical droplet approaching each other with velocity of 0.05 lattice unit
per second
It can be noticed from the figures that the initial vertical kinetic energy of droplets are transferred
into the increased surface area and horizontal kinetic energy. The lower viscosity droplets (left
figures) are seen to stretch farther than higher viscosity droplets. The primary reason for this
phenomena is due to dissipation of kinetic energy by the viscous forces. Also, the lower viscosity
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droplet break-up after collision and eventually merge with each other. In the case of lower viscosity
droplets, the viscous forces are smaller. Hence, the kinetic energy causes a larger deformation to
the combined droplets. Film joining the two ends gets thinner as bulbs move apart which causes
it to snap in the middle and a break-up is observed. However, as the deformed droplet surface
minimizes its area, it generates a velocity in the opposite direction and leads to coalescence of
the droplets. Afterwards, the combine droplet oscillate until a steady-state is reached. In case of
higher viscosity droplets, the stretched distance is smaller, hence break-up does not take place and
coalescence occurs in shorter period of time.
3.3 Droplet Deformation in a Square Duct Flow at Moderate
Reynolds Numbers1
The deformation of an immiscible spherical droplet in a shear flow of another fluid has been a
fundamental mechanics problem for approximately 80 years since the pioneering experimental and
theoretical study of Taylor [8]. Taylor’s two innovative experiments involving counter-rotating
rollers and film strips created different shear patterns on a spherical droplet that deformed to
elongated ellipsoidal shapes of different aspect ratios. Extensive reviews of work done prior to 2010
on drop deformation and breakup in shear and Poiseuille flows have been presented in Stone [9],
Guido and Preziosi [10]. The review [9] discusses work done on drop deformation in straining flow,
breakup due to large shear rate in linear flow, and satellite droplet formation due to the pinching
of a highly elongated cylindrical drop. The review [10] included the effect of non-dimensional
parameters such as the droplet to carrier fluid dynamic viscosity ratio (λ = µd/µc), confinement
ratio (a = r/R, where r = drop radius and R = tube radius), capillary number (Ca = µdub/σ)
and Reynolds number (Re = ρdubd/µd, where d = droplet diameter and ub = bulk velocity) on the
drop deformation, drop velocity, cross-stream or lateral migration and additional pressure drop due
to the presence of the drop.
1This work has been conducted jointly with Jeremy Horowitz and published in International Journal of Multiphase
Flow [7]
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3.3.1 Problem Definition
Figure 3.5 Simulation domain and droplet initial position
In the present study we simulate the deformation and dynamics of a spherical droplet placed in
the shear flow of a 10 : 1 aspect ratio square duct at moderate Reynolds numbers between 10 and
100. Figure 3.5 shows the geometry. The spherical droplet is placed at the center of the duct cross-
section at a distance of one droplet diameter from the inlet. We consider a moderately confined
droplet of D/H = 0.8125 for all cases studied. The droplet is prescribed to be of the same density
as the surrounding fluid. The carrier fluid and the drop are initially prescribed to have a fully
developed duct velocity profiles. The initial fully developed velocity is given by White [11],
u(y, z) = 4H
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44
At the outlet of the domain, a zero gradient on all components of the velocity are prescribed. The
Reynolds number2 is defined as
Re = ρcubH
µc
(3.4)
corresponding to the average velocity, density and dynamic viscosity of the carrier fluid. H is the
cross-section dimension of the square duct. For a given carrier flow Reynolds number we varied the
capillary number defined as
Ca = µcub
σ
(3.5)
Where σ is the interfacial tension and µc is the dynamic viscosity of the carrier fluid. In this
study, we consider several capillary numbers in the range of 0.1 and 0.25. Capillary numbers
greater than 0.25 showed significant deformation and break-up of the tails and were not considered
due to required excessive grid resolution. Capillary numbers below 0.1 showed relatively smaller
deformations to be of much interest.
The third parameter varied was the droplet to carrier fluid dynamic viscosity ratio λ. The viscosity
ratio, µd/µc was varied between 0.5 and 32. Because the density ratio is unity, in the absence of
surface tension, λ = 1 corresponds to a single phase flow. Larger viscosity ratios were considered
in order to study the asymptotic limit at small deformations. Table 3.1 gives a summary of the
simulations performed in this study. For brevity, the viscosity ratio and capillary number studies
were performed for the most deforming case of the highest Reynolds number.
2It is possible to include the confinement ratio in the definition of the Reynolds and capillary numbers to account
for shear length scales germane to the droplet. However, the confinement ratio was held fixed and is O(1) in this study
so that the characteristic duct velocity and height are appropriate for defining these flow parameters for all cases.
Other non-dimensional parameters could have been formed that relate the inertial, viscous, and interfacial stresses
including the Weber, Ohnesorge, and Laplace numbers. The authors believe the Reynolds and capillary numbers
were most appropriate for a study examining a confined droplet of moderate inertia. These two parameters, along
with the viscosity ratio are those most commonly studied by the reviewed papers.
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Table 3.1 List of cases for droplet deformation in a square duct study.
Case Re Ca λ
Ca Study
1a 100 0.10 1
1b 100 0.15 1
1c 100 0.20 1
1d 100 0.25 1
Re Study
2a 10 0.25 1
2b 25 0.25 1
2c 50 0.25 1
2d 100 0.25 1
λ Study
3a 100 0.25 0.5
3b 100 0.25 1
3c 100 0.25 2
3d 100 0.25 4
3e 100 0.25 8
3f 100 0.25 16
3g 100 0.25 32
The set of calculations mentioned in table 3.1 were conducted using the 96× 96× 960 grid. In this
section we describe the selected results through the surface shapes, the maximum elongation (E),
axial elongation (EA), spread (S), and maximum deformation parameter (D).
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3.3.2 Effect of Capillary number
The effects of Capillary number, bulk Reynolds number and viscosity ratio. However, in this
dissertation only effects of Capillary number are presented. Readers are suggested to consult [7]
for further details.
We first examine the effect of Capillary number on droplet deformation. Droplet contours (iso-
surface of φ = 0.53) for four capillary numbers at different characteristic times are shown in Figure
3.6. Characteristic deformation parameter histories are shown in Figures 3.7 and 3.8 for different
capillary numbers.
Figure 3.6 Droplet contour history for different capillary numbers, Re = 100, and λ = 1. Capillary numbers
are 0.10, 0.15, 0.20 and 0.25 from left to right and non-dimensional times are 0.8, 1.6, 3.2, 4.28 from top to
bottom.
3The choice of phi used to designate the interface location has very little influence on the reported magnitude of
deformation [12].
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Examining Figure (3.6), it is clear that the deformation increases with capillary number, as ex-
pected. At low capillary numbers the surface tension opposes the deformation, resulting in more
spherical surfaces. As the capillary number is increased, the central region is pushed forward and
parachute type surfaces are produced. However, in time the surfaces relax back to less deformed
states, as also seen in the elongation and deformation parameter histories shown in figures (3.7) and
(3.8). Figure (3.7) shows the two elongation parameters and their difference as a function of time
for the four capillary numbers. The time period can be divided into four main segments. In regime
1, the elongation continually increases with time, reaching a plateau at the end. Here the cen-
tral region moves faster than the near-wall droplet fluid, giving rise to the departure from spherical
shape. Owing to continuity, stream-wise positive elongation is accompanied by wall-normal negative
spread. Since the volume of the droplet remains constant, stretching in the stream-wise direction
must accompany compression in the normal direction. A critical point is associated with regime 2.
Here, the interface at the trailing edge of the droplet reaches a maximum curvature gradient. This
condition indicates that interfacial tension effects are relatively important in the neighborhood of
the trailing edge and are acting to reduce the spatial variation in interfacial curvature. Regime 2
occurs over a relatively small time-period and little change in maximum elongation of the droplet
occurs during this time. Therefore, as the droplet transitions into regime 3, mass flux towards the
axis is converted from a lateral inward motion to a stream-wise elongation. This can be observed
in comparing Figures 3.9(c) and 3.9(d). This second burst of elongation is analogous to squeezing a
flexible capsule where squeezing in one direction serves to elongate another direction. In the regime
3 (for t∗ ≥ 2.1 and Ca = 0.25) and beyond, the elongation is mostly axial as is evident in Figure
(3.7c) where E−EA ≈ 0. In the final regime, a period of relaxation occurs with droplet shape and
therefore deformation parameters relaxing toward a steady state. The existence of a steady droplet
shape suggests that interfacial tension which acts to minimize interfacial deformation eventually
balances inertial and viscous stresses that act to increase interfacial deformation. Since we were
primarily interested in understanding transient droplet deformation, most simulations were con-
ducted until a state where little change in droplet deformation was observed. Since the differences
between E and EA can be computed from the figures of maximum and axial elongations, from now
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onward we will not present the figures on differences.
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(a) Maximum elongation
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(b) Axial elongation
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(c) Difference between maximum and axial elongation
Figure 3.7 Capillary number study, (a) maximum elongation, (b) axial elongation, (c) difference for Re =
100, and λ = 1.
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Figure 3.8 Capillary number study, (a) spread, (b) deformation, Re = 100, and λ = 1.
The balance of these competing mechanisms can be also seen in the fluid velocity contours shown
in Figures (3.9) and (3.10) for Ca = 0.25. Figures (3.9a) and (3.9b) show the deformation up to
t∗ = 1.6. Here the drop first deforms to a parachute shape with high velocity fluid in the center
and low velocity fluid in the outer region. In Figure (3.9b), it is seen that the central region
at the trailing edge now slows down relative to the droplet center of mass. This is due to the
surface tension forces resisting the large deformation and bringing the surface to its undeformed
state. The corners of the parachute are seen to be moving slightly faster than the surrounding
fluid indicating that interfacial curvature is increasing. The droplet shown in Figure 3.9(b) is in
a state of approximately greatest departure from spatially uniform curvature. The magnitude of
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the interfacial tension force is near its maximum at this time. In Figure 3.9(c), the stream-wise
velocity at the trailing edge reduces. This accompanies an increase in wall-normal velocity as
shown in Figure 3.10(c). The flux of droplet mass towards the axis is distributed into stream-
wise elongation since the total volume of the droplet must remain constant. This continues to the
extent of an overshoot (3.9d) at t∗ = 2.4, when the elongation is maximum. This overshoot occurs
because of the locally high curvature gradients that occurred at the trailing edge at earlier times.
To reduce curvature variations, the interfacial tension exerts a stress opposing inertial and viscous
stresses. This results in a backward thrust of the trailing edge relative to the droplet center of
mass as is seen in Figure 3.9(d). The droplet elongation reaches a maximum variation in Figure
3.9(d). However, the droplet shape begins to relax back since the curvature variations that created
local interfacial tension stresses have now been reduced. As the droplet relaxes further, the trailing
surface becomes flat and the elongation decreases. At approximately t∗ = 4, the drop reaches an
equilibrium deformation shape with an elongation parameters E and EA ≈ 0.52. There appear
to be small oscillations during late times for the larger capillary numbers, as a result of smaller
surface tension force. The capillary number may be considered as a representative damping factor.
At high capillary numbers the system is less damped. The behavior of S and D, shown in Figure
(3.8b), also reflect these trends.
Figure (3.10) shows the development of the lateral velocities in the center plane. The red color
indicates positive velocity, thus we see an antisymmetric pattern about the center line. In the upper
half, we see that after the first stage of elongation, the droplet fluid is moving down in the “ears”
and is being sheared by upward moving surrounding fluid due to stagnation at the droplet rear
surface. While fluid in the drop is moving down to the center, the surrounding fluid moves to the
walls. This is reflected about the centerline. At later times, the transverse velocities become smaller
as the drop reaches an equilibrium shape. However, some residual velocities are still noticed which
attempt to reduce the deformation. We speculate that these small lateral velocities will disappear
after very long times.
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Figure 3.9 Duct center-plane stream-wise velocity contours overlaid with two-dimensional droplet shape,
Ca = 0.25, λ = 1, Re = 100, (a) t∗ = 0.8, (b) t∗ = 1.6, (c) t∗ = 2, (d) t∗ = 2.4, (e) t∗ = 3.2, (f) t∗ = 4.28.
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Figure 3.10 Duct center-plane wall-normal velocity contours overlaid with two-dimensional droplet shape,
Ca = 0.25, λ = 1, Re = 100, (a) t∗ = 0.8, (b) t∗ = 1.6, (c) t∗ = 2, (d) t∗ = 2.4, (e) t∗ = 3.2, (f) t∗ = 4.28.
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Figure 3.11 Characteristic time when E−EA is a maximum for different capillary numbers, Re = 100, λ = 1.
To understand any similarity behavior, we have plotted in Figure (3.11) the times at which the
maximum difference in maximum and axial elongation occurs, for different capillary numbers.
This relaxation gives us a mapping between time-scales and stress parameters. In Figure 3.11 we
observe an approximately linear variation. Thus the time at which the maximum difference is seen
to increases nearly linearly with capillary number, for the range of capillary numbers investigated
in this study. We may also expect other characteristic features of deformation (e.g. time at which
minimum spread occurs, period of oscillation in the relaxation regime), to also scale linearly with the
capillary number. The former observation assumes that other parameters (Re, λ) remain constant,
since variation of these parameters may result in new time scales.
Hence, the effects of the capillary number were to primarily increase the deformation as its value
was increased. At early times, the droplet is seen to deform to a parachute shape with a central
core and peripheral wings. As the capillary number is decreased, these central cavities disappear.
In time, the central cavity is relaxed and bullet shaped drops are formed for all capillary numbers.
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The drop deformation and elongation histories indicate four regimes with elongation and relaxation
reaching a final steady droplet shape.
3.4 Challenges of Multiphase Lattice Boltzmann Method
The lattice Boltzmann method is well deserved for its praises and popularity in modeling funda-
mental multiphase flows. Both single and multi phase formulations are relatively easier and achieve
considerable performance jump when implemented on massively parallel machines. With our novice
implementation we were able to achieve a speedup of 16 times over the CPU implementation. The
complicated boundary condition such as contact between liquid, gas, and solid can be implemented
with relative ease.
However, as with any other numerical method there are some significant and severe challenges
associated with multiphase LBM and we have encountered two major during difficulties this study.
3.4.1 Spurious Velocities in Flow Involving High Density Ratio Fluids
A spurious velocity is a numerical velocity field which generates due to momentum imbalance and
disparity in the density across the interface. It can sometimes be as large as the physical velocity and
cause severe instability and ambiguity between flow and spurious velocities. It is generally observed
during computation of multiphase flow involving high density ratio fluids and exacerbated by large
values of surface tension. The spurious velocity can put severe constraint on simulation parameters.
Typically, the spurious velocities are investigated by conducting a simulation of static bubble in
the absence of gravity. Its magnitude is also a measure of the accuracy and robustness of numerical
method. An illustration of spurious velocities is shown in fig. 3.12. It can be noticed that the
spurious velocities are symmetric and concentrated near the interface between the two fluids.
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Figure 3.12 An illustration of spurious velocities4
The spurious velocities in multiphase lattice Boltzmann method formulations are due to modeling of
the interface and inclusion of interfacial forces. For example, in case of Shan and Chen [14] method,
the interface between phases comes from the introduction of the equation of state and interaction
potential. Further, what causes the phases to stay separated is the intermolecular force which is also
calculated using the interaction potential. It should be noted that the definition of intermolecular
force is a mathematical approximation and a numerical concept. The discretization technique used
to calculate the force also introduces errors in the solution. In case of He and Chen [15] method,
the interface curvature and normal are computed from the order-parameter, φ. Large gradient
in order-parameter across the interface introduces discretization error in computation of ∇∇2φ.
This creates a force imbalance across the interface and generates of the spurious velocities. Several
authors including Connington and Lee [13], Wei and Qian [16], Wagner [17], Pooley and Furtado
[18] have used the free-energy, fractional propagation, compatible discretization of the driving
forces and momentum conserving forcing approaches to reduce the spurious velocities respectively.
We have also tried some of these approaches in our implementations but spurious velocities were
significantly high and the solution was unstable for simulation of fluids with density ratio on the
4Image is extracted from work of Connington and Lee [13].
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order of 1000.
3.4.2 Compressibility Effects
The LBM algorithm is fundamentally a compressible flow formulation. Hence, for any equation of
state selected, density will always be a function of pressure. In the limits of a low Mach number
Ma < 0.3, the effects of compressibility will be small, hence the assumption of incompressibility
will be justified. However, we have found that the condition of low Mach number does not ensure
incompressibility in LBM procedures. For Poiseuille flow, the pressure is known to decrease linearly
along the pipe. In continuum approaches, at low Mach number the incompressibility is ensured
by the continuity equation. However, in LBM there is no such mechanism in place. Hence, a
variation in the pressure is translated in density variation as it is calculated by the given equation
of state. This is observed at Mach number less than 0.1. The density contours along the channel
for Poiseuille flow is shown in Figure 3.13a. The variation in density is less than 2% but it is clearly
perceivable. It should also be noted that the aspect ratio is 16 and effect will pronounce for higher
aspect ratios.
(a) Density variation with the standard LBM (b) No density variation with the PPE in LBM
Figure 3.13 Variation of density due to pressure variation along the channel
Inamuro et al. [5] included a Pressure Poisson Equation (PPE) in the LBM formulation to correct
the compressibility effect and found that the density variation is minimized and calculation was
stable at higher density ratios as well.
However, inclusion of a Poisson equation defeats the purpose of using LBM. Since, it is no longer
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computationally inexpensive and massively parallel.
Along with above mentioned major challenges, several numerical difficulties such as smearing of
interface, breakup and coalescence dynamics, implementation of contact angle, etc. continue to
pose severe restrictions on the stability and accuracy of the simulations. We had very limited
success with Shan and Chen [14] and He and Chen [15] methods for simulations of flow involving
high density ratio fluids, despite being successful for several researchers.
In light of these experiences and observations, we ceased our efforts with Lattice Boltzmann method
and focused our attention on the finite volume based approach. Our experience with the new
approach has been discussed in the Chapter 4.
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Chapter 4
Volume of Fluid Method
The development of fast computers and novel numerical techniques has provided the opportunity
to numerically solve the governing equations for motion of a bubble or drop in a surrounding fluid.
Numerical techniques solving the continuum based macroscopic equations can be grouped in two
categories: a) interface tracking and b) interface capturing. In the interface tracking approach, the
interface between the bubble/drop and the surrounding fluid is tracked by a set of marker particles
or surface triangles. The MAC method [1–4] and the Front Tracking (FT) method of Unverdi
and Tryggvason [5] are two such techniques. The interface capturing technique, on the other hand,
includes the interface in the solution domain and represents the interface through implicit variations
in the properties. The interface position however, has to be computed as some form of a transport
process. The Volume of Fluid (VOF) Method [6] is one of the most commonly used techniques
to determine the liquid and gas fractions as a function of the computational space. An extensive
amount of literature exists on the VOF technique and its variations and applications [7–10]. An
alternative to VOF is the Level Set (LS) method [11, 12] in which an advection equation for a signed
distance function (φ) is solved and the fluid properties are calculated using a continuous Heaviside
function weighting the liquid and gas properties. While the VOF method is based on conservation
of the volume of liquid / gas, the level set function is merely a geometric entity that is propagated
by the velocity field. The VOF method is known to be mass conserving, while the level set is not.
However, the level set method provides a smooth, differentiable surface from which the interface
curvature can be accurately computed. The interface curvature and the normal are required for
computing the surface tension forces acting at the interface. The VOF method on the other hand,
constructs the interface by assuming either piecewise linear or polynomial variations. The curvature
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computed by the VOF method is not as accurate as that computed by the level set method. Hence
several researchers [13–15] have combined the two methods and developed the Coupled Level Set
Volume of Fluid (CLSVOF) method, which provides better results at a higher computational cost.
All of the above methods (VOF, LS, CLSVOF and FT) with variations have been applied to the
problem of single bubble rise in an infinite domain [16–18]. The various formulations improve the
accuracy and stability of the methods by changing the discretization schemes and the interpolation
functions for the properties across the interface.
An important issue with interface capturing methods is the representation of the surface tension
force. Most of the previous methods using VOF and LS / CLSVOF have used the Continuum
Surface Force (CSF) approach to include the surface tension force. In the CSF method [19] the
surface tension force (which is a surface force) is written as a volumetric force and included in the
Navier-Stokes equations. A common observation with CSF is the generation of anomalous velocities
surrounding the bubble/drop, called spurious velocities. These velocities are a result of imprecise
representation of the pressure gradients and surface tension forces at the interface, and have been a
topic of much research. The generation and growth of spurious velocities are not only detrimental
to the accuracy of the interface calculation but can also result in catastrophic instabilities in the
numerical scheme.
Despite various improvements in computing cell and cell-face properties as well as interface curva-
ture, the spurious velocities are still present and not completely eliminated. For example, in the null
case of a static bubble in a zero gravity field, the bubble should be stationary and the velocity field
should be zero to machine precision. However, this is not achieved both due to errors in represent-
ing the surface tension forces and inaccuracies in the curvature computation. The recent method
of Wang and Tong [20] introduces a separate pressure field to balance just the surface tension force
field. In this method the surface tension force is written as a gradient of a new pressure field for
which a Poisson equation is derived from Navier-Stokes equations. Solution of this Poisson equation
with Neumann conditions at the boundaries provides a pressure field that exactly counteracts the
surface tension force. This method produces machine zero spurious velocities for a static bubble
with exact prescription of the curvature. However, a small but finite amount of spurious velocities
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are still generated if the curvature is numerically computed.
For this study, we have developed a VOF based numerical algorithm on a three-dimensional Carte-
sian collocated grid with the improved method to handle the surface tension force. As this approach
is relatively new in literature, we describe the technique in detail in the upcoming sections. This
is combined with the height function method to compute the interface curvature. A piecewise
linear interpolation scheme is used to compute the interface shape and liquid volume flux from the
cell faces. The Navier-Stokes equations are solved with a space-time second-order accurate frac-
tional step numerical scheme. Efficient multigrid method with red-black Successive Over-relaxation
(SOR) scheme is used for fast solution of the two Poisson equations.
4.1 Governing Equations
The continuity and momentum equations for a multiphase flow are used to solve for the flow field.
We assume that both the gas and liquid are isothermal and incompressible fluids. A single fluid
approach with a method to capture the interface between gas and liquid is used. The combined
governing equations for both fluids are given by the following equations:
∇ · u = 0 (4.1)
∂ (ρu)
∂t
+∇ · (ρuu) = −∇p+∇ ·
(
µ
[
∇u +∇uT
])
+ Fb + Fint + Fext (4.2)
In the above equations, u is fluid velocity, p is pressure, ρ is density, µ is dynamic viscosity, Fb is
buoyancy force, Fint is any interfacial force such as surface tension force and Fext is any external
force such as magnetic or repulsive force.
In addition to these two equations, an equation for capturing and advecting the interface between
gas and liquid is solved. The advection equation for the interface is given by,
∂α
∂t
+ u · ∇α = 0 (4.3)
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where, α is the scalar quantity being advected.
4.2 Interface Tracking
There are two or more types of fluids/phases present during computation of multiphase flows. The
density and viscosity in each cell are computed from information about the fluid in cell. Therefore, it
is important to identify the type of fluid/phase present in each cell. Also, the interfacial force which
is an important characteristic of multiphase flows acts only at the interface therefore information
about its location is vital to these computations. For purposes of computations, the interface is said
to be present in a cell which contains at least two phases. There are several methods to identify the
interface and advect it with flow velocities. In this study, we are using the volume of fluid (VOF)
method. It is a finite volume based method in which the fluids/phases are represented by the
distribution of a function called liquid fraction. The liquid fraction is denoted by α, takes a value
between 0 and 1. The fluid/phase in a cell is distinguished by the value of liquid volume fraction
in the cell. For example, when a cell is completely filled with gas, the liquid volume fraction of the
cell is zero and when it is completely filled with liquid the volume fraction is 1. If both phases are
present in a cell then the value of α is between 0 and 1. This is a necessary condition for existence
of liquid-gas interface in the cell.
In the volume of fluid method, we solve an advection equation for the liquid volume fraction which
is derived from the continuity equation for the fluid flow. The derivation of the liquid volume
fraction equation from the mass continuity equation is described below.
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4.2.1 Volume of Fluid (VOF) Equation
In VOF formulation, the density and viscosity are calculated from the liquid volume fraction and
they are defined as
ρ = αρl + (1− α)ρg (4.4)
µ = αµl + (1− α)µg (4.5)
Where ρl and ρg are the liquid and gas densities, and µl and µg are the liquid and gas viscosities.
The mass continuity equation in a single fluid approach is written as,
∂ρ
∂t
+∇ · (ρu) = 0 (4.6)
In the limits of incompressible flows, the density of each fluid element is constant (or dρ/dt = 0).
Hence, a volumetric continuity equation can be obtained from the mass continuity equation. The
volumetric continuity equation is written as,
∇ · u = 0 (4.7)
The VOF equation is derived by substituting the formulation of density from eq. (4.4) in eq. (4.6)
and simplifying to give,
∂ (αρl + (1− α)ρg)
∂t
+∇ · (αρlu + (1− α)ρgu) = 0 (4.8)
α
∂ρl
∂t
+ ρl
∂α
∂t
− ρg ∂α
∂t
+ (1− α) ∂ρg
∂t
+∇ · (αρlu) +∇ · ((1− α) ρgu) = 0 (4.9)
α
∂ρl
∂t
+ (1− α) ∂ρg
∂t
+ (ρl − ρg) ∂α
∂t
+ αu · ∇ρl
+ ρlu · ∇α+ (1− α)u · ∇ρg − ρgu · ∇α+ αρl∇ · u + (1− α) ρg∇ · u = 0
(4.10)
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α(
∂ρl
∂t
+ u · ∇ρl + ρl · ∇u
)
+ (1− α)
(
∂ρg
∂t
+ u · ∇ρg + ρg · ∇u
)
+ (ρl − ρg)
(
∂α
∂t
+ u · ∇α
)
= 0
(4.11)
If inter phase mass transfer between liquid and gas is neglected, the liquid and gas must satisfy
their respective continuity equations. This assumption makes the terms in first and second brackets
zero and gives,
(ρl − ρg)
(
∂α
∂t
+ u · ∇α
)
= 0 (4.12)
The above equation is true for all ρl and ρg. Hence we get,
∂α
∂t
+ u · ∇α = 0 (4.13)
This is the desired equation for liquid volume fraction.
4.2.2 Representation of Gas-Liquid Interface
The numerical representation of gas-liquid interface is an important requirement for the computa-
tions of multiphase flows. Physically the interface is a thin region where a transition between liquid
and gas occurs. The thickness of the interface is on the order of few nanometers [21]. Figure 4.1a
shows an illustration of the interface and the transition of liquid to gas region. The interface in
each cell can be a three-dimensional surface with possible non-zero curvature.
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Figure 4.1 Interface representation
The numerical schemes for multiphase computations assume that the transition between liquid and
gas happens over a finite number of cells. In the volume of fluid method the transition takes place
over three cells, i.e. first cell is occupied by the liquid, second cell by mixture of liquid and gas
and the third cell by gas. The interface is said to be present in the cell where both liquid and
gas are present. There are two prominent representations of the interface in the literature. The
first one is simple linear interface calculation (SLIC) shown in fig. 4.1b. In this representation the
interface is always aligned with one of the three axes and its alignment depends on the values of
the neighboring cells. The second representation is piecewise linear interface calculation (PLIC)
shown in fig. 4.1c. In this representation, the interface is represented by a line in two dimensions
and by a plane in three dimensions. We describe the PLIC method in detail below.
4.2.3 Piecewise Linear Interface Calculation
The interface in a cell is defined with the help of two quantities: (1) interface normal and (2) a
perpendicular distance from any reference point. The interface normal provides the information
about its orientation and the distance prescribes its location in the cell. In two dimensions the
interface is approximated by a line and is defined by eq. (4.14)
nxx+ nyy = d (4.14)
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Where nx and ny are the x and y components of interface normal and d is the perpendicular
distance from one of the corners to the interface as shown in Figure 4.2.
Liquid Gas
ny
nx
Δx
Δy
d
Figure 4.2 Interface representation in two dimensions
The nx and ny components of interface normal can be calculated from the volume fraction using
second order differencing as
nx =
α(i+ 1, j)− α(i− 1, j)
2∆x
ny =
α(i, j + 1)− α(i, j − 1)
2∆y
(4.15)
The interface normals can also be approximated using higher order numerical schemes such as
fourth order compact differencing.
The information pertaining to the location of interface in a cell is obtained by calculating its
perpendicular distance (d) from one of corners of the cell (we have arbitrarily chosen it to be from
bottom left corner). The calculation of the perpendicular distance is an iterative process which
involves matching the cell area truncated by the interface to the area of liquid in the cell. For
example, if the liquid volume fraction of a cell is α then amount of liquid in the cell is α ·∆x ·∆y.
One needs to find a perpendicular distance (d) such that for given interface normals nx and ny the
area encompassed by interface and cell boundaries is very close to α ·∆x ·∆y.
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Figure 4.3 Iterative process to compute the location of the interface
The algorithm for computation of the perpendicular distance (d) is shown below.
Calculate the interface normals (nx, ny);
for i = 1, niter do
Provide two initial guesses for distance (such as d1, d2) such that the interface is bounded;
Compute areas (A1, A2) enclosed by interfaces defined by normals and distances (d1, d2);
Compare computed areas (A1, A2) to the area implied by the liquid volume fraction.;
Compute error(A) = (α ·∆x ·∆y − (A));
if error(A1) is acceptable then
d1 is the desired perpendicular distance;
exit;
else if error(A2) is acceptable then
d2 is the desired perpendicular distance;
exit;
else
apply bisection method on two latest guessed values;
continue ;
end
end
Algorithm 1: Iterative process to compute interface distance
This method of finding the components of normal and the perpendicular distance is called geometric
construction method. The most difficult part of this method is to find the area enclosed between
interface and the cell boundaries. In two dimensions, it is relatively easier due to availibilities of
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standard formula for area calculation of irregular geometries. However, in three dimensions, the
geometry construction method requires computation of volume enclosed between interface and cell
boundaries. There are total 27 orientations that an interface (plane) can take in a Cartesian cell
and one needs to account for all these possible combinations carefully. In an unstructured setup it
is extremely time consuming to program a geometric construction method.
4.2.4 Solution of Liquid Volume Fraction Equation
Here we will describe methods to solve the governing equation for liquid volume fraction i.e. to
advect the interface from nth time step to the (n + 1)th time step. The governing equation for
evolution of liquid volume fraction is written as
∂α
∂t
+ u · ∇α = 0
This can be further expanded to
∂α
∂t
+ u∂α
∂x
+ v∂α
∂y
+ w∂α
∂z
= 0 (4.16)
Where, u, v, w respectively are the x, y, z components of the velocity. Using the second order
central differencing for spatial derivatives, the governing equation in any control volume (i, j, k)
can be discretized as,
∂α
∂t
+ u(i, j, k)α(i+ 1/2, j, k)− α(i− 1/2, j, k)∆x
+ v(i, j, k)α(i, j + 1/2, k)− α(i, j − 1/2, k)∆y
+ w(i, j, k)α(i, j, k + 1/2)− α(i, j, k − 1/2)∆z = 0
(4.17)
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Similarly, using the first order explicit scheme for the time derivative, the VOF equation can be
written as,
αn+1(i, j, k)− αn(i, j, k)
∆t + u
n(i, j, k)α
n(i+ 1/2, j, k)− αn(i− 1/2, j, k)
∆x
+ vn(i, j, k)α
n(i, j + 1/2, k)− αn(i, j − 1/2, k)
∆y
+ wn(i, j, k)α
n(i, j, k + 1/2)− αn(i, j, k − 1/2)
∆z = 0
(4.18)
αn+1(i, j, k) = αn(i, j, k)−∆t · un(i, j, k) · α
n(i+ 1/2, j, k)− αn(i− 1/2, j, k)
∆x
−∆t · vn(i, j, k) · α
n(i, j + 1/2, k)− αn(i, j − 1/2, k)
∆y
−∆t · wn(i, j, k) · α
n(i, j, k + 1/2)− αn(i, j, k − 1/2)
∆z
(4.19)
Equation (4.19) can be used to update the liquid volume fraction in (i, j, k) control volume using
previous time step velocities and liquid volume fractions of the neighboring cells. The velocity
components at cell centers are readily available from the solution at previous time step. The
cell face liquid volume fractions (e.g.αn(i + 1/2, j, k)) can be computed from cell centered liquid
volume fractions using appropriate interpolation techniques. Some of the widely used techniques are
linear averaging, harmonic averaging and higher order ENO (essentially non oscillatory) or WENO
(weighted essentially non oscillatory) schemes. These interpolation schemes are easier to implement
and fast to compute. However, such methods are prone to loss/gain of mass (destruction/generation
of liquid volume fraction). Therefore, despite its ease of implementation the above method for
solution of VOF equation is not widely accepted.
Now, we explain a method that accurately solves the volume of fluid equation and conserves the
mass of each phase exactly. It is based on the geometry construction method where liquid volume
fraction fluxes at cell faces are computed geometrically.
To apply the geometry construction method for advection, we write VOF equation in the conser-
vative form, by adding α∇ · u on both sides of the eq. (4.13) as,
∂α
∂t
+∇ · (uα) = α∇ · u (4.20)
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The conservation form of the VOF equation is then split into three one directional equations,
each equation corresponds to a particular direction of advection. The corresponding directional
equations are:
x-direction: ∂α
∗
∂t
+ ∂ (α
nun)
∂x
= αn∂u
n
∂x
(4.21)
y-direction: ∂α
∗∗
∂t
+ ∂ (α
∗vn)
∂y
= αn∂v
n
∂y
(4.22)
z-direction: ∂α
n+1
∂t
+ ∂ (α
∗∗wn)
∂z
= αn∂w
n
∂z
(4.23)
These equations are solved in three individual steps. A first order explicit scheme is used to for
the time derivatives. This method becomes second order accurate in space if order of solving three
equations is continuously rotated. The volume fluxes of liquid crossing cell faces are computed
using a volume cut cell method. The next time step value of α is given by αn+1. This procedure
of updating volume fraction is termed as a geometry construction method.
We first describe solution of the x-direction equation.
∂α∗
∂t
+ ∂ (α
nun)
∂x
= αn∂u
n
∂x
(4.24)
We integrate it over a control volume to get,
∫
Ω
(
∂α∗
∂t
+ ∂ (α
nun)
∂x
)
dΩ =
∫
Ω
(
αn
∂un
∂x
)
dΩ (4.25)∫
Ω
(
∂α∗
∂t
)
dΩ +
∫
Ω
(
∂ (αnun)
∂x
)
dΩ =
∫
Ω
(
αn
∂un
∂x
)
dΩ (4.26)
Using the divergence theorem and expanding it to the discrete form, we can write this as,
(
α∗ − αn
∆t
)
dV + (αnundA)(i+ 12 ,j,k) − (α
nundA)(i− 12 ,j,k) =
αn(i,j,k)u
n
(i+ 12 ,j,k)
− un(i− 12 ,j,k)
∆x
 dV
(4.27)
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Multiplying the whole equation by ∆t and dividing by dV and rearranging terms will give,
α∗ = αn −
(αnun∆tdA)(i+ 12 ,j,k) − (α
nun∆tdA)(i− 12 ,j,k)
dV +
αn(i,j,k)u
n
(i+ 12 ,j,k)
− un(i− 12 ,j,k)
∆x
∆t
(4.28)
The terms (αnun∆tdA)(i+ 12 ,j,k) and (α
nun∆tdA)(i− 12 ,j,k) are the liquid volumes leaving and enter-
ing through right and left faces. These volumes can be computed geometrically using the interface
normals and distance. There is no approximation due to interpolation involved in this method com-
pared to previous method where we needed to find volume fractions at cell faces. The geometry
construction method is computationally expensive but it preserves the volume fractions exactly.
The interface is sharp and located only in one cell between liquid and gas phases.
Similar integrations are performed for the y and z-directions with appropriate use of α∗ and α∗∗,
note that the α s must be used precisely the way indicated in the equations above.
4.3 Momentum Equations
In this section we will discuss the steps involved in the solution of the momentum equations. We
will discuss the discretization schemes and evaluation of the individual terms such as convection,
diffusion, pressure gradient etc. in the momentum equation. It should be noted that the integration
are performed in the finite volume framework are terms are written accordingly. The variable
density momentum equation is given by
∂ (ρu)
∂t︸ ︷︷ ︸
Acceleration
+∇ · (ρuu)︸ ︷︷ ︸
Convection
= −∇p︸ ︷︷ ︸
Pressure gradient
+∇ ·
(
µ
(
∇u+∇Tu
))
︸ ︷︷ ︸
Diffusion
+ Fb︸︷︷︸
Buoyancy
+ Fint︸︷︷︸
Interfacial
+ Fext︸︷︷︸
External
(4.29)
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4.3.1 Convection
The convection term integrated over a control volume can be written as,
Cn =
∫
Ω
∇ · (ρuu)dΩ (4.30)
Where dΩ is volume of control volume. Using the divergence theorem we can write it as,
Cn =
∫
A
(ρuu) · nˆdA (4.31)
Where nˆ is the outward face normal and dA is the respective cell face. Assuming linear variation
of variables over the cell faces, we can rewrite the integral as,
Cn =(ρuuAx)i+1/2 − (ρuuAx)i−1/2+
(ρuvAy)j+1/2 − (ρuvAy)j−1/2+
(ρuwAz)k+1/2 − (ρuwAz)k−1/2
(4.32)
During simplification of the terms, we have assumed that x, y and z faces of the control volumes
are aligned with the x, y and z axes of the Cartesian co-ordinates respectively. Ax, Ay and Az are
the area of x, y and z faces respectively. The above equation can be further expanded to get,
Cn = + (ρuuAx)i+1/2iˆ+ (ρvuAx)i+1/2jˆ + (ρwuAx)i+1/2kˆ
− (ρuuAx)i−1/2iˆ− (ρvuAx)i−1/2jˆ − (ρwuAx)i−1/2kˆ
+ (ρuvAy)j+1/2iˆ+ (ρvvAy)j+1/2jˆ + (ρwvAy)j+1/2kˆ
− (ρuvAy)j−1/2iˆ− (ρvvAy)j−1/2jˆ − (ρwvAy)j−1/2kˆ
+ (ρuwAz)k+1/2iˆ+ (ρvwAz)k+1/2jˆ + (ρwwAz)k+1/2kˆ
−(ρuwAz)k−1/2iˆ︸ ︷︷ ︸
x-component
−(ρvwAz)k−1/2jˆ︸ ︷︷ ︸
y-component
−(ρwwAz)k−1/2kˆ︸ ︷︷ ︸
z-component
(4.33)
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For the ease of understanding let us discuss the computation of x-components of the convection
term. These terms are during solution of the x-momentum equation.
Cnx = (ρuuAx)i+1/2 − (ρuuAx)i−1/2︸ ︷︷ ︸
net x-momentum trasported with u
+ (ρuvAy)j+1/2 − (ρuvAy)j−1/2︸ ︷︷ ︸
net x-momentum transported with v
+ (ρuwAz)k+1/2 − (ρuwAz)k−1/2︸ ︷︷ ︸
net x-momentum transported with w
(4.34)
Let us now look at the net x-momentum transported with u,
(ρuuAx)i+ 12 − (ρuuAx)i− 12 = (uρuAx)i+ 12 − (uρuAx)i− 12
= 1∆t
(
(uρuAx∆t)i+ 12 − (uρuAx∆t)i− 12
)
= 1∆t
(
ui+ 12
(ρuAx∆t)i+ 12 − ui− 12 (ρuAx∆t)i− 12
) (4.35)
(ρuAx∆t)i+ 12 is the total mass leaving the current cell through right face and (ρuAx∆t)i− 12 is the
total mass entering the cell through the left face. Similarly, (ρvAy∆t)j+ 12 and (ρvAy∆t)j− 12 are total
masses leaving and entering through y-plus and y-minus faces respectively and (ρwAz∆t)k+ 12 and
(ρwAz∆t)k− 12 are total masses leaving and entering through z-plus and z-minus faces respectively.
In case of constant density flow, computation of the mass fluxes is straight forward as the face
velocities and areas are easily available. However, in case of variable density flow, the computation
of mass fluxes requires computation of the average face density along with other velocity and area.
The face density can be obtained by interpolating the cell centered densities to the faces. Both the
linear and the harmonic interpolations schemes are widely used in the literature for computation
of face densities and these schemes between two neighboring cells are written as,
ρi+ 12
= ρi + ρi+12 Linear averaging (4.36)
ρi+ 12
= 2ρi · ρi+1
ρi + ρi+1
Harmonic averaging (4.37)
It is imperative to note that when there is a large variation in density between two adjacent cells
then the computation of the mass fluxes using averaged densities and cell face velocities results
in imbalance of the momentum between two cells [10]. The imbalance in momentum can lead to
74
generation of numerical or spurious velocities in the regions of high density gradients. To overcome
this error, we compute total mass crossing faces geometrically, which involves computations of the
liquid and gas masses crossing the face. Computation of the total mass fluxes through the right
face can be explained properly with the help of Figure below,
u∗δt
δx
δy
Liquid Liquid Gas
Liquid
Volume
Gas
Volume
u
face
Figure 4.4 Calculation of the mass flux using geometry construction method
The uface is x−component of divergence free velocity obtained at the previous time step. The
geometry construction method explained in interface tracking section is used to obtain the liquid
volume. The gas volume is computed by subtracting the liquid volume from the uface∗∆t∗Ax. The
liquid and gas mass fluxes are computed by multiplying density to the respective volume fluxes.
The other terms of Equation (4.33) are computed in the similar manner. This method to calculate
the convection term is proven to enhance the convergence of the pressure Poisson equation for the
variable density Navier-Stokes equation and the stability of the solution.
4.3.2 Pressure Gradient
The pressure gradient term in the momentum equation is written as,
P = −∇p (4.38)
= −
(
∂p
∂x
iˆ+ ∂p
∂y
jˆ + ∂p
∂z
kˆ
)
(4.39)
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In the case of constant density flow, the pressure gradient is computed using the second order
central differencing scheme. For the x-derivative, it can be written as,
∂p
∂x
∣∣∣∣
(i,j,k)
=
p(i+1,j,k) − p(i−1,j,k)
2∆x (4.40)
The above equation can also be written as,
∂p
∂x
∣∣∣∣
(i,j,k)
= 12
(
p(i+1,j,k) − p(i,j,k)
∆x +
p(i,j,k) − p(i−1,j,k)
∆x
)
(4.41)
Above mathematics shows that the x−derivative of pressure computed in ith control volume using
second order central differencing scheme is same as the average of the pressure gradients at i+ 1/2
and i− 1/2.
∂p
∂x
∣∣∣∣
i
= 12
(
∂p
∂x
∣∣∣∣
i+1/2
+ ∂p
∂x
∣∣∣∣
i−1/2
)
(4.42)
Hence the cell centered pressure gradients can be computed from cell face pressure gradients. From
here onwards the computation of cell centered pressure gradients from cell face pressure gradients
will be referred as face to center or 〈·〉f→c.
∂p
∂x
∣∣∣∣
c
=
〈
∂p
∂x
〉
f→c
(4.43)
In case of constant density flow the above mentioned formulation has no effect. However, for variable
density flows when there is a discontinuity in the density between two adjacent cells this method
plays a vital role on the convergence of the pressure Poisson equation and stability the numerical
method. Therefore for simulations of multiphase flows the pressure gradient term is formulated as,
P = ∇p (4.44)
= ρc
∇p
ρ
∣∣∣∣
c
(4.45)
= ρc
〈∇p
ρ
〉
f→c
(4.46)
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The pressure gradient at the faces are computed using the second order central differencing scheme.
This also requires computation of the face densities which can be computed either using the linear
or harmonic averaging of the cell centered densities of the neighboring cells. In our experience the
type of averaging scheme for density calculation in pressure term has not affect the solution and
explanation for this behavior is provided in the later sections.
4.3.3 Viscous Diffusion
The viscous diffusion term in Navier-Stokes equation is written as,
D = ∇ ·
(
µ(∇u +∇Tu)
)
(4.47)
When this term is integrated over the control volume and the divergence theorem is used, we get,
∫
V
DdV =
∫
V
∇ ·
(
µ(∇u +∇Tu)
)
dV
=
∫
A
(
µ(∇u +∇Tu)
)
· nˆdA
(4.48)
The viscosity at the cell faces is obtained by linear averaging. It is noteworthy that no special
treatment of viscous term is required during calculation.
4.3.4 Buoyancy Force
The gravitational force per unit volume on a fluid element is given by,
Fg = ρg (4.49)
It acts on every fluid element and its direction follows the gravitational field. Similarly, the buoyancy
force per unit volume on a lighter fluid element can be written as,
Fb = (ρl − ρg)g (4.50)
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The inclusion of buoyancy force in Navier-Stokes equation is in form of
Fb = (ρl − ρ)g (4.51)
This ensures free fall of the liquid and rise of bubbles in vertical column. Due to large density
gradient across the interface, a numerical treatment similar to that explained in previous section is
applied to buoyancy term as well.
4.3.5 Surface Tension Forces
The inclusion of the the surface tension force is a very crucial step for multiphase flows. If it is not
modeled properly, a large unphysical velocity known as spurious velocity develops near the interface
which makes the solution incorrect and unstable. The surface tension force is an interfacial local
force which acts only at the liquid-gas interface and appears as a surface force in the Navier-Stokes
equations. The computation of the surface tension force requires curvature and normals at the
interface location. The inaccurate computation of curvature and improper handling of the surface
tension term can lead to imbalance of surface forces across the interface. This imbalance generates
velocities near the interface; frequently termed as spurious velocities. During computation of high
density ratio multiphase flows, these spurious velocities can be comparable to flow the velocities
themselves.
There are two methods to incorporate the surface tension force in the Navier-Stokes equations.
The first method is called the Continuum Surface Force (CSF) method in which the surface tension
force term is transformed into a body force and written as,
FCSF =
∫
Γ
σκfnfδ (x− xf ) ds (4.52)
FCSF = σκf nˆfδ (4.53)
Where σ is the surface tension between gas and liquid, κf is the interface curvature, nˆf is the
normal and δ is the Dirac Delta function. In this case the Delta function is non-zero only at the
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interface. In the CSF formulation the nˆfδ is replaced by the gradient of the volume fraction. By
this replacement we get a new expression for surface tension force as,
FCSF = σκ∇α (4.54)
This force can be computed either at the cell center or at the faces of the cell and it enters the
momentum equations as a local body force. Although CSF formulation is widely used in literature
it generates large spurious velocities near the interface when the flow has large density ratio.
The other method for modeling the surface tension force is called the sharp surface force (SSF)
method. This method is also known as pressure boundary method (PBM) or ghost fluid method
(GFM). In this method the surface tension is treated as a pressure gradient. This pressure gradient
exactly balances the surface tension force generated due to presence of the interface. Using this
assumption, an additional pressure Poisson equation is derived from the Navier-Stokes equations.
The surface tension force at the interface is then treated as a jump/boundary condition for the new
pressure Poisson equation. With good estimate of interface curvature and reasonable convergence
of the pressure equation, spurious velocities can be reduced to be as small as 10−5, much smaller
than the actual flow velocities. The details of sharp surface force method used in this work is
described below.
In this method, we first assume that surface tension term in Navier-Stokes equations can be written
as a pressure gradient term. Thus,
∫
Γ
σκfnfδ (x− xf ) ds = −∇p˜ (4.55)
Where p˜ is a second pressure field. The momentum equation is written as,
∂(ρu)
∂τ
+∇ · (ρuu) = −∇p+∇ ·
[
µ
(
∇u +∇Tu
)]
−∇p˜+ ρg (4.56)
p˜ is pressure field solely generated due to the surface tension force at the interface. Using continuity
equation, with assumption that this pressure gradient does not generate any velocity, we can get a
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Poisson equation for p˜
∇ ·
(∇p˜
ρ
)
= 0 (4.57)
Equation (4.57) is integrated over a control volume and using the divergence theorem we can get,
∫
V
∇ ·
(∇p˜
ρ
)
dV =
∫
A
(∇p˜
ρ
)
· nˆdA (4.58)
=
(Ax
ρ
∂p˜
∂x
)
i+ 12
−
(Ax
ρ
∂p˜
∂x
)
i− 12
+ (4.59)(Ay
ρ
∂p˜
∂y
)
j+ 12
−
(Ay
ρ
∂p˜
∂y
)
j− 12
+ (4.60)(Az
ρ
∂p˜
∂z
)
k+ 12
−
(Az
ρ
∂p˜
∂z
)
k− 12
(4.61)
We will now describe the calculation of above mentioned pressure derivatives in the sharp stress
formulation. We describe computations of the ∂p˜∂x at the i +
1
2 cell face and other derivatives can
be calculated similarly. There are three distinct possibilities: 1) there is no interface between two
cells, 2) there is an interface between two cells and it is located right of the cell face and 3) there
is an interface between two cells and it is located left of the cell face.
i-1,j+1 i,j+1 i+1,j+1
i-1,j i,j i+1,j
i-1,j-1 i,j-1 i+1,j-1
Liquid
Gas
Figure 4.5 Illustration to show interface position in a cell
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When there is no interface present between two adjacent cells (e.g. i− 1/2 face in Figure 4.5) then
the pressure is continuous and hence the partial derivative can be evaluated as,
(
∂p˜
∂x
)
(i− 12 ,j)
= p˜(i, j)− p˜(i− 1, j)∆x (4.62)
However, when there is an interface present between two adjacent cells, the pressure p˜ is no longer
continuous. Hence pressure is not varying smoothly between cells in question. Therefore the
calculation of derivatives on the corresponding face (e.g. i + 1/2 in Figure 4.5) requires special
attention and we must consider the pressure jump across the interface. For example, in Figure 4.5
pressure is not continuous between (i, j) and (i+ 1, j). Therefore derivative must be defined as,
(
∂p˜
∂x
)
(i+ 12 ,j)
= p˜(i+ 1, j)− [p˜(i, j)− σκ]∆x (4.63)
The above equation can be rearranged as,
(
∂p˜
∂x
)
(i+ 12 ,j)
= p˜(i+ 1, j)− p˜(i, j)∆x +
σκ
∆x (4.64)
We can write all six derivatives of the pressure term and express the pressure Poisson equation as,
 p˜(i+ 1, j, k)− p˜(i, j, k)
ρ(i+ 12 ,j,k)∆x
2
−
 p˜(i, j, k)− p˜(i− 1, j, k)
ρ(i− 12 ,j,k)∆x
2
+ (4.65)
 p˜(i, j + 1, k)− p˜(i, j, k)
ρ(i,j+ 12 ,k)∆y
2
−
 p˜(i, j, k)− p˜(i, j − 1, k)
ρ(i,j− 12 ,k)∆y
2
+ (4.66)
 p˜(i, j, k + 1)− p˜(i, j, k)
ρ(i,j,k+ 12)∆z
2
−
 p˜(i, j, k)− p˜(i, j, k − 1)
ρ(i,j,k− 12)∆z
2
 = (4.67)
−
(
σκ
ρ∆x2
)
(i+ 12 ,j,k)
+
(
σκ
ρ∆x2
)
(i− 12 ,j,k)
(4.68)
−
(
σκ
ρ∆y2
)
(i,j+ 12 ,k)
+
(
σκ
ρ∆y2
)
(i,j− 12 ,k)
(4.69)
−
(
σκ
ρ∆z2
)
(i,j,k+ 12)
+
(
σκ
ρ∆z2
)
(i,j,k− 12)
(4.70)
In the above expression the surface tension force corresponding to a cell face is included only when
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there is an interface present between two cells sharing the cell face. This equation can be further
rewritten as,
∇ ·
(∇p˜
ρ
)
= F x+ − F x− + F y+ − F y− + F z+ − F z− (4.71)
Where F x+ is defined as,
F x+ = −
(
σκ
ρ∆x2
)
(i+ 12 ,j)
(4.72)
Similar expression can be written for F x−, F y+, F y−, F z+ and F z−. These forces are the source
terms in the pressure equation. When there is no interface present between two cells then the force
corresponding to the face is zero otherwise computed from the above expressions.κ is the mean
curvature of the interface between these cells.
The estimate of the pressure derivative can be further improved by considering the exact position
of the pressure jump with respect to the cell face. The pressure jump due to interface can happen
on either sides of the cell face depending on its location with respect to interface. If the interface
is on the left side of the cell face, the pressure will vary smoothly between the interface and the
right cell (in this case (i+ 1, j, k)) but if the interface is on the right side of the cell face then the
pressure will vary smoothly between left cell (in this case (i, j, k)) and interface. Therefore there
will be two cases to consider. We can further elaborate this matter with the help of Figures 4.6a
and 4.6b and discussion below.
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(b)
Figure 4.6 Two possible interface positions (a) right of the cell face and (b) left of the cell face for calculation
of pressure gradient on the right face of the cell
Figure 4.6 shows the interface between gas-liquid phases. The yellow and white colors represents
liquid and gas phases respectively. In fig. 4.6a the interface is on right side of face
(
i+ 12 , k
)
and it
is on left side of
(
i+ 12 , k
)
in Figure 4.6b. p˜ is the pressure field generated due to surface tension.
p˜(il) and p˜(ig) are the pressures on the liquid and the gas sides of the interface respectively. Let θr
be the fraction of interface distance from left cell which can be computed from values of level set
functions at participating cell centers. For the above figure it is defined as,
θr =
|φ(i, j, k)|
|φ(i, j, k)|+ |φ(i+ 1, j, k)| (4.73)
Let us first show the definition of ∂p˜∂x at
(
i+ 12 , k
)
for Figure 4.6a,
∂p˜
∂x
∣∣∣∣(i+ 12 ,j,k) =
p˜(il)− p˜(i, j, k)
θr∆x
(4.74)
The p˜(il) is related to p˜(ig) due to jump condition and it can be written as,
p˜(il) = p˜(ig) + σκi (4.75)
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Where κi is the interface curvature. It is computed from the neighboring cells as,
κi = θrκ(i, j, k) + (1− θr)κ(i+ 1, j, k) (4.76)
Substituting p˜(il) in previous equation we will get,
∂p˜
∂x
∣∣∣∣(i+ 12 ,j,k) =
p˜(ig) + σκi − p˜(i, j, k)
θr∆x
(4.77)
The pressures due to surface tension are constant inside and outside of the bubble with a jump
across the interface. Therefore pressure in the gas phase near the interface p˜(ig) should be almost
equal to p˜(i+ 1, j). The expression for pressure gradient becomes,
∂p˜
∂x
∣∣∣∣(i+ 12 ,j,k) =
p˜(i+ 1, j, k) + σκi − p˜(i, j, k)
θr∆x
(4.78)
This formulation for discretization of derivatives ensure sharp pressure jump across the interface
in solution of p˜.
Now, let us look at discretization of derivative along x-direction for case shown in Figure 4.6b.
∂p˜
∂x
∣∣∣∣(i+ 12 ,j,k) =
p˜(i+ 1, j, k)− p˜(ig)
(1− θr)∆x (4.79)
The p˜(ig) can be related to p˜(il) as,
p˜(ig) = p˜(il)− σκi (4.80)
Substituting p˜(ig) in previous equation we will get,
∂p˜
∂x
∣∣∣∣(i+ 12 ,j,k) =
p˜(i+ 1, j, k)− (p˜(il)− σκi)
(1− θr)∆x (4.81)
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The pressure inside bubble is considered constant therefore p˜(il) = p˜(i, j, k),
∂p˜
∂x
∣∣∣∣(i+ 12 ,j,k) =
p˜(i+ 1, j, k)− (p˜(i, j, k)− σκi)
(1− θr)∆x (4.82)
We now solve the Poisson equation (eq. 4.57) for p˜ using a multigrid accelerated technique coupled
with a red black SOR relaxation scheme. The pressure gradient −∇p˜ obtained with this method is
then used in the momentum equations. The performance of this formulation for static bubble and
bubble rise is presented in next chapter.
4.3.6 Interface Curvature Calculation
Calculation of surface tension forces requires computation of the interface curvature. For a surface
represented by smooth function (z = φ(x, y)) the curvature can be estimated as,
κ = ∇ · nˆ (4.83)
Where nˆ is the unit interface normal and defined as,
nˆ = ∇φ|∇φ| (4.84)
For smooth φ, the expression for curvature can be written as,
κ =
φ2yφxx − 2φxφyφxy + φ2xφyy(
φ2x + φ2y
)3/2 (4.85)
The volume fraction is discontinuous near the interface, hence computations of normal and curva-
ture by numerical differentiation of the volume fraction lead to large errors. Error in these quantities
can produce large errors in surface tension forces, pressure field and velocity distribution and can
cause numerical distortion of the interface. Therefore, before computing derivatives we need to
obtain a function that is representative of the original volume fraction but smoother in nature.
There are several methods for construction of smooth function from volume fraction. Some of the
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these methods include convolved volume (CV), reconstructed distance function (RDF) and height
function (HF). In our formulation, we have used height function method for computation of the
interface curvature and it is described below.
A height function is constructed from volume fraction as a representation of the interface. For
example, in two-dimensions the y varies with x along the interface, therefore the local y-values can
also be understood as height of the interface from x-axis. Similary for calculation of height function
from volume fraction we can add values of liquid volume fraction below the interface multiplied by
height of each cell. This can be made clear from fig. 4.7,
i-1 i i+1
j-3
j-2
j-1
j
j+1
j+2
j+3
1.0 1.0 1.0
1.01.01.0
1.0 1.0
1.00.950.26
0.876
0.430.070.0
0.00.00.0
0.0 0.0 0.0
h = 3.136 h = 4.02 h = 4.43
Y(i,j)
(a)
i-1 i i+1
j-3
j-2
j-1
j
j+1
j+2
j+3
0.876 1.0 1.0
1.01.01.0
0.85 1.0
0.150.010.0
0.26
0.00.00.0
0.00.00.0
0.0 0.0 0.0
h = 2.136 h = 3.96 h = 3.15
Y(i,j)
(b)
Figure 4.7 Height function calculation from volume fraction (a) HF in (i,j) is between Y(i,j−1/2) and
Y(i,j+1/2)(b) HF in (i,j) is not between Y(i,j−1/2) and Y(i,j+1/2)
Figure 4.7 is shows of an interface in two-dimensions. The gas and liquid are present where the
values are 0 and 1 respectively. The interface is present where value in the cell is between 0 and 1.
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Let us look at calculation of interface height in (i, j) cell. For this, we need to fix a reference
direction along which the height will be approximated. Determination of the reference direction
is related to interface normal. The interface is said to be oriented along largest normal and sum
of volume fractions is carried out along that direction. For example, if magnitude of y-component
of the normal is largest then summation of the volume fraction is performed along y-direction. In
(i, j) cell the y-normal is largest therefore we will add the volume fractions of cells lying above and
below (i, j) including itself. Since concavity of the interface is not known a priori therefore we need
to add value of volume fraction in cells both above and below the interface. Since on one side of the
interface volume fraction values are zero therefore it will not affect height calculation. In similar
way the heights are calculated in neighboring cells (i − 1, j), (i + 1, j). Curvature of the interface
at (i, j) can be obtained from these height functions using standard formula.
Below is the algorithm for calculation of curvature from height function method in three dimensions.
It is a three steps process:
1. Find the maximum interface normal by numerically differentiating the volume fraction.
nx =
α(i+ 1, j, k)− α(i− 1, j, k)
2∆x
ny =
α(i, j + 1, k)− α(i, j − 1, k)
2∆y
nz =
α(i, j, k + 1)− α(i, j, k − 1)
2∆z
(4.86)
The absolute maximal of these normals will decide the direction for calculation of the height
function.
2. Calculate local height functions for 3× 3 stencil using formula provided below,
h(i′, j′, k) =
k+3∑
k−3
α(i, j, k)dz for i′ = i− 1, i, i+ 1 and j′ = j − 1, j, j + 1 (4.87)
|nz| is assumed larger than |nx| and |ny| for this case.
3. If Y (i, j, k − 1/2) ≤ h(i, j, k) ≤ Y (i, j, k + 1/2) then calculate the interface curvature by
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differentiating the local height functions.
κ =
(
nz
|nz|
)
hxx + hyy + h2yhxx − 2hxhyhxy + h2xhyy(
1 + h2x + h2y
)3/2 (4.88)
The x and y derivatives are computed with second order central differencing. The expression
for these derivatives are shown below.
hx =
h(i+ 1, j, k)− h(i− 1, j, k)
2∆x
hy =
h(i, j + 1, k)− h(i, j − 1, k)
2∆y
hxx =
h(i+ 1, j, k)− 2h(i, j, k) + h(i− 1, j, k)
∆x2
hyy =
h(i, j + 1, k)− 2h(i, j, k) + h(i, j − 1, k)
∆y2
hxy =
h(i+ 1, j + 1, k)− h(i− 1, j + 1, k)− h(i+ 1, j − 1, k) + h(i− 1, j − 1, k)
4∆x∆y
(4.89)
Now we will use this method to compute local curvature of the interface shown in fig. 4.7a using
height function method.
1. Find the maximum interface normal by numerically differentiating the volume fraction.
nx =
α(i+ 1, j, k)− α(i− 1, j, k)
2∆x =
0.25− 1.00
2 = −0.375
ny =
α(i, j + 1, k)− α(i, j − 1, k)
2∆y =
0.07− 1.00
2 = −0.465
(4.90)
|ny| > |nx| therefore add volume fractions along y-direction.
2. Calculate local height functions for appropriate stencil using formula provided below,
h(i− 1, j) =
j+3∑
j−3
α(i− 1, j)dy = (1 + 1 + 0.876 + 0.26 + 0 + 0 + 0) = 3.136
h(i, j) =
j+3∑
j−3
α(i, j)dy = (1 + 1 + 1 + 0.95 + 0.07 + 0 + 0) = 4.02
h(i+ 1, j) =
j+3∑
j−3
α(i+ 1, j)dy = (1 + 1 + 1 + 1 + 0.43 + 0 + 0) = 4.430
(4.91)
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3. If y(i, j−1/2) ≤ h(i, j) ≤ y(i, j+1/2) then calculate the interface curvature by differentiating
the local height functions.
κ =
(
ny
|ny|
)
hxx
(1 + h2x)
3/2 (4.92)
= (−1) −0.474(1 + 0.6472)1.5 (4.93)
= 0.280 (4.94)
The x and y derivatives are computed with second order central differencing. The expression
for these derivatives are shown below.
hx =
h(i+ 1, j)− h(i− 1, j)
2∆x = 0.647
hxx =
h(i+ 1, j)− 2h(i, j) + h(i− 1, j)
∆x2 = −0.474
(4.95)
In the present algorithm, the momentum and continuity equations are discretized on a collocated
Cartesian grid using a finite volume method. The terms in the momentum equation are integrated
with second-order accuracy in time and space using Adams-Bashforth time advancement, second-
order central differencing for derivative and linear averaging of cell centered properties (density,
viscosity, interface curvature etc.) to compute cell face approximations. The convection term (∇ ·
ρuu) is computed geometrically to account for large variations in the density across a interface. The
fractional step method [22, 23] is used for pressure-velocity coupling of Navier-Stokes and continuity
equation. The pressure gradient and density are interpolated together as a single combined term
to get ∇p/ρ at the cell face, thus eliminating any ambiguity in separate interpolation practices
for pressure and density. This particular treatment was seen to provide good convergence of the
pressure Poisson equation for satisfying the continuity equation. The Poisson type equations (e.g.
pressure-velocity coupling, surface tension Poisson equation) are solved using a geometric multi-
grid which has V-cycle red-black successive over relaxation (SOR) method as iterative solver. The
algorithm has been programmed on a GPU using the CUDA-Fortran platform supported by the
Portland Group (PGI). The details of the GPU implementation are also presented in Kumar et al.
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[24].
4.4 Overall Solution Procedure
The overall algorithm is summarized by the following steps
1. Initialize velocity and volume fraction (α).
2. Calculate the density and viscosity at nth time step using,
ρn = αnρl + (1− αn)ρg
µn = αnµl + (1− αn)µg
(4.96)
3. Advect the volume fraction to next time step using method described in section 4.2.
4. Calculate the density and viscosity at (n+ 1)th time step using,
ρn+1 = αn+1ρl + (1− αn+1)ρg
µn+1 = αn+1µl + (1− αn+1)µg
(4.97)
5. Calculate the interface curvature using height function method described in section 4.3.6.
6. Solve for the pressure (p˜) due the surface tension forces using sharp surface force method
described in section 4.3.5.
7. Compute the pressure gradient term
(∇p1
ρ
)n+1
f
for the momentum equation.
8. Compute the convection term (∇ · ρuu)n using the geometry construction method described
in section 4.3.1.
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9. Compute the cell centered intermediate velocities,
ρn+1c u∗c = ρncunc −∆t
∑
f
unc
(∑
k
ρnkα
n
k
)(
unf · nnf
)
Af −∆tρn+1c
〈∇p
ρ
+ ∇p1
ρ
〉n
f→c
+ ∆t
∑
f
µn
(
∇un +∇Tun
)
f
· nf
(4.98)
10. Compute the intermediate velocities at cell faces as,
u∗f =
〈
u∗c + ∆t
〈∆p
ρ
+ ∆p1
ρ
〉n
f→c
〉
c→f
+
(∆p1
ρ
)n+1
f
(4.99)
11. Solve pressure (p) using,
∇ ·
(
∆pn+1
ρn+1
)
=
∆ · u∗f
∆t (4.100)
12. Correct the velocities at the cell centers
un+1c = u∗c −∆t
〈∆p
ρ
+ ∆p1
ρ
〉n+1
f→c
(4.101)
13. Go to step 2
14. Repeat these step until desired time is reached.
This concludes discussion of volume of fluid algorithm. In the next section, we will describe multi-
GPU implementation of the algorithm.
4.5 Multiple GPU Implementation1
The computational performance of the GPU and adaptability of the CUDA programming environ-
ment have led to widespread acceptance of the GPUs in the scientific community and our experience
with single GPU implementation of multiphase lattice Boltzmann procedures and its performance
have been encouraging. Hence, the entire VOF algorithm was initially implemented on a single
1A version of this section has been presented in Kumar et al. [24]
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GPU. However, the study of fundamental physics or large scale engineering problems requires sig-
nificantly larger computational resources than a single GPU can accommodate. It is true that the
GPU hardware has grown significantly over the time a period of time. For example, the global
memory per GPU has increased from 4 GB in 2009 to 24 GB in 2015. The number of CUDA cores
per GPU have grown from 192 in 2009 to 3584 in 2016. But it is still not sufficient to conduct
direct numerical simulations of bubbly flow in a square duct. The obvious solution to this prob-
lem is to utilize multiple GPUs simultaneously. The multiple GPU, also referred as multi-GPU,
implementations heavily borrow the programming experiences from the Message Passing Interface
(MPI) and the OpenMPI programming environments.
There are three main sections of the multi-GPU implementations:
1. Domain decomposition
2. Communication between adjacent domains
3. Optimization of communication and computation times
4.5.1 Domain Decomposition
As the name suggests, the domain decomposition refers to splitting of a larger computational do-
main into smaller subdomains which can fit on a single GPU. In case of three-dimensional Cartesian
domain, the decomposition can be performed in several ways e.g. along x, y or z directions or x
and y directions or y and z directions or x, y and z directions. Any of these direction can be chosen,
however, a load balancing must be performed for its optimization. In our current implementation,
we have chosen to split the domain along z direction. This minimizes the communication time and
reduces the programming difficulty. Figure 4.8 shows an illustration of one-directional domain de-
composition along the horizontal direction of a two-dimensional computational domain. The yellow
and gray colored cells represent the interior and boundary cells respectively. It can be noticed from
figure that equal number of computational cells has been prescribed in each subdomain. This is
enforced to ensure optimum load balancing for each GPU.
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Figure 4.8 Illustration of Domain decomposition for 4 GPUs
The domain decomposition alleviates the shortcomings of smaller global memory. But, it creates
virtual boundaries between two neighboring domains. Hence, a mechanism to pass the informa-
tion between adjacent domain/GPU is required. To accommodate the message passing between
neighbors one layer is added on each side of the domain and these cells are referred as halo cells.
Figure 4.9 shows the subdomains on each GPU and their respective data structures. The LO and
RO are the left and right outer cells and used to facilitate the data transfer between neighboring
domains. For example, the right outer cells of GPU0 mirrors the left interior of GPU1 and left
outer cells of GPU1 mirrors the right interior of the GPU0. The LI and RI are the left and right
interior cells which are useful to facilitate physical boundary conditions on GPU0 and GPU3 re-
spectively. The left and right interior cells are also used to transfer the data between neighboring
cells. Although The left and right outer cells are not needed on GPU0 and GPU3 respectively, they
are added to maintain uniform data structures across the GPUs. It should be also noted that the
cells numbering on subdomains are different from that on the global domain.
Figure 4.9 Additional layers at the domain boundaries
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4.5.2 Communication between Neighboring Domains
Figure 4.10 illustrates the data transfer procedure between the two nodes connected via network.
It is a three step process. In the first step, the data is copied from the GPU0 memory to the CPU0
memory on Node 0 via PCIe interface. In the second step, the data is sent from the Node 0 to
Node 1 via InfiniBand [25]. The Message Passing Interface (MPI) [26, 27] is used to transfer the
data over the network. In the last step, the data is copied from the CPU1 memory to the GPU1
memory on Node 1. In these three steps, the data are copied from the GPU 0 to the GPU 1. This
process is performed co-currently on every Node to minimize the down/waiting time. Once the
transfer from left to right (0 → 1, 1 → 2, 2 → 3 etc.) has taken place, the transfer from right to
left (0 ← 1, 1 ← 2, 2 ← 3 etc.) is initiated. The total time taken to complete the data copying
process is referred as communication time.
Figure 4.10 Data transfer process between two nodes
On a shared memory machine where a multi-core CPU and multiple GPUs are present, the data
copying process is less cumbersome. During the course of calculation, each GPU is assigned to a
particular CPU core. The copying process is performed using same routine as explained earlier.
The first and last steps of the data transfer is same to that of the distributed systems. In the second
step, the data is passed from one CPU to another via pointers. Although absence of data copying
over network reduces the overall communication time the reduction in communication time is not
significant.
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4.5.3 Computation and Communication Times
As it can be noticed that the data exchange between domains must take place at the end of every
iteration and time step, hence, an optimized mechanism to perform this task is desired. The sought
performance can be achieved by overlapping the computation and communication operations. In
current implementation, Asynchronous copy [28] API provided by the CUDA framework is used
to overlap the computation and communication times.
In standard programming, CPU at run time executes the commands in a sequential manner. This
is true for all commands including the function, kernel and data copy commands. For example,
these commands are executed sequentially
calculate_pressure<<<dimgrid,dimblock>>>(p_d, n, m);
cudaMemcpy(p_d, p, sizeof(p), cudaMemcpyDeviceToHost);;
mpi_send(p, boundary_size, Node1, Node2);;
mpi_receive(p, boundary_size, Node2, Node1);;
cudaMemcpy(p, p_d, sizeof(p), cudaMemcpyHostToDevice);;
In Asynchronous copy approach, we first calculate the pressure along the left and right interiors
on each domain. Then we asynchronously send the updated values of pressures to the neighboring
domains. While the data transfer is taking place, we solve for the pressure in the interior of each
domain. Since the interior domain is much larger than the left and right interiors, its execution time
overlaps with the communtion time. The above commands are modified accordingly to incorporate
Asynchronous copy and a psuedo code is given as,
calculate_pressure_halo<<<dimgrid,dimblock,stream1>>>(p_d, n, m);
calculate_pressure_interior<<<dimgrid,dimblock,stream2>>>(p_d, n, m);
cudaMemcpyAsync<<<dimgrid,dimblock,stream2>>>(p_d, p, sizeof(p), cudaMemcpyDeviceToHost);
mpi_Isend(p, boundary_size, Node1, Node2,stream2);
mpi_Ireceive(p, boundary_size, Node2, Node1,stream2);
cudaMemcpyAsync<<<dimgrid,dimblock,stream1>>>(p, p_d, sizeof(p), cudaMemcpyHostToDevice);
The Stream2 flag ensures that corresponding commands are executed simultaneously and commu-
95
nication time is masked.
4.5.4 Multi-GPU Speedup
The performance of multi-GPU implementation has been tested on a four GPU shared memory
workstation as well as on Blue Waters (BW) supercomputer which is a distributed memory cluster.
It should be noted that processing speed of in-house workstation CPU is better than that of
Blue Water CPU. A multi-CPU version code has also been developed for CPU vs GPU speedup
comparisons. A 3D lid-driven cavity problem is selected to test the performance of CUFLOW. The
governing equations are solved on a grid of 128 × 128 × 512 or approximately 8 million control
volumes.
Table 4.1 Specification of the hardwares used
In-house workstation Blue waters
# of nodes 1 4224
Node CPU Xeon E5-2650v2 AMD 6276
2.60 GHz, 8 cores 2.3 GHz, 16 cores
GPU/Node 4 × NVIDIA Tesla C2075 1 × NVIDIA Tesla K20x
5 GB each, 575 MHz 6 GB each, 732 MHz
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Figure 4.11 Time taken by multi-CPU and multi-GPU CUFLOW
Figure 4.11 shows the time taken to complete one time step of the simulation. It can noticed that
the CPU version of the CUFLOW takes longer time on the Blue Water supercomputer than on the
in-house workstation. However, the GPU version takes lesser time on Blue Waters. The multi-GPU
code on in-house workstation reduces the computation time by a factor of 3.2 between one GPU
and four GPUs whereas on the Blue Waters supercomputer the factor is approximately 2. This is
primarily due to increased communication time overhead.
4.6 Spurious Velocity Test2
2A version of this section has been presented in Kumar et al. [24]
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We illustrate the algorithm by computing a model flow and studying accuracy and stability of the
method at high density and viscosity ratios. The generation and growth of spurious velocities have
been examined through simulation of a static bubble in a liquid pool. The density and viscosity
ratios are 833 and 55.5 respectively.
The spurious velocity is a inherent feature in flow involving interfaces. The best way to characterize
spurious velocity is to simulate the flow field of a static bubble in a liquid pool. Since there is no
gravity, we expect zero velocity in the domain and a pressure drop across the interface equal to
the Laplace pressure. However, due to errors in estimation of interface normal and curvature and
inconsistency in inclusion of surface tension forces there are finite velocities near the interface. The
surface tension forces are modeled using both CSF and SSF methods.
The diameter of air bubble is taken as 1cm. The liquid density (ρl) and the gas density (ρg) are
1000 and 1.2kg/m3 respectively. The liquid viscosity (µl) and gas viscosity (µg) are 0.001 and
1.8× 10−5Pa.s. The surface tension (σ) between air and water is 0.072N/m.
The bubble is placed at the center of 4cm × 4cm × 4cm cube. A grid of 128 × 128 × 128 control
volumes has been used. This results in 32 control volumes along the diameter of the bubble. Figure
4.12 shows the position of the spherical bubble in the cube and a two-dimensional slice.
(a) (b)
Figure 4.12 Initial placement of the bubble: a) three-dimension surface and b) two-dimensional slice
Since we are solving the scaled Navier-Stokes equations, we will discuss our results in terms of
non-dimensional quantities. The diameter(d) of the bubble is 1 unit therefore the theoretical
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curvature (4/d) of the bubble is 4. The spurious velocity depends significantly on the accuracy
of curvature calculation. Therefore we explore effects of error in curvature computations on the
spurious velocities. We perform two calculations: a) In first case we specify the curvature to be
4 which is the exact curvature and b) In second case we calculate the curvature using the height
function method. The simulation is carried for 10, 000 time steps with time step (∆t) equal to
10−5. We report the maximum velocities and pressure drops across the interface for CSF and SSF
methods at 1, 10, 100, 1000 and 10000 time steps.
Table 4.2 lists the maximum velocities and pressure drops at different time steps calculated with
exact prescription for the interface curvatures. Both CSF and SSF methods are used to explore
strengths and weaknesses of the surface tension modeling methods. The theoretical non-dimensional
pressure drop (∆p) is expected to 0.294334. It can be noticed form Table 4.2 that for exact curvature
prescription the pressure drop across the interface is same for both CSF and SSF methods. Also,
the difference between the theoretical and calculated pressure drops is less than 0.015%.
Table 4.2 Maximum velocity and pressure drop with exact curvature
CSF SSF
Time steps |u|max ∆p |u|max ∆p
1 2.15× 10−17 0.294286 2.56× 10−19 0.294286
10 4.08× 10−17 0.294286 2.06× 10−18 0.294286
100 5.27× 10−17 0.294286 2.12× 10−17 0.294286
1000 1.65× 10−16 0.294286 2.15× 10−16 0.294286
10000 9.87× 10−17 0.294286 2.01× 10−15 0.294286
It can also be seen from Table 4.2 that the spurious velocities are negligible with exact prescription of
the curvature. The difference between spurious velocities from CSF method and spurious velocities
from SSF is of order 10−15. Therefore it can be deduced that the both CSF and SSF methods
perform equivalently well when there is no error in curvature calculation.
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Table 4.3 lists maximum velocities and pressure drops across the interface obtained with curvature
calculated from the height function method. It can be seen that for up to 1000 time steps the
pressure drops obtained from CSF and SSF methods are similar. Also, the difference between the
pressure drop with exact curvature and pressure drop with numerical estimated curvature is less
than 0.03%.
Table 4.3 Results obtained with curvature calculated from height function
CSF SSF
Time steps |u|max ∆p |u|max ∆p
1 3.80× 10−7 0.294384 4.89× 10−7 0.294378
10 5.49× 10−6 0.294423 9.71× 10−6 0.294551
100 5.34× 10−5 0.294474 1.06× 10−4 0.294617
1000 4.79× 10−4 0.294408 1.11× 10−3 0.294646
10000 6.39× 10−1 0.857570 3.50× 10−3 0.294751
However, maximum velocities are significantly higher when the curvature is estimated numerically.
It can also be noticed that the maximum velocity grows with time and the maximum velocity
obtained from CSF method is less than that obtained from SSF method up to 1000 time steps.
However, after 10, 000 time steps the maximum velocity from CSF method is 0.639 which is two
orders of magnitude higher than maximum velocity from SSF method.
Figure 4.13 shows the velocity vectors after 10, 000 time steps for CSF and SSF methods. The
curvature is calculated using height function method. The velocity vectors have been scaled by
0.5 times for it to fit in the picture. The maximum magnitude of velocities are 6.39 × 10−1 and
3.50× 10−3 respectively for CSF and SSF methods.
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(a) (b)
Figure 4.13 The spurious velocities on the center plane after 10, 000 steps with ∆t = 10−5 and curvature
computed with height function method: a) continuous surface force method and b) sharp surface force
method
It can be seen from Fig. 4.13a that the spurious velocities are concentrated near the interface and
their magnitude are randomly distributed along the interface. We have also noticed significant
distortion in interface due to spurious velocity. For SSF method the spurious velocities are smaller
and do not appear in figure when plotted on the same scale. Therefore it can be deduced that the
SSF method is superior to the CSF method and gives much smaller spurious velocities.
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Chapter 5
Bubble Rise in a Square Duct: Effect
of Wall Confinement
In this chapter, we present results of the first application of the VOF method. A numerical study
has been conducted to assess effects of confinement on three-dimensional bubble dynamics in a
square duct. A systematic study of three confinement ratios, four Bond numbers and two Morton
numbers has been conducted. Transient and study state bubble deformations, rise velocities and
aspect ratios are presented and observed phenomena are discussed.
5.1 Introduction
The motion of an air bubble in confined/unconfined channels has been studied by several researchers
due to its importance in the industry and the fundamental nature of the problem. Both numerical
and experimental methods have been utilized to understand the physics of this problem. An air
bubble rising in a liquid pool can take several terminal shapes including spherical, elliptical and
spherical cap shapes. During its rise, it can follow rectilinear, two-dimensional zigzag or three
dimensional helical paths. Early works of Allen [1], Hadamard [2], Rybczynski [3], Bond [4], Bond
and Newton [5] examined the validity of Stokes’ drag law (of a rigid sphere) for a rising bubble and a
falling liquid drop. Since bubbles and drops allow internal circulation and tangential velocity at their
surfaces, Stokes’ theory needed correction to account for the different boundary condition. Bond [4]
observed that the rise velocity of a gas bubble is 1.1 to 1.7 times greater than the value estimated
by the Stokes equation. Bond and Newton [5] observed that while the Stokes law is applicable for
small bubbles, as the bubble size increases, there is a sharp increase in the rise velocity consistent
with the Hadamard-Rybczynski (HR) formula. However, the HR formula becomes inaccurate in
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contaminated liquids [6] or in liquid metals wherein oxide layers can form on the bubble surface
making the bubble/drop behave more like a rigid sphere. Likewise, addition of surfactants to
the surrounding liquid creates a different boundary condition at a bubble surface, giving rise to
modifications in rise velocity. Bond and Newton [5] further concluded that the surface tension
between the liquid and gas bubble makes small bubbles behave more like solid spheres, with a rise
velocity close to the Stokes law.
The motion and deformation/break-up of a bubble is influenced by several flow and fluid properties.
While the rise velocity is mainly governed by the balance of buoyancy, drag and lift forces on the
bubble, the shape of the bubble is influenced by the shear imposed by the surrounding liquid motion
and the surface tension force acting at the interface. The various parameters governing the bubble
rise and deformation can be grouped in two non-dimensional numbers:
Bond number ≡ ρlgd
2
σ
Morton number ≡ gµ
4
l ∆ρ
ρ2l σ
3
(5.1)
The Morton number is related solely to the fluid properties while the Bond number depends on the
bubble diameter and surface tension. We can also define a Reynolds number as,
Reynolds number ≡ ρlg
1/2d3/2
µl
(5.2)
When ∆ρ = (ρl − ρg) ' ρl, the Morton number can be shown to be equal to Bo3/Re4.
A detailed description of early flow visualization experiments conducted at the David Taylor Model
Basin in the early 1950s is given in Rosenberg [7]. He carefully documented the rise velocity, bubble
shape, and bubble path as a function of bubble size, density and viscosity of the medium. Two
predominant shaped (spherical and spherical capped) bubbles were observed at different Reynolds
numbers. Using irrotational solution for the flow past a bubble, Moore [8] studied the motion of
a gas bubble in viscous liquid at high Reynolds numbers. He explored the rise velocity, terminal
shapes, and rising paths for two categories of Morton numbers: a) low Morton number liquids
105
(Mo < 1×10−8) and b) high Morton number liquids (Mo > 10−3). In low Morton number liquids,
the rise velocity first increased, then attained a maximum and decreased to reach a minimum value
and then rose gradually with bubble diameter. The terminal shape ranged from spherical to oblate
ellipsoidal to unstable skirted shapes. Smaller and larger bubbles rose in rectilinear and oscillatory
paths respectively. In high Morton number liquids the rise velocity continuously increased with
bubble diameter. The terminal shape also ranged from spherical to oblate ellipsoidal to skirted
shapes. Moore [9] derived the steady state governing equation for boundary layer on a spherical
gas bubble rising through liquid. The drag force was calculated from the momentum defect for the
cases where the wake was very thin. Moore [10] extended this work to calculate drag over distorted
gas bubbles.
O’brien and Gosline [11] conducted a detailed experimental study of the rise of large bubbles in
water and two petroleum oils. The sizes of the tubes and the bubble radii were varied. A detailed
map of the Reynolds number and the resistance coefficient is given for different tube confinements.
As the bubble radius and the tube diameter were varied, three different types of motions were
observed: a) a straight ascent without spiraling or tipping; b) a straight ascent with periodic
tipping; and c) a spiraling ascent without periodic tipping about a horizontal axis. As the bubble
spiralled, the resistance increased because of increased distance traveled and the decreased average
distance from the wall.
Aybers and Tapucu [12] conducted a large number of experiments with bubbles of different diameters
and observed rectilinear, helical and rocking rectilinear motion as the Reynolds number based on the
terminal velocity increased. The fact that the Reynolds number can also vary due to temperature
changes and plays an important role in the bubble trajectory was demonstrated by changing the
liquid temperature. The effect of water impurities on the bubble surface of large bubbles was also
pointed out, which decreased the bubble velocity slightly. Several experimental studies have been
conducted since these early works to map the bubble / drop regimes for different Morton and Bond
numbers. These were combined in the form of a chart by Grace [13] and Grace et al. [14]. The
Grace chart was subsequently enhanced by Bhaga and Weber [15] which continues to be used as a
reference for bubble deformation and bubble rise velocity. For a unconfined bubble rise, the ratio
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d/dsurr is zero. However, for confined ducts the ratio d/dhyd, where dhyd is the hydraulic diameter
of the duct is another parameter, although the shape of the confining duct will be also important.
In addition to these, the viscosity ratio µg/µl is important in determining the shear induced at the
interface.
Since the work of Bhaga and Weber [15], a number of further experiments have been conducted.
We cite below a selected few of these studies and point to a more detailed review in a forthcoming
thesis. Li and Schneider [16] studied the rise velocities of bubbles of sizes from 0.75 mm to 1.15 mm
in oil and in simulated waste glass. Their results also showed that the rise velocities obeyed the HR
formula with reasonable accuracy and thus the observed bubble rise velocity could also be used to
compute the fluid viscosity. Krishna et al. [17] explored the effects of wall on the rise velocity of a
single gas bubble rising in a vertical liquid column. The bubble diameter (db) varied between 3 mm
and 80 mm and the tube diameter (DT ) varied between 10 mm and 630 mm. The rise velocity
increased with increasing DT /db and became independent of DT for DT /db > 8. For the spherical
cap bubbles (Bo > 40), the rise velocity obtained from experiments matched closely with the
correlations. Ellingsen and Risso [18] studied rise of an air bubble in a unconfined quiescent water
pool. The equivalent diameter of the bubble was 2.5 mm and the terminal shape was ellipsoidal
bubble. The bubble rose in an oscillatory path with negligible shape oscillations. Two unstable
modes with same frequencies and pi/2 phase difference appeared in the bubble dynamics. The
primary mode which was responsible for a two-dimensional zigzag motion developed first and then
the secondary mode grew that changed the rising path to a circular helix.
Shew et al. [19] also experimentally investigated the lift and the drag forces acting on a air bubble
rising through a stagnant liquid column. They used the ultrasound velocimetry and the high-speed
camera to obtain the time-resolved bubble speeds and the three dimensional rising paths. It was
observed that during it’s upward motion the bubble first rises in a rectilinear path for small period of
time, then the path transforms into a two-dimensional zigzag path and later evolves into a unstable
spiral trajectory. Likewise Sanada et al. [20] experimentally studied the wake structures generated
behind the bubbles rising in rectilinear, two-dimensional zigzag and axi-symmetric helical paths.
No wake structures were observed for bubbles rising in rectilinear paths whereas double-threaded
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vortices were present behind the bubbles rising in axisymmetric helical paths.
Duineveld [21] experimentally studied rise velocity and shape of small bubble rising in ultra pure
water. The rise velocity matched closely with theoretical work of Moore 1965 for bubbles with radius
less than 0.63 mm. However, for larger bubbles the rise velocity deviated from theoretical work due
to overestimation in theory. Parkinson et al. [22] studied the rise of small bubbles (10−100 µm) in
a clean water pool. Both soluble (CO2) and insoluble (N2, He and air) gas bubbles were considered
in this study. When the Reynolds number of the flow was well below unity the bubble rise velocity
was comparable to Stokes’s law. The N2, He and air bubbles rise velocities matched the theoretical
results for all sizes. However, for CO2 due to its solubility in water a layer of surfactant formed near
the interface and enhanced the slip of the bubble giving a higher rise velocity. Zenit and Magnaudet
[23] explored the path instability of a spheroidal air bubble rising in viscous fluids. It was observed
that smaller bubbles (1.5 mm diameter or less) remained spherical and rose in rectilinear paths.
The larger bubbles became spheroidal and rose in zigzag paths. However, the spheroidal bubbles
with aspect ratio less than 2.21 did not show any oscillations in their paths. They also reported
that manifestation of the instabilities in paths were due to unstable wakes behind the bubbles and
it depended on the terminal Reynolds number of the flow.
Sugiyama and Takemura [24] experimentally studied the lateral migration of a bubble rising near
a vertical wall in a stagnant liquid. The boundary fitted finite difference method was used for the
solution of Stokes equation to study this problem and the numerical results were compared with
experiments. It was reported that the lateral migration velocity is affected by higher order defor-
mation modes with decreasing clearance parameter, (= c/a), where c is clearance between bubble
surface and wall and a is bubble radius. Ratio between migration and rise velocities decreased
with increasing clearance parameter. This effect was attributed to the wall normal force due to
secondary flows around the deformed bubble. On the contrary the migration velocity increased
with increasing clearance parameter for rigid spherical bubble.
Figueroa-Espinoza et al. [25] studied the effects of confinement on the motion of a single bubble in
inertia dominated regime in vertical rectangular channels. For Re < 70 and a range of confinement
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parameters, bubbles followed rectilinear paths. However, for Re > 70 and all confinement ratios the
bubbles followed zigzag paths. Zhang et al. [26] studied the rise velocity and the drag coefficient of
an air bubble in the water-glycerin 90% by weight solution. The rise velocity increased almost four
times from 0.037 m/s to 0.13 m/s with increase in bubble diameter from 2.70 mm to 5.22 mm.
Recent studies of bubble motion in confined and unconfined situations is given by Ravelet et al.
[27], Roig et al. [28], Legendre et al. [29], Maldonado et al. [30], Böhm et al. [31]. Ravelet et al.
[27] investigated deformation of a bubble rising in a uniform turbulent flow and explored the effects
of sliding motion of bubble due to buoyancy. The instantaneous shape of the bubble was far from
the expected ellipsoidal shape and there was almost 10% fluctuation in the shape. The bubble
rose in a very complicated path that looped over itself several times. Roig et al. [28] studied
the motion of a flattened bubble rising in a thin gap (confinement ratio less than one) between
walls at high Reynolds number. This study was conducted over a wide range of Archimedes
(Ar = ρlD3/2g1/2µl ) and Bond numbers (Bo =
ρlgD
2
σ ). The Archimedes number varied between 10
and 104 and Bond number varied between 6×10−3 and 140. The terminal Reynolds number varied
as Ar/2 for a wide range of Ar. Legendre et al. [29] experimentally studied the effects of Mo and
bubble diameter on deformation pattern of the gas bubbles rising in a quiescent liquid pool. They
conducted experiments for Mo varying from 1.6 × 10−6 to 1.24 and the bubble diameters varying
from 1.5 mm to 9.0 mm. They obtained an empirical relation for the bubble deformation, for a
large range of Mo numbers. Lastly, Böhm et al. [31] investigated the effects of channel depth,
bubble size, superimposed liquid velocity and fluid rheology on the motion of a single bubble in
a narrow rectangular channel. The bubble with equivalent diameter larger than the channel gap
rose in a two-dimensional zigzag path in a Newtonian fluid. However, in a non-Newtonian fluid,
a bubble under similar conditions rose in rectilinear path. The bubble with equivalent diameter
smaller than channel depth, due to lesser order of confinement in both directions, followed a helical
path in a Newtonian fluid. Maldonado et al. [30] explored the relation between the bubble shape
(aspect ratio of the deformed bubble) and the rise velocity. The initial shape of the bubble was
oblate spheroid therefore oscillations in both shape and rise velocity were observed as bubbles rose.
Different terminal shapes including spherical and ellipsoidal shapes were observed for the air bubble
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rising through different solutions. Several researchers have performed theoretical studies to explore
the motion of a rising bubble. For brevity a few are presented here. Dandy and Leal [32] numerically
predicted the shape of rising bubble, eddy size behind the bubble and separation distance of the
eddy for a buoyancy driven drop. They observed that the wake behind the drop was detached from
the interface and it was in contrast with inviscid drop where the wakes were recirculating. Takagi
et al. [33] numerically obtained the drag coefficients of a deformable gas bubble in an unbounded
axisymmetric shear flow. They showed that free steam velocity field with a positive shear over the
bubble inhibits the recirculating eddy behind the bubble and decreases the drag coefficient and
conversely, a negative shear increases the eddy size and drag coefficient. Tomiyama et al. [34] also
studied terminal velocity, bubble path and terminal shape of a single bubble rising in a surface
tension dominated regime. Yang et al. [35] studied effect of initial shape on the terminal velocity
and steady state shape. They also explored effects of change in volume of bubble due to a change
in ambient pressure.
A number of numerical studies of single and multiple bubbles rising in unconfined domains have
used either VOF, LS, CLSVOF or the front tracking methods. In addition several studies have used
the mesoscopic Lattice Boltzmann method [36–39]. Wherever applicable the numerical results were
compared with the Grace [13], Bhaga and Weber [15] charts. Chen et al. [40] studied the effects of
Reynolds number, Bond number, density ratio and viscosity ratio on bubble rise dynamics using a
modified volume of fluid method (VOF). They were able to predict the bubble deformation, cusp
formation, break ups and bubble coalescence. They reported that as bubble rose under effects of
buoyancy, the velocity near the bottom surface of the bubble first increased to reach a maximum
value and then started to gradually decrease to reach a steady state.
Ohta et al. [41] explored the effects of initial bubble shape on the terminal shape of a bubble rising
in a viscous liquid. A coupled level-set and volume of fluid method in conjunction with adaptive
grid refinement was used. They reported that the terminal shapes depend significantly on the
initial state of the bubble. For Bo = 464,Mo = 6.5 × 10−2 and Bo = 182,Mo = 9.9 × 10−6, the
bubbles deformed into spherical caps when started from a non-spherical shape. For the same cases
bubbles broke-up when started from an undeformed spherical shape. Ohta et al. [42], using the
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same methodology as used by Ohta et al. [41], also studied the effects of initial bubble shape on
the terminal shape, rising path and terminal velocity. A 1.5 mm equivalent diameter bubble with
low Bond number and low Morton number was considered in this study. They observed that the
bubble path transitioned from rectilinear to a two dimensional zigzag path depending on the initial
state of the bubble.
Hua and Lou [43] computed the motion of a bubble rising in a stagnant viscous liquid using the front
tracking method. They incorporated the volume correction in the original front tracking method to
conserve the volume of the bubble. They explored the effects of Reynolds number, Bond number,
viscosity ratio, density ratio and initial shape of the bubble. At low Bond numbers the terminal
shape continuously flattened with increasing Reynolds number. At high Bond numbers several
regimes of terminal shapes including spherical, spherical cap, skirted and toroidal bubble shapes
were observed with increasing Reynolds number. Hua et al. [44] extended the numerical method of
Hua and Lou [43] to perform three dimensional calculations of a bubble rising in a stagnant liquid
column. An adaptive mesh refinement technique was also utilized to reduce the computational
costs for the three-dimensional studies. Results obtained from the three-dimensional study were
similar to those from a two-dimensional axisymmetric study.
Wang and Tong [45] studied the motion of a gas bubble in a narrow vertical tube. They used a
coupled level-set and volume of fluid method for interface tracking and curvature computations on
a two-dimensional axisymmetric grid. The sharp surface force (SSF) method in conjunction with
pressure boundary method was used for modeling of the surface tension forces and calculation of
the pressure field due to surface tension. Numerical simulations revealed that the bottom surface
of the bubble goes through oscillations to attain a stable shape. However, the nose portion of the
bubble remains stable and moves without any disturbances in its shape. Yu and Fan [46] used
a 3-D level set method to investigate the rise velocity and deformation of 3D bubbles in various
regimes including ellipsoidal, ellipsoidal cap, spherical cap and skirted bubbles and compared their
results with the Grace chart [13] and with the snapshots of Bhaga and Weber [15]. A total of ten
simulations were performed for an infinite medium and good comparisons with data was observed.
Also presented were results for two bubbles colliding and coalescing as they rose up in a liquid
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column.
Agarwal et al. [47] performed two-dimensional axisymmetric direct numerical simulations to study
the motion of a gas bubble in an unconfined liquid pool. They used a sharp interface technique built
on a cut-cell scheme coupled with marker points for interface tracking. They solved momentum
equations for both gas and liquid phases. Simulation were performed for 1 < Re < 100 and
1 < We < 10. They observed that at low Reynolds number (Re ∼ 1) the bubble shape changes
from spherical to oblate ellipsoid with increasing Weber number. For this range of Re and We, the
bottom surface of the bubble flattened and a dimple appeared in the nose region. At high Reynolds
number (Re ∼ 100) the bubble became much flatter and deformed into a disk like structure with
increasing Weber number. Ohta and Sussman [48] used a coupled level-set and volume-of-fluid
method to study the motion of a skirted gas bubble in a viscous liquid. A structured adaptive
grid refinement along the interface was performed to resolve the thin skirts. Results showed that
for the same difference in density the thickness of trailing skirts decreased with increase in density
ratio between liquid and gas phases. The skirt thickness increased with increase in viscosity ratio.
It was also observed that the existence of the skirt does not affect the rise velocity. Chakraborty
et al. [49] also used a CLSVOF to compute the motion of a bubble in a liquid column. The Eotvos
(Eo ≡ (ρl− ρg)gd2/σ) and Morton numbers varied from 0.6 to 340 and 2× 10−4 to 44 respectively.
The terminal shapes varied from spherical bubble, oblate ellipsoid bubble, and oblate ellipsoidal
cap shapes. The drag coefficients obtained from simulations matched closely with experimental
data. Recently, Lalanne et al. [50] studied the effects of rising motion on the shape oscillations of a
bubble and a drop in a vertical stagnant liquid column. Axisymmetric direct numerical simulations
coupled with level-set method for the interface tracking were performed to study the bubble rise and
associated fluid flow. A vertically elongated bubble was released at t = 0 and it’s shape oscillations
were captured.
Summarizing these studies, bubble deformation and rise are very complex phenomena, governed
by three important parameters: a) Bond or Eotvos number; b) Morton number and c) confinement
ratio, besides the ratios of densities and viscosities. The unconfined bubble dynamics can be
summarized by the Grace [13], Bhaga and Weber [15] charts. An initially spherical bubble deforms
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to an ellipsoidal, spherical cap or skirted spherical cap bubble and can rise at different velocities in
steady and unsteady rectilinear or zigzag paths. Numerical methods are able to capture the observed
features, but the issue of spurious velocities continues to exist in most simulations despite a large
number of variants to all the approaches. It can be seen that a large number of previous studies
have considered only the unconfined case in which wall effects are negligible. To our knowledge,
not many studies have characterized bubble dynamics under confinement. A few studies considered
thin rectangular channels [51], but the computations assumed two-dimensionality. In this work we
report results of a systematic study of the effect of duct confinement of bubble dynamics at high
and low Morton and Bond numbers. The code validation for bubble rise in an infinite domain are
presented in section 5.2 along with grid-independency studies. In section 5.3, we present results
of simulations performed and draw the conclusions on the effects of confinement ratio for different
Bond and Morton numbers. A summary of the present results and the major findings are given in
section 5.4.
5.2 Implementation, Validation and Study of Grid Independency
The equations presented in Chapter 4 are solved with an in-house code, CUFLOW. CUFLOW is
a general purpose code for simulating laminar and turbulent flows in complex domains. The code
employs Cartesian grids to integrate the three-dimensional unsteady incompressible Navier-Stokes
equations. The continuity and momentum equations are solved using a fractional step method.
The CUFLOW has been programmed to run entirely on multiple graphics processing units (GPU).
Details and validations of CUFLOW are given in works of Vanka et al. [52], Chaudhary [53], Shinn
[54]. The VOF algorithm was validated for a static bubble with the gravity field switched off. The
‘spurious’ velocities produced in this case were of the order of 10−5. These can be solely attributed
to the approximations caused by height function method.
We next validated the accuracy of numerical method with some of the results from works of Grace
[13], Bhaga and Weber [15]. In Fig. 5.1, the second column shows the experimental test condition.
In this experiment, the Bond and Morton numbers were prescribed by fixing the fluid properties
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and bubble size. We have followed the same procedure in our numerical computations. These
experiments were performed in a circular tube with very large confinement ratio (Dtube/Dbubble).
In our calculations, we have prescribed a confinement ratio of 8. The density and viscosity ratios
for these velocities were approximately 1000 and 100. We compare terminal shape and terminal
velocity for two separate cases: A) spherical bubble (Bo = 17.7 and Mo = 711); and B) oblate
ellipsoidal cap (Bo = 243 and Mo = 266). For both of these cases Bhaga and Weber [15] reported
the terminal Reynolds number and terminal shape.
Test
case
Test
conditions
Experimentally
observed terminal
bubble shape
Numerically
predicted terminal
bubble shape
Simulation
conditions and
predicted terminal
Reynolds number
A
Bo = 17.7
Mo = 711
Re = 0.232
Bo = 17.7
Mo = 711
Re = 0.227
B
Bo = 243
Mo = 266
Re = 7.77
Bo = 243
Mo = 266
Re = 7.61
Figure 5.1 Validation of results with work of Bhaga and Weber [15]
From the Fig. 5.1, it can be seen that the predicted terminal shapes are similar to experimen-
tally observed shapes. For both cases the predicted terminal Reynolds numbers are slightly under
estimated. The difference between experimental and numerical results is less than 2.5%. The
method has also been validated for air-water systems for which the Morton number is approxi-
mately 2× 10−11, giving further confidence in numerical algorithm.
We next performed grid refinement studies on the motion of a bubble rising in a stagnant liquid
pool. For this case we selected Bond and Morton numbers to be 243 and 266 respectively and the
confinement ratio to be 4. Four set of grids, with 32, 48, 64 and 96 control volumes per bubble
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diameter were chosen for this study. Figure 5.2a shows the transient bubble rise velocities for the
four grids. The inset in fig. 5.2a shows the zoomed-in view of rise velocities. It can be observed
that the rise velocities show grid convergence and the relative error in velocity between 32 and 64
control volumes per bubble diameter are 2.0% compared to 0.24% relative error between results
with 64 and 96 control volumes per bubble diameter.
(a) (b)
Figure 5.2 Grid independency study: a) comparison of the rise velocities and b) comparison of the bubble
shapes. The inset in the figures show the zoom in relevant regions.
Figure 5.2b shows the terminal shapes of the bubble for different grids. It can observed from the
figure that the terminal shapes of the bubble are very close for all grids. The inset figure shows
the region of maximum gradient in the deformed shape of the bubble. Paying close attention at
the inset figure, we can deduce that the grid with 64 control volumes per bubble diameter result is
very close to the finest grid result. Therefore 64 control volumes per bubble diameter are used for
all computations in this study.
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5.3 Results
We now present results of a systematic study of the effects of confinement ratio on bubble deforma-
tion, transient aspect ratio and transient rise velocity in a square duct. Three confinement ratios,
four Bond numbers and two Morton numbers have been simulated. Figure 5.3 shows the geometry
used for this study with gravity acting downwards. The air bubble is initially placed at a distance
of two diameters above the bottom boundary in the center of the cross-section.
Figure 5.3 Initial state of a bubble in the liquid column
The motion of the bubble is dictated by the external forces acting on it. Several competing forces act
on a bubble as it moves through the liquid: i) an upward buoyancy force due to density difference;
ii) a viscous force on the bubble surface restraining its motion; and iii) a surface tension force
acting to reduce bubble deformation. The balance of these forces leads to a steady bubble shape
and a terminal velocity. The effects of these forces can be studied systematically through relevant
non-dimensional parameters.
In the present study, the width of the duct is prescribed by the confinement ratio. The height
is taken as 16 bubble diameters in all cases. Based on grid refinement study, we have used 64
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control volumes per bubble diameter. We consider two distinct parameter regimes, as follows: i)
low Morton number, and ii) high Morton number. The low and high Morton numbers are 0.001
and 0.01 respectively. In each of these two regimes we study four sub regimes of Bond numbers of
1, 10, 50 and 100. Depending on the Bond number the deformed bubble shapes vary from spherical
to oblate spheroidal to spherical cap to a flattened disk-like structure. The corresponding fluid
properties are listed in table 5.1. The Bond number 1, 10, 50 and 100 are represented by bubbles
of 2.309 mm, 7.302 mm, 16.33 mm and 23.09 mm diameters respectively.
Table 5.1 Fluid properties
Morton
number
ρl(kg/m3) ρg(kg/m3) µl(Pa.s) µg(Pa.s) σ(mN/m)
0.001 1215 1.184
7.506×
10−2
1.824×
10−5
63.5
0.01 1215 1.184
13.34×
10−2
1.824×
10−5
63.5
5.3.1 Low Morton number cases
We first present the results of low Morton number. The low Morton number implies low liquid
viscosity. Due to pressure difference between the top and bottom surfaces of the bubble there is
a net upward force on it. This imbalance in force leads to an upward motion of the bubble and
subsequent motion in the surrounding liquid. In case of low Morton number the drag force on the
bubble is smaller hence the bubble moves faster through the liquid and deforms by larger amount.
Further as the confinement ratio increases, the reduction in wall shear makes the rise velocities
higher.
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Figure 5.4 Transient bubble shapes for confinement ratio of 4 and Mo = 0.001.
Figure 5.4 shows a typical three-dimensional perspective of the bubble deformation for Bo =
1, 10, 50 and 100 and Mo = 0.001 at various non-dimensional times. The bubble is rising vertically
but for ease of presentation we show the three-dimensional surfaces in a horizontal arrangement.
The simulation time increases from left to right and the Bond number increases from top to bottom.
It can be seen from Fig. 5.4 that for Bond number of 1, the bubble remains nearly of the same
spherical shape as the bubble moves upward (shown left to right here). At higher Bond numbers
the bubble deforms considerably. At Bo = 10 the bubble quickly deforms into a oblate spheroidal
shape and rises with that shape. Both for Bo = 50 and Bo = 100 the bubble deforms into a
spherical cap and goes through shape oscillations to reach a disk-like structure. Comparing these
two Bond numbers we can also notice that both bubbles go through similar transients, however,
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these transients are observed at earlier times for Bo = 50. It can also be seen that a number of
very small gas particles break away from the bubble for Bond number of 100. This break up may
be due to insufficient resolution at the tips, but the cumulative volume of all the satellite bubbles
is less than 2% of the total gas volume, hence the dynamics of the bulk is unaffected. The same
three-dimensional shapes are seen at other confinement ratios (hence are not shown).
Figure 5.5 shows two-dimensional cross-sectional shapes on the center plane and their positions at
different times for different confinement ratios. We observe that for all the three confinement ratios
and all four Bond numbers the bubble rose in a straight line. The shape and rise path seen here
are consistent with observations of Moore [8] for rise of a bubble in an unconfined medium and of
Figueroa-Espinoza et al. [25] in a confined duct. The bubbles traveled a smaller distance at smaller
confinement ratios than in ducts with higher confinement ratios. For Bo = 1, in 10 time units the
bubble rose by approximately 2, 3 and 4 diameter units in the duct with confinement ratios of 2,
3 and 4. The distance traveled by the bubble increases with increasing Bond number which can
be perceived from figures 5.5b, 5.5c and 5.5d. For highest Bond number (Bo = 100) the bubble
traveled by 5.17, 5.93 and 6.25 diameters respectively.
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(a) (b)
(c) (d)
Figure 5.5 Bubble shapes for confinement ratios of 2, 3 and 4 and Mo = 0.001: a) Bo = 1, b) Bo = 10, c)
Bo = 50 and d) Bo = 100.
Fig. 5.5 also shows the deformation history of the bubbles at different Bond numbers. For Bo = 1,
the bubble does not deform much. For Bo = 10 the bubble deforms into a ellipsoidal shape and
remains ellipsoidal for rest of it’s ascent. Further increase in Bond number results in a complex
deformation pattern where bottom surface of the bubble goes through oscillations and top surface
remains nearly spherical. Both for Bo = 50 and Bo = 100 the bubble deforms significantly. At these
Bond numbers the bubble transforms into different shapes ranging from spherical to hemispherical
bubble to a disk-like structure. During initial acceleration stage the inertial force dominates the
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surface tension force therefore larger deformation is observed. It is seen in Fig. 5.5c and Fig. 5.5d
that the spherical bubble transforms into a spherical cap at t = 2.0 for Bo = 50 (and t = 2.5
for Bo = 100). This qualitative characteristic is common for all three confinement ratios but the
extent of deformation is different at low values of the duct width. Once the bubble has deformed
to it’s maximum extent (which happens approximately at t = 2.0 for Bo = 50 and t = 2.5 for
Bo = 100), surface tension force starts to dominate. This leads to retraction of the bottom surface.
The retraction process takes place between t = 2.0 and t = 3.5 for Bo = 50 (and between t = 2.5
and t = 5.0 for Bo = 100). In the case of Bo = 50, the bottom surface of the bubble at t = 3.5
is nearly flat for Cr = 2 but for higher confinement ratios the bottom shapes are deformed. After
this, the relaxation of the bottom surface ceases and a transition towards steady state happens.
Similar process of relaxation of bottom surface takes place in the case of Bo = 100 as well. It is
worth mentioning that in the steady state the bubble shapes are flatter for Cr = 3 and Cr = 4 than
for Cr = 2 both for Bo = 50 and Bo = 100 cases.
The transient rise velocity of the bubble is appreciably influenced by the confinement ratio, and
is shown in Fig. 5.6. For all Cr and Bo the rise velocity increases with time to reach the steady
state. However, the rise velocity and time taken to reach a steady state depends on the confinement
ratio and the Bond number. The rise velocity is estimated by surface integration of the z-velocity
along the bubble interface. No significant oscillation in rise velocity is observed at Bo = 1 for all
the confinement ratios. However, as the Bond number is increased oscillation in rise velocity is
observed. For Bo = 10 a initial oscillation is observed, with the magnitude largest for Cr = 2 and
decreasing for confinement ratios of 3 and 4. The terminal rise velocities are 0.612, 0.678 and 0.731
respectively for Cr = 2, 3 and 4.
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(a) (b)
(c) (d)
Figure 5.6 Rise velocity for confinement ratios of 2, 3 and 4, and Mo = 0.001: a) Bo = 1, b) Bo = 10, c)
Bo = 50 and d) Bo = 100.
The oscillations in rise velocities increase for Bo = 50 and Bo = 100. This trend can be seen in
figures 5.6c and 5.6d. For Bo = 50 the rise velocity goes through two peaks with it’s first maximum
at t = 0.6 where rise velocities are 0.653, 0.696 and 0.709 respectively for the different confinements.
The effect of confinement is again to decrease the rise velocities, as a result of the shear from the
walls. The rise velocity gradually decreases to reach a quasi-steady state at t = 4.0. The terminal
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velocities for Bo = 50 are 0.526, 0.609 and 0.661 for confinement ratios of 2, 3 and 4. A similar
behavior is seen for Bo = 100 except the velocities reach steady state at t = 4.5 with corresponding
values of 0.53, 0.62 and 0.66 for the three confinement ratios. For Bo = 100, the second peak of
rise velocity is higher than first peak indicating a larger oscillation.
We next study the aspect ratio of the bubble for the three confinement ratios. Figure 5.7 shows
the transient aspect ratios for four Bond numbers. The transient aspect ratio sheds further light
on the nature of transient deformation of the bubble. The aspect ratio of the bubble is calculated
as the ratio between maximum width of the bubble to minimum distance between top and bottom
surfaces of the bubble. As the bubble rises it deforms, and once all the forces acting on the bubble
come to a balance it assumes a steady shape. Thus the aspect ratio first increases with time and
then reaches a steady state. We observe that the aspect ratio increases with confinement ratio.
The aspect ratio also increases with Bond number with larger effect of the confinement. The aspect
ratios for all confinements are close to 1 for Bond number of 1 but at higher Bond numbers the
aspect ratio increases. For Bond number of 10 the steady state aspect ratios of the deformed bubble
are 1.68, 1.88 and 1.96 respectively for Cr = 2, 3 and 4. These numbers indicate a ellipsoidal steady
shape for all confinements.
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(a) (b)
(c) (d)
Figure 5.7 Aspect ratio for confinement ratios of 2, 3 and 4, and Mo = 0.001: a) Bo = 1, b) Bo = 10, c)
Bo = 50 and d) Bo = 100.
For higher Bond numbers, there are significant oscillations in the aspect ratio. These oscillations
are a result of the oscillations of the bottom surface of the bubble. In the initial acceleration stage
the bottom surface deforms significantly to form a spherical cap structure which leads to high
values of the aspect ratios. In the case of Bo = 50 the oscillations in the aspect ratios continue for
longer periods and a steady state is not observed in the time period computed in this study. The
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subsequent oscillations however decrease with time. The oscillations are relatively small at t = 9.5
with, the aspect ratios being 2.56, 3.26 and 3.55 respectively.
In the case of Bo = 100 however, only one peak with aspect ratio as high as 27 is observed. The
initial diameter of the bubble for Bo = 100 is approximately 37% higher than the same for Bo = 50.
Hence the pressure drop across the top and bottom surfaces of the bubble is higher than that of
Bo = 50. The bubble thereby deforms more to a thin neck resulting in a large aspect ratio. This
is observed at t = 1.7 with the corresponding aspect ratios being 9.40, 21.50 and 27.33 respectively
for the three confinement ratios. As the confinement ratio decreases, the deformation decreases,
giving smaller aspect ratio. As the surface tension acts, the deformation decreases and at t = 6.0
the aspect ratios stabilize to 2.90, 4.32 and 4.93 respectively.
Figure 5.8 shows the streamlines for Bo = 10 and Mo = 0.001 at a representative time of t = 10.
The streamlines are plotted in a stationary frame of reference of the bubble.
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Figure 5.8 streamlines at t = 10 for confinement ratios of 2, 3 and 4, Bo = 10 and Mo = 0.001
We see that as the confinement ratio increases, because the distance between the wall and the
bubble surface increases, the surrounding liquid has lesser space between the wall and the bubble
surface. Thus for confinement ratio of 2 the streamlines are squeezed between the wall and the
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bubble surface. For higher confinement ratio the streamlines are however, farther spaced. As the
distance between the streamlines decreases the velocity gradient in the y-direction will increase
leading to higher drag force on the bubble. Since the distance between the streamlines increases
(velocity gradient will decrease) with confinement ratio, the drag force decreases with increase in
confinement ratio. This is reflected in the increase of rise velocity with confinement ratios shown
in figure 5.6b.
Figure 5.9 shows the streamlines of y-velocity and z-velocity in the reference frame of bubble for
confinement ratio of 4, Mo = 0.001 and four Bond numbers. It can be seen that the streamlines
are symmetric with respect to horizontal axis for bubbles that are symmetric along horizontal axis.
This is observed for Bo = 1 and Bo = 10. For higher Bond numbers the back side of the bubble
deforms and lead to creation of recirculation zones. Both of these recirculation zones are attached
to the bubble and does not penetrate the bubble. It can also be noticed that there are small
recirculation zones inside the deformed bubbles. The recirculation zones at the back of bubbles are
bigger for Bo = 100 than that of Bo = 50.
Figure 5.9 streamlines at t = 10 for confinement ratio of 4, Bo = 1, 10, 50, 100 and Mo = 0.001
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5.3.2 High Morton number cases
Increase in fluid viscosity by approximately by a factor of 2 increases the Morton number by 10
(fourth power). Increase in fluid viscosity will reduce the bubble deformation through less fluid
motion. In this section, we present results for Mo = 0.01. Because the qualitative effects of
confinement are similar to those at lower Mo, we present these results and discuss them only
briefly. The plots shown are similar to figures 5.4 to 5.7. Figure 5.10 shows the three-dimensional
perspective of the bubble deformation for Bo = 1, 10, 50 and 100 and Mo = 0.01 at various times.
The bubble dynamics at this Morton number is similar to observations made for Mo = 0.001.
However, the deformation is smaller at higher Morton number. This is more clear from results at
Bo = 100. For low Morton number (Fig. 5.4) there were several tiny satellite bubbles forming due
to insufficient local resolution and low viscosity. No such pattern can be seen in Fig. 5.10. The
rest of the features are similar at both Morton numbers and all Bond numbers.
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Figure 5.10 Transient bubble shapes for confinement ratio of 4 and Mo = 0.01.
Figure 5.11 shows the two-dimensional transient shapes and positions of the bubbles at different
times on the center plane for all three confinement ratios, all four Bond numbers and Mo = 0.01.
It can be seen that the bubbles again rise in a straight line for all Bond numbers and confinement
ratios. The bubble goes through a range of deformations such as spherical, ellipsoidal, spherical
cap and disk-like structures. The shapes at Mo = 0.01 are similar but, as expected quantitative
differences are seen.
For Bo = 1, it can be observed from Fig. 5.11a that bubble remains spherical. In 10 time units
the bubble rose by 1.31, 1.96 and 2.31 diameter units respectively for confinement ratios of 2, 3
and 4. By comparing results between figures 5.5a and 5.11a, we can say that the as the Morton
number of flow (viscosity of surrounding liquid) increases the distance traveled by bubble decreases.
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For Bo = 10 (Fig. 5.11b), the terminal shapes of the bubble varied from asymmetric for Cr = 2
to symmetric ellipsoidal bubble for Cr = 4. For the case of Cr = 2 it can be seen that in the
steady state the bubble is asymmetric with respect to it’s major axis. The bottom surface is flatter
than the top surface. It can also be seen the distance between top surface and major axis is more
than the distance between bottom surface and the major axis. Discrepancies in the shapes of top
and bottom surfaces of the ellipsoid decrease with confinement ratio and for the Cr = 4 case the
symmetry along the major axis is almost restored. Similar to observations made in Fig. 5.5b, the
distance traveled by bubble increases with increasing confinement ratio. The bubble rose by 4.26,
5.55 and 6.00 diameter in 10 time units respectively in ducts with confinement ratios of 2, 3 and 4.
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(a) (b)
(c) (d)
Figure 5.11 Bubble shapes for confinement ratios of 2, 3 and 4 and Mo = 0.01: a) Bo = 1, b) Bo = 10, c)
Bo = 50 and d) Bo = 100.
At larger Bond numbers the bubble deforms to a spherical cap at intermediate times and relaxes
to a disk-like structure in the steady state. The trends are similar for both Bo = 50 and Bo = 100
at all confinement ratios. In the steady state a significant difference in the thickness of the middle
portion of the bubble can be observed between Cr = 2 and Cr = 4. Terminal shape of the bubble
for Cr = 4 is flatter and wider than that for Cr = 2. However no such distinctions can be made
between Cr = 3 and Cr = 4 at this stage. For Bo = 50 (Fig. 5.11c), in 10 time units the bubble
rises by 4.84, 5.54, and 5.89 diameters units respectively for confinement ratios of 2, 3 and 4. For
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Bo = 100 (Fig. 5.11d), in the steady state the bubble shape is hemispherical for confinement ratio
of 2. But for confinement ratio of 3 and 4 the steady shapes are flattened moons. In this case in
10 time units the bubble rises by 5.04, 5.90 and 6.26 diameter units respectively for confinement
ratios of 2, 3 and 4.
Figure 5.12 shows the transient rise velocities for the three confinement ratios, four Bond numbers
and Mo = 0.01. In the case of Bo = 1 there are small oscillations in the rise velocities at Cr = 3
and Cr = 4. These oscillation can be seen in Fig. 5.12a. For Cr = 3, these oscillations are less
than 2% of the terminal velocity hence can be neglected. In the case of Cr = 4 the oscillations are
systematic and periodic in nature. The period and amplitude of oscillation are ∆t = 1.78 and 1.75%
respectively. For Bo = 1 the terminal velocities of the bubbles are 0.13, 0.20 and 0.23 respectively
for confinement ratios of 2, 3 and 4. The terminal velocities of the bubbles for Bo = 10 are 0.44,
0.58 and 0.63 respectively and these are shown in Fig. 5.12b. The oscillation in rise velocity is
observed for Bo = 10 as well, however, the oscillations are significant only for Cr = 2.
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(a) (b)
(c) (d)
Figure 5.12 Rise velocity for confinement ratios of 2, 3 and 4, and Mo = 0.01: a) Bo = 1, b) Bo = 10, c)
Bo = 50 and d) Bo = 100.
Rise velocities for Bo = 50 and Bo = 100 are shown in Fig. 5.12c and Fig. 5.12d. It can be seen
that oscillations in the rise velocities at higher Bond numbers are far more significant than that at
lower Bond numbers. These oscillations are related to the oscillations of the bottom surface of the
bubble during it’s ascent. As reported in the section 5.3.1 the deformation and oscillation of the
bubble is considerably large at higher Bond numbers. From rise velocities of Bo = 50 and Bo = 100
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we can deduce that bottom surface goes through two oscillations before it reaches steady state. In
the steady state the rise velocities are 0.506, 0.603 and 0.644 respectively for Bo = 50. In the case
of Bo = 100 the terminal rise velocities are 0.512, 0.607 and 0.654 respectively for confinement
ratios of 2, 3 and 4. It can be deduced from these results that the rise velocities are comparable
for both Bo = 50 and Bo = 100.
(a) (b)
(c) (d)
Figure 5.13 Aspect ratio for confinement ratios of 2, 3 and 4, and Mo = 0.01: a) Bo = 1, b) Bo = 10, c)
Bo = 50 and d) Bo = 100.
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Figure 5.13 shows the transient aspect ratio of the rising bubble for all confinement ratios, all Bond
numbers andMo = 0.01. Similar to low Morton number study presented in section 5.3.1 the aspect
ratio increases with increasing Bond number and confinement ratio. For Bo = 1 the aspect ratios
are close to 1. For Bo = 10 (Fig. 5.13b) the aspect ratios in the steady state are 1.28, 1.51 and 1.57
respectively. Both for Bo = 50 and 100, the bottom surface of the bubble goes through oscillations
reflecting in aspect ratio oscillations. The aspect ratio for Bo = 50 reaches a steady state at t = 6.5
with aspect ratios of 2.36, 3.12 and 3.37. In the case of low Morton number (Fig. 5.7c) only a
quasi-steady state was achieved. This clearly indicates the higher viscous damping at the higher
Morton number. For Bo = 100 (Fig. 5.7d) the aspect ratio reaches quasi steady state at t = 6.50
with the steady state aspect ratios being 2.65, 3.75 and 4.12 respectively. It is also interesting to
mention that the highest aspect ratio forMo = 0.001 was approximately 27 whereas highest aspect
ratio for Mo = 0.01 is approximately 7.6.
Table 5.2 Terminal Reynolds number
Bond
Number
(Bo)
Confinement Ratio (CR)
2 3 4
Morton Number (Mo) Morton Number (Mo) Morton Number (Mo)
0.001 0.01 0.001 0.01 0.001 0.01
1 1.18 0.42 1.81 0.63 2.11 0.75
10 19.34 7.89 21.44 10.42 23.10 11.35
50 55.65 30.27 64.42 35.97 69.87 38.91
100 93.83 51.69 109.12 61.25 116.29 66.04
Table 5.2 summarizes the terminal Reynolds number for all the cases. It can be seen that the
terminal Reynolds number increases with Bond number and confinement ratio but decreases with
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Morton number. The increase in terminal Reynolds number with Bond number is attributed to
higher bubble velocity due to larger buoyancy force for larger bubbles. The viscosity is higher for
higher Morton number cases hence the drag force on the bubble will be larger and subsequently
the terminal Reynolds number will be smaller. Similarly effects of wall are higher for low confine-
ment ratio cases therefore with increase in confinement ratio terminal rise velocity decreases. It is
also worthwhile mentioning that the increase in terminal Reynolds number is not linear with the
confinement ratio.
5.4 Summary
In this section, we characterized the effects of three-dimensional duct confinement on bubble rise
dynamics in a viscous liquid. We explored effects of confinement ratios (duct size/bubble diameter)
on the transient bubble shapes, deformed bubble’s aspect ratio and transient rise velocities. We
also report the terminal bubble shapes and terminal Reynolds number. Two Morton numbers, three
confinement ratios and four Bond numbers have been selected. The results have been categorized
in two parameter regimes: a) low Morton number, and b) high Morton number. Each of these two
regimes have been divided in sub regimes of four Bond numbers.
It is seen that with increasing Bond number from 1 to 100 the terminal bubble shape changes
from spherical to oblate spheroidal to spherical cap to flattened disk-like structures. The transient
aspect ratio decreases with increase in Morton number. For Bond number of 1, the bubble does
not deform and corresponding transient aspect ratios are independent of the Morton number and
confinement ratio. For higher Bond numbers, the deformation is significant and the transient aspect
ratio increases with increase in Bond number and confinement ratio but decreases with increase
in Morton number. Significant oscillations in the transient aspect ratio are also observed for high
Bond numbers cases. However, these oscillations decreased with increase in Morton number.
The transient rise velocity is also dependent on the non-dimensional parameters. For Bond number
of 1 the rise velocity was independent of the Morton number and confinement ratio. However, for
higher Bond numbers the rise velocity increased with increase in Bond number and confinement
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ratio and decreased with increases in Morton number. It is also important to note that the increase
in rise velocity is not linear with increase in confinement ratio. The change in rise velocities between
confinement ratio of 2 and 3 is larger than change between confinement ratio of 3 and 4. Significant
oscillations in the rise velocity are present at higher Bond numbers but decrease with increase in
Morton number.
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Chapter 6
Motion and Deformation of a Rising
Bubble in variable Viscosity Fluids
6.1 Introduction
In this chapter, we present the results of three-dimensional numerical simulations to study deforma-
tion of an air bubble rising in shear-thinning and shear-thickening power-law non-Newtonian fluids.
We explore the effects of fluid rheology, Bond number and wall confinement on bubble’s transient
shape, rise velocity and rise path, and on vortex structures behind the bubble. Power-law index
is varied between 0.25 and 1.50 at an interval of 0.25 covering shear-thinning and shear-thickening
regimes. Three Bond numbers of Bo = 2, 10 and 50 are considered to understand the effects of
bubble size. Three confinement ratios of Cr = 4, 6 and 8 are used to understand the effects of wall
proximity. For the range of parameters examined here, bubble motion in shear-thinning fluid is
seen to be unsteady with significant shape oscillations. The bubble rises with a secondary motion of
zig-zag kind in the cross-sectional plane. In Newtonian and shear-thickening fluids, bubble motion
is steady with negligible shape oscillations and the bubble rises in a straight vertical path.
The numerical technique described in Chapter 4 has been used to conduct the simulations. A
variable viscosity approach based on Carreau model has been to calculate the viscosity of power-
law fluids. The non-Newtonian implementation has been validated with an axisymmetric numerical
study of a bubble rising in a shear-thinning fluid.
The motion of gas bubbles in non-Newtonian liquids is of considerable fundamental interest. It
is widely encountered in drug, food and chemical industries. For instance, fermentation of liquor,
sugarcane processing, ethanol extraction, aeration of membrane etc. are typical applications of
bubbles in shear-thinning fluids. Bubble dynamics in such non-Newtonian fluids are more complex
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because the bubble generated velocities subsequently change the local fluid viscosity due to the
shear. Further, the nature of the fluid (Bingham, thixotropic, shear-thinning, shear-thickening,
etc.) is important in modifying the fluid viscosity in bubble vicinity and thereby the local shear
stress values. Thus a large parameter space is available, even for a single bubble rising in a non-
Newtonian fluid, which provides regions of rich and complex flow physics. Previously, several
efforts have been made towards understanding such bubble motion in viscoelastic and inelastic
non-Newtonian fluids. Some example works are by Astarita and Apuzzo [1], Leal et al. [2], Carreau
et al. [3], Zana and Leal [4], Kawase and Ulbrecht [5], Dekée et al. [6], Gummalam et al. [7], Kee
et al. [8], Manjunath and Chhabra [9], Miyahara and Yamanaka [10], Liu et al. [11], Rodrigue et al.
[12], Li et al. [13], Chhabra [14], Gauri and Koelling [15], Dubash and Frigaard [16], Tsamopoulos
et al. [17], Sikorski et al. [18], Kishore et al. [19], Tripathi et al. [20] for bubble motion in shear-
thinning, shear-thickening and Bingham fluids. The works of Kulkarni and Joshi [21], Chhabra
[22] provide good summaries of the important results. For conciseness, we will limit our discussion
below to some of the more recent relevant studies, especially related to the power-law fluids.
Acharya et al. [23] experimentally studied the motion of a gas bubble in shear-thinning fluids.
Spherical bubbles of diameter 0.25 − 1.0 cm were injected from the bottom of a large square
column. Terminal velocity of the bubble initially increased as a (n+1)/n power of bubble diameter
for smaller bubbles and reached a plateau for larger bubbles. Margaritis et al. [24] extended the
work of Acharya et al. [23] by considering bubble diameters between 0.025 and 2.7 cm in six shear-
thinning power-law fluids. In addition to the findings of Acharya et al. [23], they also found that the
terminal velocity of the bubble decreases with increase in the apparent liquid viscosity. Tsukada
et al. [25] conducted a large set of experiments and axisymmetric numerical simulations to generate
a shape diagram similar to that of Grace et al. [26]. They reported that in non-Newtonian fluids, the
transition boundary between spherical and ellipsoidal terminal bubble shapes was approximately
the same as that for a Newtonian fluid, suggesting that an apparent Morton number can be obtained
for a non-Newtonian fluid that will correspond with the Grace chart. However, due to the smaller
range of parameters, shapes such as skirted and wobbling bubbles were not observed in their work.
Dhole et al. [27] numerically investigated the drag force acting on a spherical bubble (Bo ≈ 0) rising
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in a power-law fluid at 5 ≤ Re ≤ 500 and 0.5 ≤ n ≤ 2. Expectedly, in comparison with a Newtonian
fluid, the drag force decreased in the shear-thinning fluid and increased in the shear-thickening fluid.
The numerically predicted drag coefficients were always smaller than the experimental values which
was attributed to possible contamination of the liquid phase. Similar conclusions were made by
Ohta et al. [28] in shear-thickening liquids. Both the rise speed and the deformation of bubble
decreased with increase in power-law index, n. However, the effects of shear-thickening were found
to be less important for n ≤ 1.2 and significant for n ≥ 1.5. Owing to the higher viscosity of
the shear-thickening fluid around the bubble, the wake behind the bubble was suppressed as n
increased. Zhang et al. [29] conducted two-dimensional axisymmetric numerical simulations of
bubble rise in shear thinning fluids with the power-law index varying between 0.3 and 1.0, and
zero shear viscosity varying between 0.1 and 0.5 Pa.s. They reported that the area affected due
to bubble motion reduced as the power-law index and the consistency constant are increased. In
an experimental study, Li et al. [30] observed a cylindrical low viscosity region around the bubble
wake and a cylindrical high viscosity region in the central wake. In a low apparent viscosity liquid,
the bubble rose in a zigzag path and vortex ropes were observed on each side of the bubble. No
such path deviations were observed in fluids with higher apparent viscosity. Hassan et al. [31] also
made similar observations for bubble shape and rise trajectories in water, polymer solutions and
a crystal suspension. Both bubble deformation and rise velocity decreased as the power-law index
increased.
In an experimental study, Böhm et al. [32] observed that a highly confined bubble (9 mm bubble
in a 7 mm channel) deforms into a disk-like structure and rises in a two-dimensional zigzag path in
a Newtonian fluid, whereas in a shear-thinning fluid the same bubble deforms into a horizontally
elongated ellipsoidal shape and rises in a rectilinear path. Further, a moderately confined bubble
(3 mm bubble in the 7 mm channel) deforms into a vertically elongated ellipsoidal bubble and rises
in a helical path in the Newtonian fluid, whereas in the shear-thinning fluid, it rises in a rectilinear
path. However, It should be noted that the zero-shear viscosity of the shear-thinning fluid was one
to two orders of magnitude higher than that of the Newtonian fluid considered. Hence, a direct
comparison between shear-thinning and Newtonian results can not be made. Also, since the bubble
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size was changed between the two studies, the effects of confinement can not be explicitly studied.
In the present work, we have conducted three-dimensional numerical simulations to study bubble
deformation and rise in shear-thinning and shear-thickening fluids for different duct confinement
and bubble sizes. The motion of a gas bubble in a non-Newtonian fluid is very rich in physics,
influenced by a number of bubble and fluid parameters. Despite a reasonably large number of
previous studies, there are very few studies that have examined the effect of duct confinement
on the bubble deformation in non-Newtonian fluids (the only study we are aware of is by Böhm
et al. [32]). In this study, a volume of fluid method for interface tracking and a sharp surface
force method for inclusion of the surface tension forces have been developed and implemented on a
multiple graphics processing units (GPU). Various quantities such as the bubble shape, rise velocity,
rise path, fluid viscosity evolution and vorticity structures are investigated for moderate to high
Bond numbers. The remaining part of the study are divided into four sections. The viscosity model
used for the modeling non-Newtonian fluids is presented in Section 6.2. The problem description,
validation of the algorithm, and grid independence studies are discussed in Section 6.3. In Section
6.4, we present results of the simulations and discuss the important findings. A summary of the
present findings is given in Section 6.5.
6.2 Viscosity Model
The liquid viscosity is calculated using the Carreau model [33] with the power-law index varied
from 0.25 to 1.50 to cover shear-thinning, constant viscosity and shear-thickening behaviors. It is
given by,
µl(γ˙) = µo(1 + (λγ˙)2)n−1/2 (6.1)
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Where, µo, λ and n are zero shear viscosity, time constant and power-law index, respectively. The
shear rate (γ˙) is given as,
γ˙ =
√
2D : D (6.2)
The deformation tensor D is defined as,
D = 1/2
(
∇u +∇uT
)
(6.3)
6.3 Computational Details
6.3.1 Problem Setup
Figure 6.1 shows the geometry of the problem considered. The width of the liquid column is
controlled by the specified value of the confinement ratio (W/d), but its height is always taken as
24 bubble diameters. The height was chosen such that the bubble can reach a steady velocity at the
end of the domain. For the confinement ratio of 4, the dimensions of domain are 4d×4d×24d along
x, y and z directions respectively. The side boundaries of the domain are considered to be no-slip
and no-penetration walls, and top and bottom boundaries are periodic1. The bubble is initially
placed two diameters above the bottom boundary and in the center of the duct cross-section. The
gravitational force acts downwards along negative z-axis. Based on a systematic grid refinement
study, we have selected 32 control volumes per bubble diameter as an adequate resolution. This
gives a grid of 128× 128× 768 (≈ 13 million) control volumes for the Cr = 4 study.
1It is natural to wonder about the effects of periodicity on the bubble dynamics. We have addressed the concerned
by visualizing the wake of bubbles. We have observed that maximum length of the wake is always less than the 24d,
therefore end of wake does not interfere with front of the bubble.
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Figure 6.1 Initial position of the bubble
Liquid and gas densities are taken as 1000 and 1.2 kg/m3 respectively. The zero-shear viscosity
(µ0) and the time constant (λ) of the liquid are taken as 0.014 Pa.s and 1 s respectively. The power-
law index is varied for each case. The dynamic viscosity of the gas (µg) is taken as 1.8× 10−5Pa.s.
The surface tension (σ) between liquid and gas phase is prescribed a value of 0.072N/m2.
Figure 6.2 shows the variation of the liquid viscosity as a function of the local shear-strain. Due
to the power-law behavior, the computed viscosity of shear-thinning fluid can become too small.
Therefore, a minimum value of viscosity equal to that of water is prescribed.
2In practice there is variation in the surface tension due to addition of polymers for preparation of shear-thinning
and shear-thickening fluids but the variation is relatively less significant for low concentration of polymers [28, 29, 34]
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Figure 6.2 Viscosity variation of the liquid phase versus local strain rate
The dimensional parameters can be grouped together to form various non-dimensional parameters.
The bubble dynamics of this study are governed by three non-dimensional parameters,
Eotvos number = Eo = ∆ρgd
2
σ
(6.4)
Morton number = Mo = gµ
4
l ∆ρ
ρ2l σ
3 (6.5)
Confinement ratio = Cr =
W
d
(6.6)
In the above equations, ∆ρ = ρl − ρg and W is width of liquid column. For a gas-liquid system
the density ratio is large, hence ∆ρ = ρl − ρg ≈ ρl and the Eötvös number can be equivalently
represented by Bond number. In the current study, viscosity of the liquid phase (µl) varies with
shear rate (γ˙), therefore we define the Morton number using the zero-shear liquid viscosity. Hence,
the key non-dimensional parameters can be rewritten as,
Bond number = Bo = ρlgd
2
σ
(6.7)
Morton number = Mo = gµ
4
0
ρlσ3
(6.8)
Confinement ratio = Cr =
W
d
(6.9)
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6.3.2 Code Validation and Grid Independence Study
The single phase version of the current code was previously validated for a number of problems,
including a lid-driven cavity flow of Newtonian and non-Newtonian fluids with and without a
magnetic field [35, 36]. The multiphase version of the code was validated for a bubble rising in a
quasi-stationary liquid [37] with works of [38, 39]. In this section, we further present validation
study for two-phase non-Newtonian implementation. It is validated with results of Zhang et al. [29]
for a 1 mm air bubble rising in an unconfined shear-thinning medium. This work is close to our
current work but solved axisymmetric governing equations in an unconfined domain. We compare
the terminal velocity and the terminal Reynolds number and present them in table 6.1.
Rise velocity of the bubble (wt) is calculated as a volumetric average of the vertical velocity com-
ponent in the cells containing the interface (α = 0.5), using the expression,
wt =
∫
α=0.5 αwdv∫
α=0.5 αdv
(6.10)
Table 6.1 Validation of results with work of Zhang et al. [29]
η0(Pa s) λ(s) n wt(cm s−1) 2λwt/de ReM
Zhang et al. [29] 0.5 1.0 0.5 22.70 45.40 30.69
Current work 0.5 1.0 0.5 23.09 46.18 31.39
Both terminal velocity and terminal Reynolds number predicted by our method are within 2% of
those of Zhang et al. [29]. It should be noted that Zhang et al. [29] used a coupled level-set volume
of fluid method which smooths the interface over few cells and thus a small discrepancy between
these two numerical method can be expected.
We next carried out a grid independence study of a confined bubble (W/d = 4) for Bond number
of Bo = 5, zero-shear Morton number of Mo = 10−6 and power-law index of n = 0.5. We chose
three grids containing 24, 32 and 48 control volumes across the bubble diameter. Figure 6.3 shows
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the transient bubble rise velocities obtained with three grids. The inset in figure shows a zoomed-in
view of rise velocities to highlight the differences. It is evident that the rise velocities show grid
convergence. The maximum difference in velocities between grids of 24 and 32 control volumes
per bubble diameter is 1.55% and the maximum difference between grids with 32 and 48 control
volumes (per bubble diameter) is 0.2%. Therefore, we have chosen a grid with 32 control volumes
per bubble diameter as good balance between computational cost and resources for rest of the
computations.
Figure 6.3 Comparison of the rise velocities for different grids
6.4 Results and Discussion
We now present results of a systematic study to analyze the effects of fluid rheology, the Bond
number and wall confinement on the bubble deformation, rise velocity, rise path, and liquid viscosity
distribution. Six power-law indices (0.25, 0.5, 0.75, 1.0, 1.25, 1.5), three Bond numbers (2, 10, 50)
and three confinement ratios (4, 6, 8) have been considered to understand their effects. The range
of power-law indices covers the shear-thinning, Newtonian and shear-thickening behaviors of the
non-Newtonian fluid. The zero-shear viscosity (µ0) and time constant (λ) of the Carreau model
[33] have been kept constant to isolate the effects of power-law index. For Newtonian fluid, the
three Bond numbers cover spherical, ellipsoidal and disk-like terminal shapes. For non-Newtonian
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fluids, terminal shape of bubble will vary according to the power-law index and interesting physics
are expected. For Newtonian fluids, the effects of wall on the bubble dynamics are seen to diminish
for confinement ratios larger than 6 [40]. In this study, we examine wall spacings of 4d, 6d and
8d. The bubble is initially placed at the center of cross-section, but, during the course of rise, it
may come closer to the wall. Hence, locally the confinement ratio can then change and can become
asymmetric.
6.4.1 Effects of Power-law Index
We first discuss the effects of power-law index (n) for a Bond number of Bo = 2 and confinement
ratio of Cr = 4. For all the six liquids considered in this study, the zero-shear Morton number (Mo)
is 10−6. According to the Grace diagram [41], a spherical bubble with a Bond number of Bo = 2
rising in a Newtonian fluid with a Morton number of Mo = 10−6 deforms into an ellipsoidal shape.
In non-Newtonian fluids the viscosity will be modified by the shear generated adjacent to the bubble.
Hence, the effective viscosity will be lower for shear-thinning fluids and higher for shear-thickening
fluids. Consequently, the effective Morton number of shear-thinning and shear-thickening fluids
will be, respectively, lower and higher than that of the Newtonian fluid.
This is evident from the front view of transient bubble shapes shown in Fig. 6.4. As expected
from the Grace diagram, terminal shape of the bubble in a Newtonian fluid with a Bond number
of Bo = 2 and Morton number of Mo = 10−6 is ellipsoidal. The top and bottom surfaces of
ellipsoid are nearly symmetric. In the shear-thinning fluids, the bubble deforms into an ellipsoid
that is flatter than its Newtonian counterpart with a perceivable asymmetry between top and
bottom surfaces. Flatness of the top surface increases as the power-law index decreases, whereas
the bottom surface remains nearly the same for all shear-thinning fluids. In the shear-thickening
cases, the deformations of the bubble are smaller than those in Newtonian and shear-thinning fluids.
For the highest value of the power-law index, the aspect ratio (ratio between major and minor axes)
of the deformed bubble is less than 1.05. Expectedly, as the power-law index is increased the bubble
deformation decreases. We have also noticed that incremental effect of power-law index on bubble
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deformation is negligible for n < 0.5 and n > 1.5. For shear-thickening fluid, Ohta et al. [28] have
also observed that the incremental effect of the power-law index diminishes when n > 1.50.
Along with the terminal bubble shape required in the drag force formulation, the transient
deformations are important in understanding pertinent physics. It can be noticed from Fig. 6.4
that for n < 0.75, the bubble surfaces oscillate for the entire computational time. For n = 0.75, the
bubble surface goes through oscillations; however, after t ≈ 100 ms, the surface oscillations cease
and the bubble assumes an ellipsoidal shape in the steady-state. For n ≥ 1, the bubble deforms
into its terminal shape in less than 100 ms and does not experience any shape oscillations.
time (ms)
n 0 100 180 240 300
0.25
0.50
0.75
1.0
1.25
1.50
Figure 6.4 Transient three-dimensional perspective views of the bubbles for Bo = 2, Cr = 4, Mo = 10−6,
and six power-law indices (n)
150
Upon further analysis of the transient shapes, we notice that the surface oscillations of the bubble
in shear-thinning fluids are in the form of an in-plane stretching and contraction of the bubble
surface during which the bubble oscillates between two orientations of the ellipsoid with a certain
frequency. Although the dominant mode of shape deformation is two-dimensional, the oscillation
is not limited to the cross-sections as thickness of the bubble also changes during the deformation.
These surface oscillations can be better visualized in the top view as shown in Fig. 6.5 for n = 0.25.
It can be noticed that the frequency of two-dimensional oscillation appears to be increasing with
time, but longer simulations are required to verify this observation. In the Newtonian and the
shear-thickening fluids, these surface oscillations are much smaller. A similar observation has also
been reported by Li et al. [30], where the oscillations decreased (and ceased) with increase in the
apparent liquid viscosity.
Along with higher deformation, there is also a significant wobbling motion of the bubble in shear-
thinning fluids as seen in Fig. 6.4. The mechanism of wobbling is related to an instability generated
on the bubble surface during its ongoing stretching and contraction shown in Fig. 6.5. The first
appearance of this instability is observed during the relaxation phase of the bubble surface after
its initial acceleration. In the presence of a large density and velocity gradients across the interface
and smaller liquid viscosity, the instability sustains. The wobbling motion due to sustained surface
instability generates asymmetric wakes behind the bubble [30] and imparts a secondary in-plane
motion that leads to a zigzag motion of the bubble in shear-thinning fluids. In the Newtonian
and the shear-thickening fluids, secondary motion of bubble is absent and it is seen to travel in a
straight path. Figueroa-Espinoza et al. [40] also observed secondary motion in Newtonian fluids,
however, at significantly lower Morton number and at moderate Bond number.
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time (ms)
n 180 200 220 240 255 270
0.25
Figure 6.5 Surface oscillations seen in the top view for Bo = 2, Cr = 4, Mo = 10−6, and n = 0.25
Figure 6.6 shows the rising path of the bubble for different power-law indices. Figures 6.6a and 6.6d
show bubble positions between 30 and 300 ms at 15 ms interval. Figures 6.6e and 6.6f show bubble
positions between 40 and 400 ms at 40 ms interval. It can be noticed that as the power-law index
of shear-thinning fluid decreases both frequency and amplitude of the oscillations increase are seen
to increase.
(a) n = 0.25 (b) n = 0.50 (c) n = 0.75 (d) n = 1.00 (e) n = 1.25 (f) n = 1.50
Figure 6.6 Snapshot of the transient bubble shapes and positions for Bo = 2, Cr = 4, Mo = 10−6, and six
power-law indices
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(a) n = 0.25 (b) n = 0.50 (c) n = 0.75 (d) pressure distribution for n = 0.25
Figure 6.7 (a–c) z-vorticity (yellow: ωz = 50, blue: ωz = −50), and (d) pressure distribution around the
bubble for n = 0.25 at t = 120 ms with Bo = 2, Cr = 4 and Mo = 10−6
Figures 6.7a to 6.7c show the iso-surfaces of counter-clockwise (ωz = 50) and clockwise (ωz =
−50) z-vorticities shown by yellow and blue colors respectively in shear-thinning fluids at t = 120
ms. It can be seen from the figures that both for n = 0.25 and 0.50 the vorticity surfaces are tangled
and asymmetric but, for n = 0.75 the counter-clockwise and clockwise vorticity surfaces are well-
separated and symmetric. The lateral force on the bubble due to asymmetric pressure distribution
created by vorticities on the back surface is non-zero, hence, the bubble wobbles and deviates from
the vertical rise path. The asymmetric pressure distribution near the bubble which is about to
migrate into zigzag motion can be seen in fig. 6.7d. The contribution of asymmetric vorticity is
evident in fig. 6.6 as the bubbles transition into the zigzag motion for n = 0.25 and 0.50, whereas
it continues to travel in a straight vertical path for n = 0.75. In the Newtonian and the shear-
thickening fluids (n ≥ 1), we notice (not shown here) that pressure and vorticity distributions are
symmetric and bubbles follow a vertically straight path. Hence, we can say that the zigzag motion
of the bubble is due to an asymmetric lateral force generated by the instantaneous vorticities.
Although, we observe that the surface oscillation leads to a wobbling motion and eventually to a
zigzag rise path, the origin and detailed investigation of this wobbling motion and zigzag path are
interesting aspects for future study.
Figure 6.8 shows the transient rise velocities of the bubble for Bo = 2, Cr = 4, Mo = 10−6, and
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six power-law indices. Rise velocity of the shear-thinning fluids initially increases and reaches a
maximum before going through oscillations. It can be noticed that the rise velocities of n = 0.25
and 0.50 cases are nearly identical for t ≤ 150 ms. This behavior may be due to the limiting
viscosity imposed at high shear rates.
All six liquids are water based, i.e. a mixture (polymer and water), so the liquid viscosity is
prescribed to have a minimum value equal to water viscosity. During the initial stage of ascent the
strain rate in the vicinity of bubble is larger than the cutoff limit (200 1/s) for minimum viscosity
of n = 0.25 and 0.50, hence an envelope of constant viscosity between 0.001 and 0.002 Pa.s exists
around the bubble for n = 0.25 and 0.50 cases. The envelope of constant viscosity can be seen in
Fig. 6.9 which shows the liquid viscosity distribution around the bubble for shear-thinning fluids.
The size of aforementioned envelope is largest for n = 0.25, and decreases with power-law index
and nearly shrinks to bubble surface for n = 0.75.
Figure 6.8 Rise velocity of bubbles for Bo = 2, Cr = 4, Mo = 10−6, and six power-law indices (inset shows
zoomed in view of rise velocity for n = 0.25 and n = 0.50)
For t > 0.15 s, the rise velocities of n = 0.25 and 0.50 cases first decrease and then go through
oscillations. The initial decrease in rise velocity corresponds to the bubble’s movement away from
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the centerline of the duct. As the bubble shifts away from the duct centerline, it orients itself
in the direction of movement as it comes closer to the wall. This leads to increased drag in the
vertical direction and subsequent reduction in vertical rise velocity. The shape oscillation and the
wobbling motion of the bubble give rise to oscillations in its rise velocity. As the bubble stretches
and contracts, its surface area oscillates causing the drag force on the bubble to also oscillate. This
is reflected in the rise velocity plot. In the Newtonian and the shear-thickening fluids, the rise
velocities reach their steady states in less than 100 ms and do not go through any oscillation.
(a) n = 0.25 (b) n = 0.50 (c) n = 0.75
Figure 6.9 Liquid viscosity distribution around bubble at t = 5 ms for n = 0.25, 0.50 and 0.75
The contours of liquid viscosity along the central plane (yz) at t = 120 ms for all six fluids are
shown in fig. 6.10. For both n = 0.25 and n = 0.50 cases, the bubble’s lateral migration starts
approximately after t = 120 ms hence, it is appropriate to compare results before its migration. The
outer contour lines represent the cutoff limit of unmodified liquid viscosity and the inner contour
line represents the bubble interface. The cutoff limit for both shear-thinning and shear-thickening
fluids is set at 98% of zero-shear viscosity.
It can be seen from the fig. 6.10 that the area of modified viscosity by the bubble movement
is the highest for n = 0.25 and it decreases as the power-law index increases. The overall area
affected by the movement of bubble is nearly the same for all three shear-thinning fluids. However,
the control volumes where viscosity is less than µ = 0.003 Pa.s (or less than 25% of zero-shear
viscosity) are 1027623, 450295 and 11633 (approximately 16.8%, 7.38% and 0.19% of the duct
volume), respectively for power-law index of 0.25, 0.50 and 0.75.
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(a) n = 0.25 (b) n = 0.50 (c) n = 0.75
(d) n = 1.0 (e) n = 1.25 (f) n = 1.50
Figure 6.10 Contours of liquid viscosity (µl) distribution around bubble at t = 120 ms for n = 0.25, 0.50,
0.75, 1.25 and 1.50
Hence, an envelope of lower viscosity is present around the bubble for all shear-thinning cases
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considered here which sustains higher rise velocity. In shear-thickening fluids, the control volumes
where the liquid viscosity is twice of the zero-shear viscosity or higher are 313919 and 1563749
(approximately 5.14% and 25.6%) respectively for power-law indices of 1.25 and 1.50. Hence a
non-linear relation between the affected area and the deviation of power-law index from unity is
observed.
We can also relate the Bond number and the Morton number to obtain the corresponding terminal
Reynolds number. For Newtonian fluids, the Grace diagram [41] provides estimate of terminal
Reynolds number for a combination of Bond number and Morton number. For a non-Newtonian
fluid, however, the viscosity is not constant. Hence, both Reynolds number and Morton number
need to be redefined based on an effective liquid viscosity.
The effective viscosity in terms of an effective shear rate, γ˙eff is defined as,
µl,eff = µ0
(
1 + (λγ˙eff )2
)n−1/2
γ˙eff = 2V/d (6.11)
The effective Morton number (Moeff ) and effective Reynolds number (Reeff ) are written as,
Moeff =
gµ4l,eff
ρlσ3
Reeff =
ρV d
µl,eff
V = bubble velocity (6.12)
Figure 6.11a shows the transient effective Reynolds number of the bubble for different power-law
indices. It can be noticed that at all times the Reynolds number increases as power-law index
decreases. For Newtonian and shear-thickening fluids, the Reynolds number reaches a steady state,
however, for the shear-thinning fluid it continues to oscillate. This behavior is reminiscent of the
oscillations and steady state of rise velocities seen in Fig. 6.8.
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(a) Transient effective Reynolds number (b) Terminal effective Reynolds number
Figure 6.11 Effective Reynolds number of bubbles for Bo = 2, Cr = 4, Mo = 10−6, and six power-law
indices
The terminal Reynolds numbers for corresponding Bond number is plotted on Grace diagram in
Fig. 6.11b. Qualitatively, It can be noticed that the effective terminal Reynolds numbers for a
effective Morton number are consistent with the Grace diagram. A similar observation was made
by Tsukada et al. [25].
6.4.2 Effect of Confinement Ratio
We next present the effects of wall confinement on the bubble rise velocity, rise path and viscosity
distribution for the shear-thinning (n = 0.25) fluid and the shear-thickening (n = 1.50) fluid
at a Bond number of 2. Three confinement ratios Cr = 4, 6 and 8 with grids of respectively
128× 128× 768, 192× 192× 768 and 256× 256× 768 control volumes are used in this part of the
study.
Rise velocities in shear-thinning fluid for all three confinement ratios are shown in Fig. 6.12. It can
be seen from fig. 6.12a that for t < 175 ms the rise velocities for all confinement ratios have similar
trends and magnitudes. After t ≈ 175 ms, the rise velocity for Cr = 4 goes through oscillations
with an increasing amplitude. For both Cr = 6 and 8, the rise velocities are also oscillatory but
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their amplitudes are small and do not increase with time. As mentioned earlier these oscillations
in rise velocity are related to the shape oscillations of the bubble. The oscillations with a larger
magnitude are a consequence of the zigzag motion of the bubble and its travel towards the wall.
During the zigzag motion which starts at t ≈ 150 ms, the bubble comes close to the wall and
this increased proximity results in increased drag force on the bubble, causing a decrease in rise
velocity. In the next interval of the zigzag motion the bubble moves away from the wall, which
leads to a decrease in the drag force and an increase in the rise velocity that reaches a value equal
to its pre-zigzag motion value.
The transient positions describing the zigzag motion for confinement ratios of 4 and 6 are shown
in figures 6.12b and 6.12c respectively. It can be seen in Fig. 6.12b that the bubble comes as close
as half a diameter to the wall whereas, for both Cr = 6 and 8, the minimum distance between the
bubble and wall is always larger than one bubble diameter. Hence the wall effects are significantly
larger for the confinement ratio of 4 than for both 6 and 8. This phenomena has also been observed
previously by Kumar and Vanka [37] in Newtonian liquids as they showed that for a vertically rising
bubble in a Newtonian fluid, the wall effects decrease significantly when the distance between wall
and bubble surface is more than one diameter.
(a) (b) (c)
Figure 6.12 (a) Bubble rise velocity in shear-thinning fluid (n = 0.25) with Cr = 4, 6, 8, (b) transient
bubble positions for Cr = 4, and (c) transient bubble positions for Cr = 6
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For shear-thickening fluid, the simulations indicate that the rise velocity increases monotonically
with confinement ratio as shown in Fig. 6.13a. The terminal rise velocities are respectively 0.116,
0.122 and 0.127 for Cr = 4, 6 and 8. The rise velocity is seen to increase by 5.2% between
Cr = 4 and Cr = 6, and by 9.5% between Cr = 4 and Cr = 8. This is different from what is
seen in the shear-thinning case for which the rise velocity is seen to be nearly independent of the
confinement ratio when Cr > 6. The increase of rise velocity in the shear-thickening fluid with
increasing confinement ratio is a result of the relative decrease of the liquid viscosity in the wall
normal direction due to decreased blockage.
The liquid viscosity variation normal to the wall (distance is measured from wall to bubble surface)
is shown in Fig. 6.13b. The distance (x∗) is normalized by the minimum distance between bubble
surface and wall and the liquid viscosity is normalized by the zero-shear viscosity. It can be seen
from Fig. 6.13b that for all confinement ratios the viscosity is maximum near the bubble and
decreases with the distance away from the bubble to reach a minimum. However, it again increases
as the wall is approached. The observed higher viscosity near the wall is due to the fluid motion
induced by the bubble and the consequent shear near the wall. It can also be noticed that viscosity
away from the bubble monotonically decreases with the increase in confinement ratio. This in
turn leads to a decrease in drag on the bubble and therefore an increase in the rise velocity with
confinement ratio. It is also worth noting that the difference in viscosity between Cr = 4 and
Cr = 6 is larger than that between Cr = 6 and Cr = 8 implying that the effect of confinement ratio
decreases as the duct is enlarged.
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(a) (b)
Figure 6.13 (a) Bubble rise velocity in shear-thickening fluid (n = 1.50) with Cr = 4, 6, 8, and (b) liquid
viscosity along a line between bubble surface and wall at t = 0.2 s
It is interesting to note that the confinement ratio effects on rise velocity are relatively less important
in the shear-thinning fluid for Cr ≥ 6 but in a Newtonian fluid the effects decrease even when
Cr ≥ 3 [37]. On the contrary, in a shear-thickening fluid the bubble dynamics are influenced for all
confinement ratios considered here. We, however, observe that the shape of the bubble is nearly
independent of confinement ratio for both shear-thinning and shear-thickening fluids.
6.4.3 Effects of Bond Number
We next present the effects of Bond number on bubble terminal shape and rise velocity by
varying the bubble size. We consider three Bond numbers of 2, 10 and 50 corresponding to bubble
sizes of 3.84 mm, 4.29 mm, 19.2 mm, respectively. Every other aspect of the simulation such as
the number of grid nodes, fluid density, zero-shear liquid viscosity and other numerical parameters
were kept constant between different cases. The results are presented for both shear-thinning and
shear-thickening fluids for confinement ratio of 4. In order to maintain the confinement ratio and
non-dimensional height of the duct (24d) the same across cases, the physical width and height of
the domain are adjusted accordingly. Hence, the simulations of higher Bond number cases are
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conducted for a longer physical time. The results are presented for power-law indices of 0.75 and
1.50 corresponding to shear-thinning and shear-thickening fluids respectively.
The rise velocities in shear-thinning and shear-thickening fluids are shown in Fig. 6.14. In the
shear-thinning fluid, the rise velocity for Bond number of 2 initially increases with time to reach a
maximum and then decreases. As presented in earlier sections, the decrease in the rise velocity for
Bond number of 2 and power-law index of 0.75 is due to the bubble’s movement sideways towards
the wall. For higher Bond numbers, the oscillations in rise velocities are more prominent but due to
a different mechanism. For the Bond number of 10, the amplitude of the oscillation increases with
time and reaches a nearly periodic state after t ≈ 0.5 s. The frequency of the oscillation is seen to
initially decrease with time but becomes constant after t ≈ 0.5 s. It can also be observed that the
rise velocity for Bond number of 10 is smaller than that for Bond number of 2 for up to t = 0.28 s.
This appears surprising, but is related to the deformation of the bubble. For Bond number of 2,
the bubble deforms into an ellipsoidal shape whereas for Bond number of 10, the bubble deforms
into a much flatter disk like shape with a higher surface area. Later, the bubble goes through rapid
surface oscillations which cause push and pull motion of the surrounding fluid and subsequently
oscillatory rise velocity. It is worth noting that for Bond number of 2 the reduction in rise velocity
after t = 0.22 s is due to its sideways movement towards the wall whereas at the higher Bond
number the oscillation in rise velocity is a consequence of the bubble’s surface oscillation. The
lateral migration of bubble for Bond number of 2 and the straight vertical motion of bubbles for
higher Bond numbers are shown in Fig. 6.15. It is worth noting that the migration of the bubbles
towards the wall is an unique characteristic of the ellipsoidal bubble (which wobbles and generates
asymmetric wakes behind) as these phenomena are observed for Bo = 2 but not at higher Bond
numbers.
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(a) (b)
Figure 6.14 Bubble rise velocity: (a) Shear-thinning fluid (n = 0.75) and (b) Shear-thickening fluid (n =
1.50) with Bo = 2, 10, 50 and Confinement ratio of Cr = 4
For a Bond number of 50, the rise velocity is higher than that for Bond numbers of 2 and 10.
The rise velocity first goes through oscillations and has two peaks. However, these oscillations
are observed only in the early phase of the bubble motion. These oscillations are also a result of
the oscillations of the bubble surface. Initially, the bottom surface of the bubble deforms under
buoyancy, and the rise velocity increases. However, once the surface tension forces are large enough
to overcome the effects of the buoyancy force the bottom surface retracts to a stable position and
results in a lower rise velocity. The oscillations in rise velocity due to changes in the bubble surface
cease when the bubble achieves the steady shape. The surface oscillation of the bubble in the early
state of its ascent can be also seen in the side view of transient bubble shape in Fig. 6.16. It is worth
noting that the bubble attains its terminal steady shape for the Bond numbers 2 and 50. However,
for the Bond number of 10 a steady terminal shape is not achieved. This observation agrees with
similar behavior presented in Grace diagram [41] where a wobbling and oscillating bubble shape is
observed at intermediate Bond number and Morton number of approximately 10−11.
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Figure 6.15 Three-dimensional top view of the bubbles for Bo = 2, 10, 50, Cr = 4,Mo = 10−6, and n = 0.75.
Notice the location of bubble center.
time (ms)
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10
50
Figure 6.16 Side view of the bubbles at Bo = 2, 10, 50, Cr = 4, Mo = 10−6, and n = 0.75
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The rise velocities of the bubble with a Bond number of 2, 10 and 50 in a shear-thickening fluid
of n = 1.50 are shown in Fig. 6.14b. It can be noticed that the rise velocity constantly increases
as Bond number increases. No oscillations in rise velocities are seen for Bond numbers of 2 and
10. However, for Bond number of 50, the bubble goes through a few oscillations before attaining a
steady-state. The rise velocity history has two peaks in the early stage of the bubble rise. These
oscillations are also due to the oscillations of the surface similar to that noticed in the shear-thinning
fluid at the same Bond number. However, in the shear-thickening fluid the second peak is smaller
than first peak and oscillations die out. It is worthy to note that rise velocities at Bond numbers of
2 and 10 are lower for the shear-thickening fluid than that for the shear-shear-thinning fluid. But,
at the Bond number of 50 the rise velocity in the shear-thickening case is comparable to that of
the shear-thinning case. The transient bubble shapes of the bubble in the shear-thickening fluid for
different Bond numbers are shown in Fig. 6.17. For Bond number of 2 the bubble remains nearly
spherical during its ascent. For Bond numbers of 10 and 50 the bubble deforms to an ellipsoid and
ellipsoidal cap shapes respectively.
time (ms)
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2
10
50
Figure 6.17 Side view of the bubbles for Bo = 2, 10, 50, Cr = 4, Mo = 10−6, and n = 1.50
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6.5 Summary
In this study, dynamics of a confined air bubble rising in power-law fluids has been numerically
investigated. The effects of power-law index, confinement ratio and Bond number on the bubble
shape, rise velocity, rise path and liquid viscosity distribution at representative times have been
explored. As expected, we observe that the bubble deformation is strongly dependent on the
Bond number and the power-law index of the fluid. For the same zero-shear viscosity, the bubble
deformation decreased with increase in the power-law index i.e. the bubble deformed most in shear-
thinning fluid with n = 0.25 and least in a shear-thickening fluid with n = 1.5. For Bo = 2, the
bubble shape varied from an oscillating ellipsoid for both n = 0.25 and 0.50 to a stable ellipsoid
for n = 0.75 and Newtonian fluid to a nearly spherical shape for shear-thickening fluids. For the
most shear-thinning fluid the shape oscillations are maximum with the ellipsoidal bubble oscillating
between two major axes of the ellipse in the duct cross-section. The bubble dynamics are similar for
n = 0.25 and 0.50 which may be a result of the fluid reaching the minimum viscosity. For both shear-
thinning and shear-thickening fluids, the increase in duct size resulted in negligible incremental
change in terminal shape of bubble. The Bond number has strong influence on the terminal shape.
In a shear-thinning fluid, the steady-state shape of the bubble ranged from ellipsoidal to unstable
ellipsoidal disk to ellipsoidal cap. In shear-thickening fluids, the bubbles were more stable and
achieved their terminal shapes quickly which were spherical, ellipsoidal, and ellipsoidal disk for
Bond number of 2, 10 and 50 respectively.
For Bond number of Bo = 2 and confinement ratio of Cr = 4, the rise velocity goes through
oscillations in the shear-thinning fluids whereas no such features are present in the Newtonian and
shear-thickening fluids. These oscillations are related to the shape oscillation of the bubble and
a zigzag rise path. It is seen that for shear-thinning fluids the wall effects are negligible for both
Cr = 6 and 8. For Cr = 4, the rise velocity goes through a larger oscillation as the bubble comes
very close to the wall. On the other hand for shear-thickening fluids, the confinement ratio is
prominent for all the cases considered. The rise velocity increased by approximately 5% between
Cr = 4 and Cr = 6 and by 9% between Cr = 4 and C8.
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At Bo = 2, we observe that the in shear-thinning fluid, the bubble initially rose in a linear
path and later followed a zigzag path whereas in Newtonian and shear-thickening fluids it rose
in a rectilinear path throughout its ascent. The zigzag motion was found to be triggered by an
asymmetry in pressure distribution and consequent vortex shedding behind the bubble. Due to
the shear generated by the bubble, the liquid viscosity in the vicinity of the bubble is considerably
modified from the zero-shear viscosity. The region where the viscosity is affected by the bubble is
larger in the shear-thinning fluid than that in the shear-thickening fluid and a non-linear relation
between the area affected by the bubble and deviation of the power-law index from unity is observed.
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Chapter 7
Fully Developed Turbulent Bubbly
Flow in a Square Duct
In this chapter, we present the results of numerical simulations of air-water bubbly flow in a
periodic vertical square duct. The dynamics of a swarm of nearly spherical bubbles co-flowing with
the upward moving surrounding fluid have been explored and comparisons with unladen turbulent
flow have been presented. The frictional Reynolds number of the surrounding fluid Reτ is 360
which is sufficient to sustain a turbulent flow. Both unladen and bubble laden calculations have
been performed using the finite volume based formulation. The results of the mean void fraction
distribution, mean velocities, longitudinal and transverse turbulence intensities along the wall and
the corner and wall bisectors are presented. A peak in the void fraction distribution near the walls is
observed and representing the migration and capture of bubbles. The roles of turbulent secondary
flows, lift on the bubbles due to flow-shear, and the action of large eddies on the preferential
distribution of the bubbles are discussed. The dispersed phase is seen to break the long elongated
structures observed in the unladen turbulent flow.
7.1 Introduction
Turbulent bubbly flow (TBF) in circular pipe or non-circular ducts are of importance to several
engineering applications, such as nuclear reactors, air conditioning and refrigeration, thermal power
units and electronics cooling. The bubbly flow in a circular pipe is the simplest fully developed two-
phase flow, yet it provides important information related to the interaction between bubbles and
the continuous phase. As a consequence, a significant number of experiments have been conducted
to understand upward and downward turbulent bubbly flows in circular pipes. In these studies, the
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void fraction distribution, mean phase velocities, bubble size, and turbulence quantities have been
explored. Many physical quantities of interest such as heat transfer from wall to fluid, pressure drop
and local void fraction depend on the distribution of bubbles in the duct. Through experiments
and numerical simulations, it has been observed that the bubbles move in the lateral direction to
either accumulate near the walls, also known as wall-peaking, or in the central region, also known as
core-peaking. Intermediate void fraction distributions with multiple peaks along the radius are also
reported in the literature. This lateral migration of bubbles is related to the lift force due to fluid-
shear and mutual interaction between bubbles, and it depends on the average size of the bubble,
and drift velocity of the dispersed phase. In the upward bubbly flow, bubbles with the diameter
less than 3 mm concentrated in the wall region, whereas larger bubbles migrated to the pipe center.
This phenomenon is related to the reversal of lift force [1] as the bubble size increases. The bubbles
larger than 7 mm, initially migrate into the central region but due to shape deformations and
volumetric expansion break up into smaller bubbles of varying sizes, and an intermediate void
fraction distribution is observed. The lift direction also changes due to change in the sign of drift
velocity. In the downward bubbly flow, bubbles with the diameter smaller than 3 mm migrate to
pipe center, which is in contrast with the upward bubbly flow scenario. The works of Tomiyama
et al. [1], I [2], Zun et al. [3], Liu [4], Liu and Bankoff [5, 6], Colin et al. [7] can be consulted for
further information on void fraction distributions.
Serizawa et al. [8] analyzed flow structures in upward bubbly flows in a vertical pipe. The exper-
iments were conducted in a circular pipe with a diameter of D = 60 mm and measurements were
taken at z/D = 10, 20 and 30. The flow was observed to have entrance effects up to z/D = 20 and
reached a fully-developed state by z/D = 30. For the range of flow parameters, three flow regimes
were observed: (1) bubbly flow, (2) bubbly-to-slug transition, and (3) slug flow. The bubbly flow
was observed at gas qualities below 0.05 per cent. The local void fraction was a maximum in the
wall region and decreased with distance from the wall to achieve a flat profile in the core region. In
the case of slug flow, a local maximum, smaller than that of bubbly flow, was also observed near
the wall and a parabolic void fraction distribution was observed away from the wall. For high liquid
velocity, the longitudinal turbulence decreased with the increase in gas flow rate. The decrease in
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longitudinal intensity was pronounced at a higher liquid velocity. The bubble surfaces were highly
corrugated due to fluctuations near the interface.
Theofanous and Sullivan [9] used a Laser-Doppler Velocimetry (LDV) technique to measure the
turbulence intensities in an air-water bubbly flow. The mean velocity distributions for single and
two-phase flows were similar in the central portion of flow. For bubbly flow with lower quality,
X = 0.00369%, the mean velocity achieved a maximum near the wall whereas, for bubbly flow
with higher quality, X = 0.0093% it was closer to that observed for single phase flow. The peak in
velocity profile near the wall was related to the reduction in average density near the wall caused
by a higher void fraction near the wall. The introduction of bubbles in the flow increased the
longitudinal turbulent intensity and were seen to be additive to the wall-shear turbulence. This
result contradicts the work of Serizawa et al. [8] who showed that turbulence intensities decreased
with increase in gas quality.
Liu and Bankoff [5, 6] measured the liquid and bubble velocities, size distribution, local void
fraction, and turbulence stresses using a hot-film anemometer probe in a pipe. A total set of 48
data points were collected for gas and liquid superficial velocities of jl = 0.376-1.391 m/s and jg =
0.027-0.347 m/s respectively. The equivalent diameter of the bubbles ranged between 2 and 4 mm.
They observed that the introduction of gas at a low flow rate generally flattened the liquid velocity
distribution. The local liquid velocity near the pipe core region first decreased with gas superficial
velocity up to jg = 0.112 m/s, then increased with jg at higher water superficial velocities. On
the other hand at a lower jl, the local liquid velocity near the core region increased monotonically
with the increase in jg and the mean liquid velocity profile changed from flat to convex at as jg
increased. For jl = 1.087 m/s, the liquid velocity profile changed from convex to flat. At both
low and high gas superficial velocities, the mean liquid velocity increased with the increase in jl at
all radial locations. The longitudinal turbulent fluctuation at jl = 0.376 m/s were flat at the core
region and decreased towards the wall with the increase in jg up to 0.027 m/s. For jg ≥ 0.112 m/s,
the longitudinal turbulent fluctuation increased towards the wall. At a higher liquid superficial
velocity, jl = 1.087 m/s, the fluctuation increased monotonically towards the wall with a concave
profile for all gas velocities. The longitudinal turbulence intensities also increased monotonically
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towards the wall with a concave profile for all gas and liquid velocities.
Lopez de Bertodano et al. [10] numerically analyzed the lateral distribution of bubbles in bubbly
flows in vertical square ducts. In the Eulerian-Eulerian mathematical model, they assumed a linear
superposition of wall and bubble turbulences. They conducted numerical simulations in an isosceles
triangular duct for jl = 0.5−1.0 m/s. It should be noted that the results were highly dependent on
the coefficients of several inter-phase momentum transfer terms. Pan et al. [11] had more success
with the Eulerian-Eulerian two-fluid model and they were able to capture the mean velocities,
turbulence intensities and turbulence stresses more accurately at low gas superficial velocities.
Maxey et al. [12] investigated the effects of turbulence on the transport of bubbles in liquid flows
using direct numerical simulations and observed that the bubbles concentrated in the regions of
instantaneously strong vorticity. They observed that for an appreciable modification of turbulence
a void fraction of 1% or higher is required.
Ohnuki and Akimoto [13] investigated the effects of pipe size on the transition of flow pattern
and phase distribution. The measurements were taken in a pipe with inner diameter D = 0.2 m
and L/D = 60, and a comparison with the experimental data available from literature of smaller
diameter pipes (D = 0.025 − 0.038 m) were made. The experiments were conducted with 0.06 ≤
jl ≤ 1.06 m/s and 0.03 ≤ jg ≤ 4.7 m/s. The bubble coalescence trends in the developing regions
were almost similar for both small and large pipes, however, flow patterns in the developed regions
differed extensively. Under conditions where slug flow was dominant in small-scale pipes, the churn
flow dominated in the large pipe. Also, the transition between wall-peak and core-peak void fraction
took place at smaller jg and higher jl in large pipes than in the small-scale pipes [5, 6]. For example,
with jg = 0.11 and jl = 1.06 m/s, the shape of phase distribution was wall-peak in the small-scale
pipes whereas in the large pipe it was flat. This phenomenon is related to the lateral lift force on
the bubble produced by the liquid velocity gradient and turbulence dispersion force. For same jg
and jl, the velocity gradient is lower in the larger pipes and dispersion force is higher. These two
are additive forces that lead to migration of bubbles in the core region.
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Panidis and Papailiou [14] studied the modification of isotropic grid turbulence by dispersed phase
in a square duct. The void and velocity peaks were observed between the wall and center. The
resulting distribution was seen to be a result of the lift force acting on the bubbles or their en-
trapment into large eddies. The longitudinal intensity component in the central region increased
uniformly with the gas flow for low values of gas flow rate ratio. For the higher gas flow ratios, the
turbulence intensity increased with reduced rate. The transverse components in the central and
wall regions remain nearly constant at a low gas flow rate, whereas they increase near the wall for
higher gas flow rate ratios. Hence, a preferential modification of turbulence is also observed due to
the introduction of dispersed phase.
The mean velocity and turbulence characteristics of the single-phase turbulent flow in circular and
non-circular ducts have been explored by several researchers. The origin and nature of secondary
flows in non-circular ducts have also received significant attention. However, apart from few exper-
imental and numerical studies to characterize turbulence in channel and pipe flows, there is very
little known about the flow field and turbulence characteristics of bubbly flow in the square ducts.
In general, both mean and secondary flows are affected by bubbles in the turbulent bubbly flow.
This is related to the preferential distribution of the bubble and subsequent variation of density
in the cross-section. As mentioned earlier, bubbles have a tendency to concentrate either near the
wall or in the central region, hence, the axial velocity depends strongly on flow conditions. For
example, in the wall peaking scenario the average density near the wall decreases, therefore for the
same pressure gradient the velocity near the wall increases. This results in a smoothed ’M‘ shaped
velocity profile with a flatter central portion. Similarly, for the core peaking scenario the average
density in the core region decreases, hence, the mean velocity in the central region increases.
In the turbulent bubbly flows, there are two types of turbulence: (a) wall-induced, and (b) bubble-
induced (also referred as ‘pseudo-turbulence’). Wall-induced turbulence is related to the boundary
layer effect near the wall. Intensity of the wall-induced fluctuation has strong dependence on the
bulk Reynolds number and pipe surface roughness. Bubble-induced turbulence is related to the
relative motion of bubbles, their deformation, and the vortex shedding behind the bubbles. As
it moves through the liquid, depending on the bubble Reynolds number, there can be attached
174
and detached vortices behind the bubble. These vortices and hydrodynamics interactions between
bubbles create fluctuations that are smaller in scale than that of wall-induced turbulence. Lance
and Bataille [15] studied the interaction between the grid-generated isotropic turbulence and the
wall-induced turbulence in a uniform bubbly flow. They showed that the turbulence remains
isotropic except near the injection point of bubbles. There are two regimes of interaction between
the wall-induced and bubble induced turbulence, and it depends strongly on the void fraction α¯
and u′0/UR, the ratio between single phase longitudinal fluctuations and mean drift velocity. The
excess turbulence kinetic energy due to bubbles first increased linearly with the void fraction for all
grid-generated turbulence intensity, before increasing with a higher slope for higher grid-generated
turbulence intensity. The transition between two regimes depends on the critical void fraction
α¯ ≤ 1%; below which the hydrodynamic interactions between the bubbles were negligible, and
the turbulent kinetic energy of the liquid was a summation of the grid-generated and bubble-
induced turbulent kinetic energies. Above the critical void fraction, the bubbles transferred a great
amount of energy to the liquid phase, primarily due to the mutual interaction between bubbles.
Since, the average distance between the bubbles decreases with the increase in the void fraction,
the hydrodynamic interaction is also expected to increase. Similarly, when the grid-generated
turbulence intensity is increased large trajectory fluctuations and an increase in probability of
mutual interaction between bubbles is observed. This is probably the reason why excess kinetic
energy increases with the increase in the void fraction and turbulence intensity of the dispersed
phase.
The void fraction also has a strong influence on the longitudinal velocity fluctuation correlations
and the one-dimensional energy spectrum. The turbulence kinetic energy in the single phase flow is
concentrated in low frequency eddies, and high frequency is described by the typical −53 power-law
equation. The introduction of bubbles modifies the turbulence correlation and energy spectrum
which can be divided in two regimes: (a) bubble-induced, and (b) wall-induced. In the first regime,
the shape of correlation and energy spectrum is independent of the void fraction, but a minor
deviation from single phase behavior is observed. In the second regime, the classical −53 power-
law description of the energy spectrum is swiftly replaced by −83 power-law as the void fraction
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is increases for at a constant continuous phase flow rate. Hence, the turbulent kinetic energy in
the bubbly flow is spread over a wider range of frequencies. Using the asymptotic expansion of
the turbulence dissipation and production due to particles, Yuan and Michaelides [16] showed that
smaller particles, whose interaction time τ is much larger than particle response time τp, attenuated
the continuous phase turbulence and the reduction was proportional to d3p. On the other hand,
the larger particles (τ << τp) enhanced the turbulence which is related to the vortices generated
by the particles. The shedding of vortices were only observed at particle Reynolds number (Rep)
larger than 600. The enhancement of turbulence due to particles was observed at a lower Rep which
affirms role of attached vortices in turbulence enhancement. For a dilute bubbly flow (α¯ ∼ 10−4),
Colin et al. [7] showed that the turbulence intensities enhance in the upward flow and attenuate
in the downward flow. In the upward flow, smaller scales possess more energy in the core region
where as the larger scales possess more energy in the wall region. In the downward flow, transfer
of energy from large to small scales were negligible, and bubbles always dissipated energy from the
liquid.
Hosokawa and Tomiyama [17] studied bubble-induced turbulence in a laminar pipe flow (bulk
Reynolds number = 900) and showed that turbulence kinetic energy, due to fluctuations introduced
by bubbles, increased with the increase in the void fraction. For a core-peaking case, the turbulence
intensities decreased with distance away from center. For a transition case, the peaks were observed
at r/R = 0.6, (roughly speaking the trend of fluctuations followed the void fraction distribution).
The radial and circumferential fluctuations were similar in magnitude and almost half of that in
the axial direction. Alméras et al. [18] studied the bubble-induced turbulence in a large square
duct with void fraction ranging from 1% to 13%. The turbulence intensity in the streamwise
direction was larger than those in the lateral directions. It is related to the wake of bubbles as
they preferentially promote the capture and transport of fluids in the streamwise direction than
in the lateral directions. They injected a low-diffusive passive dye to elaborate the capture and
transport process. They observed that in both streamwise and lateral directions, there are two
regimes of diffusion coefficient dependence on the void fraction. At lower void fractions, where
hydrodynamic interactions between bubbles are small, the diffusion coefficient increased nearly as
176
α¯0.4, whereas at higher void fractions, the diffusion coefficient were seen to be independent of α¯.
The transition between two regimes occurred earlier in the lateral directions (1% ≤ α¯a ≤ 3%) than
in the streamwise direction (3% ≤ α¯ ≤ 6%).
In the present work, we have simulated the bubbly turbulent flow in a vertical square duct. Despite
a reasonably large number of previous studies, the bubble induced turbulence has not been fully
characterized in the low void fraction regimes. In particular, there are very few studies that
have examined turbulence modification in a square duct. We investigate the mean quantities
and turbulence statistics and compare between unladen and bubble laden turbulent flows. The
computational details and problem description are presented in section 7.3. Section 7.4 presents
results of validation in unladen flow. In section 7.5, we present the results of the simulations of
bubbly flow and discuss the important flow changes. Section 7.6 presents a summary of the results.
7.2 Collision Model
Since there is no mechanism available in the standard VOF method to distinguish two unconnected
interfaces, a collision model is required to prevent the mutual penetration or coalescence of bubbles.
In this study, we have adopted a soft-sphere collision model, and an artificial repulsive force (ARF)
collision model is used. A repulsive force is added to the momentum equation, given by
F = F0(1− l/lc)n (7.1)
where F, l and n are the repulsive force, the distance between bubble centers and unit normal
vector connecting bubble centers. F0 is the magnitude of the force at contact and lc is the cut-off
distance for repulsive forces. We set lc = d+3∆x to ensure a distance of 3 control volumes between
adjacent bubble interfaces. The F0 is taken as ρlg.
177
7.3 Computational details
The simulations presented here are performed for an upward bubbly flow in a square duct. In the
x and y directions, the flow is wall-bounded where no-slip and no-penetration conditions are applied.
In the z or streamwise direction the flow is considered periodic. The gravitational acceleration
acts in the downward or negative z direction, and the contribution due to hydrostatic pressure
on the continuous phase is removed with the addition of (ρ0g), where ρ0 = (1 − φ¯)ρl + φ¯ρl (φ¯ :
average void fraction) to Navier-stokes equations. This was employed in order to prevent a uniform
downward acceleration of the continuous phase. A constant mean pressure gradient based on bulk
Reynolds number Reb = ρlwbWµ−1l of unladen flow has been applied along positive z−direction.
It has been kept constant between unladen and laden flows, hence the bulk velocity of laden flow
is expected to increase as the average density within the domain will decrease. The bulk Reynolds
number of unladen flow simulation is set to 5300, so that sustainable turbulence is realized. The
corresponding frictional Reynolds number Reτ = ρluτWµ−1l is approximately 360.
Two simulations of turbulent flow: (a) unladen flow, and (b) bubble laden flow are performed in
the present study. Both simulations are performed on a Cartesian grid of 192× 192× 768 control
volumes with a uniform grid spacing in x, y, and z directions. The extent of a square duct in x,
y, and z directions is 48mm × 48mm × 192mm. We note that the canonical height (H) used to
understand unladen turbulence flow in ducts and channels is H = 2piW [19, 20] or higher, however,
for bubble laden flow, it has been observed that the correlation length of two-phase flow is smaller
than that of single phase flow [14, 15, 17, 21]. Hence, for computational efficiency we have selected
a smaller duct length (four times the duct width). Admittedly, turbulence quantities of unladen
flow are not expected to match exactly with results available in literature [20]. However, since the
primary focus of this work is on understanding the mechanisms for capturing and redistribution of
the bubble by turbulence and modification of the velocity structures, root mean square velocities
and Reynolds stresses by the dispersed phase this domain size is adequate.
The unladen flow is started with a perturbed solenoidal velocity and integrated till a stationary
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flow field is realized. The initial bulk velocity and fluctuations are given by,
w(x, y, z) =
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The bulk velocity wb of unladen flow is calculated from the bulk Reynolds number as wb =
Rebµlρ
−1
l W
−1. The one-seventh law of turbulent channel flow with 8% divergence free velocity fluc-
tuations is prescribed as the initial condition for velocity field. Then the governing equations are in-
tegrated with the initial conditions and after a sufficient time, t = 60Tb, where Tb = H/wb is the bulk
time, the effects of initial condition are seen to diminish and a stationary turbulence field is realized.
At this point, we initiate the calculation of mean variables and collect them until fully developed tur-
bulence is realized and a stationary mean velocity profile is achieved. The fully developed turbulence
(or stationary mean flow) is achieved by approximately t = 145Tb. Turbulence statistics such as rms
velocities (
√〈u′u′〉,√〈v′v′〉,√〈w′w′〉) and Reynolds stresses (〈u′u′〉 , 〈v′v′〉 , 〈w′w′〉 , 〈u′v′〉 , 〈u′w′〉)
are collected for an additional 55 bulk times (or until t = 200Tb). The results of single phase
calculations are presented in Section 7.4.
The turbulent flow field from the solution of unladen flow is taken as the initial condition for
laden flow calculation. At t = 200Tb, 864 mono-dispersed bubbles are uniformly placed in the
computational domain. Initial velocities inside the bubbles are set to that of the liquid velocities
at respective spatial locations. Based on the total volume of bubbles, the void fraction of the laden
flow is approximately φ¯ = 0.82%. Since void fraction is less than 2%, the mixture can be considered
dilute and hydrodynamic interactions among bubbles are expected to be negligible. The bubbles
are arranged in a regular array of 6×6×24 bubbles in x, y, and z directions respectively. Although
they are placed in a regular array, their initial configuration is expected to have no effect on the
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stationary-state results. Bunner and Tryggvason [22, 23] have explored the effects of the initial
configuration of bubbles and found negligible effect on the final solution.
Figure 7.1 shows the illustration of computational domain and the initial configuration of the top
and bottom layers of 36 bubbles (the other 22 layers are not shown in the picture, but they are
present in the simulations). The liquid and gas densities are 1000 and 1.2 kg/m3 respectively,
which results in a density ratio of ρl/ρg = 833. The dynamic viscosity of the liquid and gas are
0.001 and 1.8 × 10−5 Pa.s, respectively. The surface tension (σ) between liquid and gas is 0.072
N/m. The diameter of each bubble is 2 mm. The Bond number Bo = ρlgd2/σ (or Eötvos number
Eo = ∆ρgd2/σ) and Morton number Mo = gµ4l /ρlσ3 are approximately 0.55 and 2.6 × 10−11,
respectively. Based on the combination of Bond and Morton numbers, the expected terminal
shape of a bubble rising in a quiescent liquid column is nearly spherical [24], and it is expected to
follow a vertical straight path during its rise. The choice of smaller bubble is to explore the effects
of spherical bubbles. However, due to local shear and turbulence, a small degree of deformation as
well as a non-rectilinear rise path is expected.
Figure 7.1 Computational domain and initial bubble locations
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7.4 Validation: Unladen Duct Flow
We present results of a validation study for predictions of single phase turbulence and compare them
with results in literature. The single phase turbulence predictions are verified qualitatively and
quantitatively with the works of Gavrilakis [25], Huser and Biringen [26], Broglia et al. [27], Zhang
et al. [28]. The frictional Reynolds number Reτ = 360 of the current work is intermediate to
Gavrilakis [25], Huser and Biringen [26], Zhang et al. [28], and it is same as Broglia et al. [27], a large
eddy simulation, hence, only qualitative comparisons can be made for some turbulence quantities.
The algorithm used for predicting turbulent flows in square ducts has also been validated by Winkler
et al. [29, 30], Chaudhary et al. [31, 32, 33], Shinn [34]. The presented quantities are averaged over
four statistically invariant transformations: time, z-direction, to account for periodicity, and two
central planes: x and y, to enforce quadrant symmetry.
Figure 7.2 Averaged streamwise velocity (w) y-wall bisector
Figure 7.2 shows the mean streamwise velocity distribution along the wall bisector. It has been
scaled by the centerline streamwise velocity (wc) which is wc = 0.1464. It can be noticed that the
current prediction of streamwise velocity profile is very close to the predictions made by Gavrilakis
[25] for x > 0.0072 mm (or x > 0.3W ). For x < 0.3W , the predicted mean velocity is approximately
1-2% higher. It should be noted that they used a stretched grid of 127 × 127 nodes in the cross-
section and their first grid node was at ∆x+ = 0.45, whereas the current results are obtained using
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a uniform grid of 192× 192 nodes with the first node at ∆x+ = 1.875. Hence, a small difference in
the near-wall statistics is expected between these two studies. A similar qualitative agreement can
also be observed between current and Broglia et al. [27] predictions. The current results are nearly
identical for x ≤ 0.1W and are within 1-2% for x > 0.1W . It is also noteworthy that point-wise
data for comparison purposes were extracted from the original articles using Matlab imaging tool
and manual hand picking, hence a small human error can also be expected.
Figure 7.3 shows the streamwise (wrms) and spanwise (vrms) velocity fluctuations along the y-wall
bisector for x+ ≤ 100. A qualitative agreement between current predictions and Zhang et al. [28]
prediction at Reτ = 300 and Huser and Biringen [26] at Reτ = 600 can be noticed for both (wrms)
and (vrms) from the figs. 7.3a and 7.3b, respectively. In direct comparison with Reτ = 360, it is
evident that vrms from our prediction is in close agreement with that of Broglia et al. [27], whereas
the streamwise rms velocity, wrms, is identical to current work for x+ ≤ 18 and higher for x+ > 18.
The higher value of wrms in Broglia et al. [27] is the artifact of a larger streamwise grid spacing. A
similar effect of grid resolution has also been observed by Zhang et al. [28].
(a) (b)
Figure 7.3 Root mean square velocity fluctuations along the wall bisector: (a) wrms and (b) vrms
Another way to measure the solution’s accuracy is to compare the ratio of centerline streamwise and
bulk velocities, (wc/wb), and the ratio of frictional and bulk velocities, (wτ/wb) to those reported
in the literature. The values of (wc/wb) and (wτ/wb) are 1.33 and 0.678, respectively which are
within 0.3% of that reported in the literature [20, 27]. These simulations validate the grid used
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and provide data for comparisons with bubble laden flow.
7.5 Bubble Laden Flow
Now, we present the results of systematic study to analyze the effects of bubbles on liquid phase
turbulence and discuss interaction between bubbles and turbulence. We discuss the findings of un-
laden flow and compare them with the bubble laden flow results. The instantaneous flow discussions
are presented first, followed by a discussion on the turbulence statistics. Most of the turbulence
quantities are calculated and discussed near the wall region, along the corner bisector and along
the wall bisector. These locations are shown in fig. 7.4.
Figure 7.4 Locations along which the quantities are presented
7.5.1 Bubble Distribution
Figure 7.5 shows the initial placement of bubbles in the unladen flow. The isometric, front and top
views are shown in Figures 7.5a to 7.5c. Furthermore, in order to maintain a better aspect ratio of
the figures, only half of the computational domain is shown in the figs. 7.5a and 7.6a.
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(a) Isometric view (b) Front view (c) Top view
Figure 7.5 Initial configuration of bubbles in the periodic domain
Figure 7.6 shows the transient distribution of bubbles at tladen = 40Tb where tladen is the total
time for which the bubble laden flow calculation has been conducted. The isometric view given
in fig. 7.6a shows that the bubble are randomly distributed in the domain. However, a clearer
idea of bubble distribution is gathered from the front and top views shown in figs. 7.6b and 7.6c
respectively.
Comparing figs. 7.5 and 7.6, we can state that the bubbles are significantly affected by the flow
as they have moved away from their initial positions. From the top view it can be noticed that a
majority of bubbles have migrated towards the wall and formed a layer. These layers of bubbles
are in contact with the wall as seen in both the front and top views. Away from the first layer near
the wall, a cluster of bubbles are observed, and they are located in the regions between the wall
and the half distance from the duct center. Furthermore, the cluster is sparse and skewed i.e. a
larger number of bubbles are present near the corner region than that near the wall bisector region.
The presence of a bubble layer near the wall and a cluster of bubbles away from the wall are clear
indications that the current scenario is wall wall-peaking with a secondary intermediate-peak.
184
(a) Isometric view (b) Front view (c) Top view
Figure 7.6 Instantaneous configuration of bubbles as seen in (a) isometric, (b) front and (c) top views at
t = 274 s or after 40 bulk time units after introduction of bubbles in the unladen flow
The ensemble-averaged distributions of the void fraction 〈φ〉 along wall bisector, wall and corner
bisector are shown in figs. 7.7a to 7.7c. They are symmetric about duct center and wall bisector
therefore only half of the domain are shown in the figures. It can be noticed from figs. 7.7a and 7.7c
that there are two peaks along the wall and corner bisectors. The observation is in the direction as
that observed in fig. 7.6. The thickness of the peak at these locations are approximately 2 mm, or
one bubble diameter. Furthermore, the peak value along the corner bisector is higher that along
the wall; therefore, the bubble density near the corner is larger than that near the wall bisector.
In the wall direction there are multiple peaks and valleys which indicate that there are a large
number of bubbles close to the wall, and there is a significant gap between these bubbles. The
height and width of the first peak is similar to that along the corner bisector. Rest of peaks are
smaller and wider than the first peak, hence, the bubble density along the wall is highest in the
corner region, and it is nearly constant away from the corner region.
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(a) Along wall bisector (b) Along wall
(c) Along corner bisector
Figure 7.7 Ensemble-averaged void fraction profiles along (a) wall bisector, (b) wall and (c) corner bisector
at t = 274 s
7.5.2 Possible Mechanism for Bubble Migration
It is natural to wonder, why did bubbles migrate to the wall? What is the mechanism behind the
preferential distribution of the bubble?
There are various forces including drag, buoyancy, surface tension, etc. acting on the bubbles.
Along with these three primary forces there are additional forces that act on the bubble and are
related to: (1) Shear-induced lateral lift and (2) Turbophoresis.
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7.5.2.1 Shear-induced Lateral Lift
A force perpendicular to the mean velocity of the continuous phase is experienced by the bubbles.
It is referred as the shear-induced lift force, and it is related to the liquid velocity gradient across
the bubble and shape of the bubble. An illustration of the lift force due to shear is given in fig. 7.8.
Figure 7.8 Illustration of lift force due to shear
Tomiyama et al. [1] in a shear flow between a wall and a moving belt discovered that undeformed
spherical bubbles migrate toward the wall, whereas the deformed ellipsoidal bubbles move toward
the belt. Hence, the lift force on the bubble is related to its deformation. The Reynolds number,
Rep based on the bubble’s drift velocity also played a major role. For lower Reynolds numbers, the
lift force was directed toward the high-shear regions, i.e. wall, but for higher Reynolds numbers
the sign of lift force reversed and it acted in the direction of lower-shear regions, i.e. the central
region of the duct. Kurose and Komori [35] identified Rep ≈ 60 as the critical Reynolds number
for the reversal of lift force.
The particle Reynolds number of current study is approximately 221, hence the lift force on the
bubbles should be directed towards the center. However, it should be noted that the rise velocity of
the bubbles are significantly affected near the walls hence, the drift velocity near the walls should
be less than that in the core region. This will give rise to a smaller particle Reynolds number near
the wall and a subsequent reversal of the lift force. This explains the trapping of bubbles in the
wall region, however, the initial mechanism responsible for transport of the bubble from central to
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wall region is not clear.
7.5.2.2 Turbophoresis
Turbophoresis represents the preferential migration of particles in the direction of decreasing tur-
bulence intensity in order to minimize their turbulent kinetic energy. Since the probability of
achieving high energy is higher in high-turbulence regions; particles tend to move in the regions of
lower turbulence. The turbophoresis forces responsible for pushing the bubbles closer to the left
wall are related to the wall-normal component of velocity, u′ in this case. According to Young and
Leeming [36], the lateral force due to turbophoresis can be written as,
T (u′) = −∂ 〈u
′u′〉
∂x
(7.4)
Upon close investigation of fig. 7.15b, we can notice that the first minimum of 〈u′u′〉 is located
at x = 0.024, approximately one bubble diameter away from the wall and the second minimum is
located at the duct center. Hence, there are two possible locations where bubbles can accumulate.
The first layer of the bubble is left of the first minimum of 〈u′u′〉, hence the turbophoresis component
will act away from the wall whereas the shear-induced lift force will act towards the wall. A balance
of these two will dictate position of the first layer. From the final resting place of the first layer,
we can infer that lift force is prominent than the turbophoresis force.
The second layer is in the region where both lift and turbophoresis forces act in the direction away
from the wall, hence the second layer should not exist at its current location. This suggests that
there are additional lateral forces in play.
188
7.5.3 Instantaneous Flow Structures
The three-dimensional fluctuation of the instantaneous streamwise velocity (w′3d) can give a quali-
tative picture of the flow field. The expression for (w′3d) is given by
w′3d(x, y, z, t) = w(x, y, z, t)− 〈w〉z (x, y, t) (7.5)
The instantaneous streamwise velocity, w(x, y, z, t), is averaged along the periodicity direction to get
〈w〉z (x, y, t). The average is performed only in the regions where liquid is present. The iso-surfaces
and contours of instantaneous streamwise velocity fluctuations w′3d are shown in fig. 7.9.
Figure 7.9a shows the instantaneous streamwise flow structures in the unladen flow. It can be
noticed that the instantaneous flow is dominated by elongated structures in the streamwise direc-
tion, and they are mostly located in the near wall regions and extend nearly half of duct in the
streamwise direction. The magnitude of instantaneous fluctuations w′3d is approximately half of
bulk velocity.
In the case of laden flow, the instantaneous flow consists of both positive and negative fluctua-
tions, but the long elongated structures observed in unladen flow split into a set of smaller and
slimmer structures as shown in fig. 7.9b. The wall region is dominated by relatively longer instan-
taneous structures, whereas the core region is dominated by smaller structures. The smallest size
of structures in the core region is comparable to the bubble size. These structures, in both core
and wall regions, are more oscillatory than the ones observed in the unladen flow. The magnitude
of fluctuations are approximately ten times larger than of unladen flow.
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(a) (b)
Figure 7.9 Instantaneous three-dimensional velocity fluctuations for (a) unladen flow and (b) bubble laden
flow. Displayed are the iso-surface1of w′3d/wc = 0.15, the vertical distance between planes used for contour
plots is W/2.
7.5.4 Instantaneous Streamwise Velocity
Instantaneous flow field of unladen flow in the duct cross-section is shown in fig. 7.10a. The velocities
are averaged along the streamwise direction to increase the sample size. The figure shows the
contour of instantaneous streamwise velocity overlaid with instantaneous in-plane velocity vectors.
Significant fluctuations in the velocity can be observed from the contours of the velocity, which
is indicative of the turbulent flow. The presence of the in-plane velocity vectors are also a sign
of turbulent flow. It can be noticed that there is a large variation in the magnitude of the in-
plane velocities, indicated by the length of vectors, at similar locations in different quadrants. The
phenomenon is due to the dynamic nature of the turbulent flow.
Figure 7.10b shows the instantaneous streamwise velocity of the bubble laden flow. It can be
1It should be noted that the centerline velocity of unladen flow is approximately 2.5 times smaller than that of
bubble laden flow. Hence, the value of iso-surfaces in figs. 7.9a and 7.9b are not same.
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noticed that the streamwise velocity fluctuations are much larger compared to the unladen flow,
and they are as high as bulk velocity. Furthermore, the maximum fluctuations are observed in
the corner and wall regions where bubbles are located. The streamwise velocity fluctuations in the
vicinity of the bubbles are comparable to the terminal velocity of the bubble. The bulk velocity of
the bubble laden flow is close to 0.322 m/s which is nearly three times higher than that of unladen
flow. The increase of bulk velocity is a combined result of the upward motion of bubbles (and
subsequent dragging of the surrounding liquid) and significant reduction in viscosity near the walls
due to the preferential accumulation of bubbles. The cross-stream velocities are also higher than
their unladen flow counterparts, and they are located near wall and corner regions.
(a) (b)
Figure 7.10 Contours of instantaneous streamwise velocity overlaid with cross-stream velocity vectors for
(a) unladen flow and (b) bubble laden flow
7.5.5 Ensemble-averaged Distribution of Streamwise and Spanwise Velocity
The contours of ensemble-averaged2 streamwise velocity of unladen and laden flows in the duct
cross-section are given in figs. 7.11a and 7.11b. The contours are overlaid with the ensemble-
averaged in-plane velocity (〈u〉,〈v〉) vectors. It can be noticed that there are two counter-rotating
2The ensemble average of r.m.s and turbulence quantities (〈u〉,〈v〉,〈w〉, 〈u′u′〉, 〈v′v′〉, 〈w′w′〉, 〈u′v′〉, 〈u′w′〉, 〈φ〉)
are performed over time, z-direction, and x and y central planes. Then the averaged values are reflected back to
other three quadrants and the appropriate sign of the quantities are maintained. Hence, the quantities are expected
to be quadrant symmetric.
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vortices in each quadrant and a total of eight vortices in the duct cross-section. They are the results
of the mean secondary flow generated by anisotropy of turbulent stresses. They are responsible
for the transfer of high energy eddies from the duct center to the walls. The mean secondary flow
transports the fluid momentum from the bulk region to the corners along their bisectors, and then
back to the bulk region along wall bisectors. The magnitude of mean secondary velocities reach a
maximum along the diagonal of the duct.
Comparing unladen and bubble laden flows, we notice that the streamwise velocity increases with
the introduction of bubbles. The centerline velocity, wc, increases from 0.146 m/s for unladen flow
to 0.325 m/s for bubble laden flow. The velocity increases everywhere in the cross-section and not
just at the centerline. It can also be observed that the streamwise velocity of bubble laden flow is
flatter than that of unladen flow and the velocity contour lines in the corner region are rounder in
laden flow case than that in unladen flow.
(a) (b)
Figure 7.11 Contours of the mean streamwise velocity overlaid with mean cross-stream velocity vectors for
(a) unladen flow and (b) bubble laden flow
Figures 7.12a and 7.12b show the mean in-plane streamlines in the cross-sectional plane. It can be
noticed that the introduction of bubbles in unladen flow does not change direction of the secondary
flows, i.e. fluid from the bulk region to corners are transferred along the corner bisectors and
then back to the bulk region along wall bisectors. However, the introduction of bubbles makes
192
the flow a bit more complex and introduces additional counter-rotating vortices near the corner
bisectors. They are absent in the unladen flow, and streamlines reach the wall before they bend.
The additional vortices in the laden flow affect the streamline velocity w distribution in the corner
region, as it is reflected in the form of a pointed counter line in fig. 7.11b. In the unladen flow,
counter-rotating vortices are nearly symmetric about the corner bisectors, whereas in the laden
flow, they are clearly asymmetric. It can also be observed that the secondary flow streamlines in
the absence of bubble are smooth and free of oscillations, whereas they are tortuous and twisted
when bubbles are introduced. This may be because the bubble distribution is not fully symmetric
and/or the flow can never reach full symmetry. It is also possible that the flow has not reached a
stationary state and more sampling of the results are required.
(a) (b)
Figure 7.12 Contours of mean streamwise velocity overlaid with mean cross-stream stream functions for (a)
unladen flow and (b) bubble laden flow
193
(a) (b)
Figure 7.13 Contours of mean x-direction velocity in the lower left cross-section of the duct: (a) unladen
flow and (b) bubble laden flow
Contours of x-direction spanwise velocity of unladen and laden flows are shown in figs. 7.13a
and 7.13b. The maximum magnitude of 〈u〉 is approximately 2% of streamwise bulk velocity (wb)
for both unladen and laden flows. The unladen flow prediction is in accordance with the data
available in literature [20, 27]. It can be noticed that in the corner region, 〈u〉 in laden flow case
is approximately four times higher than that in unladen flow, and the highest value is observed
closer to the corner in laden flow, whereas in unladen flow the highest value is observed at a farther
distance from the corner. It can also be seen that x-velocity is nearly similar in both laden and
unladen flows in the regions away from the corner. This higher value of 〈u〉 near the corner region
is associated with the presence of bubbles.
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(a) (b)
Figure 7.14 Contours of mean y-direction velocity in the lower left cross-section of the duct: (a) unladen
flow and (b) bubble laden flow
Contours of y-direction spanwise velocity are shown in figs. 7.14a and 7.14b. In the case of unladen
flow, the maximum magnitude of 〈v〉 is close to 2% of the streamwise bulk velocity3 (wb). This
observation is similar to that for 〈u〉. In the case of laden flow, the maximum magnitude of 〈v〉 is
smaller than that of 〈u〉. This is somewhat surprising as we would expect both 〈u〉 and 〈v〉 to be
similar as there is no source of directional preference and can be attributed to a lower sampling
time of the simulation. The highest value of 〈v〉 in laden flow is three times higher than that in
the unladen flow. Both location of the highest value and distribution of 〈v〉 in the bulk region is
similar in unladen and laden flows.
It can also be noticed from figs. 7.13a and 7.14a that 〈u〉 is an approximate reflection of 〈v〉 about
corresponding diagonal. The slight asymmetry between 〈u〉 and 〈v〉 is a mere indication of the
quadrant, not octagonal, averaging. It should also be noted that the range of x and y velocities
are nearly identical and in accordance with physics of the problem. However, in the case of laden
flow, no such parallels can be drawn between figs. 7.13b and 7.14b.
Although the mean secondary flow velocities are two orders of magnitude smaller than streamwise
velocity, it has a significant impact on the distribution of streamwise velocity. As, it can be observed
3The bulk velocity of the unladen flow is 0.110 m/s
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from fig. 7.11a that the w-contour lines near the corner are pointed and bulged away from the duct
corner. The mechanism is related to the two counter-rotating vortices present near the corner.
7.5.6 Reynolds Stresses
The Reynolds stresses are presented along all three locations, namely wall bisector, wall and corner
bisector as mentioned in fig. 7.4. The data points are extracted using a visualization software;
thus we expect a small interpolation errors in the results. Although the laden flow has not reached
a stationary-state, we can analyze the trends of the Reynolds stresses and compare them with
unladen flow to understand the effects of bubbles.
7.5.6.1 Along Wall Bisector
The normal components 〈u′u′〉, 〈v′v′〉, and 〈w′w′〉 of Reynolds stress along the wall bisector for
both unladen and bubble laden flows are given in fig. 7.15. All the components of Reynolds stress
are scaled with the square of unladen flow bulk velocity. It can be noticed from the figs. 7.15a
to 7.15f that 〈u′u′〉/w2b , 〈v′v′〉/w2b , 〈w′w′〉/w2b are zero at the wall and symmetric about x = 0.024
or W/2 which is expected as the quadrant symmetry has been enforced.
In the case of unladen flow, all three normal components initially increase with distance from the
wall to reach a maximum and then decrease to reach a minimum. The location of the maximum
is closer to the wall, and the minimum is at center. It can also be noticed that the rate of increase
of these quantities is higher than the rate of their decrease. The corresponding maximums of
〈u′u′〉/w2b , 〈v′v′〉/w2b , 〈w′w′〉/w2b are observed at x = 0.0041, 0.0054 and 0.0018 or x = 0.085W ,
0.113W and 0.037W , respectively. The maximum values of 〈w′w′〉/w2b and 〈v′v′〉/w2b are roughly 10
and 1.5 times higher than that of 〈u′u′〉/w2b . It can also be noticed that the ratio between maximum
and centerline values of 〈u′u′〉, 〈v′v′〉, and 〈w′w′〉 are 2, 3 and 11 respectively. These values have
also been predicted earlier in Madabhushi and Vanka [20].
In the case of laden flow, there are multiple local maximum and minimum for all three normal
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components. It can be seen from figs. 7.15b, 7.15d and 7.15f that the maximum is always observed
near the wall, and the minimum of 〈u′u′〉 and 〈v′v′〉 are observed at the center. The minimum of
〈w′w′〉 is observed between the wall and duct center. It can also be noticed that the values of all
three quantities at all locations are considerably higher in the presence of bubbles . For example,
at the center 〈u′u′〉/w2b in unladen case is 0.0024, whereas in laden flow, it is approximately 0.0065.
Similar to unladen flow, the maximum value of 〈w′w′〉/w2b and 〈v′v′〉/w2b is approximately 8 and 3
times higher than 〈u′u′〉/w2b for bubble laden flow as well. Trend that the first peak of 〈w′w′〉/w2b
is closer to the wall than that of 〈v′v′〉/w2b and the peak of 〈v′v′〉/w2b is closer to the wall than
that of 〈u′u′〉/w2b is consistent between unladen and bubble laden flows. However, there is one key
difference in shape of the 〈w′w′〉/w2b . In the case of unladen flow, the curve is ‘M’ shaped, whereas
in the case of bubble laden flow, the curve is ‘W’ shaped.
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(a) 〈u′u′〉 component for unladen flow (b) 〈u′u′〉 component for bubble laden flow
(c) 〈v′v′〉 component for unladen flow (d) 〈v′v′〉 component for bubble laden flow
(e) 〈w′w′〉 component for unladen flow (f) 〈w′w′〉 component for bubble laden flow
Figure 7.15 Reynold stress components: (a-b) 〈u′u′〉, (c-d) 〈v′v′〉 and (e-f) 〈w′w′〉
Figures 7.16a to 7.16d show the 〈u′v′〉 and 〈u′w′〉 components of Reynolds stress along the wall
bisector for both unladen and bubble laden flows. It can be noticed that these two quantities are
asymmetric about the center or x = W/2 = 0.024. For both unladen and laden flows, 〈u′v′〉 is
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nearly zero along the wall bisectors. This signifies the very small fluctuations of x and y velocities
along the wall bisector.
(a) 〈u′v′〉 component for unladen flow (b) 〈u′v′〉 component for bubble laden flow
(c) 〈u′w′〉 component for unladen flow (d) 〈u′w′〉 component for bubble laden flow
Figure 7.16 Reynold stress components: 〈u′v′〉 and 〈u′w′〉
It can be noticed from figs. 7.16c and 7.16d that the 〈u′w′〉 initially decreases with the distance
to reach a minimum and then increases to reach a maximum at the same location on the other
side of the duct. In the unladen flow, the minimum and maximum are observed at x = 0.0044 or
0.091W and x = 0.909W respectively. The minimum and maximum values are -0.004 and 0.004
respectively, which are approximately same as 〈u′u′〉/w2b . In the case of laden flow, the minimum
and maximum are observed at x = 0.0044 and x = 0.0435 respectively which are also at the same
locations where they were observed in the unladen flow. The shape of 〈u′w′〉 in the central region is
also similar to each other as their approximate slopes are 0.2042 and 0.2837 respectively in unladen
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and laden flows.
From figures of unladen and laden flow Reynolds stresses, we can make two qualitative conclusions:
(1) Reynolds stresses increase when bubbles are introduced in the flow and (2) their maximum
modification are observed near the wall. Due to the added effects of the buoyancy forces, bubbles
travel with higher speed than the surrounding liquid in the upward flow, hence it introduces addi-
tional fluctuations in the flow; thus, we observe an increase in velocity fluctuations everywhere in
the domain. The second observation is related to the migration of bubbles toward the wall region.
As they concentrate near the wall, they increase the velocity fluctuations.
7.5.6.2 Along Wall
Normal components 〈u′u′〉, 〈v′v′〉, and 〈w′w′〉 of Reynolds stress along the wall are given in fig. 7.17.
These quantities are extracted at x = 0.001 m. It can be noticed from figs. 7.17a, 7.17c and 7.17e
that all three normal components increase with distance from the corner to reach a maximum at
the wall bisector (x, y = 0.001 m, 0.024 m). Contrary to the observations made in figs. 7.15a, 7.15c
and 7.15e where they initially increased with distance and then decreased to reach a minimum at
the center. Moreover, the normal component 〈u′u′〉 is one order of magnitude higher along the wall
bisector than along the wall, and 〈v′v′〉 and 〈w′w′〉 are of the same order of magnitude along both
locations.
In the case of laden flow, these components are maximum near the corner and go through oscillations
as distance increases. The oscillation is related to the presence of bubbles near the wall, and it is
consistent with the trend of void fraction distribution as shown in fig. 7.6b.
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(a) 〈u′u′〉 component for unladen flow (b) 〈u′u′〉 component for bubble laden flow
(c) 〈v′v′〉 component for unladen flow (d) 〈v′v′〉 component for bubble laden flow
(e) 〈w′w′〉 component for unladen flow (f) 〈w′w′〉 component for bubble laden flow
Figure 7.17 Reynold stress components: (a-b) 〈u′u′〉, (c-d) 〈v′v′〉 and (e-f) 〈w′w′〉
Figures 7.18a to 7.18d show the 〈u′v′〉 and 〈u′w′〉 for unladen and laden flows along the wall. It can
be noticed that 〈u′v′〉 and 〈u′w′〉 decrease with distance from the wall. They are approximately one
order of magnitude smaller than that observed along the wall bisector except in the corner region.
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(a) 〈u′v′〉 component for unladen flow (b) 〈u′v′〉 component for bubble laden flow
(c) 〈u′w′〉 component for unladen flow (d) 〈u′w′〉 component for bubble laden flow
Figure 7.18 Reynold stress components: 〈u′v′〉 and 〈u′w′〉
7.5.6.3 Along Corner Bisector
Normal components 〈u′u′〉, 〈v′v′〉, and 〈w′w′〉 of Reynolds stress along the corner bisector for both
unladen and bubble laden flows are given in fig. 7.19. These quantities have been plotted along a
diagonal line originating from the lower-left corner to duct center.
In the case of unladen flow, all three normal components initially increase with distance from
the corner to reach a maximum and then decrease to reach a minimum. It can be noticed from
figs. 7.19b and 7.19d that 〈u′u′〉 and 〈v′v′〉 are identical. The peak value of 〈u′u′〉 is similar to that
observer along the wall bisector, whereas the peak values of 〈v′v′〉 and 〈w′w′〉 are approximately
half of the peak values observed along the wall bisector.
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In the case of bubble laden flow, there are multiple local maxima and minima for all three normal
components. It can be seen from figs. 7.19b, 7.19d and 7.19f that the maxima and minima are
always observed near the wall and at the center respectively. Typically, the values of all three
quantities at all locations are considerably higher in the presence of bubbles, except in the vicinity
of the duct center where the values of 〈u′u′〉/w2b and 〈v′v′〉/w2b are similar along both bisectors.
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(a) 〈u′u′〉 component for unladen flow (b) 〈u′u′〉 component for bubble laden flow
(c) 〈v′v′〉 component for unladen flow (d) 〈v′v′〉 component for bubble laden flow
(e) 〈w′w′〉 component for unladen flow (f) 〈w′w′〉 component for bubble laden flow
Figure 7.19 Reynold stress components: (a-b) 〈u′u′〉, (c-d) 〈v′v′〉 and (e-f) 〈w′w′〉
Figures 7.20a to 7.20d show the 〈u′v′〉 and 〈u′w′〉 components of Reynolds stress along the corner
bisector for both unladen and bubble laden flows. These quantities are asymmetric about the center
or s = W/
√
2 = 0.03394. It can be noticed that
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In the case of unladen flow, the 〈u′v′〉 and 〈u′w′〉 initially decrease with distance from the corner to
reach their minimum then increases to reach zero at the center, whereas in laden flow, they initially
increase to reach their maximum and then decrease to reach a near zero value. The slopes of
increase and decrease are high and similar. The unladen flow characteristics are similar along wall
and corner bisectors, but the laden flow characteristic is opposite along wall and corner bisectors.
(a) 〈u′v′〉 component for unladen flow (b) 〈u′v′〉 component for bubble laden flow
(c) 〈u′w′〉 component for unladen flow (d) 〈u′w′〉 component for bubble laden flow
Figure 7.20 Reynold stress components: 〈u′v′〉 and 〈u′w′〉
7.6 Summary
In the present study, the dynamics of a bubble swarm in a turbulent flow in a vertical square
duct was addressed, and comparisons between unladen and bubble laden flows were conducted.
A DNS of unladen flow for a frictional Reynolds number of 360 was conducted, and unladen flow
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turbulence quantities were validated with the literature. The influence of bubbles on liquid phase
was investigated, and the following overall conclusions can be drawn.
• The introduction of bubbles strongly modifies the elongated flow structure usually observed
in the unladen flow, and the longest structures are seen to occupy half of the duct. In the
laden flow, instantaneous flow structures are oscillatory, and flatter. The longer structures
are concentrated near the wall, and the shorter ones are distributed randomly away from
the wall. The instantaneous laden flow is dominated by high and low values of positive and
negative fluctuations respectively.
• Starting from a uniform configuration, bubbles migrate toward the wall. They form a layer
near the wall and a cluster near the corner. The lateral migration of bubbles, which leads
to preferential concentration, is a result of balance between shear-induced lift force and tur-
bophoresis effects. The secondary flows, which transport high energy fluids from the central
region to the wall region along the corner bisector, are also responsible for the migration of
bubbles in the corner region.
• Turbulence quantities, including velocity fluctuations and Reynolds stress, are enhanced by
the introduction of bubbles. In the unladen flow, all turbulence quantities have one peak and
one valley. Along the wall bisector they achieved their peaks near the wall and valleys at the
center, but in the laden flow, multiple peaks and valleys were observed. The first peak was
observed near the wall, and the second peak was observed between the wall and half distance.
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Chapter 8
Summary
The research presented in this dissertation addresses numerical modeling of two-phase flows involv-
ing high density ratio fluids and focuses primarily on the development of a stable, robust numerical
technique that can be used to simulate general purpose two-phase flows. Both mesoscopic and
macroscopic approaches of CFD modeling have been examined and refined to improve the accuracy
of multiphase calculations. The mesoscopic approach such as Lattice Boltzmann method (LBM) is
easier to implement, computationally efficient and well received in the literature. However, the as-
sociated methodology for a multiphase modeling has not reached a mature state and involves ad-hoc
assumptions in the formulation of some important terms of the multiphase LBM. The macroscopic
approaches based on finite difference and finite volume have been in practice for over six decades
and have been used to solve a variety of problems. The multiphase methods such as volume of
fluid, level set, front tracking and their flavors have shown great potential, but they all encounter
difficulties in handling high density ratio flows. The main contributions are therefore to identify
a robust numerical methodology, develop and verify the improved computational technique and
utilize state-of-the-art high performance computing facilities such as Blue Waters.
8.1 Multiphase Lattice Boltzmann Method
We presented the Lattice Boltzmann method (LBM) as a procedure for simulating multiphase flows.
We introduced two widely used multiphase LBM algorithms, the Shan and Chen (SC) and He and
Chen (HC) method and implemented various equation of states to improve robustness of the LBM
techniques. We explored a number of problems related to multiphase flow with applications to air
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conditioning and refrigeration including droplet impingement on solid and liquid surfaces, head-on
and oblique droplet collisions, and droplet deformation in square duct. This gave us insight into
the breadth of problems that LBM is capable of simulating. In each of these cases, the limiting
parameter is typically the density ratio. In the HC method, density ratios higher than five were
typically unstable. In the SC method, higher density ratios could be simulated by allowing two
fluids to be modeled as two phases of the same fluid. Alternatively, multiple fluid components
that did not share an EOS could be prescribed in the SC formulation. The droplet deformation
in a fully developed laminar flow in a square duct gave us confidence in LBM, specifically HC as
a viable method for the simulation of multiphase flows provided the density ratio is close to unity.
The difficulties are also associated with the prescription of observable quantities including surface
tension and contact angle, as they are obtained post priori from the simulation and can not be
prescribed explicitly.
For high density ratio flow, the original SC and HC methods contained large artificial/spurious
velocities near the interface. They result from the discretization errors of the interfacial forces
and momentum imbalance across the interface. The inclusion of pressure Poisson equation in the
multiphase LBM reduced the spurious velocities, but it was not able to contain them. Because air
conditioning and refrigeration applications often involve vary high density ratio flows, we conclude
that the original HC and SC algorithms are not currently capable of accurately simulating these
flows. Although the initial effort to use lattice Boltzmann method for understanding flows in Air
Conditioning and Refrigeration Center (ACRC) equipment have not yielded desired success, it has
highlighted challenges of multiphase modeling.
8.2 Volume of Fluid Method
We have also presented an alternate finite volume based computational technique for simulating
multiphase flows. In this formulation, a single set of continuity, momentum and interface tracking
equations are solved. The Volume of Fluid (VOF) method is used to capture interface between
two phase, and various discretization techniques such as ENO, WENO and flux corrected transport
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is employed to solve the VOF equation. These techniques were computationally inexpensive but
error prone which resulted in numerical break-up of small gas pockets from its bulk. The geometry
construction method for solution of the VOF equation rectifies the issue of numerical break-up,
but it is computationally expensive and relatively difficult to program. Nonetheless, it is the most
accurate approach for solution of the VOF equation. Similar to multiphase LBM, finite volume
approach also requires modeling of the interfacial forces which is included as a source term in the
Navier-Stokes equations. We introduced widely used the continuum stress force (CSF) method
which models the surface tension force as a body force rather a surface force. This method is prone
to discretization error of the forces and momentum imbalance near the interface; hence, it generates
spurious velocities. For better representation of the surface tension forces, we have introduced a
sharp surface force (SSF) method. In this approach, the surface tension force is modeled as a
pressure gradient, and a Poisson equation for pressure due to the surface tension forces is solved.
The geometry construction based volume of fluid method coupled with the sharp surface force
method is able to handle density and viscosity ratios uo to 1000 and 100 respectively with relatively
smaller spurious velocities. The method has been applied to several fundamental problems listed
below.
• The first application of the VOF method characterized the effects of three-dimensional duct
confinement on bubble rise dynamics in viscous liquids. The effects of confinement ratios,
Bond number, and Morton number on the transient shape, aspect ratio, and rise velocity of
bubbles were explored. As the Bond number increases from 1 to 100, the terminal shape of
the bubble varied from spherical and results in oblate spheroidal, spherical cap, and flattened
disk-like structures. For Bond number of 1, the bubble did not deform, and its transient
aspect ratios were independent of the Morton numbers and confinement ratios. For higher
Bond numbers, the deformations were significant, and the transient aspect ratios increased as
the Bond number and confinement ratio increased and decreased as Morton number increased.
• Next, we studied dynamics of a confined air bubble rising in variable viscosity fluids. Here,
we verified the robustness of the method for a large range of viscosity ratios. We explored
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the effects of the power-law index, confinement ratio, and Bond number on the shape, rise
velocity, and rise path of the bubble and liquid viscosity distribution at representative times.
We observed that the bubble deformation is strongly dependent on the Bond number and
the power-law index of the fluid. For the same zero-shear viscosity, the bubble deformation
decreased as the power-law index increased i.e., the bubble deformed the most in the shear-
thinning fluid with n = 0.25 and the least in the shear-thickening fluid with n = 1.5. The
confinement ratio study revealed that in the shear-thinning fluids the wall effects are negligible
for Cr = 6 and 8, and in the shear-thickening fluids the confinement ratio is prominent for all
the cases considered. Dynamics such as the zigzag motion of the bubble were also captured.
• Lastly, we considered a multi-bubble flow in a fully developed upward turbulent flow in
a vertical square duct. This study required handling of multiple interfaces, wall-interface
interaction, and interface-interface interaction and tested the robustness of the method. Since
there is no mechanism in the standard VOF method to differentiate between multiple bubble
interfaces, bubbles coalesced most likely as a result of poor resolution. An artificial repulsive
force (ARF) was employed to account for bubble-bubble collision and to control the bubble
coalescence. The unladen and bubble laden flow simulations were carried out for frictional
Reynolds number of 360 which was high enough for the turbulence to sustain. The results
showed that starting from a uniform configuration the bubbles migrate toward the wall and
form a layer of bubbles in the wall region and a cluster near the corner region. Overall,
the introduction of bubbles enhanced the bulk velocity, the turbulent secondary flows, and
turbulence statistics everywhere in the domain, especially in the wall and corner regions.
Overall, the volume of fluid method developed in this dissertation seems to be a robust computa-
tional technique and is able to handle density and viscosity ratios up to 1000 and 100 respectively.
The method has been tested for several application and can be applied multiphase modeling.
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8.3 Computations on Graphics Processing Units
One of the long-term objectives of this research work has been to explore the feasibility of graphics
processing units (GPU) for large-scale problems. Our experiences with single GPU implementation
for LBM and multi-GPU implementation for VOF method have been highly encouraging. We
have achieved a speedup of approximately 16 on the single GPU, and the scaling of multi-GPU
CUFLOW on Blue Waters cluster was nearly linear. However, it should be noted that price per
Teraflops of latest NVIDIA Pascal GPU is nearly 1000 dollars which are much higher than CPU
price per Teraflops. Moreover, the algorithms such as line inversion and conjugate gradient are far
more superior on the CPU. Hence, GPUs should be adopted only for data parallel algorithms.
8.4 Recommendation for Future Studies
The VOF based computational technique is able to simulate the gas-liquid flows with good accuracy.
However, it requires the inclusion several key physics before it can simulate multiphase flows in air
conditioning and refrigeration equipment. The performance of multi-GPU implementation can also
be improved. Below is a brief list that can be taken as future works.
• Heat transfer and phase change: Since the phenomena such as boiling and condensation
are ubiquitous in Air Conditioning and Refrigeration equipment, the next logical step would
be to include the heat transfer and phase change in the CUFLOW. An enthalpy equation
and reliable models for boiling and condensation are needed to account for heat transfer and
phase change phenomena.
• Compressibility of gaseous phase: In the current formulation, both gas and liquid are
considered as incompressible fluids. Therefore, it does not account for any change in volume of
the gaseous phase caused by variation in the hydrostatic pressure. For example, a bubble rising
in the confined or unconfined media will experience a reduction in hydrostatic pressure, as it
will rise, hence, its volume should increase, and the bubble should expand. The compressibility
effect can be accounted in the form of a source term in standard VOF equation.
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• Shared Memory on GPU: The shared memory is the fastest memory on the GPU, and
it has proven to improve the performance of GPU computing. Hence, the shared memory
should be utilized to its full extent, and a design of an optimized data structure that can
promote memory coalescing should be pursued.
• Adaptive Mesh Refinement (AMR): It is true that multiphase calculations require a
finer mesh. However, it is only limited to the interfacial and high gradient regions. In
the current implementation of CUFLOW, a uniform grid is used everywhere in the domain.
Hence, adaptive mesh refinement which can sense the interfacial and high gradient regions
can reduce the computational cost for large-scale problems with low void fractions to a great
extent.
This study was focused on development and applications of numerical techniques for two-phase
flows. Although many features such as bubble coalescence, breakup, phase change, heat transfer,
etc. are still open to investigation, the presented contributions bring us closer to understanding
difficulties involved in the accurate predictions of multiphase flows. There are several limitations
originating from diversity of the flow phenomena and numerics of the problem that is unlikely to
be fully resolved. However, it is the author’s hope that the research works documented here will
assist scientists and engineers in the further development of the field.
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