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Abstract
In many applications, content accessed by users (movies, videos, news articles, etc.) can leak sen-
sitive latent attributes, such as religious and political views, sexual orientation, ethnicity, gender, and
others. To prevent such information leakage, the goal of classical PIR is to hide the identity of the con-
tent/message being accessed, which subsequently also hides the latent attributes. This solution, while
private, can be too costly, particularly, when perfect (information-theoretic) privacy constraints are im-
posed. For instance, for a single database holding K messages, privately retrieving one message is pos-
sible if and only if the user downloads the entire database of K messages. Retrieving content privately,
however, may not be necessary to perfectly hide the latent attributes.
Motivated by the above, we formulate and study the problem of latent-variable private information
retrieval (LV-PIR), which aims at allowing the user efficiently retrieve one out of K messages (indexed
by θ) without revealing any information about the latent variable (modeled by S). We focus on the
practically relevant setting of a single database and show that one can significantly reduce the download
cost of LV-PIR (compared to the classical PIR) based on the correlation between θ and S. We present a
general scheme for LV-PIR as a function of the statistical relationship between θ and S, and also provide
new results on the capacity/download cost of LV-PIR. Several open problems and new directions are also
discussed.
1 Introduction
Consider the following scenario. Alice accesses an online service to obtain information hosted on a re-
mote database. The retrieved information reveals with high certainty Alice’s political affiliation, making her
a target of political advertisements and biased news reports. This scenario is commonplace for the plethora
of online services that employ data analytics to profile users and infer private information such as their re-
ligious and political views, sexual orientation, ethnicity, gender, health state, and personality traits [1]. The
risks for potential misuse of personal information are further exacerbated by frequent data breaches and
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0.5 Matrix H: Pr(S = st|✓ = k)
<latexit sha1_base64="hitYC1yfHZJCC2AAx01Y72/jNNI=">AAACCnicbVC7TgJBFJ3FF+ILtbSZw JpgQ3ZpfCQkRBsaE4wiJLDZzA6zMGH2kZm7RoL0Nv6KjYUaW7/Azr9xeBQKnuQmJ+fcm3vv8WLBFVjWt5FaWl5ZXUuvZzY2t7Z3srt7typKJGV1GolINj2imOAhqwMHwZqxZCTwBGt4/Yux37hjUvEovIFBzJyAd EPuc0pAS242d0lA8ntsVs0zbLZrsnBdVi48tKHHgJRx/8h0s3mraE2AF4k9I3k0Q83NfrU7EU0CFgIVRKmWbcXgDIkETgUbZdqJYjGhfdJlLU1DEjDlDCe/jPChVjrYj6SuEPBE/T0xJIFSg8DTnQGBnpr3xuJ/X isB/8QZ8jBOgIV0ushPBIYIj4PBHS4ZBTHQhFDJ9a2Y9ogkFHR8GR2CPf/yIqmXiqdF+6qUr5zP0kijA5RDBWSjY1RBVVRDdUTRI3pGr+jNeDJejHfjY9qaMmYz++gPjM8f1EGYkw==</latexit><latexit sha1_base64="hitYC1yfHZJCC2AAx01Y72/jNNI=">AAACCnicbVC7TgJBFJ3FF+ILtbSZw JpgQ3ZpfCQkRBsaE4wiJLDZzA6zMGH2kZm7RoL0Nv6KjYUaW7/Azr9xeBQKnuQmJ+fcm3vv8WLBFVjWt5FaWl5ZXUuvZzY2t7Z3srt7typKJGV1GolINj2imOAhqwMHwZqxZCTwBGt4/Yux37hjUvEovIFBzJyAd EPuc0pAS242d0lA8ntsVs0zbLZrsnBdVi48tKHHgJRx/8h0s3mraE2AF4k9I3k0Q83NfrU7EU0CFgIVRKmWbcXgDIkETgUbZdqJYjGhfdJlLU1DEjDlDCe/jPChVjrYj6SuEPBE/T0xJIFSg8DTnQGBnpr3xuJ/X isB/8QZ8jBOgIV0ushPBIYIj4PBHS4ZBTHQhFDJ9a2Y9ogkFHR8GR2CPf/yIqmXiqdF+6qUr5zP0kijA5RDBWSjY1RBVVRDdUTRI3pGr+jNeDJejHfjY9qaMmYz++gPjM8f1EGYkw==</latexit><latexit sha1_base64="hitYC1yfHZJCC2AAx01Y72/jNNI=">AAACCnicbVC7TgJBFJ3FF+ILtbSZw JpgQ3ZpfCQkRBsaE4wiJLDZzA6zMGH2kZm7RoL0Nv6KjYUaW7/Azr9xeBQKnuQmJ+fcm3vv8WLBFVjWt5FaWl5ZXUuvZzY2t7Z3srt7typKJGV1GolINj2imOAhqwMHwZqxZCTwBGt4/Yux37hjUvEovIFBzJyAd EPuc0pAS242d0lA8ntsVs0zbLZrsnBdVi48tKHHgJRx/8h0s3mraE2AF4k9I3k0Q83NfrU7EU0CFgIVRKmWbcXgDIkETgUbZdqJYjGhfdJlLU1DEjDlDCe/jPChVjrYj6SuEPBE/T0xJIFSg8DTnQGBnpr3xuJ/X isB/8QZ8jBOgIV0ushPBIYIj4PBHS4ZBTHQhFDJ9a2Y9ogkFHR8GR2CPf/yIqmXiqdF+6qUr5zP0kijA5RDBWSjY1RBVVRDdUTRI3pGr+jNeDJejHfjY9qaMmYz++gPjM8f1EGYkw==</latexit><latexit sha1_base64="hitYC1yfHZJCC2AAx01Y72/jNNI=">AAACCnicbVC7TgJBFJ3FF+ILtbSZw JpgQ3ZpfCQkRBsaE4wiJLDZzA6zMGH2kZm7RoL0Nv6KjYUaW7/Azr9xeBQKnuQmJ+fcm3vv8WLBFVjWt5FaWl5ZXUuvZzY2t7Z3srt7typKJGV1GolINj2imOAhqwMHwZqxZCTwBGt4/Yux37hjUvEovIFBzJyAd EPuc0pAS242d0lA8ntsVs0zbLZrsnBdVi48tKHHgJRx/8h0s3mraE2AF4k9I3k0Q83NfrU7EU0CFgIVRKmWbcXgDIkETgUbZdqJYjGhfdJlLU1DEjDlDCe/jPChVjrYj6SuEPBE/T0xJIFSg8DTnQGBnpr3xuJ/X isB/8QZ8jBOgIV0ushPBIYIj4PBHS4ZBTHQhFDJ9a2Y9ogkFHR8GR2CPf/yIqmXiqdF+6qUr5zP0kijA5RDBWSjY1RBVVRDdUTRI3pGr+jNeDJejHfjY9qaMmYz++gPjM8f1EGYkw==</latexit>
s1: Blue
<latexit sha1_base64="r9XBhg6j/H0ysVlPiWNZ3wR8iiA=">AAAB8XicdVDLSsNAFJ 34rPVVdelmsBVchaSNtXFV6sZlBWMLaSiT6aQdOsmEmYlQQj/DjQsVt/6NO//G6UNQ0QMXDufcy733hCmjUlnWh7Gyura+sVnYKm7v7O7tlw4O7yTPBCYe5oyLbogkYTQhnqKKkW4q CIpDRjrh+Grmd+6JkJQnt2qSkiBGw4RGFCOlJb8i+3blErZYRvqlsmVarltz6tAyq27dajianFcdp+ZC27TmKIMl2v3Se2/AcRaTRGGGpPRtK1VBjoSimJFpsZdJkiI8RkPia5qgmMg gn588hadaGcCIC12JgnP1+0SOYikncag7Y6RG8rc3E//y/ExFjSCnSZopkuDFoihjUHE4+x8OqCBYsYkmCAuqb4V4hATCSqdU1CF8fQr/J17VdE37plputpZpFMAxOAFnwAYXoAmuQR t4AAMOHsATeDaU8Wi8GK+L1hVjOXMEfsB4+wRpJZA+</latexit><latexit sha1_base64="r9XBhg6j/H0ysVlPiWNZ3wR8iiA=">AAAB8XicdVDLSsNAFJ 34rPVVdelmsBVchaSNtXFV6sZlBWMLaSiT6aQdOsmEmYlQQj/DjQsVt/6NO//G6UNQ0QMXDufcy733hCmjUlnWh7Gyura+sVnYKm7v7O7tlw4O7yTPBCYe5oyLbogkYTQhnqKKkW4q CIpDRjrh+Grmd+6JkJQnt2qSkiBGw4RGFCOlJb8i+3blErZYRvqlsmVarltz6tAyq27dajianFcdp+ZC27TmKIMl2v3Se2/AcRaTRGGGpPRtK1VBjoSimJFpsZdJkiI8RkPia5qgmMg gn588hadaGcCIC12JgnP1+0SOYikncag7Y6RG8rc3E//y/ExFjSCnSZopkuDFoihjUHE4+x8OqCBYsYkmCAuqb4V4hATCSqdU1CF8fQr/J17VdE37plputpZpFMAxOAFnwAYXoAmuQR t4AAMOHsATeDaU8Wi8GK+L1hVjOXMEfsB4+wRpJZA+</latexit><latexit sha1_base64="r9XBhg6j/H0ysVlPiWNZ3wR8iiA=">AAAB8XicdVDLSsNAFJ 34rPVVdelmsBVchaSNtXFV6sZlBWMLaSiT6aQdOsmEmYlQQj/DjQsVt/6NO//G6UNQ0QMXDufcy733hCmjUlnWh7Gyura+sVnYKm7v7O7tlw4O7yTPBCYe5oyLbogkYTQhnqKKkW4q CIpDRjrh+Grmd+6JkJQnt2qSkiBGw4RGFCOlJb8i+3blErZYRvqlsmVarltz6tAyq27dajianFcdp+ZC27TmKIMl2v3Se2/AcRaTRGGGpPRtK1VBjoSimJFpsZdJkiI8RkPia5qgmMg gn588hadaGcCIC12JgnP1+0SOYikncag7Y6RG8rc3E//y/ExFjSCnSZopkuDFoihjUHE4+x8OqCBYsYkmCAuqb4V4hATCSqdU1CF8fQr/J17VdE37plputpZpFMAxOAFnwAYXoAmuQR t4AAMOHsATeDaU8Wi8GK+L1hVjOXMEfsB4+wRpJZA+</latexit><latexit sha1_base64="r9XBhg6j/H0ysVlPiWNZ3wR8iiA=">AAAB8XicdVDLSsNAFJ 34rPVVdelmsBVchaSNtXFV6sZlBWMLaSiT6aQdOsmEmYlQQj/DjQsVt/6NO//G6UNQ0QMXDufcy733hCmjUlnWh7Gyura+sVnYKm7v7O7tlw4O7yTPBCYe5oyLbogkYTQhnqKKkW4q CIpDRjrh+Grmd+6JkJQnt2qSkiBGw4RGFCOlJb8i+3blErZYRvqlsmVarltz6tAyq27dajianFcdp+ZC27TmKIMl2v3Se2/AcRaTRGGGpPRtK1VBjoSimJFpsZdJkiI8RkPia5qgmMg gn588hadaGcCIC12JgnP1+0SOYikncag7Y6RG8rc3E//y/ExFjSCnSZopkuDFoihjUHE4+x8OqCBYsYkmCAuqb4V4hATCSqdU1CF8fQr/J17VdE37plputpZpFMAxOAFnwAYXoAmuQR t4AAMOHsATeDaU8Wi8GK+L1hVjOXMEfsB4+wRpJZA+</latexit>
s2: Red
<latexit sha1_base64="92ChChZviNHHPgwD+Go+q0jc7xc=">AAAB8HicdVBNS8NAEN3 Ur1q/qh69LLaCp5CklhpPRS8eqxhbbEPZbLbt0s0m7G6EEvovvHhQ8erP8ea/cdNWUNEHA4/3ZpiZFySMSmVZH0ZhaXllda24XtrY3NreKe/u3co4FZh4OGax6ARIEkY58RRVjHQSQVAU MNIOxhe5374nQtKY36hJQvwIDTkdUIyUlu6qsu9Uz+A1CfvlimU2LNet16BlWjWn5tZzYtcd5wTapjVDBSzQ6pffe2GM04hwhRmSsmtbifIzJBTFjExLvVSSBOExGpKuphxFRPrZ7OIpP NJKCAex0MUVnKnfJzIUSTmJAt0ZITWSv71c/Mvrpmpw6meUJ6kiHM8XDVIGVQzz92FIBcGKTTRBWFB9K8QjJBBWOqSSDuHrU/g/8RzTNe0rp9I8X6RRBAfgEBwDGzRAE1yCFvAABhw8gC fwbEjj0XgxXuetBWMxsw9+wHj7BISzj7Y=</latexit><latexit sha1_base64="92ChChZviNHHPgwD+Go+q0jc7xc=">AAAB8HicdVBNS8NAEN3 Ur1q/qh69LLaCp5CklhpPRS8eqxhbbEPZbLbt0s0m7G6EEvovvHhQ8erP8ea/cdNWUNEHA4/3ZpiZFySMSmVZH0ZhaXllda24XtrY3NreKe/u3co4FZh4OGax6ARIEkY58RRVjHQSQVAU MNIOxhe5374nQtKY36hJQvwIDTkdUIyUlu6qsu9Uz+A1CfvlimU2LNet16BlWjWn5tZzYtcd5wTapjVDBSzQ6pffe2GM04hwhRmSsmtbifIzJBTFjExLvVSSBOExGpKuphxFRPrZ7OIpP NJKCAex0MUVnKnfJzIUSTmJAt0ZITWSv71c/Mvrpmpw6meUJ6kiHM8XDVIGVQzz92FIBcGKTTRBWFB9K8QjJBBWOqSSDuHrU/g/8RzTNe0rp9I8X6RRBAfgEBwDGzRAE1yCFvAABhw8gC fwbEjj0XgxXuetBWMxsw9+wHj7BISzj7Y=</latexit><latexit sha1_base64="92ChChZviNHHPgwD+Go+q0jc7xc=">AAAB8HicdVBNS8NAEN3 Ur1q/qh69LLaCp5CklhpPRS8eqxhbbEPZbLbt0s0m7G6EEvovvHhQ8erP8ea/cdNWUNEHA4/3ZpiZFySMSmVZH0ZhaXllda24XtrY3NreKe/u3co4FZh4OGax6ARIEkY58RRVjHQSQVAU MNIOxhe5374nQtKY36hJQvwIDTkdUIyUlu6qsu9Uz+A1CfvlimU2LNet16BlWjWn5tZzYtcd5wTapjVDBSzQ6pffe2GM04hwhRmSsmtbifIzJBTFjExLvVSSBOExGpKuphxFRPrZ7OIpP NJKCAex0MUVnKnfJzIUSTmJAt0ZITWSv71c/Mvrpmpw6meUJ6kiHM8XDVIGVQzz92FIBcGKTTRBWFB9K8QjJBBWOqSSDuHrU/g/8RzTNe0rp9I8X6RRBAfgEBwDGzRAE1yCFvAABhw8gC fwbEjj0XgxXuetBWMxsw9+wHj7BISzj7Y=</latexit><latexit sha1_base64="92ChChZviNHHPgwD+Go+q0jc7xc=">AAAB8HicdVBNS8NAEN3 Ur1q/qh69LLaCp5CklhpPRS8eqxhbbEPZbLbt0s0m7G6EEvovvHhQ8erP8ea/cdNWUNEHA4/3ZpiZFySMSmVZH0ZhaXllda24XtrY3NreKe/u3co4FZh4OGax6ARIEkY58RRVjHQSQVAU MNIOxhe5374nQtKY36hJQvwIDTkdUIyUlu6qsu9Uz+A1CfvlimU2LNet16BlWjWn5tZzYtcd5wTapjVDBSzQ6pffe2GM04hwhRmSsmtbifIzJBTFjExLvVSSBOExGpKuphxFRPrZ7OIpP NJKCAex0MUVnKnfJzIUSTmJAt0ZITWSv71c/Mvrpmpw6meUJ6kiHM8XDVIGVQzz92FIBcGKTTRBWFB9K8QjJBBWOqSSDuHrU/g/8RzTNe0rp9I8X6RRBAfgEBwDGzRAE1yCFvAABhw8gC fwbEjj0XgxXuetBWMxsw9+wHj7BISzj7Y=</latexit>
s1: Blue
<latexit sha1_base64="r9XBhg6j/H0ysVlPiWNZ3wR8iiA=">AAAB8XicdVDLSsNAFJ 34rPVVdelmsBVchaSNtXFV6sZlBWMLaSiT6aQdOsmEmYlQQj/DjQsVt/6NO//G6UNQ0QMXDufcy733hCmjUlnWh7Gyura+sVnYKm7v7O7tlw4O7yTPBCYe5oyLbogkYTQhnqKKkW4q CIpDRjrh+Grmd+6JkJQnt2qSkiBGw4RGFCOlJb8i+3blErZYRvqlsmVarltz6tAyq27dajianFcdp+ZC27TmKIMl2v3Se2/AcRaTRGGGpPRtK1VBjoSimJFpsZdJkiI8RkPia5qgmMg gn588hadaGcCIC12JgnP1+0SOYikncag7Y6RG8rc3E//y/ExFjSCnSZopkuDFoihjUHE4+x8OqCBYsYkmCAuqb4V4hATCSqdU1CF8fQr/J17VdE37plputpZpFMAxOAFnwAYXoAmuQR t4AAMOHsATeDaU8Wi8GK+L1hVjOXMEfsB4+wRpJZA+</latexit><latexit sha1_base64="r9XBhg6j/H0ysVlPiWNZ3wR8iiA=">AAAB8XicdVDLSsNAFJ 34rPVVdelmsBVchaSNtXFV6sZlBWMLaSiT6aQdOsmEmYlQQj/DjQsVt/6NO//G6UNQ0QMXDufcy733hCmjUlnWh7Gyura+sVnYKm7v7O7tlw4O7yTPBCYe5oyLbogkYTQhnqKKkW4q CIpDRjrh+Grmd+6JkJQnt2qSkiBGw4RGFCOlJb8i+3blErZYRvqlsmVarltz6tAyq27dajianFcdp+ZC27TmKIMl2v3Se2/AcRaTRGGGpPRtK1VBjoSimJFpsZdJkiI8RkPia5qgmMg gn588hadaGcCIC12JgnP1+0SOYikncag7Y6RG8rc3E//y/ExFjSCnSZopkuDFoihjUHE4+x8OqCBYsYkmCAuqb4V4hATCSqdU1CF8fQr/J17VdE37plputpZpFMAxOAFnwAYXoAmuQR t4AAMOHsATeDaU8Wi8GK+L1hVjOXMEfsB4+wRpJZA+</latexit><latexit sha1_base64="r9XBhg6j/H0ysVlPiWNZ3wR8iiA=">AAAB8XicdVDLSsNAFJ 34rPVVdelmsBVchaSNtXFV6sZlBWMLaSiT6aQdOsmEmYlQQj/DjQsVt/6NO//G6UNQ0QMXDufcy733hCmjUlnWh7Gyura+sVnYKm7v7O7tlw4O7yTPBCYe5oyLbogkYTQhnqKKkW4q CIpDRjrh+Grmd+6JkJQnt2qSkiBGw4RGFCOlJb8i+3blErZYRvqlsmVarltz6tAyq27dajianFcdp+ZC27TmKIMl2v3Se2/AcRaTRGGGpPRtK1VBjoSimJFpsZdJkiI8RkPia5qgmMg gn588hadaGcCIC12JgnP1+0SOYikncag7Y6RG8rc3E//y/ExFjSCnSZopkuDFoihjUHE4+x8OqCBYsYkmCAuqb4V4hATCSqdU1CF8fQr/J17VdE37plputpZpFMAxOAFnwAYXoAmuQR t4AAMOHsATeDaU8Wi8GK+L1hVjOXMEfsB4+wRpJZA+</latexit><latexit sha1_base64="r9XBhg6j/H0ysVlPiWNZ3wR8iiA=">AAAB8XicdVDLSsNAFJ 34rPVVdelmsBVchaSNtXFV6sZlBWMLaSiT6aQdOsmEmYlQQj/DjQsVt/6NO//G6UNQ0QMXDufcy733hCmjUlnWh7Gyura+sVnYKm7v7O7tlw4O7yTPBCYe5oyLbogkYTQhnqKKkW4q CIpDRjrh+Grmd+6JkJQnt2qSkiBGw4RGFCOlJb8i+3blErZYRvqlsmVarltz6tAyq27dajianFcdp+ZC27TmKIMl2v3Se2/AcRaTRGGGpPRtK1VBjoSimJFpsZdJkiI8RkPia5qgmMg gn588hadaGcCIC12JgnP1+0SOYikncag7Y6RG8rc3E//y/ExFjSCnSZopkuDFoihjUHE4+x8OqCBYsYkmCAuqb4V4hATCSqdU1CF8fQr/J17VdE37plputpZpFMAxOAFnwAYXoAmuQR t4AAMOHsATeDaU8Wi8GK+L1hVjOXMEfsB4+wRpJZA+</latexit>
s2: Red
<latexit sha1_base64="92ChChZviNHHPgwD+Go+q0jc7xc=">AAAB8HicdVBNS8NAEN3 Ur1q/qh69LLaCp5CklhpPRS8eqxhbbEPZbLbt0s0m7G6EEvovvHhQ8erP8ea/cdNWUNEHA4/3ZpiZFySMSmVZH0ZhaXllda24XtrY3NreKe/u3co4FZh4OGax6ARIEkY58RRVjHQSQVAU MNIOxhe5374nQtKY36hJQvwIDTkdUIyUlu6qsu9Uz+A1CfvlimU2LNet16BlWjWn5tZzYtcd5wTapjVDBSzQ6pffe2GM04hwhRmSsmtbifIzJBTFjExLvVSSBOExGpKuphxFRPrZ7OIpP NJKCAex0MUVnKnfJzIUSTmJAt0ZITWSv71c/Mvrpmpw6meUJ6kiHM8XDVIGVQzz92FIBcGKTTRBWFB9K8QjJBBWOqSSDuHrU/g/8RzTNe0rp9I8X6RRBAfgEBwDGzRAE1yCFvAABhw8gC fwbEjj0XgxXuetBWMxsw9+wHj7BISzj7Y=</latexit><latexit sha1_base64="92ChChZviNHHPgwD+Go+q0jc7xc=">AAAB8HicdVBNS8NAEN3 Ur1q/qh69LLaCp5CklhpPRS8eqxhbbEPZbLbt0s0m7G6EEvovvHhQ8erP8ea/cdNWUNEHA4/3ZpiZFySMSmVZH0ZhaXllda24XtrY3NreKe/u3co4FZh4OGax6ARIEkY58RRVjHQSQVAU MNIOxhe5374nQtKY36hJQvwIDTkdUIyUlu6qsu9Uz+A1CfvlimU2LNet16BlWjWn5tZzYtcd5wTapjVDBSzQ6pffe2GM04hwhRmSsmtbifIzJBTFjExLvVSSBOExGpKuphxFRPrZ7OIpP NJKCAex0MUVnKnfJzIUSTmJAt0ZITWSv71c/Mvrpmpw6meUJ6kiHM8XDVIGVQzz92FIBcGKTTRBWFB9K8QjJBBWOqSSDuHrU/g/8RzTNe0rp9I8X6RRBAfgEBwDGzRAE1yCFvAABhw8gC fwbEjj0XgxXuetBWMxsw9+wHj7BISzj7Y=</latexit><latexit sha1_base64="92ChChZviNHHPgwD+Go+q0jc7xc=">AAAB8HicdVBNS8NAEN3 Ur1q/qh69LLaCp5CklhpPRS8eqxhbbEPZbLbt0s0m7G6EEvovvHhQ8erP8ea/cdNWUNEHA4/3ZpiZFySMSmVZH0ZhaXllda24XtrY3NreKe/u3co4FZh4OGax6ARIEkY58RRVjHQSQVAU MNIOxhe5374nQtKY36hJQvwIDTkdUIyUlu6qsu9Uz+A1CfvlimU2LNet16BlWjWn5tZzYtcd5wTapjVDBSzQ6pffe2GM04hwhRmSsmtbifIzJBTFjExLvVSSBOExGpKuphxFRPrZ7OIpP NJKCAex0MUVnKnfJzIUSTmJAt0ZITWSv71c/Mvrpmpw6meUJ6kiHM8XDVIGVQzz92FIBcGKTTRBWFB9K8QjJBBWOqSSDuHrU/g/8RzTNe0rp9I8X6RRBAfgEBwDGzRAE1yCFvAABhw8gC fwbEjj0XgxXuetBWMxsw9+wHj7BISzj7Y=</latexit><latexit sha1_base64="92ChChZviNHHPgwD+Go+q0jc7xc=">AAAB8HicdVBNS8NAEN3 Ur1q/qh69LLaCp5CklhpPRS8eqxhbbEPZbLbt0s0m7G6EEvovvHhQ8erP8ea/cdNWUNEHA4/3ZpiZFySMSmVZH0ZhaXllda24XtrY3NreKe/u3co4FZh4OGax6ARIEkY58RRVjHQSQVAU MNIOxhe5374nQtKY36hJQvwIDTkdUIyUlu6qsu9Uz+A1CfvlimU2LNet16BlWjWn5tZzYtcd5wTapjVDBSzQ6pffe2GM04hwhRmSsmtbifIzJBTFjExLvVSSBOExGpKuphxFRPrZ7OIpP NJKCAex0MUVnKnfJzIUSTmJAt0ZITWSv71c/Mvrpmpw6meUJ6kiHM8XDVIGVQzz92FIBcGKTTRBWFB9K8QjJBBWOqSSDuHrU/g/8RzTNe0rp9I8X6RRBAfgEBwDGzRAE1yCFvAABhw8gC fwbEjj0XgxXuetBWMxsw9+wHj7BISzj7Y=</latexit>
Figure 1: Sample realization of the characteristic matrixH. The random variable θ represents the message
index whereas S represents the latent variable.
flawed privacy policies that lead to privacy leakages such as the infamous Facebook-Cambridge-Analytica
incident in 2015 [2].
The default technical approach to preserve privacy when data is retrieved from one or more databases
is to allow for private information retrieval (PIR) [3]. By employing a PIR scheme, a user can download
intended messages without revealing the message indices to the database. The PIR problem was initially
introduced assuming limits on the computational capabilities of the databases [4]. Given the ever-increasing
computational power of high-performance computing, approaches that achieve information-theoretic pri-
vacy have recently gained significant attention [5–40] for different model setups. These approaches investi-
gate the PIR capacity, defined as the maximum ratio of the desired data to the total amount of downloaded
data. However, when a single database is considered or databases belong to a single operator as is the case for
the majority of online services, information-theoretic PIR methods degenerate to communication-expensive
solutions requiring the download of the entire database to guarantee privacy.
In this paper, we investigate if the download cost for the single database scenario can be reduced, while
still protecting user privacy. We argue that the content queried by the user is often an intermediate data
product that is exploited to infer latent data traits. We focus on providing information-theoretic privacy for
the latent traits, even if the intermediate data is exposed. We model the user profile with a latent variable
model captured by a latent random variable S.
To provide an example, consider that Alice uses a streaming service hosting three movies labeled by
index θ ∈ {1, 2, 3}. The movie access patterns are analyzed to infer if Alice leans towards the blue or the
red party. Here, the latent variable S takes only two values, namely red and blue. The relationship between
the content and the affiliation is captured by the conditional probability distribution Pr(S|θ), expressed as
a matrix H of size 2 × 3, with the (t, k) element being htk = Pr(S = st|θ = k). A sample realization of
H is shown in Fig 1. Evidently, if Alice retrieves all three movies, she is associated with each affiliation
equiprobably (the marginal distribution of S is uniform). However, the same privacy constraint can be
satisfied with a lower download cost. If Alice wants to retrieve Movie 3, then querying set {3} is sufficient
to hide Alice’s political affiliation. Although, under this query strategy, the message index is leaked to the
database, the index reveals no additional information with respect to the latent variable S, which remains
uniformly distributed. If Alice wants to retrieve either Movie 1 or Movie 2, then querying set {1, 2} yields a
uniform marginal distribution on S. This toy example demonstrates two important points: (a) by considering
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Figure 2: Latent-variable PIR (LV-PIR) setting for one DB.
the privacy of the latent variable, the download cost of PIR can be reduced even for a single database, and
(b) the cost becomes dependent on the intended message k and the conditional distribution Pr(S|θ) captured
byH.
In this paper, we investigate the advantages of a privacy model that focuses on protecting latent variables
as opposed to the data retrieval patterns. We formulate the latent-variable PIR (LV-PIR) problem under
a simple, but practically relevant setting of one uncoded database and provide relevant correctness and
privacy definitions. We derive privacy constraints to meet those privacy definitions and formulate a general
optimization problem for minimizing the download cost of the LV-PIR. We show that the optimal cost is
dependent on the structure and values ofH. In the extreme case whereH is full column rank (each message
imposes a unique distribution on S), we show that no improvements can be achieved relevant to the classic
PIR definition. For the more reasonable case where groups of messages yield the same distribution on S,
we construct a query strategy based on the structure of H which reduces the average download cost by a
constant factor. Finding the optimal LV-PIR strategy for anyH is left as an open problem.
2 Problem Formulation
We consider the PIR setting in Fig. 2 where a setW = {W1,W2, . . . ,WK} ofK independent messages,
each of size L, are stored on one database (DB). The user draws a message index θ ∼ ~p, where ~p denotes
the K × 1 vector containing the probabilities of selecting the K messages, i.e., ~p = [Pr(θ = 1) Pr(θ =
1) · · · Pr(θ = K)]T . The user is interested in retrieving message Wθ while hiding a latent variable S,
which can take one of T values from alphabet S = {s1, s2, . . . , sT }. The variable S is dependent on the
message index θ, as described by the conditional probability Pr(S = st|θ = k) where t ∈ [1 : T ] when the
desired message is Wθ=k, k ∈ [1 : K]. We capture this conditional probability via a T ×K matrixH with
[H]t,k , htk = Pr(S = st|θ = k).
We focus on the case where the matrixH is fixed and publicly-known to the DB and the user. Let
−−→
H(t)
be the tth row of H and ~p be the message probability column vector. The prior distribution of S can be
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obtained fromH and ~p as
Pr(S = st) =
K∑
k=1
Pr(θ = k) · Pr(S = st|θ = k) =
−−→
H(t) · ~p. (1)
To retrieve messageWθ, the user submits a queryQ(θ) to the DB. The DB determines the corresponding
answer A(θ) as a function of the query Q(θ) and the K messages. Therefore,
H(A(θ)|Q(θ),W1, . . . ,WK) = 0. (2)
The variables S → θ → Q(θ) form a Markov chain as S is conditionally independent of Q(θ) given the
index θ, i.e.,
Pr(S = st|θ = k,Q(θ) = q) = Pr(S = st|θ = k). (3)
An LV-PIR scheme must satisfy the following correctness and privacy constraints.
• Correctness Constraint: The user must be able to recover the requested message Wθ from A(θ),
H(Wθ|Q(θ), A(θ)) = 0. (4)
• Latent-variable Privacy Constraint: The latent variable S should be independent of the submitted
query Q(θ) and its corresponding answer A(θ), i.e, Q(θ) and A(θ) should not leak any additional information
about S than what is known by the prior distribution of S. For any realization of (Q(θ) = q, A(θ) = a), we
must have
Pr(S = st|Q(θ) = q, A(θ) = a) = Pr(S = st) =
−−→
H(t) · ~p. (5)
Equivalently, the condition in (5) can be expressed as:
I(S;Q(θ), A(θ)) = 0. (6)
We focus on the case where all messages are equiprobable, i.e., ~p = 1K~1, where ~1 denotes the K × 1
all-ones column vector. The privacy constraint in (5) can be rewritten as:
Pr(S = st|Q(θ) = q, A(θ) = a) = Pr(S = st) = 1
K
−−→
H(t) · ~1. (7)
We evaluate the overhead of LV-PIR schemes using the download cost for recovering a desired message
while achieving the latent-variable privacy constraint. However, since the structure of H might not be
symmetric, the download cost becomes message-dependent. Therefore, we consider the average download
cost over all messages. Let DH(k) be the number of downloaded bits for a desired message Wk and a
characteristic matrixH. The average number of downloaded bits is then DH = 1K
∑K
k=1DH(k). The pair
(L,DH) is said to be achievable if there exists an LV-PIR scheme that satisfies the correctness (eq. 4) and
latent-variable privacy (eq. 7) constraints, and can retrieve a message of size L bits by downloading an
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average of DH bits. Our goal is to understand the optimal download cost D∗(H), defined as
D∗(H) = min{DH/L : (L,DH) is achievable}. (8)
3 Main Results
As a baseline, the classical PIR scheme for one DB, i.e., downloading all K messages also satisfies
latent-variable privacy. This is because the query of downloading all messages is independent of θ, and by
the Markov chain, S → θ → Q(θ), is also independent of S. Thus, the baseline scheme gives a trivial bound
D∗(H) ≤ K. Suppose now there is a scheme that only downloads a subset of the K messages including
the requested message. It is obvious that this scheme no longer satisfies message index privacy, however,
depending onH, the latent-variable privacy constraint in (7) could still be satisfied. To demonstrate this, let
us revisit the motivating example in Fig. 1 in further detail.
Example 1. Consider three messages indexed by θ = {1, 2, 3} that are related to a latent variable S taking
two values s1 and s2. LetH, expressing the relationship (conditional probability) between S and θ, be
H =
[
0.1 0.9 0.5
0.9 0.1 0.5
]
. (9)
From (1) and (9), the prior distribution of S can be computed as Pr(S = st) = 0.5, ∀t ∈ {1, 2}. Suppose
that the desired message is indexed by θ = 3. In this case, requesting message W3 alone leads to the same
distribution over S compared to the prior distribution. Suppose now that the desired message is indexed
by θ = 1 (respectively, θ = 2). In this case, requesting message W1 (respectively, W2) alone implies
a different posterior distribution on S compared to the prior distribution. To match the prior distribution,
whenever θ = 1 or θ = 2, the user can download both {W1,W2}. Based on this discussion, we have the
following query structure for the specificH:
Q(θ) =
{1, 2}, θ = 1 or θ = 2,{3}, θ = 3. (10)
It is easy to verify that the query structure satisfies the privacy constraint, i.e., Pr(S = st|Q(θ) = q) =
Pr(S = st) = 0.5, ∀t, q. The download cost for each message is DH(3) = 1 and DH(1) = DH(2) = 2.
Consequently, the average download cost DH = 1/3 · (2 + 2 + 1) = 5/3 < 3, which is lower than the
download cost of the classical PIR.
3.1 Sufficient Conditions for Latent Variable Privacy
In this section, we present sufficient conditions that any LV-PIR scheme must satisfy for an arbitraryH.
Suppose that the message index is θ = k, i.e., the desired message is Wk. Let the user send a subset query
Q(θ) =Mk of size |Mk| ≤ K to the DB, requesting to download all messages whose indices are inMk.
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The setMk can also be expressed as a K × 1 binary vector~bMk ∈ {0, 1}K with
~bMk(i) =
1, i ∈Mk,0, i 6∈ Mk. (11)
To satisfy the correctness constraint, the desired message k must be downloaded, i.e., k ∈Mk.
We assume a class of query structures such that the conditional distribution of θ given the query Q(θ) is
uniform and can be obtained as
Pr(θ = i|Q(θ) =Mk) =

1
|Mk| , i ∈Mk,
0, i 6∈ Mk.
(12)
In other words, given the query Q(θ) =Mk, all the messages inMk are equally likely to be requested from
the database perspective. In the next Lemma, we present a necessary condition for a subset query to satisfy
the latent-variable privacy constraint (7). Intuitively, this Lemma formalizes the privacy constraint, i.e., the
posterior distribution of S given any query realization should match the prior distribution of S.
Lemma 1. An LV-PIR scheme for one DB, aiming to download message Wk with a query Q(θ) =Mk, as
described by the binary vector~bMk , is private for a latent variable S if
1
|Mk|H ·
~bMk =
1
K
H · ~1. (13)
Proof. The above result follows due to the following arguments: a) if i 6∈ Mk, then i cannot be the requested
message index as the correctness constraint will be violated; and b) if i ∈Mk, then from DB’s perspective,
all the messages inMk are equiprobable. Given the above statements, we can now compute the conditional
distribution of S given Q(θ) =Mk (posterior of S given the query) as follows,
Pr(S = st|Q(θ) =Mk)
=
K∑
i=1
Pr(θ = i|Q(θ) =Mk) · Pr(S = st|θ = i, Q(θ) =Mk)
(a)
=
1
|Mk|
∑
i∈Mk
Pr(S = st|θ = i, Q(θ) =Mk)
(b)
=
1
|Mk|
∑
i∈Mk
Pr(S = st|θ = i) = 1|Mk|
−−→
H(t) ·~bMk , (14)
where (a) follows from (12) and (b) follows from (3). Hence, using (14), the query satisfies latent-variable
privacy constraint in (7), if 1|Mk|
−−→
H(t) ·~bMk = 1K
−−→
H(t) · ~1, ∀t ∈ [1 : T ], or equivalently, 1|Mk|H ·~bMk =
1
KH · ~1.
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3.2 A General LV-PIR Scheme based on exhaustive search (ES)
Using Lemma 1, we next describe a general LV-PIR scheme. We assume ` disjoint partitions of the
message indices L1, . . . ,L` such that Lj ⊆ [1 : K] and
∑`
j=1 |Lj | = K. In order to download a message
indexed by θ = k, the user sends the query Q(θ) = Lj such that k ∈ Lj . This query structure insures the
condition (12) is satisfied. That is for a given query Q(θ) = Lj , all the messages i ∈ Lj are equally likely.
The average number of downloaded bits for this LV-PIR scheme is given as follows:
DH =
1
K
K∑
k=1
DH(k) =
1
K
∑`
j=1
∑
k∈Lj
|Lj |L = L
K
∑`
j=1
|Lj |2. (15)
The key idea is that we can perform an exhaustive search over all possible partitions L1, . . . ,L` such
that the privacy condition in Lemma 1 is satisfied and that the average download cost is minimized. This
scheme leads to an upper bound on the optimal average download cost as stated in the following Theorem.
Theorem 1. The optimal average download cost for LV-PIR from one DB is upper bounded as follows
D∗(H) ≤ DES(H) = min
L1,...,L`
1
K
∑`
j=1
|Lj |2, (16)
s.t. Lj ⊆ [1 : K], ∪`j=1Lj = [1 : K], Lj ∩ Lj′ = ∅,
1
|Lj |H ·
~bLj =
1
K
H · ~1, ∀j 6= j′ ∈ [1 : `]. (17)
In the next Theorem, we show that when the characteristic matrix H is full column rank, then the ex-
haustive search scheme becomes equivalent to classical PIR, i.e., one cannot do any better than downloading
all K messages for LV-PIR.
Theorem 2. If the characteristic matrixH is full column rank, i.e., the columns ofH are independent, then
DES(H) = K. In other words, the exhaustive search scheme is equivalent to the classical PIR scheme of
downloading all K messages.
Proof. We prove this result by contradiction. Consider a matrix H with full column rank. For a requested
message index θ = k, suppose there exists a scheme that downloads a subset Q(θ) = Lj with k ∈ Lj and
|Lj | < K while satisfying latent-variable privacy constraint in Lemma 1:
1
|Lj |H ·
~bLj =
1
K
H · ~1. (18)
We can express this constraint as follows:
1
|Lj |
∑
i∈Lj
−−−−→
H(:, i) =
1
K
K∑
i=1
−−−−→
H(:, i), (19)
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where
−−−−→
H(:, i) is the ith column ofH. Rearranging (19), we get
K
∑
i∈Lj
−−−−→
H(:, i) = |Lj |
∑
i∈Lj
−−−−→
H(:, i) + |Lj |
∑
i 6∈Lj
−−−−→
H(:, i),
which can be rearranged as follows:
(K − |Lj |)
∑
i∈Lj
−−−−→
H(:, i) = |Lj |
∑
i/∈Lj
−−−−→
H(:, i). (20)
Let us consider any index c ∈ Lj . Then from (20), we have
−−−−→
H(:, c) =
|Lj |
K − |Lj |
∑
i/∈Lj
−−−−→
H(:, i)−
∑
i∈Lj\{c}
−−−−→
H(:, i). (21)
This implies that the column
−−−−→
H(:, c) can be written as a linear combination of the remaining K−1 columns
of H, contradicting the fact that H has full column rank. Thus, there does not exist any Lj with |Lj | < K
that satisfies (13).
The result of Theorem 2 may seem rather pessimistic indicating that when each message index “inde-
pendently” maps to the latent variable, then the only option is to download the entire database. However,
in many practical scenarios, the number of messages K (e.g., number of movies in a DB) is significantly
larger than the alphabet size |S| = T (e.g., political affiliation of a user). In these cases, the matrixH is not
full column rank and the message indices mapping to the latent variable are linearly dependent. WhenH is
not full column rank, one can always resort to the exhaustive search based scheme presented in Theorem 1.
However, this scheme has exponential complexity and may scale poorly with the size of the DB. Next,
we examine a special case for the characteristic matrix H for which we present a low-complexity LV-PIR
scheme that can also reduce the download cost.
3.3 Low-complexity LV-PIR Scheme
For practical cases when the number of messagesK is large (in comparison to T ), we expect that groups
of messages are statistically equivalent. For instance, a group of movies from the same director or the same
studio may imply a similar political affiliation (conditional probability). In such cases, the characteristic
matrix H can have several repeated columns. This gives the opportunity to make equivalent selections of
messages when constructing a query and potentially reduce the download cost. We first demonstrate this
with an example.
Example 2. Let us consider a LV-PIR setting with K = 6 messages, and a latent variable S taking T = 3
values, correlated via a matrixH of the form
H =

0.3 0.3 0.3 0.3 0.4 0.4
0.1 0.1 0.1 0.1 0.3 0.3
0.6 0.6 0.6 0.6 0.3 0.3
 . (22)
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We notice that this structure of H implies two groups of messages with the same mapping to the latent
variable S, G1 = {W1,W2,W3,W4}, and G2 = {W5,W6}. Assume downloading subsets G′1 ⊆ G1 and
G′2 ⊆ G2 of messages from the two groups, with the inclusion of the desired message. For such a query
structure, the privacy condition in Lemma 1 can be expressed as
|G′1|
|G′1|+ |G′2|

0.3
0.1
0.6
+ |G′1||G′1|+ |G′2|

0.4
0.3
0.3
 = 46

0.3
0.1
0.6
+ 26

0.4
0.3
0.3
 .
It is obvious that the choice G′1 = G1 and G′2 = G2 satisfies the above condition, which is the classical PIR
scheme (downloading all messages). Another choice that also satisfies the above constraint is to pick G′1 and
G′2 such that |G′1| = 2 and |G′2| = 1 (including the desired message). For instance, if message W1 is desired,
the user can download W1 along with any one of {W2,W3,W4} and any one message form {W5,W6}.
Hence, a possible query for retrieving W1 can be G′1 = {1, 2} and G′2 = {5}. The average download cost
for this scheme is therefore DH = DH(k) = 3, k ∈ [1 : 6].
In this example, we observe that the average download cost of LV-PIR is reduced by a constant factor
compared to the classical PIR. This factor is equal to the greatest common divisor between the groups sizes,
i.e., gcd(|G1|,|G2|) = 2. Building upon this motivating example, we next formalize our low-complexity
LV-PIR scheme.
A low-complexity LV-PIR scheme for groups. Consider the scenario when the set of messages indices
[1 : K] can be organized into P non-overlapping groups/subsets represented by G1, . . . ,GP , such that∑P
p=1 |Gp| = K. Two message indices k1 and k2 belong to the same group Gp if they have identical
columns in the matrix H, i.e.,
−−−−−→
H(:, k1) =
−−−−−→
H(:, k2). The following Theorem gives an LV-PIR scheme that
achieves an upper bound for the optimal download cost.
Theorem 3. For an LV-PIR problem with characteristic matrix H and P message groups, G1, . . . ,GP , the
optimal average download cost is upper bounded by
D∗(H) ≤ DG(H) = K/ρ, (23)
where ρ = gcd(|G1|, |G2|, . . . , |GP |).
Proof. For ease of illustration and without loss of generality, assume that the first |G1| message indices in
[1 : K] belong to G1, the following |G2| indices belong to G2, etc. Since matrix H has only P distinct
columns, let HG denote the reduced matrix from H only containing the P distinct columns in the same
order as inH. From (1), the prior distribution of S (or the RHS of (13)) can be expressed as
1
K
−→
H · ~1 = −→HG ·
[ |G1|
K
|G2|
K
· · · |GP |
K
]T
. (24)
Now, consider a queryMk for a desired message Wk, where k ∈ Mk for correctness. The queryMk can
be described in a general form as Mk = {G′1, . . . ,G′P }, i.e., a subset of messages with indices in the set
G′p ⊆ Gp are downloaded from group p, ∀p ∈ [1 : P ]. For this scheme, the posterior distribution of S given
9
the query (LHS of (13)) equals
1
|Mk|
−→
H ·~bk = −→HG ·
[ |G′1|
|Mk|
|G′2|
|Mk| · · ·
|G′P |
|Mk|
]T
. (25)
From (24), (25) and Lemma 1, this scheme satisfies latent-variable privacy if we have[ |G′1|
|Mk|
|G′2|
|Mk| · · ·
|G′P |
|Mk|
]
=
[ |G1|
K
|G2|
K
· · · |GP |
K
]
. (26)
To satisfy the above constraint, we must have
|G′p|
|Mk| =
|Gp|
K
, ∀p ∈ [1 : P ], (27)
which is equivalent to the following condition
|G′p1 |
|G′p2 |
=
|Gp1 |
|Gp2 |
, ∀p1, p2 ∈ [1 : P ]. (28)
Let ρ = gcd(|G1|, |G2|, . . . , |GP |). The user can download |G′p| = |Gp|/ρ messages from each group Gp to
satisfy (28), and consequently (27). The download cost for any message Wk, which for this scheme is equal
to the average download cost, can then be computed as
DG(H) =
P∑
p=1
|G′p| =
P∑
p=1
|Gp|
ρ
=
K
ρ
. (29)
This completes the proof of Theorem 3.
Remark 1 (On the optimality of the grouping LV-PIR scheme). We note that depending on the grouping
structure of H, the low complexity scheme can reduce the download cost whenever ρ > 1. For instance,
consider the case when H has all K repeated columns. In this case, P = 1, and ρ = K, i.e., DG(H) = 1.
In other words, we only download the desired message. On the other hand, if ρ = 1, then, DG(H) = K,
i.e., the grouping scheme is equivalent to traditional PIR. However, this scheme neglects the information
in the reduced matrix HG, which can be further exploited to reduce the download cost. For instance, the
exhaustive search scheme can provide better download efficiency as it takes into account the full information
ofH, as shown in the next example.
Example 3. Let us consider a LV-PIR setting with T = 3, K = 4, and the following characteristic matrix
H:
H =

0.3 0.1 0.1 0.3
0.4 0.2 0.5 0.1
0.3 0.7 0.4 0.6
 . (30)
From the structure of H, we have four groups in total, i.e., Gi = {i}, i = 1, 2, 3, 4 as all the four columns
are unique. In this case, we get ρ = gcd(1, 1, 1, 1) = 1, then according to Theorem 3 whenever a message
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is requested the grouping scheme downloads all K/ρ = K = 4 messages. However, the exhaustive search
scheme gives the following query:
Q(θ) =
L1 = {1, 2}, θ = 1 or θ = 2,L2 = {3, 4}, θ = 3 or θ = 4, (31)
which has a lower average download cost of DES(H) = 2 < 4. We can readily verify that the query in (31)
satisfies the latent-variable privacy constraint in Lemma 1. The prior distribution of S can be computed as
1
KH · ~1 = H · [1 1 1 1]T = [0.2 0.3 0.5]T . We can check that the posterior distribution of S given any
of the two possible queries matches the prior distribution. In particular, if Q(θ) = {1, 2}, then the posterior
distribution can be found as 12H · [1 1 0 0]T = [0.2 0.3 0.5]T , and similarly, if Q(θ) = {3, 4}, then the
posterior distribution can be found as 12H · [0 0 1 1]T = [0.2 0.3 0.5]T .
4 Discussion
In this paper, we introduced the problem of latent variable PIR, where information-theoretic privacy is
preserved with respect to a latent variable. We formulated the new privacy requirements for the LV-PIR
problem and introduced a general scheme that improves the download cost as a function of the characteristic
matrixH. We utilized the structure ofH to achieve a low-complexity LV-PIR construction when messages
are partitioned in groups with the same statistical properties with respect to the latent variable. An immediate
open problem is to obtain lower bounds and characterize the capacity of LV-PIR. Moreover, extensions of the
LV-PIR model to multiple databases and multiple latent variables are other possible interesting directions.
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