Abstract
Introduction
Wireless sensor network has received enormous attention over past few years. Wireless sensor network consists of a collection of distributed autonomous sensor devices which integrate microprocessor, radio, and a limited amount of storage. Localization, as one of the key techniques in Wireless Sensor Network, has been widely applied in the areas such as the environmental monitoring, robot navigation and health care. The main task of localization in wireless sensor network is to obtain the precise location of each node in the 2-dimensional or 3-dimendional plane [1] [2] . The most popular methods of location are angle of arrival (AOA), time of arrival (TOA) [3] , time difference of arrival (TDOA) [4] , and received signal strength indicator (RSSI) or energy. The signal direction of transmitted signal from anchor node is used in the AOA method to estimate the location. And this method needs that each node has a directive antenna. Although it can provide a reasonably high accuracy, it needs complex antenna configurations. TOA method measures the signal traveling time between nodes in wireless sensor network. TDOA method locates by measuring the signals' arrival time difference between anchor nodes and unknown node. It is able to achieve high ranging accuracy. As an inexpensive approach, RSS is one of the promising techniques that measure the power of received signal strength and thus, can convert the measured RSS value to distance. RSS method is an attractive method because it requires no additional hardware.
Ahn [5] proposed an environmental-adaptive RSSI-based indoor localization that is tolerant to parameter variations caused by environmental variations. The received signal strength index is used to calculate the distance between tags and reference nodes in the proposed method. And then the model parameters are updated online in a closed-loop feedback correction manner. The experiments show that the location accuracy of proposed method outperforms the existing localization chipset. Lee [6] proposed an accuracy refinement algorithm to increase the precision of real-time multi-target tracking in an indoor environment. With the adoption of RSSI signals, the distance from a target to each reference node can be intrinsically calculated and used to predict the target's location. Experiments show that the proposed method is a less complex yet flexible accuracy refinement algorithm. Paul [7] proposed a sigma-point Kalman smoother based location and tracking algorithm as a superior alternative for indoor positioning. Experiment results show that the proposed method is capable of accurate tracking, but the performance of the method is limited by several factors. Huang [8] proposed a particle filter framework that solves the localization problem in both stationary networks and manets. This paper studies the behavior of RSSI and AOA sensory data in the context of ad hoc localization problem by using both geometric analysis and computer simulations. Simulation results show that the proposed approach is enough to accommodate different sensory capacities regardless of the availability of ranging or sectoring. Chen [9] invested the wireless sensor network location nodes system. This system considered the communication performance and intrinsic safety. Molina [10] proposed a twostage search procedure that combines minimization of an error norm function with maximization of maximum likelihood function to solve the node positioning errors.
Since the received signal strength is influenced by environment seriously, we proposed an indoor mobile location algorithm to reduce the influence of propagation environment. We firstly introduce the shadowing model which is a more realistic propagation model to indicate the RSSI. And then least squares and maximum likelihood estimation is employed to estimate the parameters of the signal model. Finally the Cramer-Rao bound and location estimation is presented. This paper is organized as follows. In section 2 we introduce signal propagation model and then express least squares and maximum likelihood estimation to estimate parameter of the signal model. In section 3 we employ the extended Kalman filter to convert the signal to distance. Then we give Cramer-Rao bound to evaluate the location accuracy. We explore the performance of the algorithms by the experimental evaluations in section 4. The conclusions are given in section 5.
System Model
In this section, we firstly introduce the signal propagation model of wireless sensor network. We compare three classic propagation models in this paper. And then least squares and maximum likelihood is proposed to estimate the parameters of propagation model since the signal is easy to be influenced by the noise and disturbance.
The system architecture is: 
Signal Model
In this section, we address the signal propagation model in wireless sensor network. The most common signal propagation model in WSN is the free space model. The free space model assumes that the receiver within the communication radius of a transmitter can receive all the data packets correctly while receiver outside communication radius can not receive the data packet.
Where P t is the transmitted power, G t ,G r is the antenna gain of the transmitter and receiver
is the system loss,  is the wavelength. Normally G t =G r =1, L=1. The free space model is commonly adopted for its analytical simplicity, but it is based on unrealistic assumption of free space. The two-ray ground reflection model is more realistic than free space model. Since the signal travels in straight line is not the only way, the signal attenuation is great when they reflect off the ground. The two-ray ground reflection model takes account of not only the straight paths but also the reflex paths.
RSSI-based Indoor Mobile Localization in Wireless Sensor
, h t and h r are antenna height of transmitter and receiver respectively, L=1.
In the wireless sensor network communication system, multi-path propagation is a common phenomenon. The bleaching effect can lead to the received signal strength is a random variable at a certain distance. The shadowing model is widely used model in wireless communication. The shadowing model can be written by
is the path loss at reference distance of 0 d meters. d 0 is assumed to be 1m, and n is the path loss exponent. The shadowing model consists of two parts, path loss model and log-normal random variables. The path loss model can predict the average received signal strength when the distance is d. The log-random variables reflect the received signal strength varies randomly at certain distance.
We use chip CC2430 to measure the RSSI. The chip CC2430 with a whip antenna, which operates in the 2.4GHz ISM band, is the core of the node deployed in our experiments [11] . The chip supports the IEEE 802.15.4/ZigBee protocol. The relationship between measured RSSI values and distances is shown in figure 2. 
Parameter Estimation
The RSSI measurements are mainly influenced by propagation, such as obstacles, multi-path propagation fading and motion people. Fading is caused by interference between two or more versions of the transmitted signal which arrive at the receiver at slightly different time. Since the communication environment is complex, it induces unsteadiness of the signal. The RSSI-based location methods mainly depend on the path loss model that converts RSSI values into corresponding distances. So we propose least square and maximum likelihood to estimate the parameters of model. The parameters are different in different environments. So the accuracy of location is heavily influenced by the parameters. Firstly we estimate the parameters P(d 0 ) and n. We employ the least squares method to estimate these parameters. We assume that the ith measurement is
Where d i is the actual distance and P i is the measured RSSI. The propagation method of ith measurement as follows:
The parameter
can be calculated as follows: 
And we assume that X 0 is random variable with mean  and variance 2  .
The ith measurement is y i . The likelihood function is defined as:
The equation (7) can be rewritten as follows:
We can obtain the likelihood equations: 
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Extended Kalman Filter
The basic idea of the extended Kalman filter is to relinearise about each estimate as soon as it has been computed. When a new state estimate is made, a better reference stare trajectory is then incorporated into the estimation process. We assume that there are N beacon nodes in the field. The state equation of sensor i can be expressed as follows [12] [13] :
Where X(k+1) is the state vector at time k+1,   
 
, where 1  t is the sample period.
Let the state vector be
represents the distance between beacon nodes and mobile
represents the velocity of mobile node. The measurement equation of sensor i, which maps the target state in the Cartesian coordinates into the measurement space, can be expressed as follows:
Where Z(k) is an n-dimensional measurement, g(X i (k)) is a measurement function, and v i (k) is the Gaussian measurement noise. We can obtain the predicted state and prediction covariance. We can obtain the priori state estimate as follows:
Where X represents the estimate of state vector X. The state prediction as follows: The state update is given by:
The ranging estimation is expressed as: 
 
Where, 
Simulation and Results
In order to evaluation the performance of different location algorithms, a simulation has been developed. In this simulation, 9 beacon nodes and 1 unknown node are deployed in the room. The beacon nodes are fixed on the ceiling and unknown node is moving on the floor. And we pre-measured 30 points which is used to estimate the parameters of the signal propagation model in the field. When we obtain the parameters of the signal model, the mobile location will start. As shown in Fig.3 , the size of the field is a 50 m×80m rectangular. The ceiling height is 3.5m. The performance of each algorithm with different number of nodes is illustrated in Fig.5 . We can see that the performance of each algorithm get more accurate localization performance with the number of sensor increasing. ML has the biggest localization error which is about 3.3 meters, average localization accuracy of NFM is about 2.9 meter, and the average localization error of IMLA is 2.4 meter. We can see that the proposed IMLA has best localization performance. The Cramer-Rao bound is 0.4 meter. Figure 6 shows that when there are 9 beacon nodes, the comparison of location error based on the 60 sampling sites by adopting three location algorithms between Cramer-Rao bound. 
Conclusion
This work proposes indoor mobile localization algorithm in wireless sensor network. This algorithm is based on received signal strength indicator. We firstly present a shadowing model for wireless location systems. The model is more realistic than the existing radio path loss model. And then we employ the least squares and maximum likelihood method to estimate the parameters of shadowing model. Finally we employ the extended Kalman filter to convert the RSSI to distance. And we
