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STABILITY AND INSTABILITY FOR SOLUTIONS OF
BURGERS’ EQUATION WITH A
SEMILINEAR BOUNDARY CONDITION*
HOWARD A. LEVINE
Abstract. In this paper, we present several results concerning the long-time behavior of positive solutions
of Burgers’ equation u, uxx + euux, 0<x < 1, t>0, u(x, 0) given, subject to one of two pairs of boundary
conditions: (A) u(0, t)=0, ux(1, t)= auP(1, t), > 0, or (B) u(1, t)=0, u(0, t)=-auP(O, t), where 0< p <
oz. A complete stability-instability analysis is given. It is shown that some solutions can blow up in finite
time. Generalizations replacing euu by (f(u)), and au p by g(u) are discussed.
Key words. Burgers’ equation, stability, instability
AMS(MOS) subject classifications. 35K05, 35K20, 35K55, 35K60, 76E99
1. Introduction. In this paper, we consider two nonstandard initial-boundary value
problems for Burgers’ equation, namely
Ut lxx + EI,[i
ux(1, t)=au’(1, t)()
u(O, t)=O
u (x, O) Uo(X) prescribed
and
(B)
on (0, 1) x (0, oo),
on (0, oo),
on (0, oo),
on[O, 1]
u, u + eUUx on (0, 1) x (0, ),
u(1, t)= 0 on (0, o),
-ux(O, t)= auV(O, t) on (0, o),
u(x,O):uo(x) on [0,1].
Here p>0, e, a>0, while u p is defined as [ulP-lu. We observe that in this case
if(x, t)=-u(1- x, t) defines a one-to-one, onto correspondence between the solutions
of (A) and those of (B). This observation permits us to construct all the stationary
solutions of (A) (or (B)) for all real e, if we know only the positive stationary solutions
of (A) and (B) for e >_-0. (Nontrivial stationary solutions of (A) and (B) are necessarily
of one sign.)
Our interest in these problems is twofold. First, when e =0, (A) and (B) are
essentially the same problem. They have been studied from the point ofview ofpotential
well-theory (in several space dimensions) in a recent series of papers [6], [7]. The
arguments used therein establish the existence of a potential well for which solutions
starting in the well remain in the well and for which solutions starting in the exterior
of the well are unstable and, indeed, fail to exist for all time. However, when e 0,
such arguments, which demand the existence of a potential energy functional, cannot
be applied to problems (A) and (B), for which no such functional exists.
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 313
Second, in [1], [15], the authors have obtained partial results and done some
numerical experiments for
ut Uxx + euux + au p
(C) u(O,t)=u(1, t)=O
u (x, 0) prescribed
in (0, 1) x (0, oo),
on (0, oo),
on[O, 1].
It has been observed in [6], [7] that with e =0, potential well theory for (C) closely
parallels that for (A) (even in several space dimensions). We might therefore expect
that when e >0, the study of (A) or (B) might provide additional insight into the
behavior of solutions of (C).
Although this is true in some generalized sense, the analysis of the bifurcation
diagram for (C) is much less well understood than those for (A) or (B). However,
numerical calculations show that it is closer to (B) than to (A) in structure.
Our results are in the spirit of the framework considered by Hirsch [3] and Matano
[9], [10] for strongly order preserving systems. However, application of their general
results to our problem is complicated by the presence of the nonlinear term in the
boundary condition. Also we make very strong use of the qualitative dependence of
the stationary solutions upon e, which is probably special to the one space dimensional
character of our problem. We hope to pursue this matter in a later work.
Some (but not all) of our local existence results have been obtained by Amann
[14], in a more general setting. However, we include these proofs here to make our
work self-contained.
The plan of the paper is as follows. In 2, we characterize the set of nonnegative
stationary solutions for a generalization of (A), (B). We then obtain the set of stationary
solutions of (A), (B) and give the bifurcation diagrams. Verification of the nature of
the diagrams is given in Appendix I. In the third section we examine the questions of
stability and unstability of the set of stationary solutions. Finally we briefly discuss
the question of local existence and continuation in 4.
(A1)
and
(B1)
2. Stationary solutions. Here we consider stationary solutions for
u,:uxx+(f(u))x on (0, 1) (0, c),
u:(1, t)= g(u(1, t)) on (0,
u(0, t) =0 on (0, c),
u(x, O): Uo(X) on [0, 1]
u,:u,,,,+(f(u)),, on (0, 1) (0, c),
u(1, t)=O on (0, o),
-ux(O, t)= g(u(O, t)) on (0, ),
u(x, O)= Uo(X) on [0, 1 ],
where f, g are real valued, continuously ditterentiable functions defined on R with
f(0)=g(0)=0 and where ug(u)>O if u0. We will impose additional hypotheses
below. However, these will include the choicef(u) eu2/2, g(u)= alulP-lu with p > 0.
We shall focus on the behavior of nonnegative solutions of (A1), (B1) and their
corresponding stationary problems.
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314 HOWARD A. LEVINE
The following lemma is a simple consequence of the first and second maximum
principles for elliptic equations. No particular sign assumptions need be placed on f’,
LEMMA 2.1. Letf be twice continuously differentiable. Nonzero stationary solutions
of (A1) and (B1) cannot change sign. Positive solutions w(x) of (A1) satisfy w’(x) > 0
on [0, 1], while positive solutions of (B1) satisfy w’(x)< 0 on [0, 1].
Proof The first statement follows from the maximum principle. For the first part
of the second statement, we must have w’(0)>_-0. This inequality is strict unless w 0.
If w’ changed sign on [0, 1), w would have an interior maximum which cannot happen
unless w constant 0. If w’(1) 0, then, from the Hopf second principle, w(x) =- w(1)
and consequently w(x) =- O. If, for some Xo 6 (0, 1) w’(xo) 0 and w’(x) >-_ 0 otherwise,
then w"(xo)=0 also. However v=w’ then satisfies v"+f’(w)v’+f"(w)v2=O with
V(Xo) v’(Xo) 0. By uniqueness, v =- 0 and again w(x) =- w(1).
A similar argument holds for the second part of the second statement. [3
THEOREM 2.1A. Let f’ > 0 for u > O. Let w(x) be a positive stationary solution of
(A), C2 on (0, 1) and C on [0, 1]. Let w =- w(1). Then
w() do"(2.)
o g(w)+f(w)-f()-x
for 0
-
x 1. Conversely, if w > 0 solves
(2.2) do-g(14]1) +f(11) --f(O’) 1,
and w solves (2.1) with this degree of smoothness, with w(1)= w, then w is a positive
staionary solution of (A).
TORM 2.lB. Let f>-0 for u >-O. Let w(x) be a positive stationary solution of
(B), C2 on (0, 1) and C on [0, 1]. Let wo w(0). Then
w() do"(2.3) g(wo)-f(wo) +f(,) 1 x
for 0
--
x
--
1 and g(wo) -f(wo) > O. Conversely, if w(O) Wo > O, g(wo) -f(wo) > O, Wo
solves
do"(2.4) g(wo)-f(wo)+f(o’) 1,
w solves (2.3) with this degree ofsmoothness, and w(O) wo, then w is a positive stationary
solution of (B).
Proof. To prove the first of these, we note that (2.1) and (2.2) follow from
w"(x+(f((xl’=o, 0<x < ,
w(0l -’( + g(w(ll =0,
after noting that w’(x)= -f(w(x))+f(w)+ g(w)>0 and a second quadrature.
For the converse, we observe that if w(. satisfies (2.1), then w(x) < w if x < 1.
To see this, suppose that w()->_ w for some e[0, 1). If h(o.)--g(wl)+f(w)-f(o.)
has no roots, then h(o-)> 0 and
Iow-do" (x) do"1 h(o") h(o")D
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 315
SO that g=l. If h(o’) has a root, say 6., then this root is unique. Moreover,
6.>sup{w(x)[O<=x<=l}; otherwise there would be g(0,1) with 6.=w(g). But
h(r)=f(6.)-f(r)=f’(6.)(6.-r) so that
= h(cr) f(6.) -f(o’) +cx"
Thus w(x) <- 6"- 6 for some 6 > 0 and all x [0, 1]. Therefore we may differentiate
(2.1) to find that w’(x)+f(w(x))=g(Wl)+f(wl) and w"(x)+(f(w(x)))’=O. Thus
w’(1) g(wl). Also, if ff [0, 1) is such that w(1) < w() < 6., then by the argument
above we find again that if_-> 1, which is impossible. Therefore w(x)<= Wl and thus
w’(x)>=f(wl)-f(w(x))>=O. Thus w(0)-limx_.o+ w(x) exists and, by (2.1), must be
zero.
The proof of Theorem 2.1B is similar. We note that if w is a stationary solution,
then the conservation law w’(x)+f(w(x)) constant yields (since f(0) =0), f(w(O))
g(w(0)) w’(1) which is negative by the lemma.
Equations (2.2) and (2.4) can have several solutions, each corresponding to a
stationary solution. With somewhat further restrictions on f, g we can prove that these
solutions are ordered.
THEOREM 2.2A. Let ul, Vl be solutions of (2.2) with Ul > Vl > O. Let u(x), v(x) be
the corresponding solutions of (2.1) with u(1) Ul v(1)
f(vl)+ g(vl) (which holds iff+ g is strictly increasing). Then u(x)> v(x) for x in (0, 1].
THEOREM 2.2B. Let Uo, Vo be solutions of (2.4) with Uo> Vo>0, g(uo)-f(uo)>0,
g(vo)-f(vo) >0 and let u(x), v(x) denote the corresponding solutions of (2.3). Iff’ is
strictly increasing, then u(x) > v(x) on [0, 1).
Theorem 2.2B is an easy consequence of the maximum principle. If w(x)=
u(x) v(x), then w(0) > 0, w(1) 0 and, on (0, 1),
w"+f’(u)w’+ (f’(u)-f’(v))v’= O.
Since v’ < 0 and f’ is strictly increasing, the usual arguments show that w cannot have
an interior negative minimum. Therefore w _-> 0. If w had an interior zero at Xo, it would
also have a positive maximum on (Xo, 1). However from (2.5) we see that this is false
also.
(The hypotheses on f, g do not imply that there are any solutions at all of (2.2),
(2.4).)
To prove Theorem 2.2A, we see from the conservation laws that for any x (0, 1)
u,,(O) g(ul) +f(ul) Ux(X) +f(u(x))
and
vx(O) g(vl)+f(vl)= v,,(x)+f(v(x)).
From the hypothesis we find u(0)> v(0). Since u(0)= v(0)=0, u(x)> v(x) in a
neighborhood of x 0. If is the first point in (0, 1] where u()= v(), we see from
the above that u()> vx(). This inequality holds in a left open neighborhood of ,
say (-3, ]. But then we obtain a contradiction from
(2.6) 0 u(X)- v(:) (ux(x)-vx(x)) dx+[u(X-6)-v(X-6)]. Iq
-6
Example 2.1. f(u) 1/2eu 2, g(u) alulP-lu, a, e > 0. In this case, (2.2) is equivalent
to
dr 1(2.7) F(wl)=- (2a/e)w-2+ 1 0.2 -EW1
D
ow
nl
oa
de
d 
11
/0
3/
16
 to
 1
29
.1
86
.1
76
.2
19
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
316 HOWARD A. LEVINE
We find that for p=2 there is one solution for all e>0. For p>2, F’(wl)<0,
F(wl) + as wl0 and F(wl)O as wl-+ so that there is only one solution for
all e > 0 in this case also. If 1 < p < 2, we set v (2a/e)wP-2, al/(2-P)(e/2) (p-1)/(p-2)
and seek the number of positive solutions of
do. p--1)/(p--2)Q( v) v
v, + (1 ) 5v R(v,).
It is easy to see that Q(0) 0, Q’(v) > 0, Q(+) 1 while R’(v) < 0, R(Vl) 0 as
Vl+, R(v)+ as Vl0+. Therefore problem (A) has exactly one positive
stationary solution for all a > 0, e > 0 in this case also.
The case p 1 must be treated separately. Wc observe that when p 1, wc must
solve Q(v): a. Therefore there is one and only one positive stationary solution when
0<a<l and none when al.
The case 0 < p < 1 is more difficult. We try to solve
(v,)=vl/_> d
Vl + (1 )
where, after an abuse of notation, we let
6(a) (a
-
1)"a
-
In ((a + 1)/(a 1))
on (1, ), with q= 1/(2-p) and a =(v + 1)/. It is easily seen that < q < 1 and that
6,() (-1)--K(.)
where
and that
K(a) =[(2q- 1)a2+1] In ((a +l)/(a-1))-2a
1/2K’(a) (2q- 1)a In ((a + 1)/(a 1))-2qa2/(a2-1).
We see that, as a- +, K’(a)/2a’-2(q-1)a/(o2-1)<O and that
2 -(a-l)[2(1 q)a+ (6q-2)]
which is positive. Therefore K’ is negative on (1, oo). However lima_+1 K(a) +oo
while K(a) 4(q 1)a (<0) as a oo. Therefore K has exactly one sign change and
4b first increases and then decreases on (1, oo). We note also that lim<,_>+ (a)=0 and,
by L’Hopital’s rule (a)(2/(2q-1))a -2(-q) as a-+oo so that lim<_++oo b(a) =0.
Thus the equation (a)- 6 has zero, one or two solutions accordingly as
e > 2(6)(v-2>/(P-’>a ’/(p-i>, e 2(qb)(P-2)/(P-’)a’/(P-’)
or
where
8, <2(d)(P-2)l(P-1)all(v-1)
= max (a).
For (2.4) we have, in this case,
Io do.(2.8) F(wo) (2a/e)wg_2_D
ow
nl
oa
de
d 
11
/0
3/
16
 to
 1
29
.1
86
.1
76
.2
19
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 317
with the additional condition that
(2a/e)wg-2>l.
In this case, it is convenient to define
=(2a/e)wg-2-1
and seek positive solutions of
Io d"(2.9) G(fl) 2-6(+I)’/P-2)=H(fl)/3+or
with 6 as above. If p => 2, we see as above that there is exactly one positive solution
of (2.9) and hence (2.8). On the other hand, if 1 <p<2, we examine the equation
(with 2__ , a > 0)
(a+l)’/)--p) (al__)I(a)= tan
-
=6.
We see that with q 1/(2 p),
where
We have
I’(a)=(a2+
K(a)=((2q-1)az-1)tan-’ (l/a)- .
K’(a) 2(2q- 1)a tan-’ (1/a)-2qaZ/(a2+ 1).
Moreover, K’(a)> 0 on (0, oo) while
g(a)-- as a0+
and
K(a)--.[2(p- 1)/(2-p)]a
as a- +o. Therefore I’(a) changes sign exactly once on (0, oo), I(a)+o as a-0+
and as a- +. Therefore (2.9) has zero, one or two solutions according to whether
e <2(_)-(2-P)/(P-’)a ’/(p-’), e 2([)-2-P)/P-’)a ’/p-’)
or
where
e > 2([)-(2-P)/(P-’)a ’/(p-’)
I= min I(a).
When p 1, the situation is somewhat different than the case p > 1. We must solve
(with 6 a when p 1)
J(a) tan-’ (l/a)- 6a/(a2+ 1)=0.
It is easy to see that when 6(0, 1], J’(a) <0 and the range of J is (0, r/2) so that
we have no positive stationary solutions in this case. If 6 > 1, then J’(a) has a unique
positive root at 6=[(6+ 1)/(-1)] 1/2 while J’(a) > 0 if a> 6 and J’(a) <0 if a <.
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318 HOWARD A. LEVINE
Since 6 corresponds to a negative minimum of J, we see that there is a unique solution
of J(a) --0 in (0, 6) and none on [6, ). Thus, when a -> 1 there is a unique positive
stationary solution for all e > 0. Otherwise there is none.
In the case 0 < p < 1, K(a) -c as a
-
+c. We write K’(a) aQ(a) where
2Q’(a) (a2 +1)[(1- q)a2- (3q- 1)].
We see that Q’ changes sign from -(6q-2) near a =0 to nearly 2(1-- q)a2/(a2+ 1)2
for a large. Therefore since Q(a)-, (2q- 1)r as a -0+ and zero at a +oo, Q changes
sign exactly once and hence so does K’(a). The unique root of K’ will correspond to
a maximum of K(a). Calling this root 6, we have
We find
(2q- 1) tan-1 (l/a)= qa/(a+ 1).
-1
K(6) (2q-1)(62+1)" [(1-q)(2q- 1)63+(3q-
which is negative.
Therefore K(a)<0 and I’(a)<0. Since I(a)---a -2(1-q as a- +o, we see that
in this case I(a)= 3 has exactly one solution when 0 <p < 1.
The bifurcation diagrams then have the form indicated in Figs. 1.1, 1.2, 2.1 and
2.2. In Appendix II we establish the qualitative shapes of the curves in Figs. 1.1, 1.2,
2.1 and 2.2.
3. Stability-instability-global nonexistence. Here we examine the questions of sta-
bility and instability for the time dependent problems (A1), (B) with particular attention
focused on (A), (B). We shall assume all solutions are C2 in x and C in on
(0, 1)x (0, T)-= Dr and continuous in the parabolic cylinder [0, 1] [0, T)--- Dr
We shall assume f is C, for convenience. (See Appendix I.)
LEMMA 3.1A. Suppose that f’ is increasing and that either g(u)/u is bounded in a
neighborhood ofu 0 or else that u > 0 on { 1 } x [0, T). Let u(x, t) solve (A). Ifu(x, O) > 0
on (0, 1 ], then u > 0 on DT [_J [’T except at x O. Suppose also that g(u)/u is increasing
on (0, c). If w(x) is a positive stationary solution of (A1), o- [0, 1), and u(x, O) <-
(1 tr)w(x), then u(x, t) <- (1 tr)w(x). If u(x, O) >-_ (1 + tr)w(x), for some tr > O, then
u(x, t) >= (1 + tr)w(x) on Dr U
Proof If u had a negative minimum in DT_ for some 3 > 0, then for any h,/ > 0,
v e-(x+’)u also would have a negative minimum in/)T-. We choose h so large that
A >sup {g(u(1, t))/u(1, t)]0_--< t_--< T-3}
and then choose so large that
/ > h2+ h sup {f’(u(x, t))[ (x, t) 6/)T-}.
Then for v we have, in DT_,
V Vxx’3[-(21 +f’(u))vx + (hf’(u) + h2- )v
while
Vx=(g(u)/u-A)v
when x 1 and 0 < _-< T- 3. From the first of these, a negative minimum cannot occur
in DT_ or at T- 3 and 0 < x < 1, while from the second it cannot occur on x 1,
0 < _-< T- 3. Since it cannot occur at x 0, we have u(x, t) > 0 in DT_ except at x 0.
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 319
To prove the second statement, we let v(x)= (1-o-)w(x) and note that
Vxx+f’(v)vx <=(1-cr)[w,,+f’((1-o’)w)w,,]
(3.1) _-< (1 tr)[w +f’(w)w,]
_-<0
since w > 0 on [0, 1] and f’ is assumed increasing. Moreover on x 1,
v, g(v) (1 o-)g(w) g((1 tr)w)
(3.2) (1 tr)wig(w)/w g((1 tr)w)/((1 tr)w)]
_->0.
We now set
d/(x, t) e(;’"+")(v(x)- u(x, t)).
We find that in DT_
qt >_-- q,:, + (-2A +f’(v))d/x+[Az-tz-Af’(v)+f"()ux]b
and at x 1, 0< t_-< T-6, we have
G _-> (g’(/) + A)q.
We choose A,/ to make the coefficients of q, in these last two inequalities negative.
Therefore, if q, has a negative minimum in Dr-s, it must occur at x =0 or at (1, 0).
At (1, 0), however, q(1, 0)>_-0. Therefore q, >_-0 and the second statement is proved.
An argument similar to the above shows us that if u(x, O) >- (1 + cr)w(x), then u(x, t) >-
(1 + r)w(x) on D U
We then have, in consequence of the local existence and continuation results, the
following theorem.
THEOREM 3.2A. Let f+ g be strictly increasing on [0, oo). Suppose also that f’ is
strictly increasing and g(u)/u is increasing on [0, oo) and that the roots of (2.2) are
isolated. Then there is at most one positive stationary solution of (A1), call it w(x).
Moreover, ifu(.,. solves (A1) on DT-UFrand 0 <- u(x, 0) =< (1-tr)w(x) on [0, 1], then
we may take T=+oo and O<= u(x, t) <-_ (1-cr)w(x) for atl x [O, 1], t[0, oo). Therefore
the null solution is stable from above and w(x) is unstable from below and above (when
it exists).
Proof Let wl, w2 be two stationary solutions of (A) with 0< w(1)< w2(1) and
assume that there are no solutions of (2.2) in (w(1), w2(1)). By Theorem 2.1A, we
have w(x) < w2(x) on (0, 1]. Moreover, wl(x) >0 for i= 1, 2 on [0, 1] by Lemma 2.1.
With q(x)= w(x)/w(x), we have q’(x)=(f’(wz)-f’(wl))q>O on (0, 1]. From this it
follows that w(0)_-< w.(0) which, by uniqueness, must be strict. Moreover,
w(1) g(wl(1))0<
w(1) g(w2(1))
Wl(1)g(wl(1))/Wl(1) w,(1)=< <1.
g(w2(1))/w2(1) WE(l) W2(1)
Set yi 1-w(i)/w’2(i), i=0, 1. Then yi (0, 1) and, on (0, 1],
(1 To)W2(X) < Wl(X)< (1 T1)W2(X).
Let u(x, t) solve (A,) with u(x, O) (1-- T1)l/2w2(x). Then
(1 ’yl)--I/aWI(X) < U(X, 0) (1 /1)l/2w2(X).
By the lemma and this inequality,
(1 yl)-/2Wl(X) <- u(x, t) (1 yl)’/Zw(x)
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320 HOWARD A. LEVINE
on Dr [-J Ft. From this a priori bound and the continuation theorems below, T +c.
Since u, =< 0 on [0, 1 x [0, ) (see Appendix I) lim,_. u(x, t) b(x) exists and
Wl(X ( (1 T1)--a/Zwl(X) <---- (X) <= (1 T1)I/ZWz(X) < Wz(X)
on (0, 1]. Let
where
F(x, t)= G(x, y)u(y, t) dy
G(x, y { x if0-<-x=<Y -<-1,y if0_-<y_<-x=<1.
Then lim,_ F(x, t)= I1o G(x, y)c(y) dy and is finite. If we calculate F,, we see that
F,(x, t)= G(x, y)u,(y, t) dy
=-u(x, t)- f(u(y, t)) dy+x[g(u(1, t))+f(u(1, t))]
-
d(x)+ f(d(y)) dy +x[g(d(1))+f(4)(1))]
as oe. This limit, which is nonpositive, is in fact zero for x e [0, 1]; otherwise F
would not have a finite limit as t- +oo. Therefore,
d(x)+ f(d(y)) dy= x[g(d(1))+f(d(1))]
and hence 4 is a stationary solution of (A) with 4(1)e (w(1), w2(1)), which is the
desired contradiction. (If g(u)/u is strictly increasing, then one can relax the condition
that the roots of (2.2) are isolated. It then follows that
Wl(1 )/W2(1 < 1 Wtl(1)/w(1) < Wl(1)/w2(1)
which is a contradiction and the rest of the argument may be omitted.)
The second statement of the theorem follows from the lemma and the continuation
theorems. The null solution is therefore stable from above in the class of continuous
functions on [0, 1] vanishing at x 0 while w(x) is unstable from above and below in
this class.
Although the positive stationary solution is unstable (when it exists), there remains
the question of the long-time behavior of solutions of (A) when u(x, O)> w(x).
LEMMA 3.3A. Suppose that f’(u)>-O, g(u)>-O for u>-O and that u(x,t) is a
nonnegative solution of (A) on DT‘ U FT with Ux(X, O) >- 0 and ux(1, 0) g(u(1, 0)). Then
u, x, t) >= 0 on DT‘ [_J F 7- and consequently,
u(x,t)>=v(x,t)
where v solves
(C,)
v,- Vxx, O<x < l, 0<t<T,
v(O, t) =0,
v(1, t)= g(v(1, t)), O=< < T,
v(x, O) <= u(x, O), O=<x-<l.
Proof Since u,-> 0 on the parabolic boundary and satisfies a linear parabolic
equation, u,->_ 0 in D, t_J F-. It follows that u, Uxx in DT‘ so that w u-v satisfies
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 321
Wxx-Wt<=O in Dr, w>=O when t=0, w=0 on x=0, w,=A(x,t)w on x=l where
A(x, t)=-(g(u)-g(v))/(u-v). By the maximum principle again, w>=O.
LEMMA 3.4A. Define G(u)=o g(y) dy and suppose that g satisfies the structure
condition
(3.3) (p+ 1)G(u)=< ug(u)
on R where p > 1 is given. Let v(x, O) =- Vo(X). If Vo(X) >= O, v(x) >= 0 and
(3.4) v(1) g(vo(1)),
(3.5) Vo(0) =0,
1 fo )2(3.6)
-
(V’o(X) dx < G(vo(1)),
then the solution of (C1) blows up in finite time; i.e., T < c and
lim sup v(x, t)=+.
t’T 0xl
Proofi The solution (which is nonnegative) fails to be global by the concavity
arguments given in [8]. If the solution remains bounded on Dr, then by the continuation
arguments below, it may be continued to Dr+ for some 6 > 0. Hence v blows up
pointwise in finite time.
(A variant of this result can be obtained from [13] provided g’ exists, an assumption
not needed here.)
THEOREM 3.5A. Let u solve (A1) with u(x, O)= Vo(X) and f, g as in the preceding
lemmas. Then u(x, t) blows up in finite time.
Proofi By Lemmas 3.3A, 3.4A u cannot exist for all time. By the continuation
theorems it is continuable if it is bounded on Dr. Therefore u blows up pointwise in
finite time.
Example 3.1. Suppose f(u) eu2/2, g(u) au p, p > 1. In order to construct such
a Vo as required in Lemma 3.4A, we let
(3.7) Vo(X) A[(r2- (c x)2)1/2- (r2- O2) 1/2]
where A, a, r are positive and r > a > 1. The constants A, a, r are to be chosen below.
Notice that Vo(0)--0, Vo(X)>0 on (0,1] and V’o(x)=A(a-x)(r2-(a-x)2)-’/2>O.
For any a, r define A by the condition v(1)= avg(1), i.e., by
aAP-’(2a-1) p a-1
[(r2 a2),/2 + (r2 (a 1 )2),/2] p (r2 (ce 1)2)1/2"
The final condition of Lemma 3.4A then holds if and only if
p+l
(a- 1)(2a- 1). A2 1P+’
)2 r2 2),/2 r2,,0 (1) (r2 (a-1)/2[(-a +(-(a-l)2)1/2] p+l
llot { [(r-a+l)(r-+a)]-l}"A2(r+a1)(r-a)>- (V’o(X))2 dx= rln2
which will hold if r > O2 >> 1. One uses the approximation (valid for x small) In (1 + x)
x x2/2 + x3/3 to verify this.
There is a second form of an instability-stability result for (A,). Somewhat stronger
regularity is required however. (See Appendix I.)
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322 HOWARD A. LEVINE
THEOREM 3.6A. In (A1) replace f by ef where e >= 0 is a parameter. Suppose that
ef+ g andfare C increasing functions on [0, ) with f’ > O for u>0. Let w(x, e) be a
C (in e) branch of positive solutions on some e interval and let wl(e) =- w(1, e). If
w(e) > 0 on this branch, the solutions are stable while if w(e)< 0 on this branch, the
solutions are unstable. (Here w(e) =- Ow(1, e)/Oe.)
Proof We know that
w(x.) dtr(3.8) x
o g(wl(e)) + e(f(wl(e))-f(tr))
on [0, 1]. Differentiating with respect to e, we obtain
(3.9)
OW{g(wl(e))+ e[f(wl(e))-f(w(x, e))]}-l- (X, 6)
dtr{[g’(wl) + ef’(wl)]w(e)+(f(wl)-f(o’))} D2(o.)
where D(o-) is the denominator in (3.8). Thus, if w(e)> 0, Ow(x, e)/Oe >0 on (0, 1].
Therefore w(x, el)< w(x, e2) on [0, 1) if [el, e] is contained in the domain of this
branch. Also w,(x, ei)> 0 on [0, 1].
Suppose that u(x, t, el) is a solution of (A1) with u(x, O, e)= w(x, e2). Then, on
(0, 1),
u,(x, O, e)= Wxx(X, e2)+ elf’(w(x, e2))" w,(x, e)
< w(x, e2)+ ef’(w(x, e_)). Wx(X, e)
-’0.
Therefore since ut satisfies a linear problem with homogeneous boundary data, u, < 0
on Dr (.l Fr except at x 0 and
(3.10) w(x, el) < u(x, t, el) < w(x,
(The first inequality follows from standard comparison theorems. Note that u and the
w’s satisfy the same boundary conditions.) Thus, from the continuation theorems and
(3.10), T and
(x, e)-= lim u(x, t, el)
exists. From (3.10), w(x, el)<--(x, e)< w(x, e2) so that, letting e2$el, we obtain
(x, el)= w(x, e). This suffices to show that w(x, el) is stable from above. Similarly,
with el > e2, one easily shows that w(x, el) is stable from below.
In the second case, from w(e)<0 on [el, e2] we have that w(1, e2)<w(1,
and consequently w(x, e)< w(x, el) is a left open neighborhood of x 1.
Suppose that u(x, t, e) is a solution of (A1) with u(x, O, e2)= w(x, el). Then since
f’>0, Wx >-0, on (0, 1),
Ut(X O, 62) Nxx(X 61)-- e2f’(w(x, 61))Wx(X, 61)
> Wxx(X, el)+ elf’(w(x, 61))Wx(X 61)=0.
Since u, is nonnegative at x 0 and satisfies a homogeneous linear condition at x 1,
u, > 0 in Dr. Therefore u is increasing in t. Hence w(x, 62) is unstable from above. A
similar argument with 61 > 62 shows that w(x, 62) is unstable from below, l-I
We have the following corollary of Theorem 3.6A.
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 323
COROLLARY 3.7A. Let f, g be as in the preceding theorem. If g’(wl(0))< 1, the
branch of stationary solutions emanating from e-0 is stable while if g’(w(O))> 1, it is
unstable.
Proof. We need to compute w(e) on such branches. Setting x= 1 in (3.9), we
find that
w,
w()1-g(wl)(g’(wl)+ ef’(w,)) O2(tr)
(3.11)
where D(o-) denotes the denominator in (3.8). When e =0, g(wl(0)) wl(0). We find
from (3.11) that
Wl
(3.12) [1- g’(w(0))]w(0) 1
(o)
w(0) [f(w,(O))-f(tr)] dt.
Therefore w(0) < 0 or w(0) > 0, accordingly g’(wl(0)) > or g’(wl(0)) < 1. From
(3.11), it follows that the sign of w(e) cannot change along the branch unless the
coefficient of w(e) changes sign. Since the product is strictly positive, w(e) will be
of constant sign.
As an example, with f(u)--1/2eu2, g(u)= au p, we find that Wl(0)= a -1/(p-1) and
(3.13) 1 g’(wl(0)) 1-p.
Thus, positive solutions of (A) are unstable if p > 1. From Theorem 3.2A, the zero
solution is stable. For 0<p < 1, on the branch emanating from (0, wl(0)), we have
w(e) > 0. Therefore stationary solutions are stable on this branch. For w(e)< 0 (the
upper branch in Figs. 1.1 and 1.2 with 0 < p < 1) the stationary solutions are unstable.
There remains only the question of the stability of the positive solution when p 1
and the stability of the null solution when 0 < p <= 1. When p 1 and 0 < a < 1, we see
from Example 2.1 that w(e)= 2a/(ev(a)). Thus w(e)< 0 and the branch of positive
solutions is unstable. Therefore, from Theorem 3.2A, the null solution is stable.
In order to demonstrate the instability of the null solution when p 1 and a > 1
or when 0<p<l, suppose Uo(X)>0 on (0, 1] and Uo(0) =0, U’o(1)>-au(1). Choose
A > 0, 6 > 0 so small that
a -> 3 -PA coth A (sinh A -P,
Uo(X) >= 6 sinh (hx).
Then
(3.14) v(x, t)= 6 sinh (hx)
is a subsolution. That is, vxx+eVVx>-_O, vx(1, t)<-a(v(1, t))p. Therefore u(x,t)>=
6 sinh (Ax) for all in the existence interval and hence zero is unstable from above.
(When a 1, use v 6x.)
We next turn our attention to (B). As noted earlier, the structure conditions on
f, g are somewhat different in this problem. There are parallel results however.
LEMMA 3.lB. Let f’(u) be increasing. Let g(u)/u be bounded in a neighborhood of
u 0 or u > 0 on {0} x [0, T). Let u be a solution of (B1) on DT- [_J F-. If u(x, O) > 0 on
[0, 1), then u>0 on Dr(.J Frexcept atx= 1. Suppose that g(u)/u is decreasing on (0, o).
Suppose that w(x) is a positive stationary solution of (B1) and u(x, O)<-(1 + tr)w(x) on
[0, 1], then u(x, t)<-(l+tr)w(x) on DT-t-JFT-, while if u(x,O)>-_(1-tr)w(x) on [0, 1],
then u(x, t)>-(1-cr)w(x) on Drt-JFr.
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324 HOWARD A. LEVINE
Proof The proof of the lemma proceeds (mutatis mundanis) in the same manner
as that of Lemma 3.1A. We note that this time w’(x)<0 on [0, 1]. Therefore, with
v(x) (1 r)w(x) (0 < r < 1) we have
(3.15)
While at x 0,
v,x +f’(v)v, (1 o-)[ wxx +f’((1 o-) w) w,]
(1 o’) wx[f’((1 o’)w) -f’(w)]
v, + g(v) g((1 o’)w) (1 -o’)g(w)
(3.16) (1 or) wig((1 o’)w)/(1 o’)w g(w)/w]
=<0.
The inequalities (3.15) and (3.16) are reversed for v(x) when v(x)=
+ )w(x).
THEOREM 3.2B. Letf’, -g(u)/u be increasing on [0, ) withf’, g strictly increasing.
Suppose that the roots of (2.4) are isolated and satisfy the conditions of Theorem 2.lB.
Then there is at most one positive stationary solution w(x) of (B1) and it is stable. The
null solution is unstable from above.
Proof The stability and instability follow from Lemma 3.1B and the continuation
theorems below. Let wl, w2 be two positive stationary solutions and suppose w(x)<
Wz(X) on [0, 1) and that there are no roots of (2.4) in (w(0), w2(0)). It follows from
Lemma 2.1 that w’i(x)< 0 on [0, 1]. Exactly as in the proof of Theorem 3.2A, there is
a constant 3’o 1 w’(0)/w(0) in (0, 1) such that
w,(x) < (1 yo)W(X).
(If 3,0=0, then w(0)= w[(0) or g(w(0))= g(w(0)). Then wl(0)= w2(0) and wl--w2.
If yo 1, then w(O)=O=g(w(O))=O and hence w(0)=0. Then Wl-=0.) Let 3>0
such that
If we set
(1 yo)w(O) < (1 + 6)Wl(0) < w2(0).
v(x) (( 1 + 6)/( Yo) )W,(X) w2(x)
( + )w(x)- w(x),
then v(0) > 0, v(1) 0 and
v"(x) -(1 + 6)f’(wl)w +f’(w)w
< -f’(w)v’(x).
Consequently v cannot have a minimum on (0, 1) and v(x)> 0 on [0, 1). Therefore
(1 + 3)w(x)> (1- yo)W(X).
If we let u solve (B) with u(x,O)=(l+6)w(x), then, by the lemma u(x, t)>0
except at x-- 1 on DT-U F- and by the first and second maximum principles
u(x, t)<(l+6)w(x)
on DT- and F T-. The lemma assures us that for all x,
u(x, t) > (1 yo)W2(X).
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Therefore, by the continuation theorems, we may take T +c. However, by the lemma
u(x, t)<=u(x,O) on [0, 1] so that u,-<_0 for all (see Appendix I) and hence
limt_. u(x, t)= b(x) exists for all x[0, 1]. Exactly as in Theorem 3.2A, we easily
establish that b is a stationary solution and hence b(0) is a root of (2.4). Since
wl(0) < (1 -yo)w2(0)< b(0)< (1 + 6)w(0) < w2(0),
we have reached the desired contradiction.
As in Theorem 3.2A, if-g(u)/u is strictly increasing, the proof may be shortened
and the zeros of (2.4) need not be assumed to be isolated.
The choice f(u) 1/2eu, g(u) au P, a > 0, 0 < p < 1, together with the observations
in Example 2.1, provides an illustration of this result.
Sometimes solutions of (B1) can blow up in finite time.
LEMMA 3.3B. Suppose that g(u) >= 0 and that u solves (B) on Dr t3 FT-with u(x, O) >
0 on [0, 1). Then u(x, t) > 0 on DT- FT- except at x 1. If u,(x, O) <- O, then u,(x, t) <- 0
while if ut(x, O) >- 0 then ut(x, t) >- 0 on Dr t.J Fr.
The proof of this rests on straightforward applications of the maximum principle
and is omitted.
LEMMA 3.4B. Let f’>=O and definef(u)=of()) dq, G(u) =o g() drI. Suppose
that u solves (BI) on Dr [-J FT-and that the hypotheses of Lemma 3.3B hold. Define, for
t<=T,
Io’(3.17) F(t)= u:(x,v)dxdv+(T*-t) u:(x,O) dx+(t+to)
where to, fl, T* are positive constants with T* >- T. Then, for any ce > O, on [0, T), we have,
FF"-( + 1)(F’)>_- 4(c + 1)F G(u(O, 0))- u(x, O) dx
-(2a+ 1)fl/(2ce +2)1 +2FQ(u(O, t))
where
Q(v)= vg(v)-2(a+ 1)G(v)+f(v)-vf(v).
Proof The proof is a straightforward calculation, variants of which can be found
in [7], for example (in the case f=0). We find
FF"-(a + 1)(F’)2 4(a + 1)$2+ 2FQ(u(O, t))
+4(+ ((o,o- (x,O ax
(.9
-( +/(+]
-4( + 1)F. UxU,f’ u dx dn
where
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326 HOWARD A. LEVINE
In view of the preceding lemma, we see that the double integral on the right of
(3.19) is nonpositive and (3.18) follows immediately.
THEOREM 3.5B. Let u solve (B) with f, g as in the above lemmas. Assume that
(3.20) u(x,O)>O on [0, 1), u(1,0)=0,
(3.21) u,(x, O) >= 0 on (0, 1),
(3.22) ux(x, O) <= 0 on (0, 1),
(3.23)
-
ux(x, O) dx < G(u(O, 0)),
(3.24) There is a > 0 such that Q(v) >= O,
(3.5) -u(O, o)= g(u(O, o)).
Then u cannot exist for all time.
Proof If we can establish the theorem, the continuation theorems below permit
the conclusion that u blows up in finite time. By choosing/3 such that
2(a + 1) O(u(0, 0))- (x, 0) dx0</3<_- +
and noting (3.24) we see that FF"-(a+ 1)(F’)-> 0 on [0, T) and therefore (F-)"_-< 0
there. If T oo, T* will be at our disposal. We find that F has a zero at some value
?<-F(O)/aF’(O), provided F(O)/aF’(O) does not exceed T*. These conditions are
satisfied if we take to aT* and
r* (- u(x, o x
while then
Example 3.2. Let f(u) =1/2eu, g(u)= au p and
A[(y-x)-(y-1)1U(X, O)=x/r_(y_ l)2+x/r2_(y_x)2
where A>0, r> y> 1. We shall choose A, y, r so that (3.20)-(3.25) hold. Clearly
u( 1, 0) 0 and u(x, 0) > 0 on [0, 1 ). Also u(x, O) -A(7 x)/(r2 , x)2)/2 < 0. We
choose A so that (3.25) holds, i.e.,
A Y (x/r2 y)- + /r2 (), 1)2) p
a(2y- 1) P/r2 " ,y2
If r, 3/>> 1 and r >> % then
A
In order to check that u,(x, 0)-> 0, we compute
W(x) =- U,,x(X, O)+ eu(x, O)u,,(x, O)
A
=,/re_ (y_ x)2 (r:-(,-x)Z)-,/r:-(/-1):+4rZ2-(--Zl"
Since (y 1)2 _< (3, x)2 < y2 on [0, ], we find that
A
W(x) >= r2_ y_ x)2)3/2[r2- eY2/r- Y 1)2].
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 327
For r, 3’ >> 1 and r >> y, the factor in brackets is larger than 1/2r2. Conditions (3.20), (3.21),
(3.22) and (3.25) thus hold.
Condition (3.23) is verified exactly as in Example 3.1. We note that
while
a(u(O, 0)) p+’ -u,,(0, 0)u(0, 0) A2y
-p+ 1 (p+ 1) (r2- y2)(p + 1)
l for _{ r [(r- y+ 1)(r+ y)]}
-
u2,,(x,O) dx=
-l+ln (r+y-1)(r-y)
In order to check (3.24) we see that for u > 0,
Q(u) a(1-2(c + 1)/(p + 1))uP+I--1/2eU3.
For p 2, Q(u) => 0 for u => 0 provided a > e. For p > 2, Q(u) is positive to the right of
fi= (p-1 a-1/(P-2)"
Since ut(O, t) >= O, u(O, t) >= a and Q(u) >= O. provided
u(O,O)>-a
which in turn holds for r, y >> 1, 0 < r >> y if
a> 3(p-1
The question of finite time blow up remains open if e >> a.
We next replace f by ef in (B1). We prove the following.
THEOREM 3.6B. Let f’>O on (0, oo) and suppose that w(x, e) is a C branch of
positive stationary solutions of (B1) with f replaced by ef along which g(wo)- ef(wo) > 0
(Wo(e)=--w(O, e)). If w(e)=Ow(O,e)/Oe>O, this is a branch of unstable stationary
solutions. Iff">= 0 and W’o( e < O, this is a branch of stable stationary solutions.
Proof. Suppose w(e)> 0. Then if el < e2, w(x, el)< w(x, e2) in a neighborhood
of x =0. Then, with u(x, t, el) a solution of (Bl) with e- el such that u(x, 0, el)=
w(x, e2), we find that on (0, 1),
Ut(X, O, 62)-- W"+ e, lf’(w)w’
w"+ ef’(w)w’+ (el e)f’(w)w’
>0
since w’ < 0, f’ > 0 and el e2 < 0. From this we conclude as before, that ut (x, t) > 0
on Dr U FT and hence that w(x, el) is unstable from above. A similar argument with
u(x, O, e2)= w(x, el) shows that w(x, e2) is unstable from below.
Suppose next that w(e)<0. Then v(x)=Ow(x, e)/Oe solves, on (0, 1),
v"+ ef’(w)v’ + ew’f"(w)v= -f’(w)w’> O,
since f’(w) > 0 if w > 0 and w’ < 0 on [0, 1]. Therefore, since v(0) < 0, v(1) 0, v(x) < 0
on [0, 1). It follows that if 0< el < e2 on the branch, then w(x, el) > w(x, e2) on [0, 1).
Again, with u(x, O, el)= w(x, e2), we find that
ut(x, O, el)= w"+ elf’(w)w’
w"+ e2f’(w)w’-(e2- el)f’(w)w’
>0
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328 HOWARD A. LEVINE
and consequently on Dr U FT, by this and comparison
W(X, E2) U(X, t, /1) W(X, /1)-
(Again note that u and the w’s satisfy the same boundary conditions.) Thus, we may
take T=+ and lim,_, u(x, t, el) d(x, el) exists. Moreover, w(x, e2) <= oh(x, e) <=
w(x, e). Letting e2 decrease to el, 4(x, e) w(x, e). This shows that w(x, el) is stable
from below. A similar argument shows that w(x, e) is stable from above. [3
From (2.4), in this case, we have
w() do"(3.26) 1
ao g(wo(e))+ e(f(o’)-f(wo(e)))
Differentiating with respect to e along a branch of solutions of (2.4), we find
{ f w() dtr } fw()[f(o’)-f(wo)]1 [g’(Wo) ef’( Wo)]g(Wo) w(e) g(Wo)ao D2(r) ao Da(o) dT
where D(cr) is the denominator in (3.26). If the branch is defined on an interval [0, Co),
we have, at e 0,
[1 g’(wo(O))]W’o(O)
w()
[f(wo(O))-f(tr)] dtrWo(0) o
because again g(wo(0))= Wo(0).
Thus, the corollary dual to Corollary 3.7A is the following.
COROLLARY 3.7B. Let f g be as in the preceding theorem. If g’(w(0))> 1, the
branch of stationary solutions emanating from e =0 is unstable, while if g’(w(O))< 1,
this branch is stable.
The convexity of f in Theorem 3.6B is not necessary.
COROLLARY 3.8B. Let f’>O on (0, ), and suppose that w(e)<0 on some C
branch w(x, e) of stationary solutions of (B) with f replaced by ef If g’(wo(e))-
ef’( wo( e > 0 along this branch, then the branch consists only ofstable stationary solutions.
Proof It suffices to show that Ow(x, e)/Oe < 0. However, we must have
w(x,) do-(3.27) 1 -x=
a o g(Wo) ef(Wo) + ef(o’)
along such a C branch of stationary solutions and therefore
[g(wo(e))-ef(wo(e))+ ef(w(x, e))]-lOw(x’ e)
Oe
w(x.) do"
ao
{[g’(wo)-ef’(wo)]W(e)+[f(o’)-f(wo)]} D2(o.)
where D(tr) is the denominator in (3.27). By hypothesis, the integrand in the integral
is negative while the coefficient of Ow/Oe is positive. [3
As an example, we again take ef(u)=u2, g(u)= aup, u >--0. We find again that
W0(0 a -1/(p-) and
g’(wo(O)) 1 -p.
Thus, if p > 1, the branch of positive solutions emanating from zero is unstable. For
p > 2, this branch exists for all e > 0. Therefore, for all e > 0, the null solution is stable
from above. For 1 <p < 2, the upper branch is stable since w(e)< 0 there. When
0 < p < 1, w(e) < 0 and the branch of positive solutions (which also exists for all e > 0)
is stable. Thus, by Theorem 3.2B, in this case the null solution is unstable from above.
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 329
There remains only the question of the stability of the positive solution when p 1
and a -> 1 and of the null solution when 1 -<_ p =< 2. (For 1 < p < 2 we have this stability
for e < e(p).) When p 1 and a => 1, we find from Example 2.1 that
Wo(e)=2a(a+l)/e
where aj is the unique root of J(a). Therefore w(e) < 0 and this is a branch of stable
stationary solutions. Again by Theorem 3.2B, it follows that the null solution is unstable
in this case.
Whenp=l and a<l or whenp>l, set, forA>0,6>0
v(x, t)= 6 sin ((1- x)h) e-2’.
Then one easily checks that vxx + evvx <= v, and that v(0, t) -<_ --avP(0, t) provided that
A, 6 > 0 satisfy
a _-< A cot h (6 sin h)-(P-).
If Uo(X)<= 6 sin ((1- x)h), it then follows that u(x, t)<= v(x, t) and the null solution is
thus stable from above (indeed asymptotically stable from above).
Finally, it is perhaps worth noting that for both (A) and (B) when a 0, there
are no nontrivial stationary solutions. It is not difficult to show that the null solution
is asymptotically stable.
4. Local existence and continuation. In this section we shall establish the existence
of solutions of (A) and (B) on DT (.J FT for sufficiently small T and certain initial
values. This result follows from results in [2]. However, we include an elementary
proof here for completeness.
We assume that f, g are defined on R , that g(u) > 0 for u > 0 and thatf(0) g(0)
0. We shall also assume that f is uniformly Lipschitz in compact subsets of R, that
g is continuous and is uniformly Lipschitz on compact subsets of R 1-{0}. (This last
restriction is necessary to include functions such as g(u)=lulp-u where 0<p<l.)
We shall also define
(4.1) f4-- sup If(u)l
and
(4.2) gt------ sup Ig(u)l.
We shall discuss problem (A). The arguments for (B1) are similar and are omitted.
Let (3(x, y; t) denote Green’s function for
Lu=ut-Uxx, tr<x<l, t>O
with boundary conditions
u(O,t)=Ux(1, t)=O, t>0,
G(x, y;t) 2 Y sin (h,x) sin (A,y) e-x"t
n-----1
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330 HOWARD A. LEVINE
where A, =1/2(2n- 1)zr. Then Gx(1, y; t)= Gy(x, 1; t)= G(0, y; t)= G(x, 0; t)=0 and u
is a solution of (A) on [0, 1] [0, T) if and only if for (x, t) [0, 1] x [0, T),
Io  o;Iou(x, t)= G(x, y; t)uo(y) dy- Gy(x, y; t- q)f(u(y, l)) ely d?
(4.3) + a(x, 1; -n)[f(u(1, n))+g(u(1, n))] dn
In order to show that (4.3) is solvable for sufficiently small T, we use a contraction
mapping argument. We define
(4.4)1 ul(x, t) =0
and then, iteratively define
(4.4)2 Un+I(X t)= Tun(x, t).
THEOREM 4.1. Let the initial datum for problem (A) be continuous on [0, 1] and
satisfy
(4.5) 0 < dl < G(1, y; t)uo(y) dy
for 0 < <- 1, say. Then for sufficiently small T, (A) has a unique solution which satisfies
(4.6) u(1, t) >- d/2
on [0, T]. The solution is C in and c2 in x on (0, 1)x (0, T) and continuous on
(Ifg is uniformly Lipschitz continuous on compact subsets ofR, (4.5) and (4.6) may be
omitted.)
Proof The proof is fairly standard. We shall only sketch the arguments.
First, define
d2 sup [Uo(X)[,
Oxl
/x(t) sup G(x, 1; t’-r/) drt,
O_<x__<l
Ot’<t
u(t) sup IGy(x, y; t’-r/)[ ay dn.
0xl
Ot’t
Clearly (t) 0 monotonically as 0+. Inspection of the principle pa of G shows
us that the same is true for v(t). For fixed M > d, choose T so small that T 1 and
(4.7) v(T)f + (T)(f + g) <max (M-d,dl),
(4.8) fl, u(T). sup If’()l < 1,
(4.9) f12 (T)( sup If’(#)l + sup Ig(#z)- g()[/l- 1) < 1.
11M dl/2<2 M /
-M2<<-d/2
It then follows from (4.4), (4.4)2, (4.7) and induction that on DT
(4.0) Ilu.II sup lu.(x, t)l M
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 331
for all n 1, 2,.... Moreover, on x 1, we have from (4.4)2 and (4.7),
(4.11) u,,(1, t)>-1/2dl
for n 2, 3,. .. A standard estimate then shows us that
-= Ilu.+,(1,"(4.12)
sup lUn+l(1, t)- u,(1, t)]
O<_t<= T
and therefore
(4.13) 6, ( f12 tl"
From this it follows that the boundary values u,(1, t) are uniformly convergent. (From
(4.4) u,(0, t) 0.)
Again, a standard argument shows that if
(4.14)
then
(4.15)
Letting
Y,+ <= fl 3’, + 6,.
/33 max (/3,,/32) < 1
we obtain from (4.13), (4.15) and the discrete version of Gronwall’s inequality
n--1(4.16) y.+ <- /fl + nt$1fl
Therefore {u,} is uniformly convergent on Dr and
(4.17) u(x, t)= lim u,(x, t)
solves (4.3) with u(1, t)>=1/2d.
The asserted interior regularity follows from the properties of G and the continuity
of u in Dr. We omit the (standard) arguments.
A similar statement and argument holds for (B).
This result allows us to establish a precise version of the statement "If lu]--< M
on Dr and u(1, T)> 0 and u is a classical solution of (A) on Dr U Fr, then u may
be continued as a classical solution on Dr/ LJ Fr/ for some 6 > 0, with u(1, t)> 0
on [T, T+8)."
Appendix I. We have used, in Theorems 3.2A, B, 3.6A, B, the maximum principle
applied to ut in a rather cavalier fashion. Here we will state and sketch the proof of
the precise result. It is similar to that of Lemma 2.3 of [5]. We shall only state it for
solutions of (A1) although it is true for solutions of (B) also. A weak form of the first
statement was used in Theorems 3.2A, B while second was applied in Theorems
3.6A, B.
THEOREM. Letfbe C2 on R and g be C exceptpossibly at u =0. Let u solve (A)
in DT-, be C2 in x, C in in Dr and continuous in Dr
(a) If
(H1) u(x, t)> u(x, O)>O (0< u(x, t)< u(x, O)) in DrUFr except at x=0,
then ut x, t) > 0 (<O) in DT- and on x 1, 0 < < T.
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332 HOWARD A. LEVINE
(H2) (i) If either g’(O) exists or u > 0 on x- 1, 0 <-_ < T,
(ii) u, is continuous in Dr up to -0 on (0, 1),
(iii) ux(1, 0)- g(u(1, 0)) (corner compatibility),
(iv) u, is continuous in Dr up to x -0 and x- for 0 < < T,
(v) ut(x, 0)>0 (<0) on (0, 1], u,(O, 0)_->0 (=<0),
then u, x, t) > 0 (<O) in DT and on x 1.
Proof. We dispense with the second statement first. Corner compatibility assures
us that u, is continuous in DT_a for all small > O, except possibly at (0, 0). Let v u,.
Then we have
v, v,, +f’(U)Vx + uf"(u)v in DT,
Vx=g’(u)v, x=l,
v(O, t) =0,
v(0, x)> 0, 0<x<l,
while v(0, 0)_->0. It follows from arguments similar to those used to prove Lemmas
3.1A, 3.2B that v cannot have a nonpositive minimum in Dr_ except at (0, 0). Therefore
v(x,t)>OinDr and onx=l.
The proof of the first part is more difficult. To prove it we work in Dr_ and let
0 < h < 6/2. We let
v(x, t) u(x, + h)- u(x, t).
Then v(0, t) 0 if 0 < < T, v(x, 0) > 0 on (0, 1 and v satisfies
v vxx +f’(u(x, + h))v +f"((x, t, h))uxv
where s is between u(x, + h) and u(x, t), while for 0< <_-T-6,
vx= g’(l(1, t))v
where r/is between u(1, + h) and u(1, t). The hypotheses are such that the coefficients
of v, v are bounded in Dr_ and therefore, by the first and second maximum principles,
v >_-0 in Dr_. It follows that u, >_-0 wherever it exists. By interior regularity, ut exists
in Dr and by boundary regularity arguments, ut exists on x 1, 0 < < T.
Now q u, satisfies, q, >_- 0 and
b, d/xx +f’(u)d/, +f"(u)q,
in DT-,
at x= 1, 0< t=< T-6,
forO<t=<T-6and
q& g’(u)q
(o, t)=o
q,(x, o) >_- o
on (0, 1). Therefore 0 > 0 in DT_ unless 0 0 by the strong maximum principle. But
then q 0 implies u(x, O) =- u(x, t). D
Appendix II. Here we shall establish the signs of w(e), w(e) along the various
stationary solution branches for problems (A), (B). These are crucial in determining
the stability of these branches.
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BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 333
In the case of Figs. 1.1 and 1.2, we write (2.7) in the form
Iot do.(1.1A) w=F(w,e)= aw +1/2e(1 _o.2)
where we have agreed to drop the subscript on Wl. When 1 <= p < c, w w(e) and we
may differentiate implicitly to obtain
(1.2A) dw_ Fede
-Fw
we see that
1
o
( (1 D2(0.)-o.2)do.(1.3A) F(w, e)=- <0
where D(o.) is the denominator in the integrand in (1.1A). Using (1.1A) we may
calculate Fw in a similar manner. We find that with
(1.4A) X e w2--P,2a
we have
dw w2o (1 _o.2)do./D2(o., X). Ff [(p-1)+ x(1- o.2)](1.SA) de 2 1o do’/D(o’, X) LJo D2(o’, X)
provided the integral in brackets does not vanish. We have set
(1.6A) D(o’, X) 1 + X 1 o’2).
Thus, when 1 <_- p < m, w’(e) < 0. Moreover, in this case,
(1.7A) lim w(e) 0.
This follows from the Dominated Convergence Theorem. Let denote this limit. From
(1.1A) we have
Yo’ do"lim 0aw p-2( e __1e( 1 0"2)
if if(p-2)> 0, which is impossible.
If 0<p< 1, the bracketed integral in (1.5A) can vanish. Therefore we view
e e(w). We know in this case, from the discussion in the example of 2, that this
function is bounded with bound e(p) and defined on some interval [a -1/(p-l), B).
However, we may take B +, since as e -> 0, one of the solution branches wl(e) of
equation (2.8) satisfies
lio ewP-2’=-O.
This tells us that wl (e) --> + as e --> 0. Thus B and the variable X in (1.4A) ranges
over (0, ).
Therefore, we may write
(1.8A) de 2 j’lo (1-0"2) do./D2(o., X). (p_ 1)+ X(1 o.:’) dodw w2 I’o do./D(o., X) D2(o., X)
The bracketed integral can (and does) change sign exactly once. Therefore we find
that for small X, on the upper branch in Figs. 1.1 and 1.2, dw/de < 0 while dw/de > 0
on the lower branch.
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0<p<l
unstable
(e(p),w1(e(P)))
unstable
FIG. 1.1. w(e) where w’(1)=awP(1), a> and Wl(O)--a-1
w,()
0<p<l
unstable
(e(p),w,(e(p)))
stable
p unstable
p>l
unstable
FIG. 1.2. Same as for Fig. 1.1 except 0 < a < 1.
D
ow
nl
oa
de
d 
11
/0
3/
16
 to
 1
29
.1
86
.1
76
.2
19
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
BURGERS’ EQUATION WITH A SEMILINEAR BOUNDARY CONDITION 335
wo(e)
1/a
e(2) e
FIG. 2.1. Wo(e) where w’(O) -awP(O), O< a < and Wo(0) a -1/(p-I).
Wo()
1< <2
stable p 2
unstable
p>2
unstable
0<p<l
stable
1/a
l<p<2 p=lstable
FIG. 2.2. Same as Fig:. 2.1 except a > 1.
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336 HOWARD A. LEVINE
For problem (B), the argument is similar. In the cases 2-< p < and 0 < p-<- 1, we
have
dw w2’o(1-tr2) dtr/D(tr, X) [fo’ (1-p)+X(1-o’2) ]-12 I’o X) O (X
where now X e (0, 1). Clearly,
1-p <(1-p)+X(1-cr:)<2-p-or2
for X in this range. Thus, if p -> 2, dw/de > 0 while if 0 < p _-< 1, dw/de < 0. In the case
1 < p < 2, the argument is similar to that of problem (A) for the case 0 < p < 1.
It is possible to establish, at least in some cases, the precise curvatures in Figs.
1.1, 1.2, 2.1 and 2.2. However, such an analysis appears to add nothing to the stability
results so we omit it.
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