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第1章  
序論 
 
1.1  研究背景 
 内閣府の調査によると，デジタルカメラの普及率は 58.9%，スマートフォンの普及率は
60.3%，特に 29 歳以下の若者のスマートフォン普及率は 93.9%とカメラが人々にとって身
近なものとなっている [1]．また，コミュニケーションツールや情報発信ツールとして SNS 
(Social Networking Service)が台頭している．総務省の調査によると，SNS の利用者の割
合は年々増加しており，10 代～30 代の約 7 割が SNS を利用している [2]．このようなカ
メラの普及と SNSの利用増加により，インターネット上には多くの写真がアップロードさ
れるようになっている．それらの画像データを活用するために，画像中から特定の物体を切
り出したり，画像にタグ情報を付加したりする必要が生じることがある． 
 
 代表的な被写体の一つにペットがある．スマートフォンカメラの利用者を対象にした調
査によると，約 2割の人がペットを主な被写体としている [3]．ペットの画像を活用する際
には，ペットの顔領域の検出や品種タグ付けのための品種識別が必要になると考えられる．
猫・犬の顔検出を行う研究として，Deformable Part Model を用いた研究が行われている
が，犬の検出率は 91.8%と高いものの，猫の検出率が 74.5%と低い検出率であり，猫の検出
率の改善が課題となっている [4]． 
 
 コンピュータビジョンの分野において，ディープラーニングを用いた手法が高い成果を
あげている．物体識別の分野では畳み込みニューラルネットワーク(CNN) [5]を用いた手法
が，物体検出の分野では You Only Look Once (YOLO) [6]や Single Shot MultiBox Detector 
(SSD) [7]といった CNN を応用したアルゴリズムが活躍している．このようなディープラ
ーニングを用いた手法は猫や犬といったペットの顔検出や品種識別にも有効であると考え
られる． 
 
1.2 研究目的 
 物体検出や物体識別の性能を向上させることで，正しい物体を映しており，正しいタグが
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付いた利用価値の高いデータを増やすことができる．本研究では，代表的なペットである
猫・犬画像に焦点を当て，猫・犬の顔検出及び品種識別の性能向上を目指す．手法としては，
ディープラーニング手法を検出・識別に適用する．顔検出には YOLO を使用する．YOLO
は物体の検出と識別を同時に行うため，動物の顔を検出すると同時にその品種を求めるこ
とができる．しかし，本研究では顔を検出した後品種までは識別せず，猫か犬かの識別のみ
を行い，品種の識別はそれぞれの動物に対応した CNN の品種識別機で行うという 2 段階
の手法を提案する．また，品種識別用の CNNについて，類似画像生成アルゴリズムである
DCGAN [8]を用いたデータオーギュメンテーションを行うことで更なる識別精度の向上を
図る． 
 
1.3  本論文の構成 
 本論文の構成は以下の通りである． 
第1章 本章であり，本研究の背景や目的について述べている． 
第2章 本論文で用いるディープラーニング手法関連の用語について述べる． 
第3章 本論文で提案する手法について述べる． 
第4章 提案手法の評価実験の概要，結果及び考察について述べる． 
第5章 本論文のまとめを行う． 
 
  
 3 
 
第2章  
関連用語 
 
本章では，本研究に関連するディープラーニング技術についての説明を行う． 
2.1  ディープラーニング [9] 
 ディープラーニングは多層ニューラルネットワークを用いた機械学習手法の総称である．
従来の機械学習では，人が設計した特徴量を使用していた．一方，ディープラーニングは機
械が自ら特徴を設計，抽出し，学習を行う．その結果，ディープラーニングを用いた手法は
従来手法よりも高い識別率を示し，画像認識や音声認識，自然言語処理といった分野で用い
られるようになった．近年では，識別に限らず画像生成 [8]や画像のカラー化 [10]，囲碁の
AI [11]などさまざまな分野で活躍している． 
 
2.1.1  ニューラルネットワーク [12] 
 ニューラルネットワークとは，人間の脳神経をモデルにした情報処理システムである．ニ
ューラルネットワークはユニットで構成されている．ユニットの基本構造を図 2.1 に示す．
また，総入力𝑢及び出力𝑧の計算式を以下に示す．ユニットは複数の入力を受け取り，一つの
出力を計算する．ユニットの総入力𝑢は，各入力𝑥𝑖にそれぞれ異なる重み𝑤𝑖を掛け合わせた
ものの総和を求め，それにバイアス値𝑏を足し合わせたものである．そして，総入力を活性
化関数と呼ばれる関数𝑓に適用した結果を出力とする．活性化関数としてはシグモイド関数
やロジスティック関数などが用いられる． 
 
 𝑢 = 𝑥1𝑤1 + 𝑥2𝑤2 + 𝑥3𝑤3 (2.1) 
 𝑧 = 𝑓(𝑢) (2.2) 
 
 代表的なニューラルネットワークの一つに順伝播型ニューラルネットワークがある．順
伝播型ニューラルネットワークは層状に並べたユニットが隣接層間でのみ結合した構造を
持ち，情報が入力側から出力側へと一方向にのみ伝播するニューラルネットワークである．
その基本構造を図 2.2に示す． 
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このような構造のネットワークにおいて，左の層を入力層，真中の層を隠れ層，右の層を
出力層と呼ぶ．隠れ層の 3 つのユニットは入力層の四つのユニットから𝑥1, 𝑥2, 𝑥3, 𝑥4を入力
として受け取る．ユニット間の個々の結合にはそれぞれ異なる重みが与えられており，それ
らを用いてそれぞれの隠れ層のユニットで総入力が計算される．それらに活性化関数が適
用されたものが隠れ層の出力となる．入力層のユニットを𝑖 = 1,2, … , 𝐼，隠れ層のユニット
を𝑗 = 1,2, … , 𝐽，入力層のユニット𝑖から出力層のユニット𝑗への重みを𝑤𝑗𝑖，出力層の各ユニ
 
図 2.2 順伝播型ニューラルネットワークの基本構造 
 
図 2.1 ユニットの基本構造 
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ットのバイアスを𝑏𝑗，活性化関数を𝑓とすると，隠れ層の総入力𝑢𝑗及び出力𝑧𝑗は次のように計
算できる． 
 𝑢𝑗 = ∑ 𝑤𝑗𝑖𝑥𝑖
𝐼
𝑖=1
+ 𝑏𝑗 (2.3) 
 𝑧𝑗 = 𝑓(𝑢𝑗) (2.4) 
 
順伝播型ニューラルネットワークでは上記の計算を入力層から出力層へ向けて順に行っ
ていくことで情報を一方向へと伝達する．この関係は入力𝒙と出力𝒚を用いて関数𝒚 = 𝑦(𝒙)
と表現することができる．この関数は各層間の結合重みとユニットのバイアスによって決
定される．よって，これらの値を変えることで順伝播型ニューラルネットワークは様々な関
数を表現することができる． 
 
2.2  畳み込みニューラルネットワーク 
2.2.1  畳み込みニューラルネットワークの基本構造 
畳み込みニューラルネットワーク (Convolutional Neural Network)は画像認識分野にお
いてよく用いられるディープラーニングの一種である．CNNと呼ばれることもある．畳み
込みニューラルネットワークの基本構造を図 2.3に示す．畳み込みニューラルネットワーク
では，畳み込み層とプーリング層と呼ばれる二つの層が交互に複数回繰り返される．畳み込
み層が複数回続いた後，プーリング層が 1層続く場合もある．また，認識の精度を向上させ
るため，プーリング層の後にドロップアウトを行ったり，ユニットに ReLU (Rectified 
Linear Unitを用いたりする．畳み込み層とプーリング層の繰り返しが終わると，全結合層
と呼ばれる層でユニットの全結合が行われる．そして，クラス分類が目的の場合は最後に出
力層としてソフトマックス層が用いられる． 
 
 
図 2.3 畳み込みニューラルネットワークの基本構造 
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2.2.2  畳み込み層 
畳み込み層は，畳み込み演算を行う単層ネットワークである．一般的に，畳み込み層は多
チャネルの入力画像に対し，複数のフィルタを畳み込む演算を行う．ここで多チャネルの画
像とは一つの画素に複数の値を持つ画像である．例えば，RGB画像は 3チャネルの画像で
ある．各フィルタは入力画像と同じ数のチャネルを持つ．3チャネルの画像に 4種類のフィ
ルタを畳み込む際の畳み込み層の概要を図 2.4に示す． 
 
 
図 2.4 畳み込み層の概要(入力画像 3チャネル, フィルタ 4個) 
 
 あるフィルタについて，入力画像とフィルタの畳み込みを行うと，入力画像とチャネル
数の同じ画像が作られる．その画像の全チャネルの画素値を加算し一つの画像とする．こ
うして得られた画像に活性化関数を適用する．この処理が各フィルタで行われた後，それ
らをまとめて畳み込み層の出力とする．このように，1種類のフィルタから 1チャネルの
画像が計算され，それらをまとめた結果，フィルタの種類数と同じチャネルの画像が出力
となる．また，この出力を特徴マップとも呼ぶ． 
 
 第 𝑙層の畳み込み層において，直前の第 𝑙 − 1層から K チャネルの画像𝑧𝑖𝑗𝑘
(𝑙−1) (𝑘 =
0,1, … , 𝐾 − 1)を入力として受け取り，M 種類のフィルタℎ𝑝𝑞𝑘𝑚(𝑚 = 0,1, … , 𝑀 − 1)を適用す
ることを考える．また，バイアスを𝑏𝑖𝑗𝑚とする．このとき，フィルタからの出力𝑢𝑖𝑗𝑚及び畳
み込み層の出力𝑧𝑖𝑗𝑚
(𝑙) は次のように計算できる． 
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 𝑢𝑖𝑗𝑚 = ∑ ∑ ∑ 𝑧𝑖+𝑝,𝑗+𝑞,𝑘
(𝑙−1) ℎ𝑝𝑞𝑘𝑚 + 𝑏𝑖𝑗𝑚
𝐻−1
𝑞=0
𝐻−1
𝑝=0
𝐾−1
𝑘=0
 (2.5) 
 𝑧𝑖𝑗𝑚
(𝑙)
= 𝑓(𝑢𝑖𝑗𝑚) (2.6) 
 
2.2.3  プーリング層 
 プーリング層は，一定領域内の畳み込み結果をまとめることで，一定領域内での平行移動
普遍性を獲得した特徴を抽出する層である [13]．プーリングの例を図 2.5に示す． 
 
 
図 2.5 プーリング実行例(最大プーリング) 
 
図 2.5 では，3×3 のプーリング領域を 3 画素ずつ動かして，領域内の最大の画素値を抽
出している．このようなプーリングを最大プーリングと呼ぶ．この他にも，領域内の平均値
を計算する平均プーリングが代表的なプーリング手法として知られている． 
 
2.2.4  全結合層 
 全結合層は，隣接するひとつ前の層の全てのユニットが結合する層である．全結合層の概
要を図 2.6に示す．一般的に畳み込みニューラルネットワークの出力層の前の層に全結合層
は用いられる．全結合層が何層か続く場合もある． 
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図 2.6 全結合層の概要図 
 
2.2.5  ソフトマックス層 
ソフトマックス層は多クラス分類問題を対象としたときに出力層として用いる層で，活
性化関数にソフトマックス関数を用いる層である．ソフトマックス層には分類したいクラ
ス数 K と同じ数のユニットを並べ，活性化関数として以下の式に示すソフトマックス関数
を用いる [14]． 
 
 𝑦𝑖 =
exp (𝑢𝑖)
∑ exp (𝑢𝑘)
𝐾
𝑘=1
 (2.7) 
 
このとき𝑢𝑖は最終層のそれぞれのユニットの出力を，𝑦𝑖は入力画像がクラス𝑖に属する確
率を表している． 
 
2.2.6  ドロップアウト 
 ドロップアウトとは，多層ニューラルネットワークのユニットを確立的に選択して学習
する手法である．学習時にユニットを決まった割合𝑝で選択し．それ以外のユニットを無
効化する．そして，その選択されたユニットのみのネットワークで最適化を行い，重みを
更新する．ユニットの選択は重みの更新のたびに行う．推論時はすべてのユニットを用い
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て順伝播計算を行うが，ドロップアウトで無効化の対象とした層のユニットは，出力を𝑝
倍する． 
 
 ドロップアウトは学習時にネットワークの自由度を下げることで，過適合を避ける狙い
がある．また，単一のネットワークを使って，実質的に複数のネットワークの平均を取る
のと同じ効果が得られると考えられている． 
 
2.2.7  ReLU (Rectified Linear Unit) 
ReLUとは，活性化関数として以下に示す正規化線形関数を用いるユニットである 
[14]． 
 
 𝑓(𝑥) = max (0, 𝑥) (2.8) 
 
このユニットは単純で計算量が小さいため，シグモイド関数やロジスティック関数を使
うよりも学習が速く進み，また良い結果が得られることが多いためよく使われている． 
 
2.2.8  データオーギュメンテーション 
 データオーギュメンテーションとは，CNNの学習に用いる画像の枚数を増やすために施
される，画像の加工や変形などの処理の総称である．良く用いられる手法としては，画像の
反転や回転，スケール変化，平行移動や輝度変化などがある．データオーギュメンテーショ
ンは過学習を防ぎ，CNNの性能を向上させることにつながる． 
 
2.3  DCGAN 
2.3.1  GAN 
 Generative Adversarial Network (GAN) [15]は，学習させた画像と似た特徴を持つ画像
を生成するアルゴリズムである．GANは Generatorと Discriminatorの二つのネットワー
クで構成されている．GAN の概念図を図 2.7 に示す．Generator は，一様分布などからサ
ンプルされた乱数を入力として受け取り，これを種として学習した画像に似た特徴を持つ
画像を生成する．Discriminatorは，入力画像が学習データセット由来か生成器由来かを判
別する．GANでは，この Generatorと Discriminatorの二つを競い合わせるように学習さ
せる．Generatorは，Discriminatorが学習データセット由来の画像だと判断するような生
成画像を作るように学習を進める．Discriminatorは入力された画像が学習データセットか
ら来たものか，Generatorが生成したものかを正しく判断できるように学習を進める．この
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Generator と Discriminator の学習を交互に進めていくことで，互いに高め合うように学
習が進んでいき，最終的に高性能な Generator を得ることができる．Generator 及び
Discriminatorの目的関数は以下の式のようになる． 
 
 min
𝐺
max
𝐷
𝑉(𝐷, 𝐺) = 𝔼𝒙~𝑝𝑑𝑎𝑡𝑎(𝒙)[log 𝐷(𝒙)] + 𝔼𝒛~𝑝𝑧(𝒛)[log(1 − 𝐷(𝑮(𝒛)))] (2.9) 
 
 ここで，GはGenerator，DはDiscriminator，𝒙 は学習データ，𝒛 は乱数を．Discriminator
が正しく画像を判別できるようになると，𝐷(𝒙)は大きくなり，𝐷(𝑮(𝒛))は小さくなる．その
ため，log 𝐷(𝒙) , log(1 − 𝐷(𝑮(𝒛))は大きくなるため，Discriminatorはこの目的関数を最大化
しようとする．一方，Generatorが Discriminatorを欺けるようになると𝐷(𝑮(𝒛))は大きく
なるため，log(1 − 𝐷(𝑮(𝒛))は小さくなる．そのため，Generatorはこの目的関数を最小化し
ようとする．このように，Generator と Discriminator は対立的に目的関数を最適化する． 
 
2.3.2  DCGAN 
 Deep Convolutional Generative Adversarial Network (DCGAN) [8]は，GAN の
Generator と Discriminator を CNN で実装したものである．GAN の学習をうまく進める
ために，次のような工夫を取り入れている [16]． 
 
・プーリング層の廃止 
 CNNでは畳み込み層とプーリング層を交互に繰り返すことが一般的だが，プーリング層
を次の畳み込み層に置き換える．Generator では fractional-strided convolution 層に，
Discriminatorではストライドする畳み込み層に置き換える． 
 
 fractional-strided convolutionとは，元となる特徴マップを拡張してから畳み込むことで
deconvolution や transposed convolution とも呼ばれる  [17] ． fractional-strided 
図 2.7 GANの概念図 
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convolution の概要図を図 2.8 に示す．緑のマスが元の特徴マップ，青いマスが畳み込み後
の特徴マップである．図に示されるように，元の特徴マップを隙間や周囲に 0 を埋めるこ
とで拡大した後に畳み込みが行われる． 
 
・全結合層の廃止 
 CNN では最終層で全結合層を用いることがよくあるが，DCGAN の discriminator では
全結合層を global average pooling [18]に置き換える．global average poolingは，一つの
特徴マップに一つのクラスを対応させ，特徴マップの平均値をソフトマックス層に入力す
ることでクラスを識別する．global average poolingを使うことで，学習の収束は遅くなる
ものの，学習の安定性が増すという利点がある． 
 
・バッチ正規化の適用 
 Generator の出力層以外の層と Discriminator の入力層以外の層にバッチ正規化 [19]を
適用する．バッチ正規化とは，バッチごとに入力の平均を 0 に，標準偏差を 1 になるよう
に正規化を行うことである．これにより勾配の消失や爆発を防ぐことができるため，大きな
学習係数を使用することができ，学習の収束速度が向上するというメリットがある [20]． 
 
・ReLU, Leaky ReLU の適用 
 Generator の出力層以外の各層に ReLU を，Discriminator の全ての層に Leaky ReLU
を適用する．Leaky ReLU は以下の式であらわされる．また，そのグラフを図 2.9に示す． 
 
 𝑓(𝑥) = max (𝛼𝑥, 𝑥) (Leaky ReLU) (2.10) 
 
 ここで𝛼はパラメータであり，DCGANでは𝛼 = 0.2が使用されている． 
図 2.8  fractional-strided convolution の概要図 
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2.4  YOLO 
 You Only Look Once (YOLO) [6]は CNNを用いた物体検出アルゴリズムの一つで，物体
の検出と識別を同時に行う，高速・高精度なアルゴリズムである．YOLO は次のような流
れで検出を行う． 
 
1. 入力画像を S×S個のセルに分割する． 
2. セルごとに B個の物体候補領域を予測する． 
各候補領域は候補領域内に物体が存在する確率𝑃(𝑜𝑏𝑗𝑒𝑐𝑡)を持つ． 
3. セルごとにセル内の物体のクラス確率𝑃(class|𝑜𝑏𝑗𝑒𝑐𝑡)を予測する． 
4. 𝑃(𝑜𝑏𝑗𝑒𝑐𝑡)と𝑃(class|𝑜𝑏𝑗𝑒𝑐𝑡)を掛け合わせ，閾値以上となった候補領域を物体領域として
検出する． 
 
 𝑃(class) = 𝑃(𝑜𝑏𝑗𝑒𝑐𝑡) × 𝑃(class|𝑜𝑏𝑗𝑒𝑐𝑡) ≥ 閾値 (2.11) 
 
 
  
 
図 2.9  ReLU, Leaky ReLUのグラフ 
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第3章  
提案手法 
 
 本章では，提案手法についての説明を行う． 
3.1  提案手法の概要 
本研究では，猫・犬の顔検出及び品種識別の性能向上を目指している．提案手法の概要を
図 3.1に示す． 
 
 
 
図 3.1 提案手法概要図 (”The Oxford-IIIT-Pet Dataset” [21]) 
 
提案手法は二つの手法で構成されている．一つ目は，YOLOで猫・犬の顔領域を検出し，
その後検出した顔領域を猫・犬それぞれに対応した品種識別用 CNNで品種識別を行うとい
う二段階の検出手法である．これを提案手法 1とする．二つ目は，品種識別用 CNNを学習
させる際に，DCGANを用いて学習用データセットから猫・犬の類似画像を生成し，生成し
た類似画像を CNN の学習データセットに加えるというデータオーギュメンテーションで
ある．これを提案手法 2 とする．そして，提案手法 1 と提案手法 2 を組み合わせたものを
提案手法 3とする．それぞれの提案手法について，次節より説明を行う． 
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3.2  CNNと YOLOの二段階手法 
 提案手法では，YOLO と CNN を組み合わせた二段階手法による猫・犬の顔検出及び品
種識別を行う．これを提案手法 1とする．提案手法 1の概要図を図 3.2に示す． 
 
 
 
図 3.2 提案手法 1の概要図 (”The Oxford-IIIT-Pet Dataset” [21]) 
 
 提案手法 1では，まず YOLOにより猫・犬の顔領域の検出を行う．次に，検出した顔領
域を，猫の顔領域ならば猫の品種識別用 CNNに，犬の顔領域ならば犬の品種識別用 CNN
に入力として渡す．そして，品種識別用 CNNにより品種の特定を行い，YOLOの結果と統
合して最終的な検出結果を出力する． 
 
3.3  DCGANを用いたデータオーギュメンテーション 
3.3.1  DCGANを用いたデータオーギュメンテーションの概要 
 提案手法 1 の後段の品種識別用 CNN の学習において，DCGAN で生成した類似ペット
顔画像を CNNの学習データセットに加えるデータオーギュメンテーションを行う．これを
提案手法 2 とする．提案手法 2 の概要図を図 3.3 に示す．提案手法 2 の流れは次のように
なっている． 
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1. CNNの学習用データセットを用いて，品種ごとに DCGANを学習させる． 
2. 学習させた DCGAN で類似画像を生成する． 
3. 生成した類似画像の品質評価を行い，品質の良い生成画像を取り出す． 
4. 品質の良い生成画像を CNNの学習用データセットに加える． 
5. 類似画像を加えた CNN の学習用データセットに通常のデータオーギュメンテーショ
ンを施す． 
 
 提案手法 2 では，品種ごとに DCGAN の類似画像生成機を用意し，それらに画像を生成
させる．DCGANからは人の目で見て明らかに猫や犬の画像に見えないような，品質の悪い
画像も生成される．それらの画像を取り除くために，評価値による品質評価を行い，品質の
良いものだけを CNNの学習用データセットに加えることにする．評価値については次項で
説明する．そして，類似画像を加えた CNNの学習用データセットに通常のデータオーギュ
メンテーションを施す．本研究では，通常のデータオーギュメンテーションとして，画像の
 
 図 3.3 提案手法 2の概要図 
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反転，回転，平行移動，輝度変化，ガウスノイズ付与を施した．そして，提案手法 2のデー
タオーギュメンテーションを施したデータセットで品種識別用の CNNを学習させる． 
 
 DCGAN の Generator は Discriminator の CNN が本物かどうか区別できないような画
像を生成する．よって，その画像は DCGAN の学習画像に類似した CNN 特徴量を持つと
考えられる．そのため，DCGAN の生成画像は CNN の学習画像としても働くと考えられ，
CNNのデータオーギュメンテーションに使用できると考えられる． 
 
3.3.2  画像の品質評価値 
 本研究で用いた DCGAN からは，品質の悪い画像も生成される．そこで評価指標を用い
た品質評価を行い，品質の良いものを CNNの学習用データセットに加えることにする．評
価指標として，次の三つを検討する． 
 
・評価指標 1：DCGANの Discriminatorの出力 
 DCGAN の Discriminator は入力された画像が本物か生成された偽物かを判別する．品
質の悪い画像は Discriminatorが偽物と判断すると考えられるため，Discriminatorの真偽
識別結果を評価指標の候補の一つとする． 
 
・評価指標 2：事前学習した品種識別用 CNNの出力 
 提案手法 2 を施す前のデータセットで学習した品種識別用 CNN を用意する．品質の悪
い画像は顔の輪郭等が不完全であるため，品種識別用 CNNでうまく識別されないと考えら
れる．そのため，品種識別用 CNNによる品種識別結果を評価指標の候補の一つとする． 
 
・評価指標 3：事前学習した品種識別用 CNNの出力から求める Inception score 
 Inception score[22]は GANの Generatorの評価指標の一つである．これは二つの確率分
布の KLダイバージェンスを求めたもので，次式のように表される． 
 
 
I = exp(𝔼𝑥𝐾𝐿(𝑝(𝑦|𝑥)||𝑝(𝑦))) 
= exp (𝔼𝑥 ∑ 𝑝(𝑦|𝑥) log
𝑝(𝑦|𝑥)
𝑝(𝑦)
𝑥
) 
(3.1) 
 
𝑝(𝑦|𝑥) は個々の生成画像の CNN による識別結果の確率分布を，𝑝(𝑦) は生成画像全体
の識別結果の確率分布の平均を表す．一般的な GAN は様々なクラスの画像を学習に使う．
品質の良い画像は CNNで識別が正しくできる画像であると考えられ，理想的な𝑝(𝑦|𝑥)の分
布は図 3.4(a)のような一つのクラスに突出した分布となる．また，GAN からは様々なクラ
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スの画像が生成されるため，理想的な𝑝(𝑦)の分布は図 3.4(b)のような全てのクラスに均一な
分布となる．KLダイバージェンスは二つの確率分布の差異を計る尺度であり，差異が大き
いほど大きな値を取る．そのため，𝑝(𝑦|𝑥)及び 𝑝(𝑦)が理想的な分布の場合，Inception score
は大きな値を取る．Inception scoreは人の主観的な品質評価と相関があるとされている． 
 
 本研究では，特定の品種の画像のみを学習した DCGAN を使用する．そのため，理想的
な生成画像全体の識別結果の確率分布の平均𝑝(𝑦)は図 3.4(a)のような特定の品種に突出し
たものとなる．よって理想的な分布の場合，Inception score は小さな値を取る．そこで本
研究では，Inception score の逆数を画像の評価指標として用いる．また，個々の画像の品
質を評価するために，個々の生成画像の CNNによる識別結果の確率分布と理想的な分布の
KLダイバージェンスを使用する． 
 
3.4  提案手法 3 
 提案手法 3 は，提案手法 1 の後段の品種識別用 CNN の学習に，提案手法 2 の DCGAN
を用いたデータオーギュメンテーションを適用したものである．提案手法 1 と 2 を組み合
わせることで，さらなる性能の向上を図る． 
  
 
(a) 
 
(b) 
図 3.4 理想的な確率分布の例 
(a: 一つのクラスに突出した分布, b: 全てのクラスに均一な分布) 
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第4章  
評価実験と考察 
 
本章では，提案手法の評価実験について述べる． 
4.1  実験の概要 
 本研究では，提案手法の評価実験として次の 5つの評価実験を行った． 
 
実験 1： 提案手法 1の評価実験 
実験 2： 提案手法 2の評価実験 1 (生成画像付加の有無) 
実験 3： 提案手法 2の評価実験 2 (生成画像品質の与える影響) 
実験 4： 提案手法 2の評価実験 3 (品質評価指標) 
実験 5： 提案手法 2の評価実験 4 (追加画像枚数) 
実験 6： 提案手法 3の評価実験 
 
 実験 1 で提案手法 1 の評価を，実験 2-5 で提案手法 2 の評価及び最適なパラメータの探
索を，そして実験 6で提案手法 1と 2をまとめた提案手法 3の評価を行った． 
 
4.1.1  データセット 
 本研究では，オックスフォード大学が公開している動物画像データセット，”The Oxford-
IIIT-Pet Dataset” [21]より猫・犬それぞれ 12品種ずつを使用する．1 クラスに約 200枚の
画像が存在し，そのうち 50枚をテストに，残りを学習に使用した．使用した品種の一覧を
表 4.1に，画像の例を図 4.1に示す．また、品種識別用の CNNや DCGANの学習には、デ
ータセット中の動物画像の顔領域を切り出したものを使用した。 
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猫 犬 
Abyssinian (Ab) American Bulldog (AB) 
Bengal (Ben) American Pit Bull Terrier (AP) 
Birman (Bi) Basset Hound (BH) 
Bombay (Bom) Beagle (Bea) 
British Shorthair (BS) Boxer (Box) 
Egyptian Mau (EM) Chihuahua (Ch) 
Maine Coon (MC) English Cocker Spaniel (EC) 
Persian (Pe) English Setter (ES) 
Ragdoll (Ra) German Shorthaired (GS) 
Russian Blue (RB) Great Pyrenees (GP) 
Siamese (Si) Havanese (Ha) 
Sphynx (Sp) Japanese Chin (JC) 
 
表 4.1 使用した品種の一覧 
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4.1.2  評価指標 
 本研究では，提案手法の評価に次の評価指標を用いる． 
 
Accuracy：全体の精度． 
Precision：検出した物体のうち，正しく検出できたものの割合． 
Recall：正解データのうち，正しく検出できたものの割合． 
F値：Precisionと Recallの調和平均．Precisionと Recallを統合して評価する指標 
 
各評価指標の式を式(4.1) ~ (4.4)に，式中で用いた用語の表を表 4.2に示す． 
  
 
図 4.1 使用した品種の例 (”The Oxford-IIIT-Pet Dataset” [21]) 
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 accuracy =
正解数
テストデータ数
 (4.1) 
 
 Precision =
TP
TP + FP
 (4.2) 
 
 Recall =
TP
TP + FN
 (4.3) 
 
 F 値 =
2 ∗ Precision ∗ Recall
Precision + Recall
 (4.4) 
 
  
 
表 4.2 スレットスコア 
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4.2  実験 1：提案手法 1の評価実験 
4.2.1  実験概要 
実験 1では，提案手法 1である YOLOと CNN を組み合わせた二段階手法の評価実験を
行った．YOLO 単体で猫・犬の顔の検出と品種識別を行う一段階の手法 (以下，従来手法)
と提案手法 1である二段階の手法の実験をそれぞれ行い，その結果の比較を行った． 
 
4.2.2  実験結果 
 従来手法の結果を表 4.3に，提案手法 1の結果を表 4.4にそれぞれ示す． 
 
 
表 4.3 従来手法の実験結果 
 
 
 
 
表 4.4 提案手法 1の実験結果 
 
 
 
Ab Ben Bi Bo BS EM MC Pe Ra RB Si Sp cat
Precision 0.840 0.700 0.654 0.787 0.729 0.556 0.732 0.745 0.622 0.642 0.705 0.794 0.709
Recall 0.412 0.135 0.680 0.960 0.700 0.800 0.600 0.760 0.560 0.680 0.620 0.540 0.621
F値 0.553 0.226 0.667 0.865 0.714 0.656 0.659 0.752 0.589 0.660 0.660 0.643 0.662
cat
AB AP BH Bea Bo Ch EC ES GS GP Ha JC dog all
Precision 0.589 0.444 0.818 0.667 0.643 0.842 0.571 0.400 0.700 0.717 0.772 0.974 0.678 0.693
Recall 0.660 0.640 0.180 0.200 0.180 0.640 0.320 0.400 0.560 0.860 0.880 0.760 0.523 0.572
F値 0.622 0.524 0.295 0.308 0.281 0.727 0.410 0.400 0.622 0.782 0.822 0.854 0.591 0.627
dog
Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
Precision 0.786 0.675 0.769 0.845 0.860 0.917 0.841 0.917 0.868 0.889 0.816 0.696 0.823
Recall 0.863 0.519 0.800 0.980 0.860 0.660 0.740 0.880 0.660 0.800 0.800 0.780 0.779
F値 0.823 0.587 0.784 0.908 0.860 0.768 0.787 0.898 0.750 0.842 0.808 0.736 0.800
cat
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog all
Precision 0.800 0.698 0.646 0.615 0.756 0.702 0.549 0.647 0.795 0.778 0.875 0.930 0.733 0.778
Recall 0.720 0.600 0.620 0.480 0.680 0.660 0.560 0.660 0.700 0.840 0.840 0.800 0.680 0.729
F値 0.758 0.645 0.633 0.539 0.716 0.680 0.554 0.653 0.744 0.808 0.857 0.860 0.705 0.753
dog
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4.2.3  考察 
 実験の結果，従来手法では Precisionが 0.693，Recallが 0.572，F値が 0.627となった．
一方提案手法 1 では，Precision が 0.778，Recall が 0.729，F 値が 0.753 となった．よっ
て，提案手法 1 が従来手法より高い性能を示すことが確認できた．特に Recall の向上が大
きいことから，提案手法 1 は従来手法では検出することができなかった動物の顔を検出で
きるようになったのだと考えられる． 
 
 従来手法と提案手法 1により検出された物体数を表 4.5に示す．表 4.5から，提案手法 1
は従来手法よりもペットの顔を 114個多く検出していることがわかる．この検出数の差が，
従来手法と提案手法 1の性能差の一因であると考えられる．提案手法 1の YOLOでは猫か
犬かの 2 クラス識別を行うが，従来手法の YOLOでは猫 12品種，犬 12品種の計 24クラ
ス識別を行う．識別するクラス数の多い従来手法の YOLO の方が識別は難しく，識別精度
は低くなる．YOLO では，検出候補領域から最終検出領域を決定する際に，物体の存在確
率𝑃(𝑜𝑏𝑗𝑒𝑐𝑡)と物体のクラス確率𝑃(class|𝑜𝑏𝑗𝑒𝑐𝑡)を掛け合わせ，閾値以上となったものを物体
領域として決定する．識別するクラス数の多い従来手法の YOLO の場合，このクラス確率
𝑃(class|𝑜𝑏𝑗𝑒𝑐𝑡)の精度が低くなるため，誤って小さな値を取ってしまい，𝑃(𝑜𝑏𝑗𝑒𝑐𝑡)の値が大
きくても物体として検出されないという現象が起きてしまう．この結果，従来手法と提案手
法 1の検出数の差が生じたと考えられる． 
 
 
 
 
  
 
表 4.5 検出した物体数 
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4.3  DCGANにより生成された画像 
 DCGANにより生成された画像の例を図 4.2, 4.3に示す．生成された画像には，比較的動
物の顔の形を保った品質の良い画像と，輪郭の形が崩れていたり，ぼやけていたり，ただの
毛並みのテクスチャのようなものになったりしている品質の悪い画像が見られた．これは
DCGANの学習枚数不足が原因だと考えられる． 
 
図 4.2 DCGANの生成画像例(猫) 
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図 4.3 DCGANの生成画像例(犬) 
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4.4  実験 2：提案手法 2の評価実験 1 (生成画像付加の有無) 
4.4.1 実験概要 
 実験 2では，提案手法 2 である DCGANを用いたデータオーギュメンテーションの評価
実験として，DCGANの生成画像を CNNの学習データセットに加えることが CNNの性能
に与える影響の調査を行った．実験としては，生成画像を CNNの学習データセットに加え
ない場合 (以下，従来手法)と，品質をランダムに一品種あたり 100 枚の生成画像を学習デ
ータセットに加えた場合 (以下，提案手法 2)の CNNの性能の比較を行った． 
 
4.4.2  実験結果 
 猫の実験結果を表 4.6に，犬の実験結果を表 4.7にそれぞれ示す． 
 
 
表 4.6 実験 2の実験結果(猫) 
 
 
 
表 4.7 実験 2の実験結果(犬) 
 
 
 
  
Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
従来手法 0.902 0.750 0.840 1.000 0.880 0.820 0.840 0.960 0.720 0.900 0.820 0.780 0.851
提案手法 0.902 0.750 0.840 0.980 0.860 0.800 0.880 0.900 0.780 0.860 0.860 0.860 0.856
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog
従来手法 0.800 0.620 0.820 0.600 0.900 0.940 0.840 0.660 0.840 0.960 0.840 0.860 0.807
提案手法 0.800 0.660 0.900 0.520 0.900 0.940 0.780 0.720 0.860 0.940 0.900 0.820 0.812
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4.4.3  考察 
 実験の結果，猫の場合，従来手法の accuracyが 0.851， 提案手法 2の accuracyが
0.856，犬の場合，従来手法の accuracyが 0.807， 提案手法 2の accuracyが 0.812と
猫・犬どちらの場合も提案手法 2が高い性能を示した．よって，提案手法 2の有効性が確
認できた． 
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4.5  実験 3：提案手法 2の評価実験 2 (生成画像品質の与える影響) 
4.5.1 実験概要 
 実験 3では，提案手法 2 である DCGANを用いたデータオーギュメンテーションの評価
実験として，DCGANの生成画像の品質が CNNの性能に与える影響の調査を行った．品質
が良いものだけ，品質が悪いものだけ，品質をランダムに一品種あたり 100 枚の生成画像
を学習データセットに加えた際の CNNの性能の比較を行った．本実験では，画像品質の評
価指標として評価指標 1：DCGANの Discriminatorの出力を使用した． 
 
4.5.2  実験結果 
 猫の実験結果を表 4.8に，犬の実験結果を表 4.9にそれぞれ示す． 
 
 
 
表 4.8 実験 3の実験結果(猫) 
 
 
 
表 4.9 実験 3の実験結果(犬) 
 
 
  
Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
従来手法 0.902 0.750 0.840 1.000 0.880 0.820 0.840 0.960 0.720 0.900 0.820 0.780 0.851
提案手法(品質ランダム) 0.902 0.750 0.840 0.980 0.860 0.800 0.880 0.900 0.780 0.860 0.860 0.860 0.856
提案手法(品質良い) 0.922 0.769 0.840 1.000 0.900 0.740 0.920 0.940 0.720 0.880 0.840 0.880 0.862
提案手法(品質悪い) 0.882 0.788 0.860 1.000 0.960 0.720 0.900 0.940 0.700 0.860 0.860 0.820 0.857
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog
従来手法 0.800 0.620 0.820 0.600 0.900 0.940 0.840 0.660 0.840 0.960 0.840 0.860 0.807
提案手法(品質ランダム) 0.800 0.660 0.900 0.520 0.900 0.940 0.780 0.720 0.860 0.940 0.900 0.820 0.812
提案手法(品質良い) 0.760 0.680 0.900 0.680 0.920 0.940 0.800 0.680 0.840 0.920 0.860 0.860 0.820
提案手法(品質悪い) 0.820 0.740 0.820 0.600 0.920 0.900 0.780 0.640 0.780 0.900 0.900 0.880 0.807
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4.5.3  考察 
実験の結果，猫の場合，従来手法の accuracyが 0.851， 提案手法 2で品質ランダムに画
像を追加した場合の accuracyが 0.856，品質の良い画像のみを追加した場合の accuracyが
0.862，品質の悪い画像のみを追加した場合の accuracyが 0.857となった．犬の場合，従来
手法の accuracy が 0.807， 提案手法 2 で品質ランダムに画像を追加した場合の accuracy
が 0.812，品質の良い画像のみを追加した場合の accuracy が 0.820，品質の悪い画像のみ
を追加した場合の accuracyが 0.807となった．実験結果から，猫・犬どちらの場合も品質
の良い画像のみを追加する方が高い性能を発揮することが確認できた． 
 
 評価指標 1で分類した，品質の良い画像の例を図 4.4に，品質の悪い画像の例を図 4.5に
示す．評価指標 1で分類した品質の良い画像には，人の目で見て動物の顔に見える画像が，
品質の悪い画像には，動物の顔に見えないような画像が多く入っていることが確認できた．
品質の悪い画像は毛の色や模様の情報がある程度含まれているものの，輪郭等の情報も含
むような品質の良い画像には特徴の情報量が及ばないため，品質の良い画像のみを追加す
る方が高い性能を発揮したと考えられる． 
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図 4.4 品質の良い画像の例 
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図 4.5 品質の悪い画像の例 
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4.6  実験 4：提案手法 2の評価実験 3 (品質評価指標) 
4.6.1 実験概要 
 実験 3より，品質の良い画像を加える方が高い性能を示すことがわかった．実験 4では，
提案手法 2 である DCGAN を用いたデータオーギュメンテーションの評価実験として，以
下の三つの画像品質の評価指標の評価実験を行った．三つの評価指標に基づき選び出され
た品質の良い画像を，一品種あたり 100枚ずつ加えた際の CNNの性能の比較を行った． 
 
評価指標 1：DCGANの Discriminatorの出力 
評価指標 2：事前学習した品種識別用 CNNの出力 
評価指標 3：事前学習した品種識別用 CNNの出力から求める Inception score 
 
4.6.2  実験結果 
 猫の実験結果を表 4.10に，犬の実験結果を表 4.11にそれぞれ示す． 
 
 
表 4.10 実験 4の実験結果(猫) 
 
 
 
表 4.11 実験 4の実験結果(犬) 
 
  
Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
評価指標1 0.922 0.769 0.840 1.000 0.900 0.740 0.920 0.940 0.720 0.880 0.840 0.880 0.862
評価指標2 0.882 0.808 0.800 1.000 0.880 0.780 0.900 0.900 0.680 0.900 0.800 0.860 0.849
評価指標3 0.882 0.769 0.860 0.980 0.900 0.860 0.860 0.960 0.740 0.920 0.820 0.800 0.862
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog
評価指標1 0.760 0.680 0.900 0.680 0.920 0.940 0.800 0.680 0.840 0.920 0.860 0.860 0.820
評価指標2 0.760 0.660 0.820 0.620 0.880 0.940 0.800 0.720 0.820 0.900 0.840 0.880 0.803
評価指標3 0.740 0.660 0.860 0.640 0.880 0.940 0.860 0.660 0.820 0.940 0.900 0.920 0.818
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4.6.3  考察 
 実験の結果，猫の場合は評価指標 1 を用いた場合 accuracyが 0.862，評価指標 2 を用い
た場合 accuracyが 0.849，評価指標 3を用いた場合 accuracyが 0.862となった．犬の場合
は評価指標 1を用いた場合 accuracyが 0.820，評価指標 2を用いた場合 accuracyが 0.803，
評価指標 3を用いた場合 accuracyが 0.818となった．つまり，猫では評価指標 1及び評価
指標 3を用いた場合が，犬では評価指標 1を用いた場合が最も高い性能を示した．よって，
ペット画像を対象とした場合は，評価指標 1 である DCGAN の Discriminator の出力を画
像品質の評価指標として用いるのが妥当だと考えられる． 
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4.7 実験 5：提案手法 2の評価実験 4 (追加画像枚数) 
4.7.1 実験概要 
 実験 5では，提案手法 2 である DCGANを用いたデータオーギュメンテーションの評価
実験として，加える DCGAN の生成画像の枚数が CNN の性能に与える影響の調査を行っ
た．一品種あたりに加える DCGAN の生成画像の枚数を 0, 50, 100, 200, 300 枚と変えて
CNNの学習を行い，それぞれの CNN の性能の比較を行った．加える画像には，評価指標
1に基づき選び出された品質の良い画像のみを使用した． 
 
4.7.2  実験結果 
 猫の実験結果を表 4.12 に，犬の実験結果を表 4.1 にそれぞれ示す．また，結果をグラフ
化したものを図 4.6, 4.7に示す． 
 
表 4.12 実験 5の実験結果(猫) 
 
 
 
表 4.13 実験 5の実験結果(犬) 
 
 
追加枚数 Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
0 0.902 0.750 0.840 1.000 0.880 0.820 0.840 0.960 0.720 0.900 0.820 0.780 0.851
25 0.863 0.808 0.800 1.000 0.940 0.760 0.920 0.960 0.680 0.920 0.800 0.880 0.861
50 0.843 0.846 0.840 1.000 0.900 0.740 0.920 0.920 0.700 0.920 0.820 0.900 0.862
100 0.922 0.769 0.840 1.000 0.900 0.740 0.920 0.940 0.720 0.880 0.840 0.880 0.862
150 0.804 0.827 0.900 1.000 0.940 0.720 0.900 0.940 0.680 0.860 0.800 0.880 0.854
200 0.843 0.750 0.840 1.000 0.900 0.760 0.880 0.900 0.680 0.880 0.800 0.840 0.839
250 0.902 0.769 0.840 1.000 0.880 0.780 0.900 0.900 0.780 0.820 0.820 0.840 0.852
300 0.843 0.788 0.900 1.000 0.900 0.780 0.900 0.920 0.760 0.900 0.780 0.780 0.854
追加枚数 AB AP BH Bea Box Ch EC ES GS GP Ha JC dog
0 0.800 0.620 0.820 0.600 0.900 0.940 0.840 0.660 0.840 0.960 0.840 0.860 0.807
25 0.720 0.680 0.860 0.680 0.900 0.920 0.800 0.640 0.820 0.940 0.880 0.940 0.815
50 0.760 0.680 0.860 0.640 0.920 0.920 0.780 0.700 0.840 0.900 0.880 0.900 0.815
100 0.760 0.680 0.900 0.680 0.920 0.940 0.800 0.680 0.840 0.920 0.860 0.860 0.820
150 0.720 0.660 0.840 0.660 0.900 0.940 0.780 0.700 0.860 0.940 0.840 0.900 0.812
200 0.760 0.700 0.900 0.660 0.920 0.900 0.840 0.680 0.800 0.900 0.840 0.900 0.817
250 0.720 0.640 0.880 0.700 0.920 0.940 0.700 0.720 0.800 0.900 0.860 0.840 0.802
300 0.780 0.660 0.820 0.640 0.880 0.940 0.800 0.720 0.800 0.920 0.860 0.820 0.803
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図 4.6 実験 5の実験結果(猫)のグラフ 
 
 
 
 
図 4.7 実験 5の実験結果(犬)のグラフ 
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4.7.3  考察 
 実験の結果，猫の場合は追加枚数が50, 100枚の時が最も性能が高く，accuracyが 0.862，
犬の場合は追加枚数が 100枚の時が最も性能が高く，accuracyが 0.820となった．よって，
本実験のデータセットにおいては，猫・犬どちらの場合も 1 クラスあたり 100 枚の生成画
像を追加するのが最も良いということがわかった． 
 
 猫・犬どちらの場合も追加画像枚数を多くすると，性能が下がってしまった．この原因に
ついて，次のように考察する．DCGAN により生成される類似画像は，評価指標 1 により
品質が良いと判断された画像であっても元々の学習画像に比べると品質が低い．また，評価
指標 1 の値が高い順に追加しているため，追加枚数が増えるにつれて，追加する画像の品
質は低くなっていく．そのため，追加枚数が多くなると，学習データセットを占める類似画
像の割合が多くなり，データセット全体の質が少しずつ悪くなっていく．その結果，少量の
追加の場合は CNNの学習を補っていたのが，だんだんと類似画像が足枷となっていき，性
能が低くなっていってしまうと考えられる．そのため，提案手法 2 の DCGAN を用いたデ
ータオーギュメンテーションにおいては，追加する画像枚数をしっかりと考慮し，選択する
必要があると考えられる． 
 
  
 37 
 
4.8  実験 6：提案手法 3の評価実験 
4.8.1 実験概要 
 実験 6 では，提案手法 1 である YOLO と CNN を組み合わせた二段階手法と提案手法 2
である DCGAN を用いたデータオーギュメンテーションを組み合わせた提案手法 3 の評価
実験を行った．YOLO単体で猫・犬の顔の検出と品種識別を行う一段階の手法(以下，従来
手法)と提案手法 1，そして提案手法 3の性能の比較を行った．実験 2~5 の結果を踏まえ，
提案手法 2 として画像の品質評価指標 1 に基づき選び出された品質の良い画像を 1 クラス
あたり 100枚追加して実験を行った． 
 
4.8.2  実験結果 
 提案手法 3 の実験結果を表 1.14 に示す．また，従来手法，提案手法 1，提案手法 3 の結
果をまとめたものを表 4.15に示す． 
 
 
表 4.14 提案手法 3の結果 
 
 
 
 
表 4.15 実験結果のまとめ 
 
  
Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
Precision 0.768 0.730 0.818 0.845 0.885 0.971 0.837 0.932 0.844 0.976 0.843 0.771 0.852
Recall 0.843 0.519 0.900 0.980 0.920 0.680 0.820 0.820 0.760 0.820 0.860 0.740 0.805
F値 0.804 0.607 0.857 0.907 0.902 0.800 0.828 0.872 0.800 0.891 0.851 0.755 0.828
cat
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog all
Precision 0.786 0.651 0.653 0.649 0.791 0.655 0.605 0.632 0.745 0.804 0.891 0.933 0.733 0.792
Recall 0.660 0.560 0.640 0.480 0.680 0.720 0.520 0.720 0.700 0.820 0.820 0.840 0.680 0.743
F値 0.717 0.602 0.646 0.552 0.731 0.686 0.559 0.673 0.722 0.812 0.854 0.884 0.705 0.767
dog
Precision Recall F値
従来手法 0.693 0.572 0.627
提案手法1 0.778 0.729 0.753
提案手法3 0.792 0.743 0.767
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4.8.3  考察 
実験の結果，提案手法 3では Precision が 0.792，Recall が 0.743，F値が 0.767 となっ
た．従来手法と提案手法 1，提案手法 3の結果を比較すると，提案手法 3が最も高い性能を
発揮し，従来手法と比較すると Precisionで 0.099，Recallで 0.171，F値で 0.14の性能向
上が確認できた．よって、提案手法の有効性を確認することができた。 
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第5章  
結論 
 
 本研究では，代表的なペットである猫・犬の顔検出及び品種識別を行う手法を提案した．
YOLO で猫・犬の顔領域を検出し，その後検出した顔領域を猫・犬それぞれに対応した品
種識別用 CNNで品種識別を行うという 2段階の検出手法と，品種識別用 CNNを学習させ
る際に，DCGANを用いて学習用データセットから猫・犬の類似画像を生成し，生成した類
似画像を CNN の学習データセットに加えるというデータオーギュメンテーションの二つ
の手法を提案し，猫・犬の顔検出及び品種識別の性能向上を図った．実験の結果，提案手法
は従来手法と比べて Precision で 0.099，Recall で 0.171，F 値で 0.14 の性能向上を達成
し，提案手法の有効性を確認することが出来た．また，提案手法 2 の DCGAN を用いたデ
ータオーギュメンテーションにおいて，追加する画像の品質，画像の枚数を考慮し，品質の
良い画像を適切な枚数追加することでより性能が向上することがわかった． 
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