The concept of a hypergeneralized projector as a matrix H satisfying = H 2 H 1 for some η 1 , η 2 ∈ C, inherits the hypergenerality property. In the present paper, the problem considered in the latter paper is revisited and solved under the essentially weaker assumption that H 1 H 2 = H 2 H 1 .
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From the point of view of the present paper, the key role is played by matrices belonging to the set of hypergeneralized projectors, defined as C HGP n = {K ∈ C n,n :
The notion of a hypergeneralized projector was introduced by Groß and Trenkler [6, p. 466] , and several characteristics of the set C HGP n are now available in the literature. see also Theorem 3 in [2] .
A challenging and relevant question concerning matrices belonging to C HGP n is:
when a linear combination of the form
with c 1 , c 2 ∈ C and H 1 , H 2 ∈ C HGP n , inherits the hypergenerality property? The main difficulty of the problem is included in the fact that the derivation of necessary conditions for H 2 = H † may depend on the formula for the Moore-Penrose inverse of a sum of two matrices, developed in the general case by Hung and Markham [8, Theorem 1], which is not easy to handle. This difficulty was to certain extent avoided by Baksalary et al. [1] , who provided the answer to the aforementioned question under the assumption that
for some η 1 , η 2 ∈ C. In the present paper, the problem is revisited by utilizing different formalism than the one used in [1] . As a consequence, the complete solution to the problem of when a linear combination of the form (1.7) satisfies H 2 = H † , with the assumption (1.8) replaced by an essentially weaker (and more natural) commutativity condition
is established. Interestingly, it turns out that the set of possible situations in which
is not influenced by the relevant weakening of the constrains imposed on projectors H 1 and H 2 .
In the next section we provide some general results concerning partitioned matrices, which, besides of being useful from the point of view of the present paper, are of independent interest as well. The solution to the problem is given in Section 3.
Preliminary results
A crucial role in subsequent considerations is played by the theorem given below, which constitutes part (i) ⇔ (iv) of Theorem 4.3.1 in [4] . Theorem 1. Let K ∈ C n,n be of rank r. Then K ∈ C EP n if and only if there exists
The following three lemmas will be useful in further derivations.
P ∈ C p,p , and Q ∈ C n−p,n−p . Then K ∈ C EP n if and only if P ∈ C EP p and Q ∈ C EP n−p .
Proof. The result follows by straightforward verification of definition (1.2).
In the sequel, the symbol u with u ∈ C n,1 will mean the euclidean vector norm, whereas K with K ∈ C m,n will be the matrix norm induced by the euclidean vector norm (known as the spectral norm); see [9, pp. 270, 281] . The next lemma constitutes a solution to the part of Problem P2.3.2 in [5] referring to the spectral norm.
Lemma 2. Let K ∈ C m,n be partitioned according to
where A ∈ C p,q , D ∈ C m−p,n−q . Then none of the norms A , B , C , and D is greater than K .
Proof. Let u ∈ C q,1 be such that u = 1. It is clear that the following relationships are satisfied
Thus, Au K what ensures that A K . The proofs concerning the remaining three inequalities are obtained similarly.
Lemma 3. Let K 1 , K 2 ∈ C m,n be partitioned according to
where A ∈ C p,q , B ∈ C r,s , C ∈ C m−r,n−s , and D ∈ C m−p,n−q . Then
Proof. Relationships (2.1) are obtained straightforwardly from the fact that for any K ∈ C m,n , the norm K is equal to the largest eigenvalue of √ K * K; see [9, p. 281] .
(Parenthetically note that the left-hand side formula in (2.1) constitutes relationship (5.2.12) in [9] .)
The theorem below concerns relationships between spectral norms of submatrices involved in two partitioned matrices, of which at least one is EP. A particular case of the theorem, covered by the corollary following it, will be of key importance in establishing the main result of the paper.
where A 1 , A 2 ∈ C r,r , D ∈ C n−r,n−r , rk(A 1 ) = r, and B , C K †
.
Proof. The existence of the representation of K 1 given in (2.2), with nonsingular A 1 , is ensured by Theorem 1. Since,
Hence,
and, thus, inequality B K † 1 is established. The proof of C K † 1 is obtained analogously.
Then there exists U ∈ C U n such that
where A 1 , A 2 ∈ C r,r , D ∈ C n−r,n−r , rk(A 1 ) = r, and
Proof. The result follows from Theorem 2 by taking = 0.
The next two results are obtained directly from Corollary 1. The first of them provides a solution to Exercise 14 in Chapter 4 in [4] ; see also Theorem 6 in [3] .
Proof. Let K 1 and K 2 be of the forms given in (2.3). Then, clearly, (
The Bulletin of the International Linear Algebra Society 27 (2001) pp. 30-32] to the problem posed by Tian [11] . In view of the equalities constituting the last equivalence, it is seen that (A
is indeed the Moore-Penrose inverse of A 1 A 2 and, thus, the assertion is established.
In general, the Moore-Penrose inverse of a sum of two matrices is not equal to a sum of the Moore-Penrose inverses of the matrices. Nevertheless, one of the situations in which this is the case was pointed out by Groß and Trenkler [6, p. 471], who observed that for when c i = 0.
Proof. Let K 1 and K 2 be of the forms given in (2.3). Then, clearly,
3) lead to
from where we obtain
In consequence, ( 
The proof is complete.
The last result of the section refers to the notion of diagonalizability, which will play an important role in establishing the main result of the paper.
Lemma 4. Let K ∈ C n,n be diagonalizable and have two distinct eigenvalues, say,
In consequence, we get (K − λI n )(K − µI n ) = 0, whence the assertion follows.
The main result
In what follows, we assume that c 1 , c 2 ∈ C and 
Moreover, denoting rk(A 2 ) = x, again by Corollary 1, we can represent A 1 and A 2 as
where
Furthermore, with rk(D 2 ) = y, in view of Theorem 1, we can represent D 2 as
, and rk(C 2 ) = y. Concluding, from (3.1)-(3.3) we obtain
where X ∈ C U n is of the form X = U(V ⊕ W). Since the nonsingularity of A 1 implies the nonsingularity of B 1 and C 1 , it is seen that the nonzero summands in (3.4) satisfy First, we shall prove the necessity of the six sets of conditions listed in the theorem.
In this part of the proof, it is assumed (without loss of generality) that the fourth summands in representations of H 1 and H 2 given in (3.4) are not present, i.e.,
can be equivalently expressed as the conjunction
As easy to verify, for nonzero scalar c and any nonzero hypergeneralized projector, say P, the product cP is a hypergeneralized projector if and only if c ∈ 
1 ), and using Corollary 2, leads to
if and only if 
Combining the nonsingularity of F with F ∈ C HGP s , being an obvious consequence of (3.7) and (3.9), gives F 3 = I s . Premultiplying and postmultiplying (3.9) by Y * and Y, respectively, leads to
where the latter matrix on the left-hand side, with K ∈ C s,s and N ∈ C x−s,x−s , represents the product Y * GY. From (3.10) if follows that c 1 I s + c 2 K = F holds along with
Taking (3.11) into account, matrix G can be expressed as 
Hence, (c 1 H 1 + c 2 H 2 )H 2 = 0, and, thus, the set (ii) of the theorem is established.
(iii) only the first and third summands are present, i.e., H 1 = X(B 1 ⊕ 0)X * and
This case is a counterpart of case (ii) and leads to the set (iii) of the theorem.
(iv) all summands are present. Then, from (3.6) we obtain c 1 , c 2 ∈ 3 √ 1. However, these inclusions are irreconcilable with the left-hand side condition in (3.13).
Let us now assume that 0 < s x. By combining (3.9) with (3.12), and utilizing
where K 3 = I s . On account of Corollary 3.3.8 in [7] , equality K 3 = I s ensures that K is diagonalizable; see also [10, p. 410] . Thus, there exists nonsingular S ∈ C s,s
1, and, in consequence, (3.14) can be rewritten as
In what follows we consider separately three disjoint cases of (3.15) in which eigenvalues λ i , i = 1, 2, ..., s,: (i) are all equal, (ii) take exactly two different values, and (iii) take exactly three different values.
Assume first that all eigenvalues of K are equal to, say, λ, i.e.,
In such a case, equations (3.15) reduce to
Having in mind that λ ∈
Hence, it is clear that each of the pairs c 1 ∈
is irreconcilable with (3.17). Furthermore, also the pair c 1 ∈ In situation (i), it is necessary that 0 < s < x, for if x = s, then H 2 = λH 1 , contradicting the assumptions. In view of (3.16), representation (3.12) reduces to
with µ = −c 1 /c 2 satisfying µ ∈ 3 √ 1. From Lemma 4 it follows that (3.18) implies
Combining this equality with (3.8) leads to B Moreover, (3.18) implies that G = B 2 1 B 2 is normal, hence H 2 1 H 2 is also normal. Thus, set (vi) of the theorem has been obtained.
In the situation (ii), when only the first and second summands in representations (3.5) are present with x = s, on account of B 2 = λB 1 , we have
Furthermore, the presence of the second summands in (3.5) ensures that c 1 ∈ 3 √ 1. In consequence, we arrive at the set (iv) of the theorem.
In the next situation, corresponding to the presence of only the first and third summands in representations (3.5) with x = s, similar arguments to the ones utilized in the proof leading to the set (iv) of the theorem, lead to its set (v). Thus, the part of the proof under the assumption that all eigenvalues of K are equal is completed.
Let us now assume that K has two distinct eigenvalues say, λ and µ. Then, from (3.15) we obtain
whence it is clear that also here we have to consider three situations regarding the presence of the summands in representations (3.5), namely: (i) only the first summands are present, (ii) only the first and second summands are present with x = s, and (iii) only the first and third summands are present with x = s.
In the first of them, we shall still distinguish two cases, namely x = s and s < x. If x = s, then (3.12) ensures that the eigenvalues of G are equal to the eigenvalues of K, i.e., λ and µ. Combining the fact that G is diagonalizable with Lemma 4, leads to In the situation (ii), characterized by the presence of only the first and second summands in representations (3.5) with x = s, we again make use of the fact that λ and µ, being the two distinct eigenvalues of K, are simultaneously the eigenvalues of diagonalizable G. Hence, employing once more Lemma 4, we arrive again at (3.19).
Clearly, account of the implication λ, µ ∈ The present step of the proof is concluded by the observation that an analogous contradiction is obtained in situation (iii), characterized by the presence of only the first and third summands in (3.5) with x = s.
Finally, let us assume that K has three different eigenvalues: 1, θ, and θ, where
i. From (3.15) we get solvable system It is thus seen that the nonsingularity of C 2 implies that the third summands in The proof is complete.
In a comment to Theorem 3 observe that its set (i) corresponds to Corollary 2 in
[1], ...
