In nonlinear structural analysis, it is very important to use an accurate hysteretic model. However, there are some materials and structural members for which the human development and application of a hysteretic model are too complex. Such situations can apparently be addressed using a recurrent neural network (RNN) system. An RNN is a type of neural network (NN) that can be changed by a system based on previous hysteresis inputs and outputs. In the present study, we confirmed the applicability of RNN to the development of a normal bilinear model. Firstly, we identified the appropriate RNN model using training data comprising theoretical bilinear historical displacement as input and force as output data. The results confirmed that the identified RNN model could be applied to the system, and that it was equivalent to a theoretical bilinear model.
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The objective of the present study was to confirm the applicability of RNN modeling to the normal bilinear modeling of very complex nonlinear hysteresis. First, we identified the appropriate long short-term memory (LSTM) RNN model using training data comprising bilinear historical displacement as input and force as output data. It was confirmed that the identified RNN model could be applied to the system, and that it was equivalent to a theoretical bilinear model.
Following is a summary of the study findings:
(1) A three-layered RNN model with LSTM units is required for a bilinear system. This was determined using training data comprising theoretical bilinear input-output data. Comparison of the output of the identified RNN model with that of a theoretical model revealed good agreement. The changeability of an RNN by a system based on previous hysteresis inputs and outputs was confirmed in the case of basic hysteretic bilinear model, which is often used for structural seismic design.
(2) The sparsity of the weight matrix of the identified RNN model was investigated. The matrix was not found to exhibit sparsity when its layer contained "drop out". This indicated that the RNN model was very large and had many weight coefficients, which would make its analysis very difficult.
The findings of this study confirm the applicability of RNN modeling to structural hysteresis. There is, however, the need for further improvement of the procedure. 
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