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For every integer m ≥ 3 and every integer c, let rm c be the least integer, if
it exists, such that for every 2-coloring of the set 1 2     rm c there exists a
monochromatic solution to the equation
m−1∑
i=1
xi + c = xm
The values of rm c were previously known for all values of m and all nonnegative
values of c. In this paper, exact values of rm c are found for all values of m and
all values of c such that −m+ 2 < c < 0 or c < −m− 1m− 2. Upper and lower
bounds are given for the remaining values of c.  2001 Elsevier Science
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1. INTRODUCTION
It was proved by Schur [4], in 1916, that for every positive integer t, there
exists a least integer n = St, such that for every t-coloring of 1 2     n,
	 1 2     n → 0 1     t − 1, there exists a monochromatic solution
to x1 + x2 = x3, i.e., a solution with x1 = x2 = x3. The exact
values of the numbers St, called Schur numbers, are known only for a few
small values of t.
The subject of this paper is the equation
m−1∑
i=1
xi + c = xm S
where x1 x2     xm ∈ , m ≥ 3 and c ≤ 0.
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We say that a 2-coloring 	 1 2     n → 0 1 is good if it avoids
a monochromatic solution to (S), i.e., there is no m-tuple x1 x2     xm
which satisﬁes Eq. (S) and for which xi = const. for i = 1 2     n.
The smallest number n = rm c, if it exists, such that there is no good
2-coloring of 1 2     n, is called the Rado number for Eq. (S). If such
an integer does not exist, we say that rm c = ∞. In particular the Schur
number S2 = r3 0. The problem of ﬁnding the exact values of rm c
falls into a general theory of partition of regular systems of equations de-
veloped by R. Rado, starting with his paper [2] in 1933.
It is easy to see that if m is even and c is odd, then rm c = ∞. Indeed
the coloring which assigns 0 to the odd numbers and 1 to the even numbers
avoids a monochromatic solution of Eq. (S) (it is good). It is assumed
throughout the rest of this paper that m is odd or c is even.
In 1982, Beutelspacher and Brestovansky [1] proved that rm 0 = m2 −
m − 1, for m ≥ 3. The exact values of Rado numbers for Eq. (S), where
c ≥ 0, were found by Schaal in 1993 [3]:
Theorem 1.1 (Schaal). If m is odd or c ≥ 0 is even, then rm c =
m2 + c − 1m+ 1.
In Section 2 it is shown that the same formula for rm c is also valid for
−m+ 2 < c < 0, although a new proof is required. For −m− 1m− 2 ≤
c ≤ −m + 2, the Rado numbers become quite irregular, due to various
congruencies that make it impossible to avoid a monochromatic solution
to Eq. (S). This range of values of c is studied in Section 3, where upper
and lower bounds for the Rado numbers are given, as well as some exact
values. Section 3 is not needed in the sequel, except for Lemma 3.2. Finally,
Theorem 4.1, in Section 4, provides the exact values of Rado numbers for
c < −m − 1m − 2. What makes the upper bounds for some of the
intermediate values of c more valuable is that they are needed in the proof
of Theorem 4.1.
The results of this paper are summarized in a table below. In addition,
it is shown that 1 − m + 1c/m2 − m − 1 ≤ rm c ≤ m, for all
values of c, such that −m− 1m− 2 ≤ c < −m+ 2 (see Proposition 3.1,
Lemma 3.4, and Corollaries 3.1 and 3.2 for more details).
c rm c
−m+ 2 < c < 0 m2 + c − 1m+ 1
−2m− 2 + 1 ≤ c ≤ −m+ 2 rm c ≤ m
−2m− 2 2
−2m− 2 − 1 3
−jm− 2 ≤ c ≤ −j − 1m− 1
for j = 3 4    m− 1 jm− 1 + c
c < −m− 1m− 2
⌈
1−m+1c
m2−m−1
⌉
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2. VALUES OF c CLOSE TO 0
Theorem 2.1. If m is odd or c is even, and −m + 2 ≤ c < 0, then
rm c = m2 + c − 1m+ 1.
Proof. If c = −m+ 2, then x1 = · · · = xm = 1 is a solution of Eq. (S);
therefore rm c = 1. Let us assume −m+ 2 < c < 0.
Lower Bound: The proof of the lower bound is essentially the same
as in [3]. We outline it here for the convenience of the reader. Let n =
m+ 1m− 2 + c. Deﬁne a coloring of 1 2     n by
x =
{
1 for m− 2 + c < x ≤ mm− 2 + c
0 otherwise.
Let x1 x2     xm ∈ 1 2     n be a solution to Eq. (S). Sup-
pose that xi = 0 for all i = 1 2    m − 1. If xi ≤ m − 2 + c for
all i = 1 2    m − 1, then m − 2 + c < xm < mm − 2 + c, and
hence xm = 1. If xi > mm − 2 + c for some i ∈ 1 2    m − 1,
then xm =
∑m−1
i=1 xi + c > mm − 2 + c + m − 2 + c = n, a contra-
diction. Next, suppose xi = 1 for all i = 1 2    m − 1. Then
xm ≥ m − 1m − 1 + c + c = mm − 2 + c + 1 and xm = 0.
Therefore,  is a good coloring.
Upper Bound: Suppose  is a good coloring of 1 2     x. Without
loss of generality we assume that 1 = 0, which implies m− 1+ c = 1.
Case 1. There exists an integer k ∈ 2m − 1 + c such that k =
k+ 1 = 1. It is clear that m− 1k+ c = 0. Consider
x1 = · · · = xm−2 = 1
xm−1 = m− 1k+ c
and
y1 = · · · = ym−2+c = k+ 1
ym−1+c = · · · = ym−1 = k
for which xi = 0, yi = 1, i = 1 2    m − 1, and
∑m−1
i=1 xi + c =∑m−1
i=1 yi + c = m2 + c − 1m+ 1 ≥ x.
Case 2. For every integer k ∈ 2m+ c − 1, k = 0 or k+ 1 = 0.
It follows that m− 2 + c = m+ c = 0, since m− 1+ c = 1.
Subcase 21. m is odd. For
x1 = · · · = xm−1 = m− 1+ c
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and
y1 = · · · = ym−12 = m− 2 + c
ym+1
2
= · · · = ym−1 = m+ c
we have
∑m−1
i=1 xi + c =
∑m−1
i=1 yi + c = m− 1m− 1 + c + c. Hence
x < m− 1m− 1 + c + c
≤ m− 1m− 1 + c + c +m− 2 + c
= m2 + c − 1m+ 1
Subcase 22. m and c are even.
Subcase 221. For every integer k ∈ 1m − 1 + c, k = k + 1.
Since m − 1 + c is odd, we have m − 1 + c = 0, a contradiction.
Therefore
x < m− 1+ c
= m2 + c − 1m+ 1 −mm− 2 + c
≤ m2 + c − 1m+ 1
Subcase 222. There exists an integer k ∈ 1m − 1 + c such
that k = k + 1 = 0. Since m − 1 + c = 1, we must have
k + 2 ≤ m − 1 + c. Hence we may assume without loss of generality
that k + 2 = 1, for otherwise we can take a larger k. This implies
m− 1k+ 2 + c = 0. Consider
x1 = · · · = xm2 = k+ 3
xm
2 +1 = · · · = xm−2 = k+ 1
xm−1 = k
and
y1 = · · · = ym−1 = k+ 2
for which xi = 0, yi = 1, i = 1 2    m− 1. Let t =
∑m−1
i=1 xi + c =∑m−1
i=1 yi + c. It remains to note that
x < t = m− 1k+ 2 + c
≤ m− 1m− 1+ c + c
≤ m2 + c − 1m+ 1
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3. INTERMEDIATE VALUES OF c
Lemma 3.1. rm−2m− 2 = 2 and rm−2m− 2 − 1 = 3.
Proof. If c = −2m− 2, then m− 1+ c < 0 and x1 = · · · = xm = 2 is
a solution of Eq. (S); therefore rm c = 2.
Now let c = −2m− 2− 1. For the lower bound, notice that any coloring
of 1 2 with 1 = 2 is good. Suppose 	 1 2 3 → 0 1 is a good
coloring. Since 2m− 1 + c = 1, we can assume without loss of generality
that 1 = 0, and 2 = 1. Suppose 3 = 1. Then x1 = 3; x2 = · · · =
xm = 2 is a monochromatic solution of Eq. (S); a contradiction. Suppose
3 = 0. Since c is odd, m must be odd, and
x1 = · · · = xm−12 = 1
xm+1
2
= · · · = xm−1 = 3
xm = 1
is a monochromatic solution of Eq. (S), a contradiction.
Lemma 3.2. If −2m− 2 + 1 ≤ c < −m+ 2, then rm c ≤ m.
Proof. Suppose that 	 1 2    m → 0 1 is a good coloring. Let
L = 2m− 2 + c. Without loss of generality we will assume that 2 = 1,
and 2m− 1 + c = 0.
Suppose 1 = 1. Then
x1 = · · · = xL = 1
xL+1 = · · · = xm = 2
is a monochromatic solution of Eq. (S), a contradiction. Hence 1 = 0.
Suppose now that m = 0. Then
x1 = · · · = xm−2 = 1
xm−1 = m
xm = 2m− 1+ c
would be a monochromatic solution, a contradiction. Hence m = 1.
We also need to see that 3 = 1. Suppose on the contrary that
3 = 0.
Case 1. m is odd. We obtain a contradiction by noting that the following
is a monochromatic solution:
x1 = · · · = xm−12 = 1
xm+1
2
= · · · = xm−1 = 3
xm = 2m− 1 + c
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Case 2. m is even (and so is c). Let F = 3m− 2 + c. Then F ≤ 2m−
2 − 1 is even. Since
x1 = · · · = xF2 = 1
xF
2 +1 = · · · = xm = 3
is a monochromatic solution under our assumption, we have a contradiction.
Finally, let D = m − 2m − 1 + c. Since we have shown that 2 =
3 = m = 1, we have our contradiction with the monochromatic
solution:
x1 = · · · = xD = 3
xD+1 = · · · = xm−1 = 2
xm = m
The following lemma covers approximately half of the values of c ∈
−m− 1m− 2−m+ 2, for which the exact values of the Rado num-
bers rm c are found.
Lemma 3.3. If the constant c satisﬁes −pm − 2 ≤ c ≤ −p − 1m −
1, for some p ∈ 3 4    m− 1, then rm c = pm− 1 + c.
Proof. Lower Bound: It is easy to check that the following is a good
coloring of 1 2     pm− 1 + c − 1:
x =
{
0 for x ≤ p− 1
1 otherwise.
Upper Bound: Suppose  is a good coloring of 1 2     pm− 1 + c.
Without loss of generality we assume that p = 1 and pm − 1 +
c = 0. Let L = pm − 2 + c. If L = 0, then x1 = · · · = xm = p is a
monochromatic solution of Eq. (S), a contradiction. Let us assume that
L ≥ 1. It follows from the deﬁnition of L that L ≤ m− 4. Let us show that
p− 1 = p− 2 = 0. Suppose p− 1 = 1. Then
x1 = · · · = xL = p− 1
xL+1 = · · · = xm = p
is a monochromatic solution, a contradiction.
Suppose p− 2 = 1.
Case 1. L is even. Then
x1 = · · · = xL2 = p− 2
xL
2 +1 = · · · = xm = p
is a monochromatic solution, a contradiction.
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Case 2. L is odd. Since L = pm − 2 + c, then m and c cannot both
be even. Therefore, m must be odd. Then
x1 = · · · = xL−12 = p− 2
xL+1
2
= · · · = xm−1 = p
xm = p+ 1
is a monochromatic solution, unless p+ 1 = 0. But in this case
x1 = · · · = xm−12 = p− 1
xm+1
2
= · · · = xm−1 = p+ 1
xm = pm− 1 + c
is a monochromatic solution, a contradiction.
We have thus shown that if  is good, then p = 1 and p − 2 =
p− 1 = p+ L = 0. To arrive at a contradiction we need to look at
two cases.
Case 1. L ≥ m2 . Deﬁne D = 2L+ 2 −m. Then 2 ≤ D ≤ m− 6 and
x1 = p+ L
x2 = · · · = xD+2 = p− 2
xD+3 = · · · = xm = p− 1
is a monochromatic solution to Eq. (S), a contradiction.
Case 2. L < m2 . Deﬁne f k = kp+ L + m− 1− kp− 1 + c, for
k = 0 1     m2 . Clearly, f is an increasing function of k, and from the
hypothesis of the lemma f 0 ≤ 0. Also,
f
(⌊
m
2
⌋)
= p+ L+
⌊
m
2
⌋
L+ 1 −m+ 1
≥ p+ 1+m− 1−m+ 1
= p+ 1
Let M = mink ∈  	 f k ≥ p− 1. It follows that M ≥ 1. For
x1 = · · · = xM = p+ L
xM+1 = · · · = xm−1 = p− 1
we have
∑m−1
i=1 xi + c = f M = p− 1+Q, where 0 ≤ Q ≤ L. (If Q > L,
then M would not be minimal.)
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If Q = 0, then taking xm = p − 1 gives a monochromatic solution to
Eq. (S). If Q ≥ 1, then
y1 = · · · = yM = p+ L
yM+1 = · · · = yM+Q = p− 2
yM+Q+1 = · · · = ym = p− 1
is a monochromatic solution, since
∑m−1
i=1 yi + c =
∑m−1
i=1 xi + c−Q = p− 1,
a contradiction.
Lemma 3.4. If the constant c satisﬁes −pm− 1 < c < −pm− 2, for
some p ∈ 2 3     m2 , then rm c ≤ −pm− 3 − c.
Proof. Let L = −pm − 2 − c. Without loss of generality let us as-
sume that for a good coloring  of 1 2     p + L, p = 1 and
p− L = 0. If p+ L = 1, then
x1 = p+ L
x2 = · · · = xm = p
is a monochromatic solution, a contradiction. Hence p+ L = 0.
Case 1. m is odd. Then
x1 = · · · = xm−12 = p+ L
xm+1
2
= · · · = xm = p− L
is a monochromatic solution, a contradiction.
Case 2. m and c are even. If p+ 1 = 1, then
x1 = · · · = xL = p+ 1
xL+1 = · · · = xm = p
is a monochromatic solution, a contradiction. Hence p + 1 = 0. We
know that L ≤ m−12 is even. Then
x1 = · · · = xL = p+ 1
xL+1 = · · · = xL+m2 −1 = p− L
xL+m
2
= · · · = xm = p+ L
is a monochromatic solution, a contradiction. Hence rm c ≤ p+ L.
Corollary 3.1. If −m2 + 1m− 2 ≤ c < −m+ 2, then rm c ≤ m.
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Proof. It is easy to check that if −m2  + 1m− 2 ≤ c < −m+ 2, then
the hypothesis of one of the Lemmas 3.2, 3.3, or 3.4 is satisﬁed. In each
case either the exact value or the upper bound for rm c ≤ m.
In the next result an upper bound is extended to all of the “intermediate
values” of c. For a lower bound see Proposition 3.1.
Corollary 3.2. If −m− 1m− 2 ≤ c < −m+ 2, then rm c ≤ m.
Proof. The right half of the interval is already covered by Corollary
3.1. It remains to check what happens for −m− 1m− 2 ≤ c < −m−
2m2  + 1.
Let  be an arbitrary coloring of 1 2    m. Consider the afﬁne trans-
formation y = m+ 1− x, which maps 1 2    m onto itself, and deﬁne
a new coloring x = m + 1 − x. It is easy to verify that an m-tuple
x1 x2     xm satisﬁes Eq. (S) if and only if the m-tuple y1 y2     ym
satisﬁes the equation
m−1∑
i=1
yi + c¯ = ym S
where c¯ = −c − m− 2m+ 1. It follows that −m− 2m2  < c¯ ≤ −m+
2. Therefore, by Corollary 3.1, there exists a -monochromatic solution of
Eq. (S). Hence, there exists a -monochromatic solution of Eq. (S).
Proposition 3.1. If m is odd or c is even, and −m− 1m− 2 ≤ c <
−m+ 2, then the Rado number for the equation S is⌈
1− cm+ 1
m2 −m− 1
⌉
≤ rm c ≤ m
Proof. See the comment after the proof of Theorem 4.1.
4. SMALL VALUES OF c
Theorem 4.1. If m is odd or c is even, and c < −m− 1m− 2, then
the Rado number for the equation (S) is
rm c =
⌈
1− m+ 1c
m2 −m− 1
⌉

Proof. Denote n = 1− m+ 1c/m2 −m− 1 − 1.
Lower Bound: Deﬁne a coloring of 1 2     n by
x =
{
0 for m− 12n+mc < x ≤ m− 1n+ c
1 otherwise.
(1)
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To see that  is a good coloring, let x1 x2     xm ∈ 1 2     n be a
solution of Eq. (S).
Suppose x1 = x2 = · · · = xm−1 = 0. Then xm =
∑m−1
i=1 xi + c ≤
m− 12n+mc. Therefore, xm = 1.
Suppose now that x1 = x2 = · · · = xm−1 = 1. If x1     xm−1 >
m− 1n+ c, then xm =
∑m−1
i=1 xi+ c ≤ m− 1n+ c and xm > m− 12n+
mc, and hence xm = 0. If, on the other hand, xi ≤ m− 12n+mc, for
at least one value of i, then
xm ≤ m− 12n+mc + m− 2n+ c
= nm2 −m− 1 + m+ 1c
<
1− m+ 1c
m2 −m− 1 m
2 −m− 1 + m+ 1c = 1
This shows that there is no -monochromatic solution of Eq. (S).
Upper Bound: Let s = n+ 1 = 1− m+ 1c/m2 −m− 1, and let 
be an arbitrary coloring of 1 2     s. Note that since c < −m− 1m−
2, we have s ≥ m. Consider the transformation y = s + 1− x, which maps
1 2     s onto itself. Also, deﬁne a new coloring ˜x = s+ 1− x. It
is easy to see that an m-tuple x1 x2     xm satisﬁes Eq. (S) if and only
if the m-tuple y1 y2     ym satisﬁes the equation
m−1∑
i=1
yi + c˜ = ym ˜S
where c˜ = −c − m− 2s + 1. Clearly we have c˜ > −2m− 2. The exis-
tence of a ˜-monochromatic solution of Eq. ˜S implies the existence of a
-monochromatic solution of Eq. (S). It is enough to show that for every
c < m − 1m − 2, we have rm c˜ ≤ s. By Lemma 3.2, if c˜ < −m + 2,
then rm c˜ ≤ m ≤ s. If c˜ > −m + 2, then by Theorem 2.1 all that re-
mains to note is that since s ≥ 1 − m + 1c/m2 − m − 1, we have
m2 + c˜ − 1m+ 1 ≤ s.
Comment. An inspection of the proof of Theorem 4.1 shows that the
lower bound is valid for all c < −m+ 2. This, combined with Corollary 3.2,
proves Proposition 3.1.
It would be interesting to ﬁnd a pattern for exact values of rm c, for
all values of c ∈ −m − 1m − 2−m + 3. Various congruencies which
take place for values of m and c in this interval do not make it much harder
to ﬁnd rm c in speciﬁc cases, but the general formula still seems elusive.
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