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AN EXPLICIT FORMULA FOR THE SIEGEL SERIES
OF A QUADRATIC FORM OVER A
NON-ARCHIMEDEAN LOCAL FIELD
TAMOTSU IKEDA AND HIDENORI KATSURADA
Abstract. Let F be a non-archimedean local field of character-
istic 0, and o the ring of integers in F . We give an explicit formula
for the Siegel series of a half-integral matrix over o. This formula
expresses the Siegel series of a half-integral matrix B explicitly in
terms of the Gross-Keating invariant of B and its related invari-
ants.
1. Introduction
The Siegel series is one of the simplest but most important subjects
in number theory, and is related with various types of arithmetic the-
ories of modular forms. It appears in the Fourier coefficients of the
Hilbert-Siegel Eisenstein series, and it is also related with the Fourier
coefficients of the lift, called the Duke-Imamoglu-Ikeda lift, constructed
by the first named author in [11] (see also [15]). It also plays very im-
portant roles in the study of various types of L-functions associated
with cusp forms through the pullback formula(cf. [1], [2], [22], [28],
[33]). Moreover, it is closely related to arithmetic algebraic geometry
(cf. [25], [26], [27]). In all cases, precise information on the Siegel series
is necessary. Thus it is very important to give an explicit form of the
Siegel series. In [16], the second named author gave an explicit formula
for the Siegel series of a half-integral matrix over Zp with any prime
number p of any degree. The formula is useful for a practical com-
putation of the Siegel series, and has several interesting applications.
Indeed, the formula was used to give special values of the standard
L-functions of Siegel modular forms and the triple product L-functions
of elliptic modular forms exactly (cf. [6],[10],[9], [17],[18],[21]). These
computations played important roles not only in confirming several
conjectures on such values numerically but also in proposing new con-
jecture on them. The formula was also one of key ingredients in proving
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the conjecture on the period of the Duke-Imamoglu-Ikeda lift proposed
in [12] (cf. [20]). Moreover, it was used to relate the local intersection
multiplicities on certain Shimura varieties to the derivatives of certain
local Whittaker functions in [30].
However, it is not satisfactory in the following reasons. Firstly, the
formula is complicated in the case p = 2, and it seems difficult to unify
it with the formula in the case that p is odd as it is. Secondly, it does not
seem clear what invariants determine the Siegel series. Though there
are other explicit formulas for local densities (cf. [8], [36]), it seems
difficult to resolve the above problems using them. In [35], Wedhorn
reformulated the formula in [16] for the Siegel series of a half-integral
matrix of degree three in terms of the Gross-Keating invariant in [7].
In [29], Otsuka gave an explicit formula for the Siegel series of a half-
integral matrix of degree two over the ring of integers of any non-
archimedean local field of characteristic 0. In this paper, we give an
explicit formula of the Siegel series of a half-integral matrix of any
degree over any non-archimedean local field of characteristic 0.
We explain our main result more precisely. Let F be a non-archimedean
local field of characteristic 0 with the residue field k and let o be the
ring of integers in F . Put q = #(k). For a non-degenerate half-integral
matrix B of degree n over o, let b(B, s) be the Siegel series of B. Then,
as will be explained in Section 2, we obtain a polynomial F˜ (B,X) in
X1/2 and X−1/2 attached to b(B, s). Let GK(B) be the Gross-Keating
invariant of B. We then define a set EGK(B) of invariants of B (cf.
Definition 3.5), which will be called the extended GK datum of B. In
the non-dyadic case, B has a diagonal Jordan decomposition:
B ∼ ̟m1U1⊥ · · ·⊥̟mrUr
with m1, . . . , mr non-negative integers such that m1 < · · · < mr and
Ui a diagonal unimodular matrix of degree ni for i = 1, . . . , r. Then
GK(B) = (m1, . . . , m1︸ ︷︷ ︸
n1
, . . . , mr, . . . , mr︸ ︷︷ ︸
nr
).
For each i = 1, . . . , r, we define ζi as
ζi =
{
ξB(n1+···+ni) if degB
(n1+···+ni) is even
ηB(n1+···+ni) if degB
(n1+···+ni) is odd,
where B(k) is the upper left k × k block of B, and ξA and ηA are the
invariants of a half-integral matrix A, which will be defined in Section
2. Then EGK(B) is defined as (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr). In
the dyadic case, the invariants GK(B) and EGK(B) of B are more
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elaborately defined. Then we express F˜ (B,X) explicitly in terms of
EGK(B). This polynomial is universal in the following sense. We define
an EGK datumG of length n as an element (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr)
of Zr>0 × Zr≥0 × {0, 1,−1}r with n1 + · · · + nr = n satisfying certain
conditions (cf. Definition 4.5). The EGK datum is defined by axiom-
atizing some properties of the extended GK datum of a half-integral
matrix, and naturally EGK(B) is an EGK datum (cf. Theorem 4.2).
We define a Laurent polynomial F˜(G; Y,X) in X1/2, Y attached to G.
An explicit formula for F˜(G; Y,X) will be given in Proposition 4.1.
Then, our main result in this paper is as follows:
Theorem 1.1. Let B be a non-degenerate half-integral matrix of degree
n over o. Then we have
F˜ (B,X) = F˜(EGK(B); q1/2, X).
This unifies the formula for p = 2 with that for an odd prime p in
[16]. Therefore, our result not only gives a generalization of the main
result in [16] but also reformulates it in a satisfactory way, and is new
even in the case F = Qp. By the above theorem we immediately have
Corollary 1.1. Let B be as above. Then F˜ (B,X) is determined by
EGK(B).
By using the above theorem, Cho, Yamana, and Yamauchi [5] give
a formula for the Fourier coefficients of the derivative of Eisenstein
series of weight 2 and genus 4, and show that they are related with the
intersection number of 4 modular correspondences. Moreover, by using
the above corollary, Cho and Yamauchi [4] give an induction formula
for the Siegel series, which is different from that in the present paper. It
gives a description of the local intersection multiplicities of the special
cycles on the special fiber of Shimura varieties for SO(2, n) with n ≤ 3
over a finite field in terms of Siegel series directly. These results shed a
new light on Kudla’s program [26]. Therefore, our result plays a crucial
role also in arithmetic algebraic geometry.
A proof of Theorem 1.1 will be given in Sections 6 and 7. To explain
the method of the proof of our main result, first we review the proof of
the main result in [16] with some modification. For simplicity let q be
odd, and let B be a non-degenerate half-integral matrix of degree n over
the ring o. Then B has the following diagonal Jordan decomposition
B ∼ ̟a1u1⊥ · · ·⊥̟anun
with a1 ≤ · · · ≤ an and u1, . . . , un ∈ o×. Then, in the case that o is the
ring Zp of p-adic integers, by the induction formulas for local densities
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(cf. Theorem 5.1), and the functional equation of the Siegel series (cf.
Proposition 2.1), we can express F˜ (B,X) in terms of F˜ (B(n−1), X) (cf.
[[16], Theorem 4.1)]). This argument works for any Siegel series over
a non-dyadic field. To be more precise, for an integer 1 ≤ i ≤ n, we
define ei as
ei =
{
a1 + · · ·+ ai if i is odd
2[(a1 + · · ·+ ai)/2] if i is even.
Then we have the following (cf. Theorem 6.1) :
Under the above notation and the assumption, we have
F˜ (B,X) = D(en, en−1; ξB(n−1) ; q
1/2, X)F˜ (B(n−1), q1/2X)
+ ηBD(en, en−1, ξB(n−1) ; q
1/2, X−1)F˜ (B(n−1), q1/2X−1)
if n is odd, and
F˜ (B,X) = C(en, en−1, ξB; q
1/2, X)F˜ (B(n−1), q1/2X)
+ C(en, en−1, ξB; q
1/2, X−1)F˜ (B(n−1), q1/2X−1)
if n is even. In particular if n = 1 we have
F˜ (B,X) =
r1∑
i=0
X i−(r1/2),
where ξ∗ and η∗ are the invariants stated above, and C(∗, ∗, ∗; Y,X)
and D(∗, ∗, ∗; Y,X) are rational functions in X1/2 and Y 1/2, which will
be defined in Definition 4.3.
Using the induction formulas stated above repeatedly, we get an ex-
plicit formula for F˜ (B,X). However, in the case p = 2, we do not
necessarily have a diagonal Jordan decomposition for B, and therefore,
the formula for p = 2 becomes complicated, and it is no hope to gen-
eralize it to any dyadic field as it is. To overcome this obstacle, we
adopt a reduced decomposition of B (cf. Definition 3.5) instead of a
diagonal Jordan decomposition. Let B be a reduced form of degree n.
Then, in the case that B(n−1) is a reduced form, and we can express
F˜ (B,X) in terms of F˜ (B(n−1), X) as (1.1) and (1.2) in the proof of
Theorem 1.1 in the dyadic case. In the other cases, we can also express
F˜ (B,X) in terms of F˜ (B(n−2), X) as (2.3) and (3.1) therein. From
the induction formulas we prove the explicit formula stated above. A
key ingredient for proving such induction formulas is a stability of the
extended GK datum of a reduced form (cf. Theorem 3.3), which was
essentially proved in [14]. Therefore the extended GK datum plays a
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very important roll not only in formulating main results but also in
proving them.
It seems interesting to consider a Hermitian version of the main result
in this paper.
We would like to thank Sungmun Cho, Shunsuke Yamana and Takuya
Yamauchi for many fruitful discussions and suggestions. The research
was partially supported by the JSPS KAKENHI Grant Number 26610005,
24540005, and 16H03919.
Notation Let R be a commutative ring. We denote by R× the group
of units in R. We denote by Mmn(R) the set of (m,n) matrices with
entries in R, and especially write Mn(R) = Mnn(R). We often identify
an element a of R and the matrix (a) of degree 1 whose component is a.
Ifm or n is 0, we understand an element ofMmn(R) is the empty matrix
and denote it by ∅. Let GLn(R) be the group consisting of all invertible
elements of Mn(R), and Symn(R) the set of symmetric matrices of
degree n with entries in R. For a semigroup S we put S✷ = {s2 | s ∈ S}.
Let R be an integral domain of characteristic different from 2, andK its
quotient field. We say that an element A of Symn(K) is non-degenerate
if the determinant detA of A is non-zero. For a subset S of Symn(K),
we denote by Snd the subset of S consisting of non-degenerate matrices.
We say that a symmetric matrix A = (aij) of degree n with entries in
K is half-integral if aii (i = 1, ..., n) and 2aij (1 ≤ i 6= j ≤ n) belong
to R. We denote by Hn(R) the set of half-integral matrices of degree
n over R. We note that Hn(R) = Symn(R) if R contains the inverse
of 2. We denote by Z>0 and Z≥0 the set of positive integers and the
set of non-negative integers, respectively. For an (m,n) matrix X and
an (m,m) matrix A, we write A[X ] = tXAX , where tX denotes the
transpose of X . Let G be a subgroup of GLn(K). Then we say that
two elements B and B′ in Symn(K) are G-equivalent if there is an
element g of G such that B′ = B[g]. For two square matrices X and
Y we write X⊥Y =
(
X O
O Y
)
. We often write x⊥Y instead of (x)⊥Y
if (x) is a matrix of degree 1. For a square matrix B of degree n
and integers 1 ≤ i1, . . . , ir ≤ n, 1 ≤ j1, . . . , jr ≤ n such that ik 6=
il (k 6= l) and jk′ 6= jl′ (k′ 6= l′) we denote by B(i1, . . . , ir; j1, . . . , jr) the
matrix obtained from B by deleting its i1, . . . , ir-th rows and j1, . . . , jr-
th columns. In particular, put T (k) = T (k+1, . . . , n; k+1, . . . , n). We
make the convention that T (k) is the empty matrix if k = 0. We denote
by 1m the unit matrix of degree m and by Om,n the zero matrix of
type (m,n). We sometimes abbreviate Om,n as O if there is no fear of
confusion.
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2. Siegel series
Let F be a non-archimedean local field of characteristic 0, and o = oF
its ring of integers. The maximal ideal and the residue field of o is
denoted by p and k, respectively. We fix a prime element ̟ of o once
and for all. The cardinality of k is denoted by q. Let ord = ordp denote
additive valuation on F normalized so that ord(̟) = 1. If a = 0, We
write ord(0) = ∞ and we make the convention that ord(0) > ord(b)
for any b ∈ F×. We also denote by | ∗ |p denote the valuation on F
normalized so that |̟|p = q−1. We put e0 = ordp(2).
For a non-degenerate element B ∈ Hn(o), we putDB = (−4)[n/2] detB.
If n is even, we denote the discriminant ideal of F (
√
DB)/F by DB.
We also put
ξB =

1 if DB ∈ F×2,
−1 if F (√DB)/F is unramified quadratic,
0 if F (
√
DB)/F is ramified quadratic.
Put
eB =
{
ord(DB)− ord(DB) if n is even
ord(DB) if n is odd.
Let 〈 , 〉 = 〈 , 〉F be the Hilbert symbol on F . Let B be a
non-degenerate symmetric matrix with entries in F of degree n. Then
B is GLn(F )-equivalent to b1⊥ · · ·⊥bn with b1, . . . , bn ∈ F×. Then we
define εB as
εB =
∏
1≤i<j≤n
〈bi, bj〉.
This does not depend on the choice of b1, . . . , bn. We also denote by ηB
the Clifford invariant of B (cf. [13]). Then we have
ηB =
{
〈−1,−1〉m(m+1)/2〈(−1)m, detB〉εB if n = 2m+ 1
〈−1,−1〉m(m−1)/2〈(−1)m+1, detB〉εB if n = 2m.
(cf. [[13], Lemma 2.1]). We make the convention that ξB = 1, eB = 0
and ηB = 1 if B is the empty matrix. Once for all, we fix an additive
character ψ of F of order zero, that is, a character such that
o = {a ∈ F | ψ(ax) = 1 for any x ∈ o}.
For a half-integral matrix B of degree n over o define the local Siegel
series bp(B, s) by
bp(B, s) =
∑
R
ψ(tr(BR))µ(R)−s,
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where R runs over a complete set of representatives of Symn(F )/Symn(o)
and µ(R) = [Ron + on : on].
Now for a non-degenerate half-integral matrix B of degree n over o
define a polynomial γq(B,X) in X by
γq(B,X) =
{
(1−X)∏n/2i=1(1− q2iX2)(1− qn/2ξBX)−1 if n is even
(1−X)∏(n−1)/2i=1 (1− q2iX2) if n is odd.
Then it is shown by [32] that there exists a polynomial Fp(B,X) in X
with coefficients in Z such that
Fp(B, q
−s) =
bp(B, s)
γq(B, q−s)
.
We define a symbol X1/2 so that (X1/2)2 = X . We define F˜p(B,X) as
F˜p(B,X) = X
−eB/2F (B, q−(n+1)/2X).
We note that F˜p(B,X) ∈ Q[q1/2][X,X−1] if n is even, and F˜p(B,X) ∈
Q[X1/2, X−1/2] if n is odd. We sometimes write Fp(B,X) and F˜p(B,X)
as F (B,X) and F˜ (B,X), respectively.
The following proposition is due to [[13], Theorem 4.1].
Proposition 2.1. We have
F˜ (B,X−1) = ζBF˜ (B,X),
where ζB = ηB or 1 according as n is odd or even.
3. The Gross-Keating invariant and related invariants
We first recall the definition of the Gross-Keating invariant [7] of a
quadratic form over o.
For two matrices B,B′ ∈ Hn(o), we sometimes write B ∼ B′ if B
and B′ are GLn(o)-equivalent. The GLn(o)-equivalence class of B is
denoted by {B}. Let B = (bij) ∈ Hn(o)nd. Let S(B) be the set of all
non-decreasing sequences (a1, . . . , an) ∈ Zn≥0 such that
ord(bi) ≥ ai,
ord(2bij) ≥ (ai + aj)/2 (1 ≤ i, j ≤ n).
Set
S({B}) =
⋃
B′∈{B}
S(B′) =
⋃
U∈GLn(o)
S(B[U ]).
The Gross-Keating invariant (or the GK-invariant for short) a = (a1, a2, . . . , an)
of B is the greatest element of S({B}) with respect to the lexico-
graphic order ≻ on Zn≥0. Here, the lexicographic order ≻ is, as usual,
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defined as follows. For (y1, y2, . . . , yn), (z1, z2, . . . , zn) ∈ Zn≥0, let j be
the largest integer such that yi = zi for i < j. Then (y1, y2, . . . , yn) ≻
(z1, z2, . . . , zn) if yj > zj. The Gross-Keating invariant is denoted by
GK(B). A sequence of length 0 is denoted by ∅. When B is a matrix
of degree 0, we understand GK(B) = ∅.
By definition, the Gross-Keating invariant GK(B) is determined only
by the GLn(o)-equivalence class of B. We say that B ∈ Hn(o) is an
optimal form if GK(B) ∈ S(B). Let B ∈ Hn(o). Then B is GLn(o)-
equivalent to an optimal form B′. Then we say that B has an optimal
decomposition B′. We say that B ∈ Hn(o) is a diagonal Jordan form
if B is expressed as
B = ̟a1u1⊥ · · ·⊥̟anun
with a1 ≤ · · · ≤ an and u1, · · · , un ∈ o×. Then, in the non-dyadic
case, the diagonal Jordan form B above is optimal, and GK(B) =
(a1, . . . , an). Therefore, the diagonal Jordan decomposition is an opti-
mal decomposition. However, in the dyadic case, not all half-integral
symmetric matrices have a diagonal Jordan decomposition, and the
Jordan decomposition is not necessarily an optimal decomposition.
Definition 3.1. Let a = (a1, . . . , an) be a non-decreasing sequence of
non-negative integers. Write a as
a = (m1, . . . , m1︸ ︷︷ ︸
n1
, . . . , mr, . . . , mr︸ ︷︷ ︸
nr
)
with m1 < · · · < mr and n = n1 + · · ·+ nr−1 + nr. For s = 1, 2, . . . , r
put
n∗s =
s∑
u=1
nu,
and
Is = {n∗s−1 + 1, n∗s−1 + 2, . . . , n∗s}.
Definition 3.2. Let B ∈ Hn(o)nd with GK(B) = (a1, . . . , an), and
n1, . . . , nr, n
∗
1, . . . , n
∗
r and m1, . . . , mr be those in Definition 3.1. Take
an optimal decomposition C of B, and for s = 1, . . . , r we put
ζs(C) = ζ(C
(n∗s)),
where ζ(C(n
∗
s)) = ξC(n∗s) or ζ(C
(n∗s)) = ηC(n∗s ) according as n
∗
s is even
or odd. Then ζs(C) does not depend on the choice of C (cf. [[14],
Theorem 0.4]), which will be denoted by ζs = ζs(B). Then we define
EGK(B) as EGK(B) = (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr), and we call
it the extended GK datum of B.
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From now on, until the end of this section, we assume that q is even.
We denote by Sn the symmetric group of degree n. Recall that a
permutation σ ∈ Sn is an involution if σ2 = id.
Definition 3.3. For an involution σ ∈ Sn and a non-decreasing se-
quence a = (a1, . . . , an) of non-negative integers , we set
P0 = P0(σ) = {i |1 ≤ i ≤ n, i = σ(i)},
P+ = P+(σ) = {i |1 ≤ i ≤ n, ai > aσ(i)},
P− = P−(σ) = {i |1 ≤ i ≤ n, ai < aσ(i)}.
We say that an involution σ ∈ Sn is an a-admissible involution if the
following two conditions are satisfied.
(i) P0 has at most two elements. If P0 has two distinct elements i
and j, then ai 6≡ aj mod 2. Moreover, if i ∈ Is ∩ P0, then i is
the maximal element of Is, and
i = max{j | j ∈ P0 ∪ P+, aj ≡ ai mod 2}.
(ii) For s = 1, . . . , r, there is at most one element in Is ∩ P−. If
i ∈ Is ∩ P−, then i is the maximal element of Is and
σ(i) = min{j ∈ P+ | j > i, aj ≡ ai mod 2}.
(iii) For s = 1, . . . , r, there is at most one element in Is ∩ P+. If
i ∈ Is ∩ P+, then i is the minimal element of Is and
σ(i) = max{j ∈ P− | j < i, aj ≡ ai mod 2}.
(iv) If ai = aσ(i), then |i− σ(i)| ≤ 1.
This is called a standard a-admissible involution in [14], but in this
paper we omit the word “standard”, since we do not consider an a-
admissible involution which is not standard.
Definition 3.4. For a = (a1, . . . , an) ∈ Zn≥0, put
M(a) =
{
B = (bij) ∈ Hn(o) ord(bii) ≥ ai,ord(2bij) ≥ (ai + aj)/2 (1 ≤ i < j ≤ n)
}
,
M0(a) =
{
B = (bij) ∈ Hn(o) ord(bii) > ai,ord(2bij) > (ai + aj)/2 (1 ≤ i < j ≤ n)
}
.
Definition 3.5. Let σ ∈ Sn be an a-admissible involution. We say
that B = (bij) ∈ M(a) is a reduced form with GK-type (a, σ) if the
following conditions are satisfied.
(1) If i /∈ P0 and j = σ(i), then
ord(2bi j) =
ai + aj
2
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(2) If i ∈ P0 ∪ P−, then
ord(bii) = ai.
(3) If j 6= i, σ(i), then
ord(2bij) >
ai + aj
2
.
We often say that B is a reduced form with GK-type a without
mentioning σ. We formally think of a matrix of degree 0 as a reduced
form with GK-type ∅. The following theorems are fundamental in our
theory.
Theorem 3.1. ([[14], Corollary 5.1]) Let B be a reduced form of GK
type (a, σ). Then we have GK(B) = a.
Theorem 3.2. (cf. [[14], Theorem 4.3]) Assume that GK(B) = a for
B ∈ Hn(o)nd. Then B is GLn(o)-equivalent to a reduced form of GK
type (a, σ) for some a-admissible involution σ.
By Theorem 3.2, any non-degenerate half-integral symmetric matrix
B over o is GLn(o)-equivalent to a reduced form B
′. Then we say that
B has a reduced decomposition B′.
The following theorem plays an important role in proving our main
result.
Theorem 3.3. Let B and B′ be elements of Hn(o). Assume that B
is a reduced form of GK-type (a, σ) and that B′ − B ∈ M0(a). Then
B′ is also a reduced form of the same type as B. Moreover we have
EGK(B′) = EGK(B).
Proof. The first assertion can easily be proved. The second assertion
follows from [[14], Proposition 3.3]. 
4. Laurent polynomial attached to EGK datum
We recall the definition of naive EGK datum (cf. [14]). Let Z3 =
{0, 1,−1}.
Definition 4.1. An element (a1, . . . , an; ε1, . . . , εn) of Z
n
≥0×Zn3 is said
to be a naive EGK datum of length n if the following conditions hold:
(N1) a1 ≤ · · · ≤ an.
(N2) Assume that i is even. Then εi 6= 0 if and only if a1 + · · ·+ ai
is even.
(N3) Assume that i is odd. Then εi 6= 0.
(N4) ε1 = 1.
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(N5) Let i ≥ 3 be an odd integer and assume that a1 + · · ·+ ai−1 is
even. Then εi = ε
ai+ai−1
i−1 εi−2.
We denote by NEGKn the set of all naive EGK data of length n.
Definition 4.2. For integers e, e˜, a real number ξ, and i = 0, 1 define
rational functions C(e, e˜, ξ; Y,X) and D(e, e˜, ξ; Y,X) in Y 1/2 and X1/2
by
C(e, e˜, ξ; Y,X) =
Y e˜/2X−(e−e˜)/2−1(1− ξY −1X)
X−1 −X
and
D(e, e˜, ξ; Y,X) =
Y e˜/2X−(e−e˜)/2
1− ξX .
For a positive integer i put
Ci(e, e˜, ξ; Y,X) =
{
C(e, e˜, ξ; Y,X) if i is even
D(e, e˜, ξ; Y,X) if i is odd.
.
Definition 4.3. For a sequence a = (a1, . . . , an) of integers and an
integer 1 ≤ i ≤ n, we define ei = ei(a) as
ei =
{
a1 + · · ·+ ai if i is odd
2[(a1 + · · ·+ ai)/2] if i is even.
We also put e0 = 0.
Definition 4.4. For a naive EGK datum H = (a1, . . . , an; ε1, . . . , εn)
we define a rational function F(H ; Y,X) in X1/2 and Y 1/2 as follows:
First we define
F(H ; Y,X) = X−a1/2 +X−a1/2+1 + · · ·+Xa1/2−1 +Xa1/2
if n = 1. Let n > 1. Then H ′ = (a1, . . . , an−1; ε1, . . . , εn−1) is a naive
EGK datum of length n − 1. Assume that F(H ′; Y,X) is defined for
H ′. Then, we define F(H ; Y,X) as
F(H ; Y,X) = Cn(en, en−1, ξ; Y,X)F(H ′; Y, Y X)
+ ζCn(en, en−1, ξ; Y,X
−1)F(H ′; Y, Y X−1),
where ξ = εn or εn−1 according as n is even or odd, and ζ = 1 or εn
according as n is even or odd.
By the definition of F(H ; Y,X) we easily see the following.
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Proposition 4.1. Let H = (a1, . . . , an; ε1, . . . , εn) be a naive EGK
datum of length n. Then we have
F(H ; Y,X)
=
∑
(i1,...,in)∈{±1}n
η(1−in)/2n Cn(en, en−1, ξn; Y,X
in)
×
n−1∏
j=1
η
(1−ij)/2
j Cj(ej , ej−1, ξj; Y, Y
ij+ijij+1+···+ijij+1···in−1X ij ···in),
where
ξj =
{
εj if j is even
εj−1 if j is odd,
and
ηj =
{
1 if j is even
εj if j is odd
for 1 ≤ j ≤ n. In particular,
F(H ; Y,X−1) = ηnF(H ; Y,X).
Proposition 4.2. Let H = (a1, . . . , an; ε1, . . . , εn) be a naive EGK
datum of length n. Then F(H ; Y,X) is a Laurent polynomial in X1/2
with coefficients in Z[Y, Y −1].
Proof. Put F(H ; Y,X)′ = X en/2F(H ; Y,X). It suffices to show that
F(H ; Y,X)′ is a polynomial in X with coefficients in Z[Y, Y −1]. By
definition, we easily see that F(H ; Y,X)′ belongs to Q(X, Y ). More-
over, by Proposition 4.1, F(H ; Y,X)′ can be expressed as
F(H ; Y,X)′ = P (X, Y )
Q(X, Y )
with P (X, Y ), Q(X, Y ) ∈ Z[X, Y, Y −1] such that Q(X, Y ) is a monic
polynomial in X with coefficients in Z[Y, Y −1]. By [[14], Remark 6.1,
Proposition 6.3 ], and [[16], Theorem 4.3], Q[X, p1/2] divides P [X, p1/2]
for any odd prime p in Q[X, p1/2]. It follows that Q(X, Y ) divides
P (X, Y ) in Z[X, Y, Y −1]. This proves the assertion. 
Proposition 4.3. Let H = (a1, . . . , an; ε1, . . . , εn) be a naive EGK
datum of length n and H ′′ = (a1, . . . , an−2; ε1, . . . , εn−2). Then H
′′ is a
naive EGK datum of length n− 2. Assume that an−1 = an. Then the
following assertions hold.
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(1) Assume that n is odd and a1+ · · ·+an−1 is even. Then we have
F(H ; Y,X) = Y en−2−1
{
X(−en+en−2)/2−1
(Y X)−1 − Y X F(H
′′; Y, Y 2X)
+
εnX
(en−en−2)/2+1
(Y X−1)−1 − Y X−1F(H
′′; Y, Y 2X−1)
}
+
Y en−1(Y 2 − Y −2)εn
((Y X)−1 − Y X)((Y X−1)−1 − Y X−1)F(H
′′; Y,X).
In particular, F(H ; Y,X) does not depend on εn−1.
(2) Assume that n is even and a1 + · · ·+ an is odd. Then we have
F(H ; Y,X) = Y en−2
{
X(−en+en−2)/2−1
X−1 −X F(H
′′; Y, Y 2X)
+
X(en−en−2)/2+1
X −X−1 F(H
′′; Y, Y 2X−1)
}
.
In particular, F(H ; Y,X) does not depend on εn−1.
Proof. We note that (H ′)′ = H ′′, and hence H ′′ is a naive EGK datum
of length n − 2. Assume that n is odd and a1 + · · · + an−1 is even.
Hence, we have
F(H ; Y,X) = Cn(en, en−1, εn−1; Y,X)
×
{
Cn−1(en−1, en−2, εn−1; Y, Y X)F(H ′′; Y, Y 2X)
+ Cn−1(en−1, en−2, εn−1; Y, (Y X)
−1)F(H ′′; Y,X−1)
}
+ εnCn(en, en−1, εn−1; Y,X
−1)
×
{
Cn−1(en−1, en−2, εn−1; Y, Y X
−1)F(H ′′; Y, Y 2X−1)
+ Cn−1(en−1, en−2, εn−1; Y, (Y X
−1)−1)F(H ′′; Y,X)
}
,
By definition, we have εn−2 = εn, and by Proposition 4.1, we have
F(H ′′, Y,X−1) = εnF(H ′′; Y,X).
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Then the assertion (1) can be proved by a direct calculation. Similarly
the assertion (2) can be proved. 
Now we recall the definition of EGK datum (cf. [14]).
Definition 4.5. Let G = (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr) be an ele-
ment of Zr>0 × Zr≥0 × Zr3 . Put n∗s =
∑s
i=1 ni for s ≤ r. We say that G
is an EGK datum of length n if the following conditions hold:
(E1) n∗r = n and m1 < · · · < mr.
(E2) Assume that n∗s is even. Then ζs 6= 0 if and only if m1n1+ · · ·+
msns is even.
(E3) Assume that n∗s is odd. Then ζs 6= 0. Moreover we have
(a) Assume that n∗i is even for any i < s. Then
ζs = ζ
ms+ms−1
s−1 · · · ζm2+m12 ζm2+m11 .
In particular, ζ1 = 1 if n1 is odd.
(b) Assume that n1m1+ · · ·+ (ns−1− 1)ms−1 is even and that
n∗i is odd for some i < s. Let t < s be the largest number
such that n∗t is odd. Then
ζs = ζ
ms+ms−1
s−1 · · · ζmt+3+mt+2t+2 ζmt+2+mt+1t+1 ζt.
In particular, ζs = ζt if t = s− 1.
We denote by EGKn the set of all EGK data of length n.
Definition 4.6. Let H = (a1, . . . , an; ε1, . . . , εn) be an naive EGK
datum of length n, and n1, . . . , nr, n
∗
1, . . . , n
∗
r and m1, . . . , mr be those
defined in Definition 3.1. Then put ζs = εns∗ for s = 1, . . . , r. Then
GH := (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr) is an EGK datum (cf. [[14],
Proposition 6.2]). We then define a mapping Υn fromNEGKn to EGKn
by Υn(H) = GH .
The mapping Υn is surjective (cf. [[14], Proposition 6.3]), but it is
not injective in general.
Proposition 4.4. Let G ∈ EGKn be an EGK datum. Choose H =
(a1, . . . , an; ε1, . . . , εn) ∈ NEGKn such that Υn(H) = G and put H ′ =
(a1, . . . , an−1; ε1, . . . , εn−1) and G
′ = Υn−1(H
′). Then G′ is uniquely
determined by G except in the following two cases:
(Case 1) n ≥ 3 is odd, an−1 = an, and a1 + · · ·+ an−1 is even.
(Case 2) n is even, an−1 = an, and a1 + · · ·+ an is odd.
Moreover, in these exceptional cases, put H ′′ = (a1, . . . , an−2; ε1, . . . , εn−2)
and G′′ = Υn−2(H
′′). Then G′′ is uniquely determined by G.
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Proof. For the first part, it is enough to prove εn−1 is uniquely deter-
mined by G except in (Case 1) and (Case 2). If an−1 < an, then the
assertion is obvious. Assume that an−1 = an. If both n ≥ 3 and a1 +
· · ·+an−1 are odd, then we have εn−1 = 0 by (N2). Assume that both n
and a1+· · ·+an are even. WriteG = (n∗1, . . . , n∗r;m1, . . . , mr; ζ1, . . . , ζr).
Then we have
εn−1 =

ζr−1 if nr is odd,
ζ
mi+mr−1
r−1 · · · ζm2+m11 if n1, . . . , nr are even,
ζ
mr+mr−1
r−1 · · · ζmk+2+mk+1k+1 ζk if nr is even and
nk+1 is odd with some k ≤ r − 2.
by (E3) and (N5). The latter part can be proved in a similar way. 
Theorem 4.1. Let G be an EGK datum of length n, take H ∈ Υ−1n (G).
Then the Laurent polynomial F(H ; Y,X) in X1/2, Y is uniquely deter-
mined by G, and does not depend on the choice of H.
Proof. We prove the assertion by the induction on n. The assertion
holds for n = 1. Let n > 1 and assume that the assertion holds for any
l < n. Write
G = (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr), H = (a1, . . . , an; ε1, . . . , εn).
We note that (a1, . . . , an) is uniquely determined by G, and εn = ζr.
For a positive integer i ≤ n, let ei = ei(m˜) be that defined in Definition
4.3. Then except in (Case 1) and (Case 2) in Proposition 4.4, we have
F(H ; Y,X) =Cn(en, en−1, ξ; Y,X)F(H ′; Y, Y X)
+ ζCn(en, en−1, ξ; Y,X
−1)F(H ′; Y, Y X−1)
where H ′ is as in Proposition 4.4 and
ζ =
{
1 if n is even
εn if n is odd,
ξ =
{
εn−1 if n is odd
εn if n is even.
By the induction assumption, F(H ′, Y,X) is uniquely determined by
G′ = Υn−1(H
′), and hence F(H ; Y,X) is uniquely determined by G by
Proposition 4.4.
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Next, we consider (Case 1), i.e., n ≥ 3 is odd, an−1 = an, and
a1 + · · · an−1 is even. Then, by (2) of Proposition 4.3, we have
F(H ; Y,X) = Y en−2−1
{
X(−en+en−2)/2−1
(Y X)−1 − Y X F(H
′′, Y 2X)
+
X(en−en−2)/2+1
(Y X−1)−1 − Y X−1F(H
′′; Y, Y 2X−1)
}
+
Y en−1(Y 2 − Y −2)εr
((Y X)−1 − Y X)((Y X−1)−1 − Y X−1)F(H
′′; Y,X).
By the induction assumption, F(H ′′, Y,X) is uniquely determined by
G′′ = Υn−2(H
′′), and hence F(H ; Y,X) is uniquely determined by G
by Proposition 4.4.
Now we consider (Case 2), i.e., n is even, an−1 = an, and a1+ · · ·+an
is odd. Then, by (1) of Proposition 4.3, we have
F(H ; Y,X) = Y en−2
{
X(−en+en−2)/2−1
X−1 −X F(H
′′; Y, Y 2X)
+
X(en−en−2)/2+1
X −X−1 F(H
′′; Y, Y 2X−1)
}
.
By the induction assumption, F(H ′′, Y,X) is uniquely determined by
G′′ = Υn−2(H
′′), and hence F(H ; Y,X) is uniquely determined by G
by Proposition 4.4. 
For an EGK datum G we define F˜(G; Y,X) as F(H ; Y,X), where
H is a naive EGK datum of length n such that Υn(H) = G. For later
purpose we recall the following theorem.
Theorem 4.2. (cf. [[14], Theorem 6.1]) Let B ∈ Hn(o)nd. Then
EGK(B) is an EGK datum of length n.
The following proposition will be used later.
Proposition 4.5. Assume that q is even. Let B ∈ Hn(o) be a reduced
form of GK type (a, σ), where a = (a1, . . . , an).
(1) Assume that B(n−1) is a reduced form with GK(B(n−1)) = a(n−1) =
(a1, . . . , an−1). Then there exists H = (a; ε1, . . . , εn) ∈ NEGKn
such that Υn(H) = EGK(B) and Υn−1(H
′) = EGK(B(n−1)).
(2) Assume that GK(B) satisfies the condition either in (Case1) or
(Case2) of Proposition 4.4 and σ(an−1) = an. Then B
(n−2) is
a reduced form with GK(B(n−2)) = a(n−2) = (a1, . . . , an−2), and
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there exists H = (a; ε1, . . . , εn) ∈ NEGKn such that Υn(H) =
EGK(B) and Υn−2(H
′′) = EGK(B(n−2)).
Proof. Put EGK(B) = (n∗1, . . . , n
∗
r ;m1, . . . , mr; ζ1, . . . , ζr).
(1) The assertion follows from (cf. [[14], Theorem 0.4]) if an−1 = an.
In the case that n ≥ 3 is odd, an−1 = an, and a1 + · · ·+ an−1 is odd,
we have εn−1 = ξB(n−1) = 0. Similarly, in the case that n is even,
an−1 = an, and a1 + · · ·+ an is even, we have
εn−1 =

ζr−1 if nr is odd,
ζ
mi+mr−1
r−1 · · · ζm2+m11 if n1, . . . , nr are even,
ζ
mr+mr−1
r−1 · · · ζmk+2+mk+1k+1 ζk if nr is even and
nk+1 is odd with some k ≤ r − 2.
by Proposition 4.4. By (E3), we have ηB(n−1) = εn−1.
In (Case 1) of Proposition 4.4, choose any H = (a; ε1, . . . , εn) ∈
NEGKn such that Υn(H) = EGK(B). Then we have
(a; ε1, . . . , εn−2, 1, εn), (a; ε1, . . . , εn−2,−1, εn) ∈ NEGKn.
Thus one can find H = (a; ε1, . . . , εn) ∈ NEGKn such that Υn(H) =
EGK(B) and εn−1 = ξB(n−1) . Thus we have Υn−1(H
′) = EGK(B(n−1)).
Similarly, the assertion holds in (Case 2) of Proposition 4.4.
(2) Let H ′′ = (a1, . . . , an−2; ε1, . . . , εn−2) be a naive EGK datum of
length n−2 such that Υn−2(H ′′) = EGK(B(n−2)). Assume that GK(B)
satisfies the condition in (Case 1). Then put εn = εn−2, and take
εn−1 = ±1 arbitrary. Then H := (a; ε1, . . . , εn) is a naive EGK data.
Moreover, by [[14], Lemma 6.2 (2)], we have εn = ηB, and hence we
have Υn(H) = EGK(B). This proves the assertion. Similarly the
assertion holds in (Case 2).

5. Induction formulas of the local densities and Siegel
series
Let dY be the Haar measure of Symn(F ) normalized so that∫
Symn(o)
dY = 1.
For a measurable subset C of Symn(F ), we define the volume vol(C)
of C as
vol(C) =
∫
C
dY.
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We also normalize the Haar measure dX of Mmn(F ) so that∫
Mmn(o)
dX = 1.
Let m,n and r be non-negative integers such that m ≥ n ≥ r ≥ 1. For
an element S ∈ Hm(o)nd, A ∈ Hr(o), R ∈ Mr,n−r(o), and T ∈ Hn−r(o),
we define the modified local density with respect to S, T, R, and A as
Ae(S, T, R,A) = {(X1, X2) ∈Mm,n−r(o)×Mr,n−r(o) |
S[X1]−
(
T 2−1tR
2−1R A
)[
1n−r
X2
]
∈ ̟eHn−r(o)},
and
αp(S, T, R,A) = lim
e→∞
qe(n−r)(n−r+1)/2vol(Ae(S, T, R,A)).
As for the existence of the above limit, see Lemma 5.1 and Theorem
5.1. The modified local density αp(S, T, R,A) can also be expressed as
the following improper integral:
αp(S, T, R,A)
= lim
e→∞
∫
p−eSymn−r(o)
∫
Mm,n−r(o)×Mr,n−r(o)
ψ(tr(Y (F (X1, X2))))dX1dX2dY,
where
F (X1, X2) = S[X1]−
(
T 2−1tR
2−1R A
)[
1n−r
X2
]
.
We sometimes write the above improper integral as∫
Symn−r(F )
∫
Mm,n−r(o)×Mr,n−r(o)
ψ(tr(Y (F (X1, X2))))dX1dX2dY.
In the case r = 0, we write αp(S, T, R,A) as αp(S, T ), and call it the
local density representing T by S. We have
αp(S, T ) = lim
e→∞
qen(n+1)/2vol(Ae(S, T )),
where
Ae(S, T ) = {X = (xij) ∈Mmn(o) | S[X ]− T ∈ ̟eHn(o)}.
The local density can also be expressed as
αp(S, T ) =
∫
Symn(F )
∫
Mmn(o)
ψ(tr(Y (S[X ]− T )))dXdY.
An element X of Mmn(o) with m ≥ n is said to be primitive if there is
a matrix Y ∈ Mm,m−n(o) such that
(
X Y
) ∈ GLm(o). We denote by
Mmn(o)
prm the subset of Mmn(o) consisting of all primitive matrices.
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Let m,n and l be non-negative integers such that m ≥ n ≥ l ≥ 1. For
S ∈ Hm(o)nd and T ∈ Hn(o), put
Be(S, T )(l) = {X = (xij) ∈ Ae(S, T ) | (xij)1≤i≤m,n−l+1≤j≤n is primitive},
and we define the modified primitive local density
βp(S, T )
(l) = lim
e→∞
qen(n+1)/2vol(Be(S, T )(l)).
In particular put
βp(S, T ) = βp(S, T )
(n),
and call it the primitive local density. We make the convention that
Be(S, T )(0) = Ae(S, T ) and βp(S, T )(0) = αp(S, T ). We can also express
βp(S, T )
(l) as
βp(S, T )
(l) =
∫
Symn(F )
∫
Mm,n−l(o)
∫
Mprm
m,l
(o)
ψ(tr(Y (S
[(
X1 X2
)]−T ))) dX2 dX1 dY.
Now let Hk =
k︷ ︸︸ ︷
H⊥ · · ·⊥H with H =
(
0 1/2
1/2 0
)
. We note that
bp(B, k) = αp(Hk, B)
for any positive integer k ≥ n.
Definition 5.1. Let T ∈ Hn−r(o)nd. For X = (xij) ∈ Mr,n−r(o) and
A ∈ Hr(o), R ∈Mr,n−r(o) we define a matrix T (R,A,X) by
T (R,A,X) =
(
T tR/2
R/2 A
)[(
1n−r
X
)]
= T +A[X ] +
1
2
(
tRX + tXR
)
.
ForB ∈ Hn(o)nd, we denote by lB the least integer such that plBB−1 ∈
Hn(o).
Lemma 5.1. Let S ∈ Hm(o)nd.
(1) Let T ∈ Hn−r(o), and A ∈ Hr(o), R ∈ Mr,n−r(o). Assume that
there is a positive integer l0 = l0(T,R,A) depending only on
T,R,A such that
ord(det(2T (R,A,X))) ≤ l0(T,R,A)
for any X ∈ Mr,n−r(o). Put m0 = 2l0 + 1. Then the limit
αp(S, T, R,A) exists, and
αp(S, T, R,A) = q
−er(n−r)
∑
X∈Mr,n−r(o)/peMr,n−r(o)
αp(S, T (R,A,X))
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for any e ≥ m0. Here we use the same symbol X to denote the
coset of X ∈Mr,n−r(o) modulo pe.
(2) Let B ∈ Hn(o).
(2.1) Assume that B is non-degenerate. Then for any 0 ≤ r ≤ n
the limit βp(S,B)
(r) exists and
βp(S,B)
(r) = qen(n+1)/2vol(Be(S,B)(r))
for any integer e ≥ 2ord(det(2B)) + 1.
(2.2) Assume that 2S ∈ GLm(o). Then βp(S,B) exists and
βp(S,B) = q
en(n+1)/2vol(Be(S,B))
for any e ≥ 1.
(2.3) Assume that B is non-degenerate. Then, there is a positive
integer λlB depending on lB satisfying the following condi-
tion:
If A ∈ Hn(o) satisfies A ≡ B mod ̟λlBSm(o), A is GLm(o)-
equivalent to B.
In particular if q is odd, we can take lB + 1 as λlB .
Proof. (1) For each e putAe = q
e(n−r)(n−r+1)/2vol(Ae(S, T, R,A)). Then
we have
Ae =
∫
Mr,n−r(o)
qe(n−r)(n−r+1)/2vol(Ae(S, T (R,A,X2)))dX2.
IfX2 ≡ X ′2 ∈ peMnr(o), then vol(Ae(S, T (R,A,X2))) = vol(Ae(S, T (R,A,X ′2))).
Hence we have
Ae =
∑
X∈Mr,n−r(o)/peMr,n−r(o)
∫
X+peMr,n−r(o)
qe(n−r)(n−r+1)/2vol(Ae(S, T (R,A,X)))dX
= q−er(n−r)
∑
X∈Mr,n−r(o)/peMr,n−r(o)
qe(n−r)(n−r+1)/2vol(Ae(S, T (R,A,X))).
Let e ≥ m0. Then, by using the same argument as in the proof of [[32],
Proposition 14.3], we can prove that
αp(S, T (R,A,X)) = q
e(n−r)(n−r+1)/2vol(Ae(S, T (R,A,X))).
Hence we have
Ae = q
−er(n−r)
∑
X∈Mr,n−r(o)/peMr,n−r(o)
αp(S, T (R,A,X)).
We also have
Ae+1 = q
−(e+1)r(n−r)
∑
X∈Mr,n−r(o)/pe+1Mr,n−r(o)
αp(S, T (R,A,X)).
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We have αp(S, T (R,A,X)) = αp(S, T (R,A,X
′)) ifX ≡ X ′ mod peMr,n−r(o).
Hence
Ae+1 = q
−(e+1)r(n−r)qr(n−r)
∑
X∈Mr,n−r(o)/peMr,n−r(o)
αp(S, T (R,A,X)) = Ae.
This proves the assertion.
(2) The assertion (2.1) can be proved by using the same argument as
in the proof of [[32], Proposition 14.3]. The assertions (2.2) and (2.3)
can easily be proved. 
Lemma 5.2. Let S ∈ Hm(o)nd, T ∈ Hn(o), and let l be a non-negative
integer such that l ≤ n. Assume that the βp(S, T )(l) exists. Then, for
any W ∈Mn(o)nd, we have∫
Symn(F )
∫
Mm,n−l(o)
∫
Mprm
ml
(o)
ψ(tr(YW (S[
(
X1 X2
)
]− T )))dX2dX1dY
= | detW |−n−1p βp(S, T )(l).
Proof. For a subset S of Sym(F ) and an element V ∈ GLn(F ) put
S[V ] = {X [V ] | X ∈ S}.
Then we have∫
Symn(F )
∫
Mm,n−l(o)
∫
Mprm
ml
(o)
ψ(tr(YW (S[
(
X1 X2
)
]− T )))dX2dX1dY
= lim
e→∞
∫
p−eSymn(o)
∫
Mm,n−l(o)
∫
Mprm
ml
(o)
ψ(tr(YW (S[
(
X1 X2
)
]− T )))dX2dX1dY
= | detW |−n−1p
× lim
e→∞
∫
p−eSymn(o)[W ]
∫
Mm,n−l(o)
∫
Mprm
ml
(o)
ψ(tr(Y (S[
(
X1 X2
)
]− T )))dX2dX1dY
= | detW |−n−1p
×
∫
Symn(F )
∫
Mm,n−l(o)
∫
Mprm
ml
(o)
ψ(tr(Y (S[
(
X1 X2
)
]− T )))dX2dX1dY.
This proves the assertion. 
Proposition 5.1. Let A and B be non-degenerate half-integral matri-
ces of degree m and n, respectively, over o such that m ≥ n. Then we
have
αp(A,B) =
∑
W∈GLl(o)\Ml(o)nd
qord(detW )(−m+n+1)βp(A,B[1n−l⊥W−1])(l).
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Proof. We have
αp(A,B)
=
∫
Symn(F )
∫
Mm,n−l(o)
∫
Mm,l(o)
ψ(tr(Y (A
[(
X1 X2
)]− B)))dX2dX1dY
=
∫
Symn(F )
∑
W∈GLl(o)\Ml(o)nd
| detW |mp
×
∫
Mm,n−l(o)
∫
Mprm
m,l
(o)
ψ(tr(YA
[(
X1 X2W
)]− YB))dX2dX1dY
=
∑
W∈GLl(o)\Ml(o)nd
| detW |mp
×
∫
Symn(F )
∫
Mm,n−l(o)
∫
Mprm
m,l
(o)
ψ
(
tr(Y [1n−l⊥ tW ]A
[(
X1 X2
)]− YB)) dX2dX1dY
=
∑
W∈GLl(o)\Ml(o)nd
| detW |mp
×
∫
Symn(F )
∫
Mm,n−l(o)
∫
Mprm
m,l
(o)
ψ
(
tr(Y [1n−l⊥ tW ]g(X1, X2))
)
dX2dX1dY,
with g(X1, X2) = A
[(
X1 X2
)] − B[1n−l⊥W−1]. Then the assertion
follows from Lemma 5.2.

Definition 5.2. Put Dl,i = GLl(o)(̟1i⊥1l−i)GLl(o) for 0 ≤ i ≤ l.
We define the function πl on Ml(o)
nd as
πl(W ) = q
i(i−1)/2(−1)i for W ∈ Dl,i
and
πl(W ) = 0 if W 6∈
l⋃
i=0
Dl,i.
Then, using the same argument as in the proof of [[23], Theorem
3.1], we obtain the following.
Corollary 5.1. Let A and B be non-degenerate half-integral matrices
of degree m and n, respectively, over o such that m ≥ n. Then we have∑
W∈GLl(o)\Ml(o)nd
πl(W )q
(−m+n+1)ord(detW )αp(A,B[1n−l⊥W−1]) = βp(A,B)(l).
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Let M be a free module of rank n over o, and Q a non-degenerate
quadratic form on M with values in o. The pair (M,Q) is called a
quadratic module over o. The symmetric bilinear form (x, y) = (x, y)Q
associated to Q is defined by
(x, y)Q = Q(x+ y)−Q(x)−Q(y), x, y ∈M.
When there is no fear of confusion, we simply denote (x, y). We denote
by s(M) the fractional ideal of F generated by {(x, y) | x, y ∈M}, and
call it the scale of M . For a basis {z1, . . . , zn}, we define a matrix
B = (bij) ∈ Hn(o) by
bij =
1
2
(zi, zj).
Two matrices are GLn(o)-equivalent if and only if the associated qua-
dratic modules are isomorphic.
An o-submoduleM ′ of a free o-free moduleM is said to be primitive
if M ′ is a direct summand of M . Let {u1, . . . , um} be a basis of M ,
and let {v1, . . . , vl} be a basis of a submodule M ′. Write
vj =
m∑
i=1
aijuj (j = 1, . . . , l).
Then M ′ is primitive if and only if (aij)1≤i≤m,1≤j≤l is primitive. For
an element B ∈ Hn(o) we denote by 〈B〉 the quadratic module (M,Q)
with a basis {z1, . . . , zn} such that(
1
2
(zi, zj)
)
1≤i,j≤n
= B.
We note that the isomorphism class of 〈B〉 is uniquely determined by
the GLn(o)-equivalence class of B. To prove an induction formula for
the local densities, we first prove the following lemma:
Lemma 5.3. Let k be a positive integer. Let (M,Q) be a quadratic
module over o with a basis {z1, . . . , z2k} such that(
1
2
(zi, zj)
)
1≤i,j≤2k
= Hk.
Let z′2k−r+1, . . . , z
′
2k be elements of M , and put
A =
(
1
2
(z′2k−r+i, z
′
2k−r+j)
)
1≤i,j≤r
.
Assume that
∑r
i=1 oz
′
2k−r+i is primitive, and A ∈ pHr(o). Then there
exist elements z′2k−2r+1, . . . , z
′
2k−r of M and submodules M
′
1 and M
′
2 of
M such that
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(1) M ′2 =
∑2r
i=1 oz
′
2k−2r+i and M
′
2 =
〈(
O 2−11r
2−11r A
)〉
.
(2) M ′1 is isometric to 〈Hk−r〉
(3) M =M ′1⊥M ′2.
Proof. Since
∑r
i=1 oz
′
2k−2r+2i is primitive, A ∈ pHr(o), and M is an
orthogonal sum of hyperbolic spaces, there exist elements z′2k−2r+1, . . . , z
′
2k−r
of M such that(
1
2
(z′2k−2r+i, z
′
2k−2r+j)
)
1≤i,j≤2r
=
(
O 2−11r
2−11r A
)
.
Hence the submodule
M ′2 =
2r∑
i=1
oz′2k−2r+i
satisfies the condition (1). Moreover since s(M) = 1
2
o and
1
2
(u, v) ∈ 1
2
o
for any u ∈M ′2 and v ∈M , Hence we have
M =M ′⊥2 ⊥M ′2.
The moduleM ′2 is isometric to 〈Hr〉 andM is isometric to 〈Hk〉. Hence,
by the cancellation theorem, there exists a submodule M ′1 of M such
that
M ′1
∼= 〈Hk−r〉,
and
M = M ′1⊥M ′2.
This proves the assertion.
Remark 5.1. A similar assertion has been proved in [[16], Lemma 2.3].
Corollary 5.2. Let Ξ ∈ Mprm2k,r (o) such that Hk[Ξ] ∈ pHr(o). Then
there is an element U ∈ GL2k(o) of such that
(1) Hk[U ] = Hk−r⊥
(
O 2−11r
2−11r Hk[Ξ]
)
,
(2) U−1Ξ =
(
O
1r
)
.
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Theorem 5.1. Let B =
(
T 2−1tR
2−1R A
)
∈ Hn(o)nd with T ∈ Hn−r(o), R ∈
Mr,n−r(o) and A ∈ Hr(o). Then the limit αp(Hk−r, T,̟R,̟2A) exists
and
βp(Hk, B[1n−r⊥̟1r])(r) = β(Hk, ̟2A)αp(Hk−r, T,̟R,̟2A).
Proof. The above theorem can be proved in the same manner as [[16],
Proposition 2.4]. (See also the proof of [[19], Lemma 3.2].) But for the
sake of completeness we give another proof. Put B′ = B[1n−r⊥̟1r]
and write X ∈ M2k,n(o) and Y ∈ Symn(F ) as X =
(
X1 X2
)
with
X1 ∈ M2k,n−r(o), X2 ∈ M2k,r(o), and Y =
(
Y11 Y12
tY12 Y22
)
with Y11 ∈
Symn−r(F ), Y22 ∈ Symr(F ), and Y12 ∈ Mn−r,r(F ). For each non-
negative integer e and X2 ∈Mprm2k,r (o) put
IX2,e =
∫
p−eSymn−r(o)×p
−eMn−r,r(o)
∫
M2k,n−r(o)
ψ(tr(Y11(Hk[X1]− T )))
× ψ(tr(Y12(2tX2HkX1 −̟R)))dX1dY11dY12.
Then
qen(n+1)/2vol(Be(Hk, B′)(r))
=
∫
p−eSymr(o)
∫
Mprm2k,r(o)
ψ(tr(Y22(Hk[X2]−̟2A)))IX2,edX2dY22
=
∫
Be(Hk ,̟2A)
IX2,edX2.
We shall show that
IΞ,e = q
e(n−r)(n−r+1)/2vol(Ae(Hk−r, T,̟R,̟2A))
for any Ξ ∈ Be(Hk, ̟2A). Let U be the matrix in Corollary 5.2, and
write
U−1
(
X1 Ξ
)
=
Y1 OY2 O
Y3 1r
 ,
with Y1 ∈ M2k−2r,n−r(o), Y2, Y3 ∈ Mr,n−r(o). Then, by the change of
variable given by
M2k,r(o) ∋ X1 −→ (Y1, Y2, Y3) ∈M2k−2r,n−r(o)×Mr,n−r(o)×Mr,n−r(o),
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we have
IΞ,e =
∫
p−eSymn−r(o)×p
−eMn−r,r(o)
(∫
M2k−2r,n−r(o)×Mr,n−r(o)×Mr,n−r(o)
ψ(tr(Y11(Hk−r[Y1] + 2
−1(tY2Y3 +
tY3Y2) +Hk[ΞY3]− T )))
× ψ(Y12(Y2 + 2Hk[Ξ]Y3 −̟R))dY1dY2dY3
)
dY11dY12.
Since Hk[Ξ] ≡ ̟2A mod ̟eHr(o), we have
IΞ,e =
∫
p−eSymn−r(o)×p
−eMn−r,r(o)
(∫
M2k−2r,n−r(o)×Mr,n−r(o)×Mr,n−r(o)
ψ(tr(Y12W ))ψ(tr(Y11g(Y1, Y2, Y3)))dY1dY2dY3
)
dY11dY12,
where
g(Y1, Y2, Y3) = Hk−r[Y1] + 2
−1tY2Y3 + 2
−1tY3Y2 +̟
2A[Y3]− T,
and
W = Y2 + 2̟
2AY3 −̟R.
By the change of variables given by (Y1, Y2, Y3) 7→ (Y1,W, Y3), we have
IΞ,e =
∫
p−eSymn−r(o)×p
−eMr,n−r(o)
(∫
M2k−2r,n−r(o)×Mr,n−r(o)×Mr,n−r(o)
ψ(tr(Y11f(Y1, Y3)))ψ(tr((Y11
tY3 + Y12)W ))dY1dWdY3
)
dY11dY12,
where
f(Y1, Y3) = Hk−r[Y1]−̟2A[Y3]− 2−1̟tRY3 − 2−1̟tY3R− T
= Hk−r[Y1]− B′
[(
1n−r
Y3
)]
.
Put Z12 = Y11
tY3 + Y12. Then we have
IΞ,e =
∫
p−eSymn−r(o)
∫
M2k−2r,n−r(o)×Mr,n−r(o)
ψ(tr(Y11f(Y1, Y3)))dY11dY1dY3
×
∫
p−eMn−r,r(o)
∫
Mr,n−r(o)
ψ(tr(Z12W ))dZ12dW.
We have ∫
p−eMn−r,r(o)
∫
Mr,n−r(o)
ψ(tr(Z12W ))dZ12dW = 1,
and hence
IΞ,e = q
e(n−r)(n−r+1)/2vol(Ae(Hk−r, T,̟R,̟2A))
EXPLICIT FORMULA FOR SIEGEL SERIES 27
for any Ξ ∈Mprm2k,r (o). Hence we have
qen(n+1)/2vol(Be(Hk, B′)(r)
=qer(r+1)/2vol(Be(Hk, ̟2A))qe(n−r)(n−r+1)/2vol(Ae(Hk−r, T,̟R,̟2A)).
By Lemma 5.1, the limits αp(Hk, B
′) and βp(Hk, ̟
2A)(r) exist, and this
proves the assertion. 
Remark 5.2. Let F = Qp and R = O. Then the above theorem is
nothing but [[16], Proposition 2.4].
Definition 5.3. Let T = (tij) ∈ Hn(o)nd and n1 be a positive inte-
ger such that n1 ≤ n. Then put R(n1)T = (tij)n−n1+1≤i≤n,1≤j≤n−n1 and
A
(n1)
T = (tij)n−n1+1≤i,j≤n, and for x ∈Mn1,n−n1(o) put
Tx = T
(n−n1)(̟R
(n1)
T , ̟
2A
(n1)
T , x),
where T (n−n1)(̟R
(n1)
T , ̟
2A
(n1)
T , x) is the matrix in Definition 5.1. Here
we make the convention that Tx is the empty matrix if n1 = n.
Clearly TO = T
(n−n1) for the zero matrix O of type n1 × (n − n1).
We note that
Tx = T
[(
1n−n1
̟x
)]
.
Lemma 5.4. Let k be a positive integer. Then for any T ∈ pHr(o),
we have
βp(Hk, T ) = (1− q−k)(1 + q−k+r)
r−1∏
i=1
(1− q−2k+2i).
Proof. By (2.2) of Lemma 5.1, we have
βp(Hk, T )
= qr(r+1)/2vol(B1(Hk, T ))
= q−2k+r(r+1)/2#{X ∈M2k,r(o)/pM2k,r(o) | X ∈ B1(Hk, T )}
Thus the assertion follows from [[24], Lemma 5.6.9]. 
Theorem 5.2. Let B = (bij) be an element of Hn(o)nd.
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(1) Assume that there is a positive integer l0 such that
ord(det(2Bx)) ≤ l0 for any x ∈M1,n−1(o).
Then there is a positive integer m0 such that
αp(Hk, B[1n−1⊥̟])− qn−2k+1αp(Hk, B)
= βp(Hk, ̟
2bnn)αp(Hk−1, B
(n−1), (̟bn,1, . . . , ̟bn,n−1), ̟
2bnn)
= q−m0(n−1)(1− q−k)(1 + q−k+1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
αp(Hk−1, Bx).
Here we understand that αp(Hk−1, Bx) = 1 if n = 1.
(2) Assume that there is a positive integer l0 such that
ord(det(2Bx)) ≤ l0 for any x ∈M2,n−2(o).
Then there is a positive integer m0 such that
αp(Hk, B[1n−2⊥̟12]) + q2n−4k+3αp(Hk, B)
− qn−2k+1
∑
W∈D2,1/GL2(o)
αp(Hk, B[1n−2⊥W ])
= βp(Hk, ̟
2A)αp(Hk−2, B
(n−2), ̟R,̟2A)
= q−2m0(n−2)(1− q−k)(1 + q−2k+2)(1 + q−k+2)
×
∑
x∈M2,n−2(o)/pm0M2,n−2(o)
αp(Hk−2, Bx),
where R = (bij)n−1≤i≤n,1≤j≤n−2, A =
(
bn−1,n−1 bn−1,n
bn−1,n bnn
)
. Here
we understand that αp(Hk−2, Bx) = 1 if n = 2.
Proof. By Lemma 5.4, for a ∈ o, we have
βp(Hk, ̟
2a) = (1− q−k)(1 + q−k+1)
and for A ∈ H2(o). We note that
lBx ≤ ord(det(2Bx)) ≤ l0 for any x ∈M1,n−1(o).
Hence, by (2.3) of Lemma 5.1, there is a positive integer cl0 depending
on l0 satisfying the following condition:
If Bx′ ≡ Bx mod pcl0Sn−1(o) for x, x′ ∈M1,n−1(o), then Bx′ ∼ Bx.
Put m0 = max(ord(det 2B)+1, cl0). Then, by Lemma 5.1, Corollary
5.1, and Theorem 5.1, we see that m0 satisfies the required condition
in (1). We also have
βp(Hk, ̟
2A) = (1− q−k)(1− q−2k+2)(1 + q−k+2).
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Hence the assertion (2) can be proved similarly.
Corollary 5.3. Let B be as above.
(1) Let the notation and the assumption be as in (1) of Theorem
5.2. Then
F (B[1n−1⊥̟], X) = qn+1X2F (B,X)
+ q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
K(X, x)F (Bx, qX),
where
K(X, x) =
(1−X)(1 + qX)γq(Bx, qX)
γq(B,X)
.
Here we understand that F (Bx, qX) = 1 and γq(Bx, qX) = 1 if
n = 1.
(2) Let the notation and the assumption be as in (2) of Theorem
5.2. Then
F (B[1n−2⊥̟12], X)
= −q2n+3X4F (B,X) + qn+1X2
∑
W∈D2,1/GL2(o)
F (B[1n−2⊥W ], X)
+ q−2m0(n−2)
∑
x∈M2,n−2(o)/pm0M2,n−2(o)
K(X, x)F (Bx, q
2X),
where
K(X, x) =
(1−X)(1− q2X2)(1 + q2X)γq(Bx, q2X)
γq(B,X)
.
Here we understand that F (Bx, q
2X) = 1 and γq(Bx, q
2X) = 1
if n = 2.
Let C(e, e˜, ξ; Y,X) and D(e, e˜, ξ; Y,X) be rational functions in X1/2
and Y 1/2 defined in Definition 4.2. We often write
C(e, e˜, ξ;X) =C(e, e˜, ξ; q1/2, X),
D(e, e˜, ξ;X) =D(e, e˜, ξ; q1/2, X)
if there is no fear of confusion. From now on we make the convention
that we have F˜ (A,X) = 1 if degA = 0.
Theorem 5.3. Let the notation and the assumption be as in (1) of
Theorem 5.2. Put e = eB and e˜x = eBx for x ∈M1,n−1(o).
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(1) Let n be odd, and put ξx = ξBx. Then we have
F˜ (B,X)
= q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
{
D(e, e˜x, ξx;X)F˜ (Bx, q
1/2X)
+ ηBD(e, e˜x, ξx;X
−1)F˜ (Bx, q
1/2X−1)
}
.
Here we make the convention that ξx = 1, e˜x = 0 and F˜ (Bx, q
1/2X) =
F˜ (Bx, q
1/2X−1) = 1 if n = 1.
(2) Let n be even. Then we have
F˜ (B,X)
= q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
{
C(e, e˜x, ξB;X)F˜ (Bx, q
1/2X)
+ C(e, e˜x, ξB;X
−1)F˜ (Bx, q
1/2X−1)
}
.
Proof. Put B′ = B[1n−1⊥̟]. Let n be odd. Then, by Corollary 5.3,
we have
F˜ (B′, X) = XF˜ (B,X)
+ q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
1−X2
1− ξxXq
e˜x/4X(−e+e˜x)/2−1F˜ (Bx, q
1/2X).
We also have
F˜ (B′, X−1) = X−1F˜ (B,X−1)
+ q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
1−X−2
1− q−1ξxX−1 q
e˜x/4X(e−e˜x)/2+1F˜ (Bx, q
1/2X−1).
By Proposition 2.1 we have F˜ (B′, X−1) = ηBF˜ (B
′, X) and F˜ (B,X−1) =
ηBF˜ (B,X). This proves the assertion.
Let n be even. Then, by (2) of Corollary 5.3, we have
F˜ (B′, X) = XF˜ (B,X)
+ q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
(1− q−1/2ξX)qe˜x/4X(−e+e˜x)/2−1F˜ (Bx, q1/2X).
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We also have
F˜ (B′, X−1) = X−1F˜ (B,X−1)
+ q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
(1− q−1/2ξX−1)
× qe˜x/4X(e−e˜x)/2+1F˜ (Bx, q1/2X−1).
By Proposition 2.1 we have F˜ (B′, X−1) = F˜ (B′, X) and F˜ (B,X−1) =
F˜ (B,X). This proves the assertion.
Theorem 5.4. Let B be an element of Hn(o). Assume that B(n−2)
is non-degenerate and that F˜ (By, X) = F˜ (B
(n−2), X) for any y ∈
M2,n−2(o). Put e = eB and eˆ = eB(n−2) .
(1) Let n be an even integer such that n ≥ 4, and assume that
ξB = ξB(n−2) = 0.
(1.1) We have
F˜ (B[1n−2⊥̟12], X) = qF˜ (B,X)
+
qeˆ/2
X−1 −X
{
X (ˆe−e)/2−3F˜ (B(n−2), qX)(1− qX2)
−X(−eˆ+e)/2+3F˜ (B(n−2), qX−1)(1− qX−2)
}
.
(1.2) Assume that B(n−1) is non-degenerate and that ord(detBx) =
ord(detB(n−1)) for any x ∈ M1,n−1(o). Put e˜ = eB(n−1) .
Then
F˜ (B,X)(X(−e+2˜e−eˆ)/2−2 −X(e−2˜e+eˆ)/2+2)
= F˜ (B[1n−1⊥̟], X)(X(−e+2˜e−eˆ)/2−1 −X(e−2˜e+eˆ)/2+1)
+ qeˆ/2X eˆ−e˜F˜ (B(n−2), qX)− qeˆ/2X−eˆ+e˜F˜ (B(n−2), qX−1).
(2) Let n be an odd integer such that n ≥ 3. Then
F˜ (B,X) = (q(X−1 +X))−1
{ ∑
W∈D2,1/GL2(o)
F˜ (B[1n−2⊥W ], X)
− qeˆ/2X−(e−eˆ)/2−1F˜ (B(n−2), qX)− ηBqeˆ/2X(e−eˆ)/2+1F˜ (B(n−2), qX−1)
}
.
Proof. (1) We note that eBy = eB(n−2) for any y ∈M2,n−2(o), and hence
there is a positive integer l0 such that
ord(det(2By)) ≤ l0 for any y ∈M2,n−2(o).
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Hence by Corollary 5.3, we have,
F˜ (B[1n−2⊥̟12], X)X−1
= −qXF˜ (B,X) +
∑
W∈D2,1/GL2(o)
F˜ (B[1n−2⊥W ], X),
+ qeˆ/2X eˆ/2−e/2−3(1− qX2)F˜ (B(n−2), qX),
and
F˜ (B[1n−2⊥̟12], X)X
= −qX−1F˜ (B,X) +
∑
W∈D2,1/GL2(o)
F˜ (B[1n−2⊥W ], X)
+ qeˆ/2X−eˆ/2+e/2+3(1− qX−2)F˜ (B(n−2), qX−1).
Then the assertion (1.1) follows from these equality.
We prove (1.2). By the assumption, we can take a positive integer
m0 in (1) of Theorem 5.3. Then, as in the proof of Theorem 5.3, we
have
F˜ (B[1n−1⊥̟], X) = XF˜ (B,X)
+ q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
qe˜/4X(−e+e˜)/2−1F˜ (Bx, q
1/2X)
for any x ∈ M1,n−1(o). By the remark after Definition 5.3, for any
y ∈ M1,n−2(o) we have
(Bx)y = (B
[(
1n−1
̟x
)]
)
[(
1n−2
̟y
)]
= B
[(
1n−2
̟z
)]
,
where for x = (x1, . . . , xn−1) and y = (y1, . . . , yn−2) we define z by
z =
(
y1 . . . yn−2
x1 +̟xn−1y1 . . . xn−2 +̟xn−1yn−2
)
.
Hence, by the assumption we have F ((Bx)y, X) = F (B
(n−2), X). Hence,
by (1) of Theorem 5.3, we have
F˜ (Bx, q
1/2X)
= qe˜/4(q1/2X)(−e˜+eˆ)/2F˜ (B(n−2), qX) + ηxq
e˜/4(q1/2X)(˜e−eˆ)/2F˜ (B(n−2), X−1),
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where ηx = ηBx . Hence
F˜ (B[1n−1⊥̟], X) = XF˜ (B,X)
+ qeˆ/2X(−e+eˆ)/2−1F˜ (B(n−2), qX)
+ q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
ηxq
e˜/2X(−e+2˜e−eˆ)/2−1F˜ (B(n−2), X−1).
We also have
F˜ (B[1n−1⊥̟], X−1) = X−1F˜ (B,X−1)
+ qeˆ/2X(e−eˆ)/2+1F˜ (B(n−2), qX−1)
+ q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
ηxq
e˜/2X(e−2˜e+eˆ)/2+1F˜ (B(n−2), X).
By Proposition 2.1 we have
F˜ (B[1n−1⊥̟], X−1) = F˜ (B[1n−1⊥̟], X),
F˜ (B,X−1) = F˜ (B,X),
and
F˜ (B(n−2), X−1) = F˜ (B(n−2), X).
Thus the assertion (1.2) holds.
(2) The assertion (2) can be proved by using the same argument as in
the proof of (1.2). 
6. Proof of Theorem 1.1-non dyadic case-
In this section and the next, we give a proof of Theorem 1.1. Main
tools for the proof are refined versions of Theorem 5.3, from which we
can obtain an explicit formula of F˜ (B,X) for any B ∈ Hn(o). In this
section, we assume that q is odd.
Proof of Theorem 1.1. We prove the induction on n. If n = 1, by
Theorem 5.3, we easily see that
F˜ (B,X) =
a1∑
i=0
X i−(a1/2)
This proves the assertion for n = 1. Let n ≥ 2 and assume that the
assertion holds for n′ = n − 1. We may assume that B ∈ Hn(o) is a
diagonal Jordan form with GK(B) = (a1, . . . , an). Then B
(n−1) is also
a diagonal Jordan form with GK(B(n−1)) = (a1, . . . , an−1). Then, we
prove the following theorem, by which we prove Theorem 1.1.
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Theorem 6.1. Under the above notation and the assumption, we have
F˜ (B,X) = D(en, en−1, ξB(n−1) ;X)F˜ (B
(n−1), q1/2X)
+ ηBD(en, en−1, ξB(n−1) ;X
−1)F˜ (B(n−1), q1/2X−1)
if n ≥ 3 is odd, and
F˜ (B,X) = C(en, en−1, ξB;X)F˜ (B
(n−1), q1/2X)
+ C(en, en−1, ξB;X
−1)F˜ (B(n−1), q1/2X−1)
if n is even.
Proof. Let n be odd. Then, by [[14], Theorem 0.1], we have eB = en.
For x ∈ M1,n−1(o) let Bx be the matrix in Definition 5.3, and put
ex = eBx and ξx = ξBx . We note that
Bx ≡ B(n−1) mod plB(n−1)+1Sn−1(o) for any x ∈M1,n−1(o).
Hence, by (2.3) of Lemma 5.1, Bx ∼ B(n−1) and in particular
ex = en−1, ξx = ξB(n−1) and F˜ (Bx, X) = F˜ (B
(n−1), X)
for any x ∈M1,n−1(o). Hence, by Theorem 5.3, we have
F˜ (B,X) = D(en, en−1, ξB(n−1) ;X)F˜ (B
(n−1), q1/2X)
+ ηBD(en, en−1, ξB(n−1) ;X
−1)F˜ (B(n−1), q1/2X−1).
This proves the formula in the case that n ≥ 3 is odd. Similarly the
induction formula can be proved in the case that n ≥ 2 is even. 
7. Proof of Theorem 1.1-dyadic case-
Next we must consider a more complicated case where q is even.
Throughout this section we assume that q is even. Let B be a reduced
form inHn(o) with GK-type ((a1, . . . , an), σ). Put a = (a1, . . . , an). We
say that (a, σ) belongs to category (I) if n = σ(n−1) and an−1 = an. We
say that σ belongs to category (II) if B does not belong to category (I).
We note that (a, σ) belongs to category (II) if and only if an−1 < an
or σ(n) = n. In particular, (a, σ) belongs to category (II) if n = 1.
We also say that B belongs to category (I) or (II) according as (a, σ)
belongs to category (I) or (II). We note that if two reduced forms are
of the same GK-type, then they belong to the same category.
Definition 7.1. Let B = (bij) be a reduced form in Hn(o) with GK-
type (a, σ), and put a = (a1, . . . , an), and P0 be the set in Definition
3.3. Let n be odd. Then P0 consists of exactly one element, which will
be denoted by i0 = i0(B). Let n be even. Then #(P0) = 0 or 2. If
a1 + · · · + an is odd, then P0 consists of two elements, which will be
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denoted by i1 = i1(B) and i2 = i2(B). In this case we note that for
k = 1, 2, we have bikik = ̟
aikuikik with uikik ∈ o×, and for j 6= ik, we
have bikj = 2
−1̟[(aik+aj+2)/2]uikj with uikj ∈ o. We say that (a, σ) is
good if P0 is empty. We also say that B is a good form in this case. If
B is a good form, then we remark that
〈(−1)n/2 detB, x〉 = ξord(x)B
for any x ∈ F×. We also note that B is a good form if and only if both
n and a1 + · · ·+ an are even.
We say that an element K of H2(o) is a primitive unramified binary
form if GK(B) = (0, 0). We note that K = (cij) ∈ H2(o) is a primitive
unramified binary form if and only if 2c12 ∈ o×. The following assertion
can easily be proved.
Lemma 7.1. Let K = (cij) be a primitive unramified binary form such
that c11c22 ∈ p. Then, for any a, b ∈ o such that ab ∈ p, there is an
element U ∈ GL2(o) such that B[U ] =
(
a 1/2
1/2 b
)
.
For a non-decreasing sequence a = (a1, . . . , an) of integers, let Ga be
the group defined by
Ga = {g = (gij) ∈ GLn(o) | ord(gij) ≥ (aj − ai)/2, if ai < aj}.
We say a reduced form B = (bij) of GK type (a, σ) is a strongly reduced
form if the following condition hold:
(SR) If i /∈ P0, then bij = 0 for j > max{i, σ(i)}.
We note that a reduced form of GK type (a, σ) is Ga-equivalent to a
strongly reduced form of GK type (a, σ) (see [[14], Remark 4.1]). Let
D2,1 be the subset of M2(o) in Definition 5.2.
Lemma 7.2. Let n be an odd integer, and let B = (bij) ∈ Hn(o)
be a strongly reduced form of GK-type (a, σ) with a = (a1, . . . , an).
Assume that B belongs to category (I) and that a1 + · · · + an−1 is
even. Then for any W ∈ D2,1 the matrix B[1n−2⊥W ] is GLn(o)-
equivalent to a reduced form C belonging to category (I) of GK type
(a1, . . . , an−2, an−1 + 1, an−1 + 1) such that C
(n−2) = B(n−2).
Proof. Take U1, U2 ∈ GL2(o) such that W = U1 ( 1 00 ̟ )U2. Then,
B[1n−2⊥U1] is also a strongly reduced form, and B[1n−2⊥W ] is GLn(o)-
equivalent to B[1n−2⊥U1] [1n−2⊥ ( 1 00 ̟ )]. Therefore, it suffices to prove
the assertion for W = ( 1 00 ̟ ). Let i0 = i0(B) be the integer defined in
Definition 7.1. Put a′i = ai for 1 ≤ i ≤ n−2, and a′n−1 = a′n = an−1+1.
Put B′ = (b′ij) = B [1n−2⊥ ( 1 00 ̟ )]. Then
b′ij = b
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for any (i, j) such that 1 ≤ i, j ≤ n− 1,
b′i,n = ̟bi,n
for any 1 ≤ i ≤ n− 1, and
b′n,n = ̟
2bn,n.
Hence,
ord(2b′n−1,n) = a
′
n−1, ord(b
′
n,n) ≥ a′n,
and
ord(2b′i,n) > (a
′
i + a
′
n)/2
for any 1 ≤ i ≤ n − 2. Since B is strongly reduced and ai0 + an−1 is
even, we have
b′i,n−1 = bi,n−1 = 0
for any 1 ≤ i ≤ n− 2 such that i 6= i0, and
ord(2b′i0,n−1) = ord(2bi0,n−1) ≥ (ai0 + an−1)/2 + 1 > (ai0 + a′n−1)/2.
We note that B(n−2) is a reduced form by [[14], Lemma 4.1].
Now first assume that ord(bn−1,n−1) > an−1. Then, ord(b
′
n−1,n−1) ≥
a′n−1, and this implies that B
′ is a reduced form with GK(B′) =
(a′1, . . . , a
′
n).
Next assume that ord(bn−1,n−1) = an−1. Since we have σ(i0) = i0,
we have ord(bi0,i0) = ai0 and ord(2bi0,n−1) >
ai0+an−1
2
. Moreover since
an−1 − ai0 is even, by [[14], Lemma 4.4], we can take x ∈ o such that
ord(x) ≥ an−1 − ai0
2
, ord(bn−1,n−1 + 2bi0,n−1x+ bi0,i0x
2) > an−1.
Take
V1 =

1 0 0 0 0 0
0 ... 0 0 0 0
0 0 1 0 ui0,n−1 0
0 0 0 ... 0 0
0 0 0 0 1 0
0 0 0 0 0 1

with ui0,n−1 = x. Put B
′′ = (b′′ij) = B
′[V1]. Then we have
b′′ij = b
′
ij if 1 ≤ i, j ≤ n− 2, or i = n, or j = n,
and
ord(21−δi,n−1b′′i,n−1) = ord(2
1−δi,n−1b′′n−1,i) > (ai + an−1)/2
for any 1 ≤ i ≤ n − 1. Then, by [[14], Lemma 4.3], B′′ is GLn(o)-
equivalent to a reduced form C = (cij) such that
cij = b
′′
ij if 1 ≤ i, j ≤ n− 2, or i = n, or j = n,
ci,n−1 = cn−1,i = 0 if 1 ≤ i ≤ n− 2 and i 6= i0,
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and
ord(21−δi,n−1ci,n−1) = ord(2
1−δi,n−1cn−1,i) > (ai + an−1)/2
if i = i0 or n − 1. Hence we can prove that C satisfies the required
conditions in the same way as in the first case. 
Definition 7.2. Let B = (bij) ∈ Hn(o) be a strongly reduced form
with GK(B) = (a1, . . . , an). Assume that B belongs to category (I)
and that a1 + · · · + an−2 is odd, and let i1 = i1(B) and i2 = i2(B) be
those defined in Definition 7.1. We then define κ(B) as
κ(B) = min{2ord(2bik,m)− aik − am | k = 1, 2, m = n− 1, n}.
Here we make the convention that κ(B) = ∞ if bik,m = 0 for any
k = 1, 2 and m = n− 1, n. We remark that
κ(B[1n−2⊥̟rU ]) = κ(B)
for any non-negative integer r and U ∈ GL2(o).
Lemma 7.3. Let m be an even integer . Let C = (cij) ∈ Hm(o) be
a reduced form of GK type (a, σ) with a = (a1, . . . , am). Assume that
a1 + · · ·+ am is odd, and let i1 = i1(C), i2 = i2(C) be the integers i1, i2
defined in Definition 7.1. Let A be an integer such that A ≥ am and
A+ ai1 + ord(DC) is odd. For each i such that 1 ≤ i ≤ m put
xi =
{
2−1c̟(A+ai1+ord(DC)−1)/2 if i = i1
0 otherwise,
with c ∈ o× and y =
y1...
ym
 = C−1
x1...
xm
. Then
ord(yi) ≥ (A− ai)/2
for any 1 ≤ i ≤ m, and
ord(C[y]) = A.
Proof. Write C−1 = (c∗ij)1≤i,j≤m and put d = ord(DC). Then by [[14],
Lemma 3.12], we have the following.
ord(c∗ii) = 2e0 + 1− d− ai (i = ik with k = 1, 2),(7.3.1)
ord(c∗ii) > 2e0 + 1− d− ai (i 6= i1, i2),(7.3.2)
ord(c∗ij) ≥ (2e0 + 1− d− ai − aj)/2 (i = i1, j = i2),(7.3.3)
ord(c∗ij) > (2e0 + 1− d− ai − aj)/2 (i 6= j, {i, j} 6= {i1, i2}).(7.3.4)
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Hence, by a simple computation, we have ord(yi) ≥ (A− ai)/2 for any
1 ≤ i ≤ m, and
ord(C[y]) = ord
C−1
x1...
xm
 = ord(c∗i1,i1x2i1) = A.

Lemma 7.4. Let n be an even integer . Let B be a reduced form of GK
type (a, σ) with a = (a1, . . . , an). Assume that B belongs to category
(I) and that a1 + · · · + an is odd, and let i1 = i1(B), i2 = i2(B) be
the integers i1, i2 defined in Definition 7.1. Then, we have n ≥ 4 and
i1, i2 ≤ n− 2, and there is a strongly reduced form C = (cij)n×n which
is Ga-equivalent to B and satisfies the following three conditions:
(CEI-0) C(n−2) = B(n−2).
(CEI-1) (cij)n−1≤i,j≤n = ̟
an−1
(
0 1/2
1/2 0
)
.
(CEI-2) κ(C) = 2ord(2cik,n−1) − aik − an−1 < ord(DC(n−2)) with some
k = 1, 2.
Proof. Since B belongs to category (I), B(n−2) is a reduced form with
GK-type (a1, . . . , an−2) and i1, i2 ≤ n−2. Then either ai1 ≡ an−1 mod 2
or ai2 ≡ an−1 mod 2. We note that the matrix B(n−2)(i1, i2; i1, i2) is a
good form. Hence, in view of [[14], Lemma 4.3] and Lemma 7.1, in the
same way as in the proof of Lemma 7.2, we may assume that B is a
strongly reduced form such that (bij)n−1≤i,j≤n = ̟
an−1
(
a 1/2
1/2 0
)
with
some a ∈ o. First assume that κ(B) < ord(DB(n−2)). Then, again by
Lemma 7.1, we may assume that a = 0. Moreover, if ord(2bil,n−1) −
ail/2 > ord(2bik,n)−aik/2 for any l = 1, 2, replacing B by B [1n−2⊥ ( 0 11 0 )],
we obtain the matrix C satisfying the condition (CEI-2). Next assume
that κ(B) ≥ ord(DB(n−2)). Without loss of generality, we may assume
that ai1+an−1+ord(DB(n−2)) is odd. For each i such that 1 ≤ i ≤ n−2
put
xi =
{
2−1̟(an−1+ai1+ord(DB(n−2) )−1)/2 if i = i1
0 otherwise,
and y =
 y1...
yn−2
 = (B(n−2))−1
 x1...
xn−2
. Then, by Lemma7.3, we have
ord(yi) ≥ (an−1 − ai)/2 for any 1 ≤ i ≤ n− 2,
2ord(2(xi1 + bi1,n−1))− ai1 − an−1 < ord(DB(n−2))
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and
ord(B(n−2)[y] + 2bi1,n−1yi1 + 2bi2,n−1yi2) ≥ an−1.
This implies that the matrix B′ = B
1n−2 y OO 1 0
O 0 1
 is a strongly
reduced form, satisfies the conditions (CEI-1) and (CEI-2), and its
lower right 2×2 block is ̟an
(
a′ 1/2
1/2 0
)
with a′ ∈ o. Thus, by Lemma
7.1, we obtain the matrix C satisfying the condition (CEI-1). 
Lemma 7.5. Let n be an even integer. Let B ∈ Hn(o) be a strongly
reduced form belonging to category (I) with GK(B) = (a1, . . . , an). As-
sume that a1 + · · · + an is odd and let i1 = i1(B) and i2 = i2(B) be
the integers in Definition 7.1, and put rk = ord(2bik,n−1) for k = 1, 2.
Moreover assume that B satisfies the conditions (CEI-1) and (CEI-2).
Then we have the following:
(1) B(n−1) is non-degenerate and
eB(n−1) = an−1 + eB(n−2) + κ(B) + 1,
and
ηB(n−1) = ηB(n−2)〈DB(n−2)(i1;i1), DB(n−2)〉.
(2) Assume that
an−1 ≥ max(2λl
B(n−2)
+ 2e0, 2ord(detB
(n−2)) + 2e0(n+ 1) + 2),
where λl
B(n−2)
is the integer defined in (2.3) of Lemma 5.1. Then
for any x = (x1, . . . , xn−1) ∈ M1,n−1(o), Bx is non-degenerate,
and
eBx = an−1 + eB(n−2) + κ(B) + 1.
Moreover, if κ(B) = 1, then
ηBx = ηB(n−1)〈1 + xn−1v1̟ord(DB(n−2) )−1, DB(n−2)〉,
where v1 is an element of o
× independent of x. In particular,
ηBx is uniquely determined by xn−1 mod p.
Proof. Without loss of generality we may assume that κ(B) = 2r1 −
an−1 − ai1 .
(1) Put Akl = − detB(n−2)(ik; il), and Dkl = Aklbik,n−1bil,n−1 for k, l =
1, 2. Then we have
detB(n−1) = A11b
2
i1,n−1 + 2A12(−1)i1+i2bi1,n−1bi2,n−1 + A22b2i2,n−1.
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First we prove
ord(detB(n−1)) = ord(A11) + 2(r1 − e0).(7.4.1)
To prove this, put (b∗ij)1≤i,j≤n−2 = (B
(n−2))−1. Then we note that
Akl = (−1)ik+il+1b∗il,ik detB(n−2) and by [[14], Theorem 0.1] we have
ord(detB(n−2)) =
n−2∑
i=1
ai + ord(DB(n−2))− 1− (n− 2)e0.(7.4.2)
Hence, by (7.3.1), we have
ord(Akk) =
∑
1≤i≤n−2
i6=ik
ai − (n− 4)e0(7.4.3)
and
ord(Dkk)(7.4.4)
= ord(Akk) + 2(rk − e0)
=
∑
1≤i≤n−2
i6=ik
ai − (n− 2)e0 + 2rk
for k = 1, 2, and by (7.3.3)
ord(2D12) = e0 + ord(A12) + (r1 − e0) + (r2 − e0)
≥
n−2∑
i=1
ai − (ai1 + ai2)/2 + r1 + r2
+ (ord(DB(n−2))− 1)/2− (n− 2)e0.
We note that we have r1−ai1/2 < r2−ai2/2. Hence we have ord(D11) <
ord(D22) and ord(D11) < ord(2D12), and this proves (7.4.1). Hence we
prove the former half of (1) in view of (7.4.4). We prove the latter half
of (1). To prove this, we recall that
ηB(n−1) = ηB(n−2)〈(−1)(n−2)/2 detB(n−1), (−1)(n−2)/2 detB(n−2)〉
in view of [[14], Lemma 3.4]. By Example 3 in Chapter II, Section 5 of
[31], we have
det
(
A11 A12
A12 A22
)
= detB(n−2) detB(n−2)(i1, i2; i1, i2).
Hence we have
detB(n−1) = A11u
2 + A11 detB
(n−2) detB(n−2)(i1, i2; i1, i2)v
2
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with some u, v ∈ F . Hence we have
〈A−111 detB(n−1),− detB(n−2) detB(n−2)(i1, i2; i1.i2)〉 = 1.
Moreover we note that (b2i1,n−1A11)
−1 detB(n−1) ∈ o× andB(n−2)(i1, i2; i1, i2)
is a good form (for the definition of ‘good form’, see Definition 7.1).
Then, by the remark in Definition 7.1, we have
〈A−111 detB(n−1), (−1)(n−4)/2 detB(n−2)(i1, i2; i1, i2)〉 = 1.
This proves the latter half of (1).
(2) For x = (x1, . . . , xn−1) ∈ M1,n−1(o), write Bx = (bx;ij)(n−1)×(n−1).
We have
Bx = B
(n−1) +̟txb+̟tbx,
where b = (bi,n)1≤i≤n−1 ∈ M1,n−1(o). Hence, for any 1 ≤ i, j ≤ n − 1,
we have
bx;ij = bij + xi̟bjn + xj̟bin.
We have
bin =

bik ,n if i = ik with k = 1, 2
0 if i 6= i1, i2, i ≤ n− 2
2−1̟an if i = n− 1,
and ord(bik ,n) > (an + aik)/2− e0. We note that an = an−1. Hence, by
the assumption on an−1, we have
ord(bik ,n) ≥ ord(detB(n−2)) + (n− 2)e0
for any 1 ≤ k ≤ 2, and
ord(2−1̟an) ≥ ord(detB(n−2)) + (n− 2)e0.
Hence we have
bx;i1,n−1b
−1
i1,n−1
≡ 1 mod p,(7.4.5)
and
bx;ij ≡ bij mod detB(n−2)p(n−2)e0+1
for any 1 ≤ i, j ≤ n− 2. We note that bij , bx;ij ∈ 2−1o, and hence
detB(n−2)x (i; j) ≡ detB(n−2)(i; j) mod detB(n−2)p2e0+1(7.4.6)
for any 1 ≤ i, j ≤ n− 2, and
detB(n−2)x ≡ detB(n−2) mod detB(n−2)pe0+1.(7.4.7)
Hence, by (7.4.2) and (7.4.3), we have
ord(detB(n−2)x (ik; ik)) = ord(detB
(n−2)(ik; ik))
for k = 1, 2. Moreover we have
B(n−2)x ≡ B(n−2) mod ̟λlB(n−2)Sn−2(o),
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and hence, by (2.3) of Lemma 5.1, B
(n−2)
x is GLn−2(o)-equivalent to
B(n−2). We have
bx;i,n−1 =

2−1̟an+1xi if i 6= i1, i2, i ≤ n− 2
bik ,n−1 +̟bik,nxn−1 + 2
−1̟an+1xik if i = ik with k = 1, 2
̟an−1+1xn−1 if i = n− 1,
ord(bik,n−1) > (an−1 + aik)/2− e0
and
an−1/2 ≥ ord(detB(n−2)) + e0(n− 2) + 2e0 + 1 ≥ 2e0 + 1,
and hence ord(bik ,n−1) ≥ e0 + 1. Similarly ord(bik,n) ≥ e0 + 1 and
ord(2−1̟an) ≥ e0+1. Hence ord(bx;i,n−1) ≥ e0+1 for any 1 ≤ i ≤ n−2.
Hence
detB(n−2)x (i; j)bx;i,n−1bx;j,n−1 ≡ 0 mod detB(n−2)pan−1+2
for any integers 1 ≤ i, j ≤ n − 2 such that i 6= i1, i2 or j 6= i1, i2.
Similarly we have
detB(n−2)x (ik; il)bx;ik,n−1bx;il,n−1
≡ (bik,n−1 +̟xn−1bik ,n)(bil,n−1 +̟xn−1bil,n)
× detB(n−2)(ik; il) mod detB(n−2)pan−1+2
for any k, l = 1, 2, and
detB(n−2)x bx;n−1,n−1 ≡ detB(n−2)̟an−1+1xn−1 mod detB(n−2)pan−1+2.
Put
B˜x =

B
(n−2)
x
O
bx;i1,n−1
O
bx;i2,n−1
O
O bx;i1,n−1 O bx;i2,n−1 O 0
 .
Then we have
detBx = det B˜x + detB
(n−2)
x bx;n−1,n−1.
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By (7.3.2),(7.3.3),(7.3.4), (7.4.6) and (7.4.7), we have
det B˜x(7.4.8)
=
∑
1≤i,j≤n−2
(−1)i+j+1 detB(n−2)x (i; j)bx;i,n−1bx;j,n−1
≡
∑
1≤k,l≤2
(bik ,n−1 +̟xn−1bik,n)(bil,n−1 +̟xn−1bil,n)
× (−1)ik+ilAkl mod detB(n−2)pan−1+2.
and
detB(n−2)x bx;n−1,n−1 ≡ detB(n−2)xn−1̟an−1+1 mod detB(n−2)pan−1+2,
where Akl is that in the proof of (1). Hence, by (1) and (7.4.2), we
have
ord(detB(n−2)x bx;n−1,n−1)− ord(det B˜x) = ord(DB(n−2))− κ(B),
and in particular
ord(det B˜x) = ord(detB
(n−1)) < ord(̟an−1+1 detB(n−2)x ).
Hence ord(detBx) = ord(detB
(n−1)). This proves the former half of
(2).
Now assume that κ(B) = 1. Then
ord(detB(n−2)̟an−1+1)− ord(b2i1,n−1A11) = ord(DB(n−2))− 1(7.4.9)
By (7.4.5) and (7.4.8) we have
det B˜x(b
2
i1,n−1
A11)
−1 ≡ 1 mod p.
Put v1 = (b
2
i1,n−1
A11̟
ord(D
B(n−2)
)−1)−1 detB(n−2)̟an−1+1. Then, by
(7.4.9), we have v1 ∈ o× and
detBx(det B˜x)
−1 ≡ 1 + xn−1v1̟ord(DB(n−2) )−1 mod DB(n−2) .
We have
ηBx = ηB(n−2)x 〈BBx , DB(n−2)x 〉
= ηB(n−2)〈(−1)(n−2)/2(det B˜x + detB(n−2)x bx;n−1,n−1), DB(n−2)〉.
By using the same argument as in the proof of the latter half of (1),
we have
ηB(n−2)〈DB˜x , DB(n−2)〉 = ηB(n−1) ,
and this proves the equality of in the latter half of (2). We note that
the conductor of the character
o× ∋ z 7→ 〈z,DB(n−2)〉
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isDB(n−2) . Hence we prove that ηBx is uniquely determined by xn−1 mod p.

For integers e, e˜, a real number ξ, let C(e, e˜, ξ; Y,X) andD(e, e˜, ξ; Y,X)
be the rational functions in Y 1/2, X1/2 defined in Definition 4.3, and for
an EGK datum G, let F˜(G; Y,X) be the Laurent polynomial defined
in Section 4.
Proof of Theorem 1.1.
We prove
F˜ (B,X) = F˜(EGK(B); q1/2, X)(EFn)
for any reduced form B ∈ Hn(o)
by induction on n. This proves Theorem 1.1 in view of Theorem 3.2.
Let B ∈ Hn(o) be a reduced form of type (a, σ). Put a = (a1, . . . , an).
For a non-negative integer i ≤ n let ei = e(a)i be the integer in Defini-
tion 4.3, and letM0(a) be the set in Definition 3.4. By [[14], Theorem
0.1], we have eB = en.
Assume that n = 1. Then, by Theorem 5.3, we have
F˜ (B,X) =
a1∑
i=0
X i−(a1/2).
Thus (EF1) holds. Now assume that n ≥ 2, and assume that (EFn′)
holds for any positive integer n′ < n.
Step 1: First we assume that B belongs to category (II) or that B
belongs to category (I) and n + a1 + · · · + a2[n/2] is even. Then, B is
GLn(o)-equivalent to a reduced form B1 such that B
(n−1)
1 is a reduced
form with GK(B
(n−1)
1 ) = a
(n−1). In fact, B(n−1) is automatically a
reduced form and GK(B(n−1)) = a(n−1) if B belongs to category (II).
Assume that B belongs to category (I). Assume that both n and a1 +
· · ·+an−1 are odd. By Lemma 7.1, we may assume that ord(bn−1,n−1) =
an−1. Then B
(n−1) is a reduced form with GK(B(n−1)) = a(n−1). The
case that both n and a1 + · · ·+ an−1 are even is similar. Therefore we
may assume that B(n−1) is a reduced form with GK(B(n−1)) = a(n−1).
By Proposition 4.5, there exists H ∈ NEGKn such that Υn(H) =
EGK(B) and Υn−1(H
′) = EGK(B(n−1)).
For each x ∈ M1,n−1(o), let Bx be the matrix in Definition 5.3. By
definition, Bx−B(n−1) ∈M0(a(n−1)) for any x ∈M1,n−1(o). Hence, by
Theorem 3.3, Bx is also a reduced form with EGK(Bx) = EGK(B
(n−1)).
In particular, we have eBx = eB(n−1) = en−1 for any x ∈ M1,n−1(o).
Hence, ord(det(2Bx)) ≤ en−1 + 2e + 1 for any x ∈ M1,n−1(o), and we
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can take a positive integerm0 satisfying the condition in (1) of Theorem
5.2.
Assume that n is odd. Then, by Theorem 5.3, we have
F˜ (B,X)
=q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
{
D(en, en−1, ξB(n−1) ;X)F˜ (Bx, q
1/2X)
+ ηBD(en, en−1, ξB(n−1) ;X
−1)F˜ (Bx, q
1/2X−1)
}
.
By (EFn−1), we have
F˜ (Bx, X) = F˜(EGK(B(n−1)); q1/2, X)
= F˜ (B(n−1), X) = F(H ′, q1/2, X)
for any x ∈M1,n−1(o). Hence we have
F˜ (B,X) =D(en, en−1, ξB(n−1) ;X)F˜ (B
(n−1), q1/2X)(1.1)
+ ηBD(en, en−1, ξB(n−1) ;X
−1)F˜ (B(n−1), q1/2X).
Thus by Definition 4.4
F˜ (B,X) = F(H, q1/2, X) = F(EGK(B); q1/2, X).
In the case that n is even, similarly we have
F˜ (B,X) =C(en, en−1, ξB;X)F˜ (B
(n−1), q1/2X)(1.2)
+ C(en, en−1, ξB;X
−1)F˜ (B(n−1), q1/2X),
and
F˜ (B,X) = F(EGK(B); q1/2, X).
Step 2: Let n be odd, and assume that B belongs to category (I)
and that a1+ · · ·+an−1 is even. Then, GK(B) satisfies the condition of
(Case 1) of Proposition 4.4. In this case, B(n−2) is a reduced form with
GK(B(n−2)) = a(n−2). For any y ∈ M2,n−2(o), we have By − B(n−2) ∈
M0(GK(B(n−2))), and by Theorem 3.1 and the induction assumption
(EFn−2), we have
F˜ (By, X) = F˜ (B
(n−2), X).
By (2) of [[14], Lemma 6.2 (2)], we have ηB(n−2) = ηB. In view of
Lemma 7.2, we may assume that B is a strongly reduced. By (2) of
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Theorem 5.4, we have
F˜ (B,X)(2.1)
= q−1(X−1 +X)−1
{ ∑
W∈D2,1/GL2(o)
F˜ (B[1n−2⊥W ], X)
− qen−2/2X(−en+en−2)/2−1F˜ (B(n−2), qX)
− ηBqen−2/2X(en−en−2)/2+1F˜ (B(n−2), qX−1)
}
.
By (2) of Lemma 7.2, B[1n−2⊥W ] is GLn(o)-equivalent to a reduced
form whose GK invariant is (a1, . . . , an−2, an−1 + 1, an−1 + 1) for any
W ∈ D2,1. Moreover, we have ηB[1n−2⊥W ] = ηB for any W ∈ D2,1.
Hence, by a direct calculation using (1.1) and (1.2), we have
F˜ (B[1n−2⊥W ], X)(2.2)
= q(en−2−1)/2
{
X(−en+en−2)/2−2
(q1/2X)−1 − q1/2X F˜ (B
(n−2), qX)
+ ηB
X(en−en−2)/2+2
(q1/2X−1)−1 − q1/2X−1 F˜ (B
(n−2), qX−1)
}
+ ηB
qen−1/2(q − 1)(X +X−1)
((q1/2X)−1 − q1/2X)((q1/2X−1)−1 − q1/2X−1)
× F˜ (B(n−2), X).
for any W ∈ D2,1. Hence, by (2.1) and (2.2) we have
F˜ (B,X) =qen−2/2−1/2
{
X(−en+en−2)/2−1
(q1/2X)−1 − q1/2X F˜ (B
(n−2), qX)(2.3)
+ ηB
X(en−en−2)/2+1
(q1/2X−1)−1 − q1/2X−1 F˜ (B
(n−2), qX−1)
}
+ ηB
qen−1/2(q − q−1)
((q1/2X)−1 − q1/2X)((q1/2X−1)−1 − q1/2X−1)
× F˜ (B(n−2), X).
Hence
F˜ (B,X) = F˜(EGK(B), q1/2, X)
by (EFn−2), (1) of Proposition 4.3 and (2) of Proposition 4.5.
Step 3: Let n be even, and assume that B belongs to category (I)
and that a1 + · · ·+ an is odd. Then, GK(B) satisfies the condition of
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(Case 2) of Proposition 4.4. Then we prove the following equality:
F˜ (B,X) = qen−2/2
{
X(−en+en−2)/2−1
X−1 −X F˜ (B
(n−2), qX)(3.1)
+
X(en−en−2)/2+1
X −X−1 F˜ (B
(n−2), qX−1)
}
.
This combined with (2) of Proposition 4.3 and (2) of Proposition 4.5
proves that we have
F˜ (B,X) = F(EGK(B); q1/2, X).
Let i1 = i1(B) and i2 = i2(B) be those defined in Definition 7.1. To
prove (3.1), we may assume that B is a strongly reduced form and that
it satisfies the conditions (CEI-1) and (CEI-2) in Lemma 7.4. Similarly
to Step 2, by Theorem 3.1 and the induction assumption (EFn−2), we
have
F˜ (By, X) = F˜ (B
(n−2), X).
Let r be a positive integer. Then, by (1.1) of Theorem 5.4 and by a
simple computation, we see that (3.1) holds for F˜ (B[1n−2⊥̟r−112], X)
if it holds for F˜ (B[1n−2⊥̟r12], X). Therefore, to show (3.1) we may
assume that
(CEI-3) an−1 ≥ max(2λl
B(n−2)
+ 2e0, 2ord(detB
(n−2)) + 2e0(n+ 2)).
Let k = κ(B). Then k is a positive integer such that k < ord(DB(n−2)).
We prove (3.1) by induction on k. First we prove (3.1) for any strongly
reduced form B ∈ Hn(o) with κ(B) = 1 satisfying the conditions
(CEI-1),(CEI-2) and (CEI-3). In this case, by (2) of Lemma 7.5, eBx =
2+ (en−2 + en)/2 for any x ∈M1,n−1(o) and it does not depend on the
choice of x, which will be denoted by e˜. Hence we can take a positive
integer satisfying the condition in Theorem 5.2. Then, as in the proof
of Theorem 5.3, we have
F˜ (B[1n−1⊥̟], X) = XF˜ (B,X)
+ qe˜/4X(−en+e˜)/2−1
× q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
F˜ (Bx, q
1/2X).
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By (2) of Theorem 5.3, we have
F˜ (Bx, q
1/2X) = qe˜/4(q1/2X)(−e˜+en−2)/2F˜ (B(n−2), qX)
+ ηxq
e˜/4(q1/2X)(˜e−en−2)/2F˜ (B(n−2), X−1),
where ηx = ηBx . Hence
F˜ (B[1n−1⊥̟], X) = XF˜ (B,X)
+ qen−2/2X(−en+en−2)/2−1F˜ (B(n−2), qX)
+ F˜ (B(n−2), X−1)qe˜/2X(−en+2˜e−en−2)/2−1
× q−m0(n−1)
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
ηx.
Put
I =
∑
x∈M1,n−1(o)/pm0M1,n−1(o)
ηx.
Then, by (2) of Lemma 7.5, we have
I = cqm0(n−1)−1
∑
y∈o/p
〈1 + y̟ord(DB(n−2) )−1, DB(n−2)〉,
where c is a constant independent of y. By (2) of Lemma 7.5, the
homomorphism
o/p ∋ y 7→ 〈1 + y̟ord(DB(n−2) )−1, (−1)(n−2)/2 detB(n−2)〉 ∈ {±1}
is non-trivial, and we have I = 0. Hence
F˜ (B[1n−1⊥̟], X) = XF˜ (B,X)
+ qen−2/2X(−en+en−2)/2−1F˜ (B(n−2), qX).
We also have
F˜ (B[1n−1⊥̟], X−1) = X−1F˜ (B,X−1)
+ qen−2/2X(en−en−2)/2+1F˜ (B(n−2), qX−1).
By Proposition 2.1 we have
F˜ (B[1n−1⊥̟], X−1) = F˜ (B[1n−1⊥̟], X),
F˜ (B,X−1) = F˜ (B,X),
and
F˜ (B(n−2), X−1) = F˜ (B(n−2), X).
Hence we prove the equality (3.1) in the case κ(B) = 1.
Let 2 ≤ k < ord(DB(n−2)), and assume that (3.1) holds for any B′ ∈
Hn(o) with κ(B′) < k satisfying the conditions (CEI-1),(CEI-2) and
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(CEI-3). Let B be a strongly reduced form satisfying the conditions
(CEI-1),(CEI-2) and (CEI-3) such that κ(B) = k. Then, by (2) of
Lemma 7.5, eBx = k + (en−2 + en)/2 + 1 for any x ∈M1,n−1(o). Hence,
by (1.2) of Theorem 5.4,
F˜ (B,X)(Xk−1 −X1−k) = F˜ (B[1n−1⊥̟], X)(Xk −X−k)
+ qen−2/2X−k−1+(en−2−en)/2F˜ (B(n−2), qX)
− qen−2/2Xk+1+(−en−2+en)/2F˜ (B(n−2), qX−1).
We note that B[1n−1⊥̟] is a strongly reduced form satisfying the
conditions (CEI-1), (CEI-2) and (CEI-3) with κ(B[1n−1⊥̟]) = k −
1. Hence, by the induction assumption, we prove (3.1) for B. This
completes the induction. ✷
8. Examples
(1) Let G = (n1, . . . , nr;m1, . . . , mr; ζ1, . . . , ζr) be an EGK datum of
length n. For 1 ≤ i ≤ n we define m˜i as
m˜i = mj if n1 + · · ·+ nj−1 + 1 ≤ i ≤ n1 + · · ·+ nj ,
and for such m˜1, . . . , m˜n we define the integers e1, . . . , en as in Definition
4.3.
(1.1) An EGK datum of length 2 is one of the following forms
(a) G = (1, 1;m1, m2; 1, ζ2) with m1 < m2 and ζ2 ∈ Z3
(b) G = (2;m1; ζ1) with ζ2 ∈ {±1}.
Put ξ = ζ2 or ξ = ζ1 according as case (a) or case (b). Then
H = (m˜1, m˜2; 1, ξ)
is a naive EGK datum such that Υ2(H) = G, and by a simple cal-
culation combined with Proposition 4.1, F˜(G; Y,X) can be expressed
as
F˜(G; Y,X) =
e1∑
i=0
Y iX−e2/2+i
e2/2−i∑
j=0
X2j
− ξ
e1∑
i=0
Y i−1X−e2/2+i+1
e2/2−i−1∑
j=0
X2j .
Let B ∈ H2(o)nd. Then by Theorem 1.1, we have
F˜ (B,X) = F˜(EGK(B); q1/2, X).
This coincides with [[29], Corollary 5.1].
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(1.2) An EGK datum of length 3 is one of the following forms:
(a) G = (1, 1, 1;m1, m2, m3; 1, ζ2, ζ3) with ζ2 ∈ Z3, and ζ3 ∈ {±1}
(b) G = (1, 2;m1, m2; 1, ζ2) with ζ2 ∈ {±1}
(c) G = (2, 1;m1, m2; ζ1, ζ2) with ζ1 ∈ Z3 and ζ2 ∈ {±1}
(d) G = (3;m1; 1).
We put
ξ =

ζ2 in case (a)
ζ1 in case (c)
1 in case (b) or case (d), and m˜1 + m˜2 is even
0 in case (b) or case (d), and m˜1 + m˜2 is odd,
and
η =

ζ3 in case (a)
ζ2 in case (b) or (c)
1 in case (d).
Moreover put e′2 = 2[(a1 + a2 + 1)/2]. Then,
H = (m˜1, m˜2, m˜3; 1, ξ, η)
is a naive EGK datum such that Υ3(H) = G, and by a simple cal-
culation combined with Proposition 4.1, F˜(G; Y,X) can be expressed
as
F˜(G; Y,X) = X−e3/2
{
e1∑
i=0
(Y 2X)i
e′2/2−i−1∑
j=0
(Y X)2j
+ ηX e3
e1∑
i=0
(Y 2X−1)i
e′2/2−i−1∑
j=0
(Y X−1)2j
+ ξ2Y e
′
2X e
′
2−e1
e3−2e′2+e1∑
j=0
(ξX)j
e1∑
i=0
X i
}
.
Let B ∈ H3(o)nd. Then by Theorem 1.1, we have
F˜ (B,X) = F˜(EGK(B); q1/2, X).
This essentially coincides with [[16], Example (3)] and [[35], (2.8)] in
the case F = Qp.
(2) Let q be odd, and let
B ∼ ̟a1u1⊥ · · ·⊥̟anun (a1 ≤ · · · ≤ an, u1, . . . , un ∈ o×)
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be a diagonal Jordan decomposition of B ∈ Hn(o)nd. Put
εi =
{
ξB(i) if i is even
ηB(i) if i is odd.
Then H = (a1, . . . , an; ε1, . . . , εn) is a naive EGK datum such that
Υn(H) = EGK(B), and by Proposition 4.1 and Theorem 1.1, we can
get an explicit formula for F˜ (B,X) in terms of H , which essentially
coincides with [[16], Theorem 4.3] in the case F = Qp. If F is an
unramified extension of Q2, we have an algorithm for giving a naive
EGK datum associated with EGK(B) for B ∈ Hn(o)nd from its Jordan
decomposition, and we can also give an explicit formula for F˜ (B,X)
in terms of it . This essentially coincides with [[16], Theorem 4.3] in
the case F = Q2 (cf. [3]).
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