Some properties of a four-parameter beta-Weibull distribution are discussed. The beta-Weibull distribution is shown to have bathtub, unimodal, increasing, and decreasing hazard functions. The distribution is applied to censored data sets on bus-motor failures and a censored data set on head-andneck-cancer clinical trial. A simulation is conducted to compare the beta-Weibull distribution with the exponentiated Weibull distribution.
Introduction

Let
( ) F x be the cumulative distribution function of a Weibull random variable X. Famoye, Lee, and Olumolade (2005) defined the cumulative distribution function for beta-Weibull random variable as ( )
(1) From (1), the corresponding probability density function for the beta-Weibull distribution is given by for x > 0, α, β, c, γ > 0. One may introduce a location parameter ξ in the density in (2) by replacing x with x ξ − where ξ −∞ < < ∞ . In the rest of this article, take ξ to be zero.
The Weibull distribution has wide applications in many disciplines. See, e.g., Hallinan (1993) , Johnson, Kotz, and Balakrishnan (1994) . Various extensions have appeared in the literature. For instance, Zacks (1984) introduced the Weibull-exponential distribution. Mudholkar and Kollia (1994) defined a generalized Weibull distribution by introducing an additional shape parameter. Mudholkar, Srivastava, and Kollia (1996) applied the generalized Weibull distribution to model survival data. They showed that the distribution has increasing, decreasing, bathtub, and unimodal hazard functions. Mudholkar, Srivastava, and Freimer (1995) , Mudholkar and Hutson (1996) and Nassar and Eissa (2003) studied various properties of the exponentiated Weibull distribution. Mudholkar et al. (1995) applied exponentiated Weibull distribution to model failure data. Mudholkar and Hutson (1996) applied exponentiated Weibull distribution to extreme value data. They showed that exponentiated Weibull distribution has increasing, decreasing, bathtub, and unimodal hazard rates. The exponentiated exponential distribution proposed by Kundu (1999, 2001 ) is a special case of the exponentiated Weibull family.
Recently, Famoye et al. (2005) introduced a four-parameter beta-Weibull distribution. They showed that the beta-Weibull distribution is unimodal and obtained some results on the non-central moments. The maximum likelihood technique was used for parameter estimation and a likelihood ratio test was derived for the beta-Weibull distribution. The exponentiated Weibull distribution, Rayleigh distribution (Johnson et al., 1994, p. 686) , the Type 2 extreme value distribution (Johnson, Kotz and Balakrishnan, 1995, p. 3), Burr Type (X) distribution (Johnson et al., 1994, p. 54) , and the distribution of the order statistic from a Weibull population are special cases of the beta-Weibull distribution (Famoye et al., 2005) .
In this article, the hazard function and entropy of the beta-Weibull distribution is examined. It is applied to several failure rate data and survival data. Some properties of the beta-Weibull model are discussed and the shapes of the hazard function are provided. Application of the beta-Weibull distribution to censored data sets is presented. Finally, the results of a simulation study are presented. The simulation study compares the beta-Weibull distribution with the exponentiated Weibull distribution.
Some Properties of Beta-Weibull Distribution
The survival function is given by S(x) = 1 -G(x). The hazard function (or failure rate) of beta-Weibull distribution is given by
where G(x) and g(x) are given by (1) and (2) respectively and S(x) is the survival function. 
Proof: When 0 x → , the limit of h(x) is the same as the limit of g(x). Famoye et al. (2005) obtained the limit in (4) for g (x) . When x → ∞ , the beta-Weibull hazard function in (3) is indeterminate as both numerator and denominator become 0. By using L'Hôpital's rule, the limit of h(x) as x → ∞ is given by (5). This completes the proof. Proof: It follows from Theorem 1. Glaser (1980) gave sufficient conditions to characterize a given failure rate distribution as being bathtub shaped (BT), increasing failure rate (IFR), upside-down bathtub (UBT), or decreasing failure rate (DFR). Glaser defined the
is the probability density function and gave a list of conditions to characterize a given failure rate based on ( ) t η′ . It is not difficult to show that the beta-Weibull distribution satisfies all the conditions given by Glasser (1980) . In Figure 1 , the various shapes for the beta-Weibull hazard functions are provided. 
where 0 ρ > and 1 ρ ≠ , Renyi (1961) . Renyi entropy for the beta-Weibull density is given by equation 9. The Shannon's (1948) entropy is defined as
⎦ . This is a special case of (6) when 1 ρ → . Hence, the Shannon entropy is obtained by taking the limit of (9) as 1 ρ → . On taking the limit of (9) as 1 ρ → , 0/0 is obtained and hence, the L'Hopital's rule is applied. After using this rule and simplifying, equation 10 is obtained, where ( ) ψ ⋅ is the digamma function and ( ) ′ Γ ⋅ is the derivative of the gamma function.
Applications of beta-Weibull distribution to censored data
In survival analysis, the data may be in grouped form or in ungrouped form and quite often, the data involve censoring. In the case of grouped data, the right censoring is in the form of a last open interval as provided in Tables 1  and 2 
n observations. The total number of observations is 1 k j j n n = = ∑ . By using the result in Lawless (1982), the log-likelihood function for the grouped data is
where S(.) is the beta-Weibull survival function.
Estimates of the parameters are obtained by maximizing (11), the logarithm of the censored likelihood function.
The log-likelihood function for the ungrouped data j x , j = 1, 2, 3, …, n is given by
where h(.) is the beta-Weibull hazard function given by (3) and u Σ denotes the summation over the uncensored observations. Estimates of the parameters are obtained by maximizing (12), the log-likelihood function. Both the loglikelihood functions in (11) and (12) are maximized directly by using nlminb, an SPLUS non-linear optimization routine with bounds.
Taking the first and second partial derivatives of (11) and (12) with respect to the model parameters are quite involving. Hence, the Bootstrap method is used, Efron (1981) , to estimate the standard errors of the parameter estimates for the beta-Weibull distribution. Mudholkar et al. (1995) re-analyzed the classical bus-motor-failure data, first considered by Davis (1952) , for a fleet of 191 buses. Mudholkar et al. (1995) re-analyzed the first, second, third, fourth, and fifth motor failures. They found that only the exponentiated Weibull provides a good fit to the first two data sets. However, the exponential, the Weibull, and the exponentiated Weibull provide good fits to the last three data sets. In this article, the beta Weibull is applied to all data sets and it provides excellent fits to all. However, the result for the first and the second motor failures are presented in Tables 1 and 2. The beta-Weibull parameter estimates (standard errors in parentheses) in Table 1 The beta-Weibull maximum likelihood estimates (standard errors in parentheses) in Table 2 are as follows: α = 0.1479(0.0634), β = 0.1757(0.0821), ĉ = 5.5104(1.3385), γ = 81.4003(5.6775). The beta-Weibull model has a bathtub hazard rate for these parameter estimates because ˆĉ α < 1 and ĉ > 1.
The exponentiated Weibull and beta-Weibull distributions provided adequate fits to the two data sets, but the fit from beta-Weibull distribution is better by using the chi-square goodness of fit measure. Also, the expected frequencies from the beta-Weibull model are much closer to the observed frequencies than the corresponding results from exponentiated Weibull model. In particular, it is noticed that only Beta-Weibull identifies that the failure rate has a bathtub shape, which logically fits the failure rate of motors well as shown in the above data. The last class (120,000 miles and up) had lower occurrence because the data is rightcensored. Mudholkar et al. (1995) applied the exponentiated Weibull distribution to model Efron's (1988) Arm A data on the survival times of 51 head-and-neck cancer patients given in Table 3 . The beta-Weibull model was applied to fit the data in Table 3 and the result were grouped into 13 classes as in Table 12 of Mudholkar et al. (1995) . For more details about the data, see Mudholkar et al. (1995) . The results of the analysis and that of Mudholkar et al. (1995) are presented in Table 4 . The fits from both exponentiated Weibull and beta-Weibull distributions are very similar for the data. It appears the exponentiated Weibull distribution is slightly better because it has only three parameters compared to the beta-Weibull distribution with four parameters. A likelihood ratio test can be applied to test the adequacy of beta-Weibull distribution against a reduced special case (Famoye et al. 2005) . Table 3 . Survival Times (in days) for the Patients in Arm A of the Head-and-Neck-Cancer Trial 7, 34, 42, 63, 64, 74+, 83, 84, 91, 108, 112, 129, 133, 133, 139, 140, 140, 146, 149, 154, 157, 160, 160, 165, 173, 176, 185+, 218, 225, 241, 248, 273, 277, 279+, 297, 319+, 405, 417, 420, 440, 523, 523+, 583, 594, 1101, 1116+, 1146, 1226+, 1349+, 1412+, 1417. Note. Data is from Efron (1988) ; + indicates observations lost to follow-up. ( )
The parameter estimates (standard errors in parentheses) from beta-Weibull model are as follows: α = 11.2139(3.3705), β = 0.5874(0.1791), ĉ = 0.3859(0.0622), γ = 0.2947(0.1451). The estimates show that the model has a unimodal hazard function because ˆĉ α > 1 and ĉ < 1.
Comparison between beta-Weibull and exponentiated Weibull distributions
In the previous section, the fits from both beta-Weibull and exponentiated Weibull distributions are very close. In this section, a simulation is conducted to compare these two distributions. The parameters are estimated by the method of maximum likelihood. Samples of sizes n = 250, 500, and 1000 were generated from beta-Weibull and exponentiated Weibull distributions. The parameter sets for which the beta-Weibull hazard function is bathtub (Table  5) , unimodal (Table 6) , increasing (Table 7) , and decreasing (Table 8) are simulated. For each simulated sample, the likelihood ratio test proposed by Famoye et al. (2005) is applied to compare the beta-Weibull and exponentiated Weibull distributions. In each case, there is no significance difference between the two models. The biases were examined (actual parameter value minus the estimated value) and the standard errors of the maximum likelihood estimates. These biases and the standard errors tell a different story.
For each sample size, 100 different samples were generated in order to obtain 100 parameter estimates which are used to compute the biases and the standard errors. The biases and the standard errors of the maximum likelihood estimates (mle) are reported in Tables   5 through 8 . When the parameter β = 1, the simulated data is considered to be from the exponentiated Weibull distribution. The following are some observations from the simulation study. a. For the parameter set of a bathtub hazard function (Table 5) c. For the parameter set of an increasing hazard function (Table 7) : c.1 When β < 1, similar results as in (a.1) are observed.
c.2 When β = 1, the biases and standard errors of the mle of α for beta-Weibull are smaller than the biases and standard errors of the mle from exponentiated Weibull. The biases of the mle of c are larger for beta-Weibull but the standard errors are comparable for the two distributions.
Both biases and standard errors of the mle of γ are larger for beta-Weibull. c.3 When β > 1, the biases and standard errors of the mle of α for the two distributions are comparable. The biases of the mle of c are slightly larger for beta-Weibull but the standard errors are comparable for the two distributions.
The estimates of γ have larger biases and standard errors for the beta-Weibull. d. For the parameter set of a decreasing hazard function (Table 8) When β > 1, the biases and standard errors of the mle of α and c for the two distributions are comparable. The estimates of γ have comparable biases with larger standard errors for the beta-Weibull.
Conclusion
The biases of the mle from beta-Weibull distribution are smaller than the biases of the mle from exponentiated Weibull model with comparable standard errors when β < 1. The biases and standard errors are, in general, smaller for the exponentiated Weibull distribution when β ≥ 1. In all the three examples in previous section, the estimates for parameter β are less than 1.0 and thus, this simulation study supports the use of the beta-Weibull distribution for describing the data sets. In addition, another implication of the simulation results is that one can take the advantage of the Beta-Weibull distribution and the exponentiated Weibull distribution by using the Beta-Weibull distribution and setting up the upper bound of parameter estimate of β to be one. 
