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Introduction
============

Enhancers of transcription were discovered already in 1981, a time when not much was known about basic principles of transcriptional regulation. For an in-depth review on the discovery of enhancers, see reference ^[@ref-1]^. Since then, it has been demonstrated that enhancers play pivotal roles in the regulation of normal cell physiology and maturation programs. Today, it is estimated, based on high-throughput analyses of chromatin immunopurified DNA (ChIP-seq), that up to a million different enhancers are distributed in the mammalian genome and positioned either proximal or distal to their target promoters ^[@ref-2]--\ [@ref-4]^. This information provides two important clues: First, given the estimate of the number of genes, the implication is that most genes are surrounded by more than one enhancer, raising the question of whether such enhancers collaborate or act alone ^[@ref-3]^. Second, the clustering of genes poses a logistic problem for enhancers to boost transcription from specific sets of neighboring genes during development, for example. We now know that the activity of both enhancers and promoters is subject to regulation by chromatin marks, which is discussed in more detail below. The laying down of such chromatin marks by so-called pioneer factors ^[@ref-5]^ needs to be coordinated to enable the correct set of genes and their enhancers to make contact during differentiation. The observation that some enhancers can activate genes more than a million base pairs apart ^[@ref-2]--\ [@ref-4]^ also prompted the realization that enhancers operate in three dimensions (3D) to enable their juxtaposition to their distal target genes ^[@ref-3],\ [@ref-4],\ [@ref-6]^. In this way, long-range acting enhancers can paradoxically be in even closer physical proximity to target promoters than more proximal enhancer regions. Rather than providing an extensive overview of different types of enhancer functions, we focus here on recent key observations and questions associated with how the enigmatic encounters between enhancers and promoters promote expression of genes in 3D. This aim is fueled by the realization that we will likely not fully understand enhancer mechanisms without incorporating their mode of action in the 3D context of the nuclear architecture. Therefore, we have organized this overview with a flow of themes converging on novel considerations of how the nuclear architecture and genome organization conspire to increase the specificity and efficiency of transcriptional activation. For more general overviews and images of enhancer functions, please consult references ^[@ref-3],\ [@ref-7],\ [@ref-8]^.

Enhancers -- the chromatin mark connection
==========================================

Though not yet fully understood, transcriptional enhancer elements have been conceptually linked either with promoting the probability of transcriptional initiation or by increasing the rate of transcriptional elongation ^[@ref-9]^. Independently of whether these different perspectives of enhancer function relate to different types of enhancers or reflect enhancer-promoter proximities or both, enhancers have to overcome the by-default poor affinity between RNA polymerase complexes and promoters ^[@ref-3]^. Although promoters have to acquire chromatin marks such as H3K4me3 and H3K27ac to become active, this per se is not sufficient to trigger transcriptional initiation ^[@ref-4],\ [@ref-10]^. Instead, a system has evolved in eukaryotes with enhancer regions mediating the loading of RNA polymerases to their distal target promoters via chromatin looping. This was first documented in an experimental system using a protein bridge to connect the SV40 enhancer to a target β-globin promoter in *trans* ^[@ref-11]^. For endogenous enhancers, this is a very complicated process that depends on whether the active enhancers have acquired chromatin marks, such as H3K4me1 and H3K27ac, to recruit/render them accessible to clusters of key transcription factors ^[@ref-4]^ and hence long-range interactions ^[@ref-12]^. These in turn interact with the mediator complex, which is made up of multiple factors and, as the name implies, mediates the connection between the primary chromatin fiber and the RNA polymerase complex ^[@ref-13]^.

Physical interactions between active enhancers and promoters generally involve a collaboration between the mediator and cohesin complexes ^[@ref-14]^ to form chromatin loops ^[@ref-15]^. This process is perceived to enable the presentation of the RNA polymerase complex to promoters, which have been marked to become active ^[@ref-15],\ [@ref-16]^. However, the formation of such chromatin loops is not sufficient to activate genes by itself ^[@ref-8]^. The reason is that the large subunit of the RNA polymerase complex recruited to the promoter needs a post-translational modification at serine 2, carried out by protein kinases, such as cyclin-dependent kinases (CDKs) 7--9 ^[@ref-13]^, to overcome inhibition of transcriptional elongation. Strikingly, a large fraction of transcriptionally inactive genes have polymerases loaded onto their promoters during development ^[@ref-17]^. The advantage of this arrangement presumably reflects that any rate-limiting, enhancer-mediated loading of RNA polymerases to target genes is bypassed to facilitate rapid activation kinetics in response to emerging environmental cues during a biological process to coordinate transcription ^[@ref-18]^. However, recent observations suggest that the distinction between promoters and enhancers can be blurred, as some promoters can act as enhancers for other promoters and vice versa ^[@ref-19]^. Given the close biochemical structure of the H3K4me3-marked promoters and H3K4me1 modifications characterizing enhancers, it is conceivable that relatively simple enzymatic reactions ^[@ref-4]^ can regulate switches between promoter and enhancer functions.

Not all active enhancers have known chromatin marks
===================================================

As a caveat to this discussion, a screen of the current literature has revealed the existence of enhancer regions apparently devoid of the typical enhancer-specific chromatin marks ^[@ref-10]^. There are at least two issues linked with this deduction: First, we may not have a complete catalogue of chromatin marks, or indeed combinations thereof, involved in enhancer function. Second, current technologies, such as ChIP-seq and Hi-C ^[@ref-20]^, do not have sufficient sensitivity or resolution (or both) to simultaneously measure chromatin states and folding in single cells in relation to a transcriptional process. Both approaches generally use large cell populations that are likely heterogeneous because of differences in cell cycle stages or cell state composition (or both) to obscure the directness of such relationships. Thus, we cannot rule out the existence of dynamic and transient chromatin marks underlying stochastic enhancer-gene interactions that are not picked up by current technologies. Therefore, a more unifying feature underlying the formation of enhancer-promoter complexes posits that known or unknown factors (or both) collaborate in 3D to increase the potential for their mobility and subsequent affinity to each other. This scenario is reinforced by the recent demonstrations that such enhancer-promoter interactions can be influenced by mutually exclusive mechanisms involving either cohesin complexes ^[@ref-14]^ or paired YY1-YY1 interactions ^[@ref-21]^. Time will tell us whether there are many other variations on this theme.

Enhancer functions in three dimensions and chromatin mobility -- the DNA repair connection
==========================================================================================

There are numerous challenges associated with the loading of an RNA polymerase complex to promoters and their release from promoter proximal pausing, especially when considering that enhancer-promoter interactions can occur over millions of kilobase pairs ^[@ref-8]^. For one, the chromatin fibers likely require release from any topological constraints to facilitate physical encounters between enhancers and promoters. In one early study, this issue was highlighted by the large-scale unfolding of a chromosomal region, targeted by strong viral transcriptional activators, to sample one third of the mammalian nuclear space within an hour ^[@ref-22]^. More recently, it was demonstrated that synchronization of circadian gene transcription by external time cues involves dynamic chromatin movements to and from the repressive environment of the nuclear periphery ^[@ref-23]^. Such events are likely regulated directly or indirectly by factors that influence chromatin compaction and mobility. Interestingly, oscillations in 3D genome organization required circadian complex formation between CTCF, which is associated with many enhancers, and PARP1, which is associated primarily with active promoters ^[@ref-24]^ and is involved in DNA repair ^[@ref-24]^. Knocking down either of these factors thus inhibited the ability of circadian genes to approach the nuclear periphery and counteracted the synchronization of transcriptional oscillations ^[@ref-23]^.

Dynamic changes in chromatin structure, mobility, and the unwinding of the double helix during transcription likely all increase torsional stress that has to be released via factors that regulate DNA topology and repair ^[@ref-25]--\ [@ref-29]^. Indeed, binding of the catalytically engaged topoisomerase (TOP) 1 to enhancers and gene bodies and TOP2 to promoters has been described at several genes in response to environmental signals ^[@ref-25]^. Current models of TOP action thus posit that signal-regulated gene expression requires the transient generation of single- and double-strand DNA breaks at regulatory elements, followed by the recruitment of DNA repair machinery to safeguard genomic integrity ^[@ref-25]^. Interestingly, MRE11, which is a repair factor capable of removing covalent TOP1-DNA intermediates, is rapidly recruited to androgen-responsive enhancers ^[@ref-30]^. Moreover, while recruitment of MRE11 facilitates the subsequent binding of ATR, a sensor of single-strand breaks, both MRE11 and ATR are required for the expression of the vast majority of androgen-induced enhancer-derived non-coding RNAs (eRNAs) and for the expression of numerous androgen-induced genes ^[@ref-30]^. These findings point to a role of "programmed" DNA breaks and DNA repair factors beyond the safe regulation of torsional stress during transcription ^[@ref-25]^. A clue to their potential function might be provided by observations that link DNA damage to altered chromatin mobility over long distances ^[@ref-31]--\ [@ref-33]^. Given that cell type--specific gene expression is regulated by productive encounters between enhancers and promoters that are often located far apart, the burst of transient DNA breaks and the dynamic formation of DNA repair factories ^[@ref-25]^ might also provide a protein environment that favors the affinity between enhancers and promoters to induce productive interactions.

Non-coding eRNAs -- the 3D connection
=====================================

For interactions between enhancers and promoters to be manifested, increased opportunities for physical proximities will likely not be sufficient without a degree of attraction between the participating chromatin fibers. Thus, many different regions of the genome may collide with each other but will not interact in a physical and functional sense, even transiently. Conversely, other regions that display affinity to each other---by CTCF ^[@ref-34]^ or YY1 ^[@ref-21]^ pairing, for example---will have the potential to form metastable complexes. Although the inner working of this process is not well understood, there are several links to non-coding transcripts, which have been observed to be a common feature of most active enhancers ^[@ref-35]^. The observation that enhancers can produce such transcripts, termed eRNAs ^[@ref-35]^, is in retrospect not surprising. The reasons are twofold: First, the chromatin marks characterizing promoters can also be found within enhancer regions ^[@ref-4]^; second, the sequence complexity characterizing a functional promoter is low to occur on average every few kilobase pairs in the mammalian genome. What is more surprising is that such eRNAs appear, in some instances, to be responsible for establishing the chromatin loops between enhancers and promoters. For example, it was shown that the reduction of eRNA expression within a distally positioned colon-specific super-enhancer reduced its interaction with the *MYC* gene ^[@ref-36]^. However, beyond this and a few other examples, it remains to be determined whether eRNAs are more generally a consequence of the transcriptionally permissive environment at active enhancer regions rather than being directly involved in the establishment of enhancer-promoter contacts.

The link to CTCF -- a master regulator
======================================

Although CTCF has traditionally been assigned to function as a master regulator of the genome via its function as a chromatin insulator protein ^[@ref-37]^, it was realized early on that its functions also included transcriptional activation ^[@ref-38]^. For example, CTCF can interact with the large subunit of the RNA polymerase II complex, and CTCF binding sites can function as promoters of transcription ^[@ref-39]^. Moreover, while a wild-type CTCF binding site at the *XIST* promoter was associated with activation of *XIST* and hence X chromosome inactivation in female human cells, a naturally occurring mutation at this site led to loss of both CTCF binding and *XIST* transcription, leading to skewed patterns of X inactivation ^[@ref-40]^. These observations are in keeping with the more recent findings that CTCF binding sites are frequently found in enhancer regions ^[@ref-41]^. Two not mutually exclusive scenarios explaining such data can be envisioned: CTCF binding sites might promote transcription of eRNAs or participate in the communication between enhancers and promoters (or do both). This latter point has usually been associated with the ability of CTCF to recruit the cohesin complex to its binding sites ^[@ref-14]^. However, the absence of a complete overlap in the functions of these factors shows the existence of CTCF-independent recruitment of cohesin complexes to enhancers ^[@ref-21],\ [@ref-41]^. It is also known that both proximal and distal CTCF binding sites can directly interact with each other in the context of chromatin insulators to prevent variegated gene expression ^[@ref-42]^. Similarly, enhancers associated with CTCF binding sites have been shown to have a more stable interaction with promoters: The deletion of a key CTCF binding site led to transcriptional variation in Th2 cells, suggesting that a CTCF-mediated metastable chromatin loop underlies homogenous expression ^[@ref-43]^. Superimposed on these processes, CTCF binding sites can interact with each other to establish topologically associated domains (TADs) of chromatin ^[@ref-34],\ [@ref-44],\ [@ref-45]^ by attenuating the ability of enhancers to access genes in flanking TADs ^[@ref-46]^.

How can the 3D functions of CTCF be regulated?
==============================================

Although the affinity between CTCF and its binding sites can generally be controlled by DNA methylation states ^[@ref-47]^, the rate of turnover of such features is likely too slow to enable dynamic adjustments to changing environmental cues. A more plausible principle was provided in one early study demonstrating that transcription through a CTCF binding site was sufficient to transiently evict CTCF from chromatin ^[@ref-48]^. More recently, it was demonstrated that a lineage-specific enhancer could be activated by transcription through a CTCF binding site ^[@ref-49]^. Intriguingly, this process resulted in the relocation of the Bcl11b enhancer from the repressive compartment at the nuclear periphery to enable the subsequent targeting of this enhancer to distal promoters, essential for T-cell differentiation ^[@ref-49]^. It is also possible that CTCF-mediated connections between chromatin fibers can be modulated by post-translational modifications of CTCF. For example, it was shown early on that poly(ADP-ribosy)lation ^[@ref-50]^ and SUMOylation ^[@ref-51]^ of CTCF regulated its ability to confer insulator functions. The link to poly(ADP-ribosy)lated CTCF prompted the realization that CTCF binds to and activates PARP1 to influence not only the organization of chromatin networks in *cis* and in *trans* but also the oscillating transcription of circadian genes ^[@ref-23]^. Such information bears on the observation that PARP1 binds active promoters ^[@ref-24]^ to potentially set up interaction patterns with CTCF-containing enhancers. Given the role of PARP1 in DNA repair, such a scenario might also facilitate repair of any programmed DNA breaks at promoters and enhancers. It remains to be established whether other post-translational modifications, such as phosphorylation and acetylation, play a role in the CTCF/PARP1-mediated organization of the genome and to what extent this principle collaborates with other factors, such as YY1 and cohesin, to effectuate the transcriptional process.

Is the gene looking for the enhancer or vice versa?
===================================================

Given that active marks often increase the mobility of chromatin fibers ^[@ref-22],\ [@ref-31],\ [@ref-32]^, it is conceivable that both enhancer and promoter regions actively roam the nuclear space to increase their chances for contact. Strictly speaking, all regulatory DNA sequences including a distant enhancer (or enhancers) can be considered to be part of a gene, but for the sake of simplicity, a "gene"---typically a protein-coding transcription unit---is treated here as a separate entity. Nevertheless, the observations that such contacts are enriched within TADs ^[@ref-44],\ [@ref-45]^ show that local physical constraints increase the preferences for proximal interactions. This makes sense, as this chromatin organization restricts the employment of enhancer regions positioned either in distant TADs on the same chromosomes or in *trans*, on other chromosomes ^[@ref-46],\ [@ref-52]^. Thus, perturbations of TAD boundaries might promote expression patterns unsuitable for proper development or for maintaining cell type--specific transcription or for both ^[@ref-53]^. From these perspectives, the question of whether it is the enhancer or the gene that drives their interactions might seem moot. However, this deduction is at odds for at least some developmentally important genes, such as the *HOX* clusters, which are positioned in inter-TAD boundaries ^[@ref-54],\ [@ref-55]^. As enhancers in flanking TADs do not readily communicate over such borders ^[@ref-54]^, it is conceivable that it is the gene that searches for enhancers in either of the flanking TADs ^[@ref-54],\ [@ref-55]^. This scenario has also been borne out for *MYC*, which forms a dynamic network with enhancers in both of the flanking TADs ^[@ref-56]^. Importantly, in comparisons of the dynamic importance of the baits, *MYC* constitutes by far the most important and central node in a local gene-enhancer network derived from colon cancer cells ^[@ref-56]^. Moreover, with the ultra-sensitive Nodewalk technique to analyze very small samples, it was demonstrated that *MYC* stochastically interacted with enhancers in either of the flanking TADs in a mutually exclusive manner ^[@ref-56]^.

Is there a role for enhancer chromatin hubs?
============================================

It has frequently been observed in large cell populations that enhancers extensively communicate with each other to form chromatin hubs ^[@ref-52],\ [@ref-57]--\ [@ref-59]^. Although such structures have not yet been documented in single nuclei, they have been interpreted as evidence that enhancers collaborate in targeting gene promoters ^[@ref-52],\ [@ref-57]--\ [@ref-59]^. This issue is particularly relevant in instances with spatially clustered, multiple enhancer elements spanning tens or hundreds of kilobase pairs to form super-enhancers, which have often evolved in the vicinity of cell fate--determining genes ^[@ref-60]^. Although it is certainly feasible to conclude the existence of enhancer--enhancer interactions to form a virtual network in large cell populations, the stochastic and dynamic character of chromatin fiber movements may be at odds with the idea that multiple and simultaneous enhancer networks would survive sufficiently long to target specific promoters in individual nuclei. Accordingly, single-cell analyses using DNA fluorescence *in situ* hybridization (FISH) to label regulatory regions identified to interact with each other by the 4C-seq technique are consistent with the view that chromatin networks are organized by "dates" rather than "parties" ^[@ref-61]^. The interpretation that regulatory elements within super-enhancers do not necessarily collaborate to active neighboring genes but instead increase the likelihood for transcriptional activation has also been borne out. Thus, with the Nodewalk technique, it has been demonstrated that *MYC* interacts with a preferential subset of regulatory elements within its oncogenic super-enhancer in stochastic manners ^[@ref-56]^. However, it cannot be ruled out that a metastable enhancer-promoter loop at a gene poised for transcription but not yet active is able to attract another enhancer to provide the final trigger of transcriptional activation. This possibility is finding support with the discovery of the so-called "fail-safe" or "split" enhancers that represent spatially separated enhancer units that need to be simultaneously active for the induction of highly specific transcriptional regulation ^[@ref-62]^. At another level, one enhancer might seed active marks on distal or proximal regions containing dormant enhancers to set up super-enhancers and indirectly promote transcription. Although they do not specifically involve enhancers, there are precedents for long-range chromatin loops affecting epigenetic states: A regulatory region binding CTCF and flanking the *H19* gene not only prevents DNA methylation of a distal regulatory region it interacts with in *cis* in somatic cells ^[@ref-63]^ but also is able to transfer epigenetic marks in *trans* to interacting regions during a specific developmental window of mouse spermatogonia ^[@ref-61]^.

Beyond current enhancer models
==============================

The vast majority of recent models attempting to describe enhancer functions in 3D present these with little or no reference to the nuclear architecture. Beyond the enigmatic task of visualizing how enhancers and genes physically communicate in 3D, we remain largely ignorant as to how and where these interactions occur in the 3D space of the nucleus. The techniques visualizing such features either do not have the resolution to detect interactions (3D DNA FISH) or cannot reliably assess the influence of the nuclear architecture on chromatin networks ("C" derived techniques) ^[@ref-6]^. Nonetheless, without a detailed 3D perspective, we run the risk of missing the final pieces of the puzzle with respect to what brings these regions together, the dynamics of their interactions, and how they are regulated. This is exemplified by transcription factories, which consist of several genes being simultaneously transcribed in permissive compartments located at the interface between chromosomes and the inter-chromosomal space ^[@ref-64],\ [@ref-65]^. Although such information suggests that enhancers and genes within TAD units need to exit the physical constraints provided by the core structure of chromosomes, it also raises a number of key questions pertaining to the inner workings of transcription factory formations. Are rapidly-turning-over transcription factories organized by dynamic enhancer networks that attract promoters of genes to become activated ^[@ref-66]^, or do they simply result from physical constraints transiently promoting co-transcription of genes that are proximal to each other in the 3D space ^[@ref-67],\ [@ref-68]^? This issue is further compounded by real-time analyses of chromosome movements in relation to the nuclear architecture showing that the mobility of chromatin fibers is decreased when approaching the nuclear periphery or nucleoli ^[@ref-69]--\ [@ref-71]^. This feature, which is transient and hence not epigenetic in character, is likely an effect of the physical constraints provided by the microenvironment of these structural hallmarks. Thus, opportunities for interactions between the colorectal super-enhancer and the *MYC* gene might increase in a manner directly proportional to their distance from the nuclear periphery ( [Figure 1](#f1){ref-type="fig"}). Therefore, it is likely that structural features within the nucleus can both promote or antagonize (or both) enhancer-gene interactions depending on the structural context. This interpretation is reinforced by the observations that although the nuclear periphery is frequently linked to repressive micro-domains ^[@ref-72],\ [@ref-73]^, association of chromatin to the nuclear pore complex involves both repressed and active states ^[@ref-73],\ [@ref-74]^.

![Hypothetical model of the influence of the nuclear architecture on a specific set of enhancer-promoter interactions.\
The dynamic juxtaposition of enhancers and genes to the nuclear periphery/nuclear pore is accompanied by increased opportunities for their interactions. The lamina-associated domains (LADs) ^[@ref-82]^ and large organized chromatin K9 modifications (LOCKs) ^[@ref-83]^ represent a robustly inactivated compartment that is perceived to increase the physical constraints on the mobility of chromatin fibers.](f1000research-7-15045-g0000){#f1}

Gene gating and enhancers
=========================

More than three decades ago, it was postulated that the juxtaposition of active genes to the nuclear pore would facilitate the export of the transcript ^[@ref-75]^. This prophetic prediction, termed gene gating, has largely been borne out in lower eukaryotes, such as yeast, but is less well understood in mammalian cells ^[@ref-76]^. However, in the yeast genome, in contrast to the animal genome, long-range enhancers cannot be found ^[@ref-77]^. Moreover, the volume of the yeast nucleus is more than 100-fold smaller than the mammalian counterpart ^[@ref-78]^, implying that any mechanism to gate a mammalian gene to the nuclear pore might have to negotiate these differences. Nonetheless, it is now well established that several nucleoporins that participate in the formation of nuclear pore complexes associate with active chromatin ^[@ref-79]^. Indeed, it has been observed that some nucleoporins, such as NUP93 and NUP153, not only bind enhancers and promoters of developmentally important genes ^[@ref-79],\ [@ref-80]^ but also influence their expression ^[@ref-79]^. Although this information would suggest that nucleoporins might facilitate enhancer-nuclear pore associations, this deduction is complicated by the frequent finding that nucleoporins are often found in the nucleoplasm ^[@ref-81]^. This information suggests that some nucleoporins might have one function in the nucleoplasm to promote enhancer-promoter interactions and another at the nuclear membrane to participate in nuclear export/import. Conversely, it is also possible that enhancers and promoters binding nucleoporins are being recruited to the nuclear pores to enhance the export of processed transcripts. In this scenario, factors that might mediate such a function, such as ELYS ^[@ref-84]^, would need to collaborate with processes negotiating torsional stress induced by enhanced chromatin mobility. Therefore, it is of considerable interest that ELYS has been shown to contribute to genomic stability in mouse intestinal epithelial progenitor cells by promoting DNA repair ^[@ref-85]^. As enhancer- *MYC* promoter proximities increase when they approach the nuclear periphery (Scholz, Sumida, Diettrich Malled de Lima, Zhao, Barthiya, Sifakis, Göndör and Ohlsson, unpublished), we propose that the nucleoporin-enhancer link mediates the recruitment of active genes to the nuclear pore to enhance the export of a subset of nuclear transcripts ( [Figure 1](#f1){ref-type="fig"}). The observations that the DNA damage response alters chromatin mobility and might facilitate the recruitment of transcriptional units to the nuclear pores for subsequent repair in yeast and *Drosophila* ^[@ref-31]--\ [@ref-33]^ reinforce the link between enhancers, gene activation, and nuclear pores. However, such a principle remains speculative for mammalian cells for which similar data are not yet available.

Perturbed nuclear architecture and enhancer functions
=====================================================

The aberrant nuclear architecture of cancer cells, such as the increased number of nucleoli, has long been observed by pathologists and has been used for diagnosis and prognosis. However, what such changes mean in functional terms is not clear---a conclusion further aggravated by intra-tumor heterogeneities to render any cause-and-effect relationship tenuous. Nonetheless, some key observations have shown that epimutations typically targeting larger chromatin domains might influence the nuclear architecture. This is exemplified by LOCKs (large organized chromatin K9 modifications) that tend to localize at the nuclear periphery ^[@ref-83]^ ( [Figure 1](#f1){ref-type="fig"}). The anchoring of a chromatin region to the nuclear periphery is, with few exceptions, considered to be associated with either induced silencing or maintenance of silenced states in somatic cells ^[@ref-83],\ [@ref-86]^. The loss of such regions leads to unscheduled and variable gene expression and has been linked with poor prognosis of patients with cancer ^[@ref-83]^. Therefore, it has been proposed that tumor-specific chromatin folding might undermine differentiation in part by perturbing the dynamics and specificity of enhancer-promoter communication in tumor progenitor cells ^[@ref-87]^. The nucleolus is gaining traction for similar reasons: Apart from representing a key bottle neck for cancer cell proliferation---by controlling the production of ribosomes and hence the potential for protein production---the nucleolus has the peculiar feature that active rRNA genes are inside the nucleolus while inactive rRNA genes loop out to seed perinucleolar heterochromatin ^[@ref-88]^. Interestingly, this compartment is converted from a transcriptionally repressive to a transcriptionally permissive environment in cancer cells of patients of poor prognosis ^[@ref-89]^. Therefore, we speculate that perturbations of heterochromatin around the nucleolus are propagated throughout the cancer cell nucleus to create havoc on regulatory enhancer networks that might require structural features of the normal nuclear architecture for their maintenance.

Some unresolved questions
=========================

During the last decade, a vast amount of information has uncovered that diverse enhancer functions involve multiple features of the epigenome and its folding in 3D. It has been and remains a formidable task to chisel out how these and many other features collaborate within the single nucleus to provide the high-precision transcriptional regulation that is required during normal development. Key unresolved questions that are still only scratching the surface address how enhancers and genes find each other in the nuclear space and how the stability of these interactions is regulated. Moreover, it is still unknown whether the stability of enhancer-promoter interactions is a factor in deciding the efficiency of RNA polymerase loading on to the promoter and, if so, whether the enhancer needs to stably interact with promoters not yet active but poised for transcription. Would the maintained presence of an enhancer-gene loop facilitate re-initiation of transcription? In one instance involving rRNA genes, for example, it was demonstrated that the enhancer/promoter and terminator regions make contact to form a "ribomotor" to enhance levels of rRNA transcription ^[@ref-90]^. Similarly, it remains to be established whether the affinity between enhancers and promoters is metastable in itself to require an active process of disruption by post-translational modifications, for example. Or will the dynamic mobility of other chromatin regions within TADs compromise such stabilities by generating long-range torsional stress or by DNA repair-induced local stiffening of the chromatin fiber or both ^[@ref-91]^? Can an enhancer-promoter loop generate secondary but transient marks to establish a higher affinity between the RNA polymerase complex and target promoters? Finally, the existence of transcription factories is generally acknowledged though often ignored because of a lack of detailed knowledge regarding their composition. Do these represent side products resulting from physical constraints, or do they facilitate coordination of expression?

Concluding remarks and outlook
==============================

Owing to advances in high-throughput sequencing, dogmas are now being formed in the chromatin biology field at a neck-breaking speed. Although the emergence of high-throughput data has revolutionized our understanding of the enhancer-mediated transcriptional process, it should be pointed out that current chromatin technologies display severe limitations in either resolution or sensitivity as well as in their abilities to correctly quantify key features of chromatin biology. It is now possible to readily study movements of individual loci in real time using, for example, the SNP-CLING ^[@ref-92]^ and CARGO dCas9 ^[@ref-93]^ imaging techniques, and aside from clever combinations of ChIP-seq and Hi-C approaches ^[@ref-94]^ to generate a detailed mapping of radial chromatin features, such as chromatin marks and compaction at a high resolution in 3D in single cells using the chromatin *in situ* proximity (ChrISP) technique ^[@ref-95],\ [@ref-96]^. However, these techniques will likely not be sufficient to understand the mechanism of enhancer action. This two-tier progress of the chromatin field is further complicated by the realization that biological processes impinging on chromatin features are very dynamic ^[@ref-97]^ and are governed by stochastic principles ^[@ref-9]^. Thus, there is likely a need to characterize a large number of single cells for chromatin structures to generate statistically relevant perceptions of their varying 3D conformations. The potential influence of computer simulations that can be generated from such data ^[@ref-98]^ should not be underestimated. When a role of the nuclear architecture in promoting or antagonizing enhancer-gene interactions is considered, there is the additional requirement to combine analysis of 3D epigenomic features within single cells and score for such features in relation to nuclear structure and gene activity. To resolve the huge challenges lying ahead of this field, there is likely a need to develop a new generation of chromatin techniques.
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