Abstract: For a class of asymptotically periodic Schrödinger-Poisson systems with critical growth, the existence of ground states is established. The proof is based on the method of Nehari manifold and concentration compactness principle.
Introduction and statement of the main result
In this paper we are concerned with the existence of ground states for the following Schrödinger-Poisson system
where V , K , Q and are asymptotically periodic in the variable .
The system (SP) has great importance for describing the interation of a charged particle with an electromagnetic field. For more information on the physical aspects about (SP) we refer the reader to [6] .
There are many existence and nonexistence results about nontrivial solutions, radial and nonradial solutions, ground states, multiplicity of solutions and concentration of solutions for the system (SP) and similar problems. See [1] - [34] . Especially, the study of ground states has made great progress and attracted many authors' attention for its great physical interests. Many authors are focus on the problem (SP) with subcritical growth, general speaking, i.e. Q( ) = 0. As we know, the first result on the existence of ground states of (SP) was obtained by Azzollini and Pomponio in [5] . They treated (SP) with K ( ) = 1 and ( ) = | | −2 and obtained ground states when V is a positive constant and 3 < < 6, or V is non-constant, possibly unbounded below, and 4 < < 6. The nonlinearity | | −2 ( > 3) is C 1 smooth. As regards other relevant papers for smooth nonlinearities about , we mention here [7, 8, 17, 28] . Later, the differentiability of the nonlinearity was weaken by Alves et al. in [1] and they dealt (SP) with K ( ) = 1 and ( ) = ( ) continuous and discussed the existence of ground states when V is periodic and asymptotically periodic in the meaning that there exists a periodic function V such that lim | |→∞ |V ( ) − V ( )| = 0. More recently, in [33] we considered that is not only continuous but also non-autonomous. In addition, in some weaker asymptotically periodic sense, we [33] assumed that V , K and are all asymptotically periodic in and showed that the system (SP) possesses ground states.
On the other hand, some authors turn to study ground states of (SP) with critical growth. As we know, the results are little since there are many difficulties brought by the critical growth term. In [5] , Azzollini and Pomponio treated the problem (SP) with
(4 < < 6) and deduced that there is a ground state for the two cases that V is a positive constant and non-constant respectively.
By the motivation of above work, it is natural to ask if the existence of ground states still holds for asymptotically periodic (SP) (the meaning of asymptotic periodicity is as in [33] ) with critical growth. In this paper, we are devoted to studying (SP) with critical growth. We assume that:
, for some > 0 and 4 < < 6,
is nondecreasing on (−∞,0) and (0,∞),
Now we give the asymptotic periodicity of V , K , Q and at infinity. Letting be the class of functions˜ ∈ L ∞ (R 3 ) such that, for every > 0 the set { ∈ R 3 : |˜ ( )| ≥ } has finite lebesgue measure, we suppose that:
is nondecreasing on (−∞,0) and (0,∞).
Our result is as follows: Theorem 1.1.
hold. Then the system (SP) has a ground state.
The outline for the proof. We shall use the method of Nehari manifold and concentration compactness principle to prove Theorem 1.1. As in [33] , we reduce our problem into that of finding a minimizer of the functional on Nehari manifold. In addition, we make use of concentration compactness principle to deal with the minimizing problem as in [33] .
Comparing with [33] , we need to deal with the difficulties brought by the critical growth term
is not compact even if Ω is a bounded set in R 3 . Inspired by [21] and [34] , by restricting the functional level to a suitable interval, we overcome the difficulties for the lack of compactness. The paper is organized as follows. In Section 2 we give some preliminaries. In Section 3 we introduce the variational setting. In Section 5 we prove Theorem 1.1.
Notation and preliminaries
In this paper we use the following notation: R 3 ( ) will be represented by . By (H 1 ), we can define the scalar product and norm in H 1 (R 3 ) by
is an equivalent norm in
is the Sobolev space endowed with the scalar product and norm
For > 0 and ∈ R 3 , B ( ) denotes the ball of radius centered at .
The system (SP) can be easily transformed into a Schrödinger equation with a nonlocal term. Actually, for all ∈ H 1 (R 3 ), considering the linear functional L defined in
By the Hölder inequality and the Sobolev inequality, we have
here and below C may indicate different constants. Hence the Lax-Milgram theorem implies that there exists a unique
Namely, φ is the unique solution of −∆φ = K ( ) 2 . Moreover, φ can be expressed as
Substituting φ into the first equation of (SP), we get
By (1) and (2) we obtain
Then we get
In addition, one easily has that the functional
is of class C 1 and its critical points are solutions of (SP').
In the process of finding ground states for (SP), the corresponding periodic system of (SP) is very important. The corresponding periodic system is defined by
and as before it can be transformed into the following equation
is the unique solution of the equation
Moreover, the functional of (SP' ) is given by 
then we have the following properties.
Lemma 2.1.
If (H 3 ) and (H 4 ) are satisfied, then for all > 0 there exists > 0 such that
If (H 4 ) and (H 5 ) are satisfied, then G(
Proof. As in the proof of Lemma 2.1 in [33] , we easily infer the inequalities (5), (6), (7) and (9) . It suffices to prove (8).
Indeed, by (H 4 ) and (H 5 ), we have (
Lemma 2.2.
Proof. Note that
The proof is complete.
Below we study some properties of I and I .
Lemma 2.3.
There holds the following results:
(ii) I is weakly sequentially continuous. (4) and (10) we have
(ii) Assume that in H 1 (R 3 ). For any ∈ C ∞ 0 (R 3 ) with the support Ω, we get
Certainly, P 1 → 0. As in the proof of Lemma 2.3 in [33] , we infer that P 2 → 0.
It suffices to show
By (i), we get {I ( )} is bounded in H −1 (R 3 
Hence, we have the following result:
Remark 2.4. 
Variational setting
In this section we describe the variational framework for our problem. In order to find ground states, we shall use the method of Nehari manifold. The Nehari manifold N corresponding to I is defined by
where
where is defined in (4). Below we investigate the properties of I on N.
Lemma 3.1.
Let (H 5 ) hold. Then I is coercive on N.
Proof. For all ∈ N, by (7) we have
Then I| N is coercive.
Now we define the least energy on N by := inf I| N . By (13), we know that ≥ 0. In the following lemma we further prove that > 0.
Lemma 3.2.
Let (H 1 ) and (H 3 )-(H 5 ) hold. Then > 0.
Proof. For ∈ N and > 0, using (6) we have
. Then there exists a constant > 0 such that ≥ . From (13) it follows that > 0.
In the same way as [33] , there holds the following result:
Lemma 3.3. If N is a C 1 manifold, we can take advantage of the differential structure of N to reduce the problem of finding a ground state of (SP') into that of looking for a minimizer of I on N and solve the minimizing problem. However, since we are not assuming that is differentiable, N may not be a C 1 manifold. Noting that N and S 1 are homeomorphic by the above argument, so we shall make use of the differential structure of S 1 to find ground states of (SP') as in [27] . We introduce the functional Ψ : S 1 → R, Ψ( ) := I( ( )) and have the following result as in [33] .
Proposition 3.4.
Under the assumptions of Lemma 3.3, the following results hold:
is a PS sequence for Ψ, then { ( )} is a PS sequence for I.
(ii) inf S 1 Ψ = inf N I. Moreover, if is a critical point of Ψ, then ( ) is a nontrivial critical point of I.
(iii) A minimizer of I| N is a solution of (SP').
From Proposition 3.4 (iii), we know that the problem of seeking for a ground state for (SP') can be reduced into that of finding a minimizer of I| N . In the process of finding the minimizer, since (SP') is non-periodic, we cannot use the invariance of the functional under translation to look for a minimizer. However, the approached equation of (SP') as | | → ∞ (i.e. the equation (SP' )) is periodic, we shall take advantage of the periodicity of the equation (SP' ) and the relation of the functionals and derivatives of (SP') and (SP' ) to find the minimizer. Below we give some lemmas for studying the relation of the functionals and derivatives of (SP') and (SP' ).
By (H 7 )-(iii), one easily has the following lemma: Lemma 3.5.
As in the proof of Lemma 5. 
The following lemma is obtained in [33] , we give it for reader's convenience.
Lemma 3.7.
Assume that 0 in H 1 (R 3 ) and { } is a bounded sequence in H 1 (R 3 ). Then
To solve the minimization problem on N, we also need to overcome some difficulties brought by the critical term Q( ) 5 for restoring the compactness of the minimizing sequence of the least energy . Inspired by [21] and [34] , we will restrict the infimum to a suitable interval and then overcome the difficulties. By Lemma 3.2 we know that > 0. It suffices to give an upper bound for . Since the process is more complicated, we shall state it in next section.
Estimates
In this section, we devote to estimating the least energy and proving that
By the definition of , we need to prove that there exists a function ∈ N and show that
The construct of is dependent on a test function and the construct of the test function is standard, see [21, 31, 34] .
The best constant for the Sobolev embedding
Without loss of generality, in the condition (H 2 ), we assume that 0 = 0. For > 0, the function :
is a family of functions on which S is attained, see [21] . Proof. By the definition of , we just need to verify that there exists ∈ N such that
We first claim that for > 0 small enough, there exists constants > 0, A 1 and A 2 independent of such that
In fact, by Lemma 3.3, there exists > 0 such that (14) we have
where we applying the inequality
, by the definition of and (15), we find a constant α > 0 such that
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here A 1 is given by (17) . Then we may choose 1 > 0 such that 
where ω 3 is the surface area of the unit sphere in R 3 .
For | | > 1 2 , by (H 4 ) and (H 6 ), there exists η > 0 such that
Then by (14) we obtain
where A 2 is given by (17) .
By (3) and (14), we get
Then combining with (14) , (23) and (24), we have
Inserting the above inequality and (20) into (19), we find there exists a constantC > 0 such that
Since A 0 > 0 is arbitrary, we choose large enough A 0 such thatC − A 0 α 4 ω 3 3
+η < 0. Then for small > 0 we have
Noting that ∈ N by (18), (16) establishes.
Now we ready to restrict the least energy to a interval. From Lemmas 3.2 and 4.2 it follows that
Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1.
Proof of Theorem 1.1. By the statement in Section 3, it suffices to show that is attained. By Proposition 3.4 (i) and (ii), we first take advantage of the minimizing sequence of Ψ to find a (PS) sequence of I. If the weak limit of (PS) sequence is nontrivial, we easily infer that the weak limit is the desired ground state. Otherwise, we make use of the estimation of , the relationship of the functionals and derivatives between the equations (SP') and (SP' ) and the periodicity of the equation (SP' ) to show that is attained.
Assume that ∈ S 1 satisfies that Ψ( ) → inf S 1 Ψ. By the Ekeland variational principle, we may suppose that Ψ ( ) → 0. Then from Proposition 3.4 (i) it follows that I ( ) → 0, where = ( ) ∈ N. By Proposition 3.4 (ii), we have I( ) = Ψ( ) → . Noting that I| N is coercive by Lemma 3.1, we get that { } is bounded in H 1 (R 3 ). Up to a subsequence, we assume that
and →˜ a.e. on R 3 . Using Remark 2.4, we have I (˜ ) = 0. We discuss for two cases that˜ = 0 and˜ = 0.
Case 1:˜ = 0. Then˜ ∈ N. By (13) we get
where the inequality (26) follows from (7) and Fatou Lemma. Then I(˜ ) ≤ . Since˜ ∈ N, we have I(˜ ) ≥ . Hence I(˜ ) = .
Case 2:˜ = 0. This case is more complicated. We first discuss that { } is vanishing or non-vanishing. It is easy to see that the case of vanishing does not happen since the energy ∈ (0
2 ) by (25) . In the case of non-vanishing, we can follow the similar idea in [21] to construct a minimizer. However, since our equation (SP') has a poisson term, the process is somewhat different from [21] .
Suppose { } is vanishing. Namely
. For any > 0, by (5) we get
, then for above , there exists J ∈ N such that | | < C , for > J. Then by (27) 
By (29) 
by (30) . By (29) and (31) we have
From (28) and (29) we easily conclude that
Then from (31) and (32) Hence { } is non-vanishing. Then there exists ∈ R 3 and δ 0 > 0 such that
Without loss of generality, we assume that ∈ Z 3 . Since →˜ in L 2 (R 3 ) and˜ = 0, we may suppose that | | → ∞ up to a subsequence. Denote¯ by¯ (·) = (· + ). Similarly, passing to a subsequence, we assume that¯ ¯ in
, and¯ →¯ a.e. on R 3 . By (33) we have
We first claim that
Indeed, for all ψ ∈ H 1 (R 3 ), set ψ (·) := ψ(· − ). From Lemma 3.6, replacing by ψ it follows that
Moreover, replacing by ψ , Lemma 3.7 implies
Noting that I ( ) → 0 and ψ = ψ , we have I ( ) ψ → 0. So
Moreover, by the fact that ∈ Z 3 , (H 7 )-(i) and Lemma 2. Note that¯ →¯ a.e. on R 3 . Then from (9) and Fatou Lemma it follows that
With the use of the definition ofG andG , we obtain With the use of (35), we have I( ¯ ¯ ) ≤ . Noting that ¯ ¯ ∈ N, we get I( ¯ ¯ ) ≥ . Then I( ¯ ¯ ) = .
In a word, we deduce that is attained and the corresponding minimizer is a ground state of (SP'). This ends the proof.
