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Chapter 1
Introduction and state of the art
1.1 Scope and contents
This manuscript summarizes my contribution to the field of high-energy high-intensity laser physics
that I have started studying in 1996 first in France at LOA in Palaiseau, at CELIA and later
at CESTA in Bordeaux. I have then continued working on laser physics as a scientist at the
university of Rochester, USA in the framework of the OMEGA-EP project [1] before moving to
GSI in Darmstadt Germany, where I have been working for the past ten years on the development,
operation and improvement of the PHELIX machine [2]. Along these years, it became more and
more evident to me that a better understanding of the requirements of experiments and their
underlying physics background is the key to generating the most appropriate machines, capable
of fulfilling the goals of modern physics studies with lasers. The most important parameter that
drives this field of physics research is the on-target laser intensity, defined as the ratio of the laser
pulse energy to the product of pulse duration and beam surface area. It is also the parameter
that illustrates at best all the qualities of lasers, being able to generate simultaneously high-energy
pulses, small diffraction-limited spots and pulses of femtosecond pulse duration.
In the first part of the manuscript, a heuristic review of the field is presented, starting from a
selection of significant applications and results to the description of current existing facilities. This
is followed by the introduction to high-fidelity laser amplification, which is a central issue at modern
high-intensity laser facilities and the topic of the two following chapters. In a second part, I report
on the work that I have done on the temporal contrast of laser pulses, reviewing the underlying
requirements for high temporal contrast, the sources of temporal contrast degradation and the
solution that I and others have developed. Here, my main contribution has been the implementation
of the fast OPA scheme proposed by a former colleague of the university of Rochester at the PHELIX
laser. This work was the enabling technological improvement that opened a wide range of study
possibilities on thin targets at PHELIX. Beyond the results obtained by the fast OPA, I formulate
a proposal for a new type of pulse stretcher that should also help steepen the pulse front of the
laser pulse in CPA lasers systems. At the end of this part, I have added a selection of personal
publications that I consider of particular relevance to the temporal contrast issue. The last part
of the manuscript summarizes the work I have done on beam quality improvement, beam control
and thermal load handling in laser amplifiers. This aspect has been a guiding thread in my work
and keeps coming back as the requirements on lasers are always pushed further and more control
tools are being developed. An essential result is the development of millijoule-level titanium-doped
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sapphire amplifiers under high thermal load and the development work I did on OPCPA as a high-
average output power amplifier in Rochester, as shown in the articles that I have added to that
chapter.
1.2 Terawatt to petawatt laser facilities in the world
The introduction of the chirped pulse amplification (CPA) technique [3] in the mid 80’s has enabled
a widespread development of high-intensity lasers in laboratories around the world. Until then,
high-intensity lasers were large machines that were the prerogative of large national laboratories.
But CPA made it possible to generate high-peak-power pulses on a moderate footprint along the
line of the acronym ”T 3” or ”T cube” standing for table-top terawatt laser. This technique, together
with the discovery of the potential of titanium-doped sapphire [4] to support the generation and
amplification of ultrashort femtosecond pulses of a few tens of femtoseconds, helped to reduce the
physical size, the complexity and costs of terawatt lasers dramatically.
This development turned out to be a paradigm change also because the terawatt power level rep-
resents a threshold that enables reaching relativistic laser-matter interaction conditions. This type
of interaction is usually described by the normalized vector potential a0, defined as the ratio of the
classical speed of an electron oscillating in an electric field of amplitude E0 and angular frequency
ω to the speed of light c:
a0 =
eEo
meωc
(1.1)
where e and me are the charge and mass of the electron respectively. Experimentally, this parameter
is maximized at the focus of any driving laser beam and it can be advantageous to express it as
a function of experimental quantities like the laser peak-power P and F#, the F-number of the
focusing system. In the case of a Gaussian beam, eq. 1.1 yields:
a0 =
1
F#
e
mec
√
P
40c3pi
(1.2a)
=
1
F#
√
P
0.88× 1010 (1.2b)
where ε0 is the vacuum permittivity and P is given in watts. For a “top hat” beam, a factor of
√
2
has to be applied to the equation above and the factor 0.88 gives 1.75. This equation indicates that
a0 only depends of the laser power and the strength of the focusing, independently of the central
wavelength of the laser. Note that theory papers tend to emphasize the wavelength dependency of
the vector potential on (I λ2), deducing then that long wavelength infrared lasers are of particular
interest for relativistic studies. But this neglects diffraction effects, which in turn cancels the
wavelength dependence when the laser is used at the focus. For a terawatt laser with a moderately
strong focusing system (F# = 10), the motion of the electron becomes relativistic, i. e. a0 > 1,
opening the way to a completely different interaction regime. In terms of laser on-focus intensity,
this is reached for intensities of about 1018 W/cm2 at a wavelength of 1 μm.
Terawatt and petawatt lasers usually exploit the CPA technique, in which the pulse is first tem-
porally stretched before amplification such as to decrease its peak power by up to 3 orders of
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Figure 1.1: World map of the high-intensity laser facilities (according to Prof. C. P. J. Barty
(2011)2)
magnitude. This step strongly reduces the amount of detrimental nonlinear intensity-driven ef-
fects, and finally the pulses are compressed back to their initial duration at the end of the laser
amplifier in a pulse compressor. After the first ground ideas on CPA were published at the end of
the 80’s, the peak power reached by CPA lasers boomed with the first compact terawatt systems
reaching 10 TW around 1990 [5], followed by 100 TW systems in 1998 [6] and the first petawatt
laser [7] in 1999. The latter laser system exploited the existing Nova amplifier at LLNL in California
to build the most powerful laser of that time. For systems based on titanium-doped sapphire, the
first petawatt laser came a few years after that in 2003 [8], giving the starting point to the series
of petawatt-class laser realizations that has been seen in the first decade of the century.
Nowadays, because terawatt lasers are so interesting for basic science, there are more than 100
laboratories in the world exploiting the capabilities of multi-terawatt lasers. A map of the ultra-
high intensity laser capabilities in the world, depicted in fig. 1.1, shows that such lasers are mostly
present in North America, Europe and the Far East. Here it should be noted that the southern
hemisphere does not host any high-intensity laser yet. Among the high-intensity lasers, 19 claim
to have petawatt-class capability in 2015 [9], but with none exceeding 2 PW, showing that CPA is
now a mature technology that reached a more or less steady state. Petawatt peak powers are either
obtained with neodymium-doped glass or titanium-doped sapphire amplifiers, both approaches pro-
ducing complementary systems: the former enable kilojoule level laser pulses in the sub-picosecond
range (∼ 500 J in ∼ 500 fs), while the latter deliver tens of joules in few tens of femtoseconds (∼ 30 J
in ∼ 30 fs).
2The latest map can be found at http://www.icuil.org
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The rapid development of high-intensity lasers has been sustained by the discovery of various
applications. Although quite compact, petawatt lasers still represent a significant investment for
research institutions, and their construction is often directed at specific applications. Among the
significant achievements of high-intensity lasers that motivate the construction of these facilities,
the prospect to accelerate charged particles like electrons [10] and light ions is a very attractive one,
as illustrated in fig. 1.2 a and b. The laser-driven acceleration of high-quality electron beams that
has been experimentally demonstrated by several groups simultaneously [11–13] around the turn
of the century is a major application of high-intensity lasers. Under optimal conditions of laser
intensity, laser pulse duration and plasma density, the relativistic interaction of an ultra-intense
laser beam with an underdense plasma generates a plasma bubbles in the wake of the laser [14].
These bubbles are electron voids surrounded by a thin layer of high electron density that forms their
wall. The bubble shape is stable in the moving frame of the laser and persists over a long distance.
Its origin lies in the transverse oscillating movement of the electrons shovelled away from the area
of high laser intensity by the ponderomotive force and later attracted back to the laser axis by
the electrostatic force. Inside the bubble, electric fields larger than 100 GV/m [15], about 3 orders
of magnitude higher than in conventional accelerator structures, are able to accelerate electrons.
Nowadays, many groups in the world are actively exploring the potential capabilities of such a laser-
based accelerator with major contributions being made by the BELLA center in California [16,17].
This group exploits in particular the first commercial petawatt laser [18] ever built. Several other
groups are also reporting electron energies about or above 1 GeV from centimetre-scale laser-driven
accelerator structures [19–21].
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Figure 1.2: Three-dimensional particle-in-cell simulations illustrating significant applications of
high-intensity lasers (adapted from the literature): (a) Electron density distribution (ne) in laser-
driven electron acceleration in the bubble regime [22], (b) Particle density in the light-sail interaction
regime (simulation Dr. A. Robinson) some short instants after the laser irradiation, (c) Schematics
for an optimized hard X-ray burst generation using nanowire targets and ultrahigh-intensity laser
pulses [23].4
Another successful application of high-intensity lasers has been the generation of ion beams with
kinetic energies in the 10 to 100 MeV range. The generation of thermal keV ions from laser-
generated plasmas has been known since the first plasma physics experiments with lasers [24]. The
breakthrough, however, was obtained at LLNL by Snavely et al. [25] with ion velocities much higher
than what thermal expansion models predict for interaction conditions in reach of laser pulses at
the petawatt level. Based on these first observations, a wide range of potential applications were
rapidly proposed from oncology [26] to inertial confinement fusion research [27] and more basic
plasma research [28] or more recently the generation of neutron beams [29]. There are now several
4Permission to re-use and adapt the shown figures has been granted by the respective authors
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interaction mechanisms that are known to lead to laser-driven ion acceleration, all of them involving
a stepwise interaction of the laser pulse with electrons, which in turn accelerate ions. A robust
technique capable of transferring up to 15 % of the laser energy into ion kinetic energy [30] is
called target normal sheath acceleration (TNSA) [31]. TNSA delivers high-energy high-quality
ion beams with ultra-small emittance well below 0.01 mm×mrad [32,33] and it is characterized by
an exponentially decreasing kinetic energy spectrum. Such a particle beam is created when an
intense laser pulse is focused onto thin targets with thickness in the 10-to-100 micrometre range
in a stepwise charge separation, ionization and acceleration process (see fig. 1.3). However, unlike
theoretical predictions, TNSA still fails to deliver proton energies above an actual cut-off energy
limit of 60 to 85 MeV [34, 35], when reliable sources of protons up to 250 MeV would be necessary
to sustain applications in life science [36].
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Figure 1.3: Schematics of the stepwise interaction leading to TNSA. (a) The laser deposits its
energy at the surface of the foil and heats electrons that are expelled from this area. (b) The
electrons accumulate at the rear of the foil. The resulting electrostatic potential is strong enough
to field ionize light ions and they are accelerated by the electrostatic field. (c) The light ions exit
the foil area at high velocities as a neutral beam draining with them cold electrons.
For ultra-thin nanometre-thick targets and particular laser pulse properties like ultra-high intensity
and an abrupt onset of the laser intensity, the low mass target remains opaque until the peak of
the pulse is reached, creating favourable conditions for radiation pressure acceleration (RPA) as
theoretically described by Robinson et al. [37]. In the RPA scheme, electrons remain relatively cold
until the maximum of the pulse intensity is reached and they are collectively ploughed forward,
draining the bulk of the target with them thanks to the created electrostatic potential. Theo-
retical predictions show a more favourable picture, as far as the energy spectrum of RPA beams
is concerned, because the kinetic energy of the particle scales with the laser intensity [38] rather
than its square root and their energy spectrum should be peaked around a mean value. Fig. 1.2.b
shows the numerically predicted spatial distribution of particles near the end of the interaction
time in RPA-favourable conditions, exhibiting a directed beam of particles leaving the target with
a narrow mean velocity. In numerical simulations, this mechanism yields high particle energies but
the requirements on the laser are such that the energies observed in RPA experiments could not
exceed those reported with TNSA yet. In addition, experiment results indicate that petawatt lasers
are only able to create hybrid conditions between TNSA and RPA. A third mechanism is taking
place when the laser intensity is such that the target becomes relativistically transparent [39] dur-
ing the interaction. Relativistic transparency happens when the mass of the electrons is increased
thanks to relativistic effects, which in turn increases the critical electron density of the plasma nc.
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When nc increases such that nc>ne, the plasma becomes undercritical and transparent. During
this transition phase, an additional momentum transfer happens to the accelerating particles. This
mechanism called ”break-out after burner” (BOA) which has been initially studied at LANL [40]
requires somehow less stringent pulse quality conditions and could be easier to realize experimen-
tally. Simulations show that BOA should be very efficient, being able to reach higher energies for
a wide range of ions including heavy ions. But in all cases, the interaction processes driving ion-
acceleration happen stepwise, so the required intensity is higher than for the direct acceleration of
electrons; and therefore all successful experimental studies have been performed with petawatt-class
lasers.
Another application of high-intensity lasers is the generation of X-rays. The production of X-ray
sources is a century-old field but it is always an active one because of the many societal applications
and the need for cheaper and more efficient sources. High-intensity lasers have been first applied
to the generation of pulsed K-α sources [41]. The K-α emission is poorly coherent being in general
fully isotropic but the sub-picosecond duration of the X-ray burst makes it very attractive for
time resolved studies. Radiographic applications have motivated alone the construction of some
of the largest short-pulse lasers worlwide [1]. More recently, the generation of X-rays from the
collective motion of electrons has opened new possibilities (see the X-ray section in [42]). Here,
electrons accelerated by ultra-intense lasers can acquire a transverse oscillation motion component
that is stabilized by the bubble geometry. These oscillations are betatron oscillations; they happen
at a small scale that favours the emission of X-ray synchrotron radiation in the plasma wake of
the laser and therefore generate a directed X-ray beam [43], that comes for free with the laser-
accelerated electrons. Another possible refinement is to send the laser-accelerated electrons to a
wiggler and therefore generate coherent X-ray free-electron laser radiation. The requirement on the
electron beam quality is, however, very high and the experimental demonstration of a laser-driven
free-electron laser lies still a few years ahead of us. In such a case, the X-ray emission would be
directed in the laser propagation direction, ultrashort and somehow tunable, greatly extending the
radiographic possibilities first studied with k-α sources. At higher intensities, the radiation friction
force cannot be neglected any more and electrons emit large quantities of X-rays from their motion
alone. When considering the interaction of the laser with specifically-engineered solid targets like
thin wires as depicted in fig 1.2.c, strongly directed gamma bursts can also be generated when
circularly polarized light pulses of an intensity of about 1022 W/cm2 are used. The conditions
for the experimental study of these effects are about to be met with the next generation of laser
facilities and should be rich of new applications in the upcoming years.
Looking into the future, there are nowadays several large-scale infrastructure projects aspiring to
push the limit of high-intensity lasers at the 10 PW level and above. The distributed infrastructure
ELI [44] is the most advanced one but one can also mention projects in the USA [45], Russia [46]
or Japan [47] that aim at performances above the 10 PW level. When one considers the normalized
motion amplitude (eq. 1.1) in the view of heavier particles, one realizes that the petawatt level is
the level required to bring protons to relativistic speeds enabling new interaction processes to take
place. In analogy to the laser-electron interaction requirements, one expects powers at the 10 PW
level to have a high discovery potential. In addition, QED effects like vacuum non-linearity [48]
will be in reach of these new experimental facilities. For real-world applications where power
efficiency and average power are of particular importance, e. g. laser-based particle accelerators,
complementary technologies based on laser-diode pumping and/or large fibre bundles [49] are being
actively pursued, gathering all the know-how developed in photonics to deliver laser pulses of high
quality in a wall-plug efficient and economically competitive way.
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1.3 High-fidelity laser pulses and laser beams
The subject of this manuscript is the amplification of laser pulses to the terawatt and petawatt
peak-power regimes. Short pulses are in general generated in mode-locked laser cavities [50] that
exhibit near text-book quality in both spatial and temporal domains. In the spatial domain,
high-purity spatial modes are obtained nearly for free out of standard laser cavities, e. g. TEM00,
while in the temporal domain, extremely well-behaved hyperbolic secant squared pulse profiles
following the mathematical solution of soliton-like oscillations are nearly systematically obtained.
The temporal features of laser pulses include also the possible control of the carrier-envelope phase
for few-cycle femtosecond pulses [51] and a high temporal fidelity over many orders magnitude in
intensity [52,53]. The energy of individual pulses generated by mode-locked oscillators is, however,
extremely small, typically in the nanojoule range, and amplification with extremely high gains are
necessary for applications in the relativistic intensity regime.
1.3.1 Energy and average power
The amplification of short laser pulses is the sine qua non condition to reach relativistic intensities.
Gigantic amplification factors up to 1012 are usually applied to the oscillator output and this
logically raises the question of the fidelity of the amplification as in any amplifier with such a
high gain. In high-intensity lasers, the foremost parameters are pulse energy, pulse duration and
beam quality that altogether define the intensity that can be reached. A fourth parameter whose
importance has been growing within the last decade is the temporal contrast of short laser pulses
or pulse fidelity on a high-dynamic range.
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Figure 1.4: Laser energy as a function of the laser repetition rate: the blue lines represent the
average power while the dots are selected terawatt systems that are representative of the field.
The energy of the laser pulse can only be appreciated in view of the repetition rate of the laser
system. Fig. 1.4 illustrates this point by plotting the performance of a few representative lasers
on a logarithmic scale. The blue lines indicate areas of equal average power showing that most
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laser systems developed to date produce between 0.5 and 50 watts of average power. The systems
have been differentiated based on their commissioning date. One can clearly see that the early
systems favoured higher repetition rates, while the last decade has seen systems of higher peak
powers and energies but in the hertz and sub-hertz regimes. All the above-mentioned systems
exploit titanium-doped sapphire and deliver an average power around the few watts mark. The
high-energy systems based on neodymium-doped glass deliver lower average powers because of the
poor thermal properties of glass. The upcoming new facilities developed along the billion-Euro
project ELI all announce performance at least one order of magnitude in energy and average power
above what is the current state-of-the-art. For future developments, the following areas are being
explored:
• A higher efficiency and higher average power could be obtained with Ytterbium-doped directly-
diode-pumped lasers that perform better because of the low quantum defect of ytterbium and
the thermal efficiency of laser diode pumping. The first important system was demonstrated
at the Colorado State University in Boulder with an unprecedented average power of 100 W
(1 J, 100 Hz) but long pulses of 5 ps [54]. Other systems exploiting ytterbium-doped calcium
fluoride that can support sub-200-fs pulses are being developed in Germany at the Helmholtz
Institute Jena and the Helmholtz Centre Dresden-Rossendorf for instance.
• A higher average power for existing systems can be reached with improved cooling techniques.
This focuses on the heat removal from the laser slabs used for high-energy lasers above a few
joules. This has been pioneered by LLNL with the Mercury project [55] for nanosecond
lasers and it is being right now seriously considered by many laboratories worldwide. At the
forefront, cryogenic cooling techniques are promising because all materials have much higher
thermal conductivities and therefore exhibit lower thermal gradients at low temperature and
secondly because cooling gases like helium can then be employed.
• An alternative amplification scheme based on optical parametric chirped pulse amplification
(OPCPA) [56] has been successfully used with nanosecond and picosecond kilowatt pump
fibre lasers [57]. Fibres are ideal amplifiers as far as their thermal behaviour. At first, cooling
is efficient because of the surface to volume ratio, and secondly the fibre is very robust against
thermal distortions. While the petawatt peak power is still out of reach of fibre lasers, the
coherent addition of individual fibre amplifiers could be a solution. [49,58]
1.3.2 Temporal aspects
With maximum energy and average power being at the centre of preoccupations in laser amplifier
design, pushing those to the limit has strong effects on pulse duration and beam quality. Higher
energies will lead to non-linear intensity-induced distortions. This includes the non-linear Kerr
effect, quantified as B-integral in the time domain and beam distortions in the spatial domain.
The average power will create mostly spatial quality distortions and energy loss via stress-induced
depolarization losses. The interplay between energy and the high fidelity of the laser sets then the
framework of high-intensity laser development.
The second important aspect of short-pulse lasers is related to the temporal fidelity of the pulse.
For a long time, the focus has been on the pulse duration which can be seriously altered during
amplification. A widely spread approach valid as long as the electric field is homogeneous across
the beam, is to describe the pulse in the spectral domain using the amplitude E and phase ϕ of the
10
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complex electric field E˜ :
E˜(ω) = E(ω)eiϕ(ω) (1.3)
The spectral field amplitude defines the minimum pulse duration or Fourier-transform limit that
the laser is able to sustain. Laser oscillators capable of producing pulses down to 5 fs have been
known since the initial studies on oscillators based on titanium-doped sapphire [59,60] but amplified
terawatt pulses below 20 fs are still uncommon. This increase in pulse duration comes from a
reduction of the spectral amplitude width of the pulses along the amplification process.
gain 104 106 108 1010 1012
spectral
width (nm)
51 45 41 38 35
pulse dura-
tion (fs)
16 19 21 23 26
Table 1.1: Calculated spectral widths and pulse
durations in the full width half maximum sense
for various gain factors for a 80-nm-wide pulse
amplified in titanium-doped sapphire. The
emission cross section curve uses a fit to the
data from [4] and the gain is not saturated.
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Figure 1.5: Gain narrowing in a titanium-doped
sapphire amplifier. Output pulse duration as a
function of the input pulse duration. For the
pulse durations created by short pulse oscillators
(in blue), the output pulse duration strongly de-
pends on the gain of the amplifier.
The table 1.1 and figure 1.5 illustrate this point by plotting calculated gain-bandwidths as function
of the gain factor for titanium-doped sapphire when saturation effects are neglected. The gain cross-
section was simulated using the spectroscopic data of [4] and an input Gaussian pulse with spectral
width equal to 80 nm was used for the table. In addition the figure indicates the typical pulse
duration obtained from ultrashort titanium-doped sapphire oscillators (in blue). The calculations
show that a reduction of the spectral width (gain-narrowing) must be expected in short pulse
amplifiers. In addition, the theoretical minimum output pulse duration of these amplifiers depends
more on the gain factor than on the input pulse duration. Apart from gain narrowing, saturation
effects and the spectral bandwidth of the reflecting optics (polarizers and mirrors) can also play a
role in spectral amplitude distortion.
There are several techniques that have been developed to counteract gain narrowing: some passive
and others active. Passive methods based on spectral filtering are cost effective and easy to imple-
ment [61]. However, the number of degrees of freedom are limited while the gain narrowing effects
may need dynamic correction. For instance, changes in relative humidity in the laser environment
are able to change the spectral reflectivity of coatings, or some evolution of the gain and gain
saturation along the amplifier imposed by drifts or modulation required by certain experiments can
happen. Indeed, these are not easily addressed by passive methods and require more flexibility. The
active methods involve the use of a programmable spectral filter together with a retro-action loop.
The most interesting implementations include the use of spatial light modulators in the spectral
11
1.3. HIGH-FIDELITY AMPLIFICATION 1. STATE OF THE ART
plane of the stretcher [62] or the use of an acousto-optic programmable filter [63] as being offered
commercially since a few years now.
A workaround to gain narrowing is to use ultra broadband pre-amplification so that the total gain
to be applied in the main amplifier is reduced to the minimum. A first attempt was made with the
NOVA petawatt laser [7] where titanium-doped sapphire was used as a broadband pre-amplifier for
the NOVA glass amplifier. More recently, better performing implementations have been done with
optical parametric chirped pulse amplifiers (OPCPA) used as the front end of large glass [64, 65]
and titanium-doped sapphire systems [66]. Parametric amplification is inherently broadband and
scalable as long as a powerful enough pump laser is available for pumping. Here architectures
solely based on OPCPA have been even reported for ultrashort petawatt pulse generation [67].
Another method based on non-linear spectral broadening was introduced with the concept of double
CPA (see chapter 2 on temporal contrast) when a crossed-polarized wave setup [68] is being used.
Here the primary effect that was sought after was a temporal cleaning of the pulse via non-linear
polarization rotation. But as a side effect, the strong non-linear Kerr effect introduces a large self-
phase modulation on the pulse. This yields a controlled spectral broadening that compensates for
the gain narrowing that occurred in the first part of the system. As a result, broadband sub-15-fs
pulses at the millijoule level can be generated, strongly reducing the required gain for the main
amplifier and the gain narrowing accordingly.
The phase term in eq. 1.3, the so-called spectral phase, has a strong influence on the effective
pulse duration of the laser. While the amplitude defines the ultimate pulse duration achievable,
also known as the Fourier-transform limit, the phase carries the information on the actual pulse
shape including for instance the stretch of the pulse in CPA and also all perturbations related with
chromaticity in the amplification. The formalism around the spectral phase has been a central
topic of the ninety-nineties when effects of the various components and their possible interaction
have been studied in length. The subject is worth a full review that falls out of the scope of this
manuscript. One could for instance recommend the review article by A. Weiner [62] that describes
the many measurement and control methods that can be applied to short pulse lasers for amplifying
high temporal-quality pulses. Following the spectral phase formalism, a Taylor-series development
of the phase around the central laser frequency is often made to have a heuristic approach where all
first terms in the development can be related to physical effects. The first two terms are propagation
effects that enter in the description of the carrier-envelope phase, while the second and third are
related to the lowest order stretch terms. Higher order terms have been until now ignored because it
was believed that such terms play a minor role on the pulse profile. However, recent developments
on temporal contrast, i. e. the pulse fidelity on a high dynamic range, show that this is not the
case. This aspect is covered later in the manuscript (see chapter 2.3).
1.3.3 Spatial aspects
The third parameter of interest for high-fidelity amplification is the beam quality throughout and
at the output of the laser. This aspect is of very high importance for modern high-energy lasers
because the sources of beam quality degradation are manifold. There are two aspects to the problem:
firstly the necessity to manipulate the spatial mode of the laser and secondly the requirement for
high-fidelity amplification.
With the development of high-energy lasers, the need for spatial efficiency becomes more stringent,
that is to maximize the amount of joules per surface area that amplifiers can deliver. This has
an implication on the intensity profile of the beam as the standard TEM00 mode generated by
12
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beam shape (Gaussian order) 2 10 20
aperture size (× ω) 4 2.19 2.07
fill factor (%) 12.5 66 82
Table 1.2: Beam aperture and corresponding fill factor for different (round) beam profiles
laser cavities is not efficient enough. Indeed, a Gaussian beam with a full width at 1/e2 equal to
2ω (beam waist), must propagate through apertures larger than 4ω in order to avoid significant
diffraction effects. For a 10th-order super-Gaussian beam, this aperture reduces to 2.19ω and
2.07ω for a 20th-order super-Gaussian one. Here an important parameter to consider is the fill
factor of the beam through the aperture as indicated in table 1.2 and defined as the ratio of the
energy of a given beam through an aperture to the maximum energy that this aperture can admit
when illuminated with a constant fluence. In other words, super-Gaussian or “top hat” laser modes
are much more efficient (up to 7 times for a 20th-order super-Gaussian mode).
Unfortunately, super-Gaussian laser beams are not self-similar modes and they rapidly diffract.
In particular, a propagating “top hat” beam exhibits a varying on-axis intensity that shows an
increase in the intermediate field with a factor as high as 4 times the beam intensity in the near
field, which can lead to damage in the amplifier. As a rule of thumb, the distance over which the
beam diffraction can be neglected is inversely proportional to (order)2 and, as a consequence, laser
amplifiers using “top hat” beams must use image relaying to avoid diffraction effects. In addition,
other technical or experimental considerations might require more complicated beam profiles as
illustrated in fig. 1.6, showing a selection of laser beam profiles used at three representative high-
energy amplifiers. The titanium-doped sapphire petawatt laser systems need to efficiently extract
energy from the last amplifier with an extraction efficiency from 40 to 50 %. Here, a top-hat
profile is necessary for a good overlap with the pump laser and an optimal use of the amplifying
crystal (fig. 1.6.b). In kilojoule short-pulse neodymium-doped glass lasers, another complication
comes from the compressor that might use tiled optical gratings [69]. In this scheme, at first,
energy density efficiency is reached by the use of square “top hat” beams and secondly, stripes are
introduced in the beam to avoid damage at the grating interface during compression (fig. 1.6.a).
Multi-100 joule lasers have enough energy to allow pump-probe setups with low temporal jitter
by propagating two sub-apertures that are spatially separated close to the experiment (fig. 1.6.c).
While all this has no direct influence on the beam quality, this adds a complexity layer to the
optical system on which amplifiers are based.
While spatial amplitude shapes are dictated by technical boundary conditions in the amplifier
and/or technical requirements of the experiments as illustrated in fig. 1.6, spatial phase modulation
is in general unwanted and imposes on the opposite a very strong perturbation to the beam, that is
particularly strong in the mid and far fields where the phase-to-amplitude coupling is the strongest.
The origins of the spatial phase modulation are manifold and the resulting beam aberration is often
divided in three categories depending on the source of the aberration: static, thermal and shot-
induced.
Static aberrations are created by non-perfect components or misalignment. It is possible to estimate
the growth of the aberrations with the number of components and given the complexity of the
amplifier, the tolerable amount of aberration per element can be determined. From this, one
6Permission to re-use and adapt the shown figures has been granted by the respective authors
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Figure 1.6: A selection of beam profiles used in high-energy short-pulse lasers(a) Near field image
of the kilojoule laser beam of Omega EP (adapted from [70]). The beam is made of vertical stripes
to match the structure of the short pulse compressor. (b) near field of 45-J 1.5-PW PULSER laser
in Korea (from Yu et al. [71]) showing atop hat profile adapted to energy extraction in the main
rod amplifier. (c) Two-beam profile used at the PHELIX laser facility for applications.6
understands that laser amplifiers are not infinitely scalable as the requirements increase when
the number of components and their size grow until the physical limitation of the fabrication
technologies is met. With the complexity of high-energy laser amplifiers, it is not possible to simply
specify components that deliver a beam of high spatial fidelity after the amplifier. Given that the
resulting beam aberration can evolve in time because of re-alignment or exchange of components, it
is clear that wavefront corrections using static phase plates are not efficient. Instead, programmable
devices like deformable mirrors exploiting the technical developments made in astronomy associated
with wavefront measuring devices like the Shack-Hartmann sensor [72] or three-wave lateral shearing
interferometry [73] must be employed. In addition to static aberrations, drifts in the wavefront
aberration due to the thermal loading or the instantaneous change of temperature in the laser
amplifiers at the time of the shot complicate the delivery of high-fidelity beams.
While the principles of adaptive optics are straightforward and intuitive, the following aspects are
mandatory for a high spatial-fidelity of the amplification:
• High-performance metrology. The metrology of high-energy short-pulse-duration lasers is of
foremost importance for almost all applications. Here the complication comes from the simul-
taneous need to reduce the beam from the amplifier size to a size compatible with detection
equipment like cameras, the need to be achromatic and introduce as little dispersion as possi-
ble for high-fidelity temporal measurements, the need to reduce the beam energy from many
joules to nanojoules uniformly across the beam aperture and introduce as little distortion like
aberrations or non-linear Kerr effect as possible. In the current state of the art, this is a very
complicated matter where nowadays one must still make trade-off in performance.
• Closed-loop wavefront control divided in amplifier and beam transport. Wavefront control
can be introduced in principle in any portion of the amplifier where the propagation is linear.
Ideally, the beam wavefront can be pre-compensated by adpative optics at any place to provide
a perfectly corrected wavefront at any given place. Unfortunately, non-linear elements like
pinholes or the compressor that creates spatio-temporal coupling impose serious limitations to
this strategy. Pinholes in spatial filters used to improve the beam quality by removing high
14
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spatial frequencies limit the amount of wavefront pre-compensation by cutting in the low-
order spatial frequencies and introducing an unwanted phase-to amplitude modulation. Pulse
compressors require perfect (flat) wavefronts to correctly work and avoid spatio-temporal
coupling. That imposes that the strategy in wavefront control should be aiming at correcting
for aberration before the compressor. An additional wavefront control system might address
the beam transport distortion when the latter is complicated and prone to aberration.
In conclusion, the subject described in the previous pages shows how much development has oc-
curred since the invention of the ruby laser in 1960 by Theodore Maiman. High-power lasers are
now widespread research tools that come in various energies, pulse durations and average powers.
The high-power lasers based on the CPA technique have opened a new field of research on physics
at high energy densities and relativistic intensities that finds plenty of applications. For instance,
lasers are actively being used to study wakefield acceleration, a particle acceleration method now
seriously considered with conventional drivers by many large institutions like the CERN [74] and
SLAC [75] heavily involved in preparing tomorrow’s accelerator concepts. However, generating the
necessary laser intensities is not an easy task when finely controlled and stable parameters are
required. Under that prospect, high-intensity lasers have also made some tremendous progress to
deliver well-characterized, stable and versatile interaction conditions, where high-fidelity amplifica-
tion is a central issue. In the following, a particular insight in two aspects of modern high-intensity
lasers is given: temporal contrast and beam shaping. First the requirements for high-fidelity pulse
amplification on a high dynamic range are reviewed in details, together with the physical origins
of the current limitations and secondly solutions that have been implemented or could be tested
are described. Eventually, a series of peer-reviewed articles which I published on the subject are
illustrating my contribution to the field. The third chapter is dedicated to the high spatial fidelity
in laser amplifiers which needs to be realized for various beam shapes and under the requirement
for high average power. This aspect is a recurring theme in laser development and it is natural that
I had to work on it at times from my PhD work to more recently with my students. This chapter
is illustrated with three articles where beam fidelity is a the centre of preoccupation.
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Chapter 2
Temporal contrast in modern
high-intensity lasers
The amplification of laser pulses has been very logically a central topic of development ever since
the invention of the laser in 1960. It is nowadays possible to reach amplification factors over 1012
in high-energy short-pulse lasers, bringing the nanojoule pulses generated by laser oscillators to
energies in excess of 1000 J [1]. Such a high amplification factor is inherently bringing the issue
of amplification noise to the forefront of preoccupations. In addition the temporal fidelity of the
amplification is also critical, since techniques like “chirped pulse amplification” [3] strongly modify
the temporal profile of short pulses to successfully amplify them beyond the damage threshold limit
of laser materials.
An important concept associated with the temporal pulse fidelity is the temporal contrast that
defines the amplification fidelity on a high dynamic range. The temporal contrast is in general
defined as a ratio between the pulse intensity or power at an instant before the maximum of
the pulse is reached to this maximum. Power and intensity contrasts depends on whether the
temporal contrast is considered in the near field (power contrast) or far field (intensity contrast).
This differentiation comes from the incoherent nature of the noise responsible for the contrast
degradation which has spatial properties different from the coherent laser beam. Devices like the
high-dynamic range cross-correlators commercially available make power contrast measurements
while experiments done at the focus of the laser will be sensitive to the intensity contrast.
Fig. 2.1 gives a schematic representation of the temporal profile of a short pulse laser illustrating
the problematics. The time and intensity axes are given on a logarithmic scale, with t = 0 being the
time at which the pulse reaches its maximum. As shown, the “real” pulse profile is dramatically
different from the ideal Gaussian temporal profile. The vertical axis gives the maximal focused
intensity achievable with petawatt-class lasers and the coloured areas depict the type of interaction
between the laser pulse and matter. Outside the lowest area, the laser-matter interaction is strongly
non-linear. As can be seen, the laser pulse has a complex structure that can be divided in several
components:
• A microsecond-long pedestal that stays in general below the ionization threshold of materials.
The origin of this pedestal is the amplified spontaneous emission (ASE) created by the last
large-aperture amplifiers that are not isolated by active time-gating devices used to isolate the
target from the amplifier. Although the amount of energy included in this pedestal can be of
17
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Figure 2.1: schematic representation of the temporal profile of a 1-ps-long (FWHM) laser pulse
(solid dark red) compared to an equivalent Gaussian pulse (doted red). The time is represented
logarithmically.
the order of micro- to millijoules, its spatial coherence is poor so that the on-target intensity
stays below the ionization damage threshold of the target. This pedestal is in general of
little importance and rarely considered in the literature, although it can lead to significant
pre-heating of the material when the latter is absorbing. When this is the case, an additional
active isolation stage should be implemented as close to the target as possible. For that,
standard Pockels cells with an aperture as large as 10 cm can be used while larger beams
require the more sophisticated plasma electrode Pockels cell design capable of working with
large dimensions.
• A second pedestal, lasting one to ten nanoseconds, is created by ASE or nonlinear fluorescence
generated early in the amplifier and in general by the very first stage of amplification [76].
This pedestal is in general intense enough to ionize matter yielding a fully developed pre-
plasma cloud in front of the target, radically changing the type of interaction. This pedestal
is also able to blow off very thin targets (below roughly 10 micrometre) and it has been until
recently a major limiting factor for many applications using ultrashort laser pulses. Its effect
and remedies are discussed in the following pages.
• Prepulses. Prepulses can happen on long (nanosecond) time-scales because of leakage and
beating effects when more than one laser cavity are used. This is particularly true for sys-
tems using regenerative amplifiers. Nanosecond prepulses are typically easily detected and
kept under control with fast optical switches like Pockels cells. Prepulses occur also on a
picosecond time scale. The origin of these pulses lies in optical components with parallel
surfaces. Multiple internal reflections yield post-pulses that can be quite powerful, in par-
ticular when this happens in a regenerative amplifier. In chirped pulse amplifiers, main and
post-pulses are stretched and overlap temporally, creating a localized interference taking the
form of a temporal modulation. This modulation can in the presence of B-integral (temporal
Kerr effect) create a temporal phase modulation that translates into pulse replica after com-
pression, also in front of the main pulse [77]. This effect is hard to detect because the devices
used for the measurement of the temporal contrast cannot efficiently discriminate between
18
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pre- and post-pulses but it is strong enough that one can use it as a direct measurement of
the B-integral of a laser amplifier [78].
• Slow picosecond and femtosecond rise time. A slow rise of the temporal profile is observed in
CPA systems quite systematically on a time scale related to 10 to 100 times the pulse duration.
This slow rise is particularly obvious in the latest laser systems that were commissioned
because their nanosecond pedestal is very low and does not hide this effect any more. This
effect is one of the most severe limitations in today’s systems as its origin is not clearly
understood as explained below in the section 2.3.1.
• Low-order spectral phase effects. The effect of low-order phase terms on the pulse quality
is well understood [79]. The elements able to create this distortion have been studied in
details and can be corrected: many measurement techniques like SPIDER [80], FROG [81]
or SRSI [82] and a few programmable controllers are available to precisely handle those [83].
Here, an effect of low-order spectral phase terms results in general in a pulse pedestal in the
range of 1 to 10 times the pulse duration and lower peak intensity. A lower peak intensity is
problematic for the temporal contrast as it reduces the contrast by reducing the peak intensity
while the other components of the pulse remain unaffected.
In this chapter, the requirements for the temporal contrast are analyzed from an experimental point
of view. Functional requirements imposed by the current limits of numerical simulation tools have
to be considered, too. Then the sources of temporal contrast degradation are presented and finally,
remedies and mitigation methods are described.
2.1 Requirements on the temporal contrast of short laser pulses
CPA lasers exhibit characteristic temporal contrast features that have been responsible for exper-
imental complications and uncertainties for a long time. In the literature, the contrast is often
brought forward when physical effects are being discussed and observations are interpreted. Be-
cause of this large influence on experimental outcomes, the temporal contrast and its implications
has been a recurring subject of study of the last two decades, in order to deliver light pulses with
good or controlled temporal profile properties. However, the temporal contrast is often influenced
by many variable factors which cause it to vary from one system to the other and even evolve in
time, requiring constant monitoring. This uncertainty in the experimental conditions could explain
for instance why some results are not systematically reproducible, even when the usual experimen-
tal parameters like energy, pulse duration or intensity seem similar. In addition, the pulse temporal
profile being complicated, it is very difficult to reduce the temporal characteristics of a pulse down
to a single number that would be needed for quantitative comparisons.
2.1.1 Ionization threshold
At the ionization threshold, the medium interacting with the laser turns into a plasma, which
exhibits particular properties [84] and in particular, follows fluid dynamics. When the ionization
happens early enough before the maximum of the laser intensity, hydrodynamical effects can be
significant and lead to the formation of a pre-plasma plume. This is caused by ionization and/or
heating of the target in the few nanoseconds preceding the maximum of the intensity. The main
parts of the pulse profile at stake here are the pulse pedestal and prepulses.
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There exist empirical data on damage threshold reported in the literature that can be used to
infer the ionization threshold and deduce quantitative requirements on the temporal contrast of
laser pulses [85,86]. The mechanism at play in the initiation of laser-induced damage is a step-wise
ionization and/or electron oscillation in the electric field and collision process. During the collisions,
electrons are freed (avalanche) or transfer momentum to the lattice (heating). Since the density of
electrons available at the initiation of the damage depends on the type of material (metal, absorbing
or transparent), different damage thresholds can be expected.
For absorbing materials or metals, electrons oscillate in the electric field and when they collide
with the lattice, they transfer their momentum to it and heat it. On the opposite, for dielectrics,
the photon energy is not high enough to ionize electrons so a non-linear atomic process like multi-
photon ionization has to take place. The experimental values found for dielectric materials however
never matched the predicted values. For those dielectrics whose band gap is much larger than the
photon energy, the current assumption is that localized defects like absorbing particle inclusions
or lattice defects create a local collapse of the band gap enabling multi-photon ionization [87].
This effect considerably reduces the effective damage threshold of dielectric materials such that the
ionization threshold of all materials (metals and dielectric) spans only from about 1 to 100 J/cm2
when they are submitted to a 1-ns long laser irradiation. In terms of ionization intensity threshold,
this corresponds to 109 to 1011 W/cm2. For a laser capable of reaching 1021 W/cm2, this would
set the requirement on the nanosecond-long pedestal to 10−10 to 10−12 depending on the target
material.
The initiation of the plasma depends also on the laser pulse duration. For dielectrics, a rule of thumb
states that the plasma threshold follows a square root function of the laser pulse duration [85]. This
law has been experimentally verified to be valid in the nanosecond range from roughly 10 ps to 10 ns,
over 3 orders of magnitude. This is exactly the time span covered by the nanosecond pedestal in
chirped pulse amplifiers. In other words, the damage threshold intensity increases by a factor of
10 for dielectrics when the pulse duration decreases from 1 ns to 10 ps. For metals, the ionization
mechanism is different and is based solely on heating. Here two different time scales must be
distinguished: first the thermalization time scale between electrons and lattice and second, the
diffusion thermalization time scale [88]. The first thermalization happens in the range of a few
hundreds of femtoseconds and is not relevant for the temporal contrast issue. That means that
the laser energy is quickly transferred to the lattice independently of the duration of the energy
delivery. For that reason, the laser-induced damage threshold of metals is independent of the pulse
duration as long as thermalization diffusion can be neglected. However, when the pulse duration is
long enough so that the target is volumetrically heated, the damage threshold follows again a square
root function of the pulse duration. This usually happens for pulse durations significantly longer
than 1 ns. When one looks at the damage threshold intensity, metals exhibit then an inversely
proportional dependency on the pulse duration and therefore their damage threshold intensity
reaches nearly 1012 W/cm2 for picosecond pulses.
Most of the laser-induced damage values are reported for large millimetre-size laser spots while
experiments involving high-intensity lasers work with micrometre-size interaction volumes. This
has two positive effects on the evolution of the plasma threshold: first thermal heat diffusion
happens in a three-dimensional volume instead of a quasi one-dimensional geometry. This has as
effect an increase of the damage threshold for metals in the nanosecond regime. And second, the
statistical chance to hit a weak spot in dielectrics decreases with the laser spot size and laser-induced
thresholds closer to the multi-photon ionization thresholds are observed [89].
For a gaseous medium, ionization is much less dominated by collective plasma effects and atomic
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physics play a central role. The ionization follows then the multi-photon ionization or tunnel
ionization models but in any case this is happening at a much higher intensity than for solid state
media, as cascade and avalanche effects are much less dominant. For atomic gases, ionization level
at around 1013 W/cm2 is usually observed.
2.1.2 Ablation and pre-plasma expansion
Once the ionization threshold is reached, matter is vaporized and expands as a plasma gas into the
vacuum. The amount of matter that is ablated at the ionization threshold is however very small.
Taking into account the vaporization energy density of material and a plasma threshold of joules
per squared centimetres, one can estimate that, at the ionization threshold, the absorbed energy is
able to vaporize a 100-nm-thick layer of the target at best, leaving the rest of target at near solid
density. Nevertheless, once the plasma is created, it expands into the vacuum.
There is a simple one-dimensional model that is able to describe this phenomenon, in which the
plasma is considered as isothermal, charge neutral and its electrons have a Maxwellian energy
distribution [90]. At t = 0, the plasma starts to expand into the vacuum and after an instant dt,
the density at the interface follows an exponential decay profile around a volume that is limited
by the distance covered by the ionic sound wave. The solution is self-similar, that is its shape
does not change in time, and can be plotted for the dimensionless spatio-temporal parameter ξ
with ξ= x/(S0 dt) where dt is the expansion time, x the space coordinate and S0 the ionic sound
velocity:
S0 =
√
ZikBTe
mi
(2.1)
where Zi and mi are the ionization degree and mass of the ion species in the plasma and Te the
electron temperature of the plasma. In such a case, the plasma density n is given by:
n(ξ) = n0Zie
−(ξ+1), for ξ > −1 (2.2)
where n0 is the initial plasma ionic density. This simple model illustrated for a fully-ionized
hydrogen plasma in fig. 2.2 is valid for the first instants after the plasma has been created. It
supposes the plasma temperature remains constant during the expansion and that radiative cooling
is negligible. The one-dimensional aspect is also maintained as long as the plasma expansion remains
small compared to the focal spot diameter.
Eq. 2.2 is of interest because it links the position of a given plasma density to the time and electron
temperature. In particular, one can find an expression of the location of the critical density of
the plasma, that is the electron density nc at which the laser field is not able to propagate in the
plasma cloud any more:
xnc = S0
(
log
(
n0
nc
)
− 1
)
dt =
√
ZikBTe
mi
(
log
(
n0
nc
)
− 1
)
dt (2.3)
where n0 is the initial plasma electron density. As shown above, the position of the critical density
depends on the electron temperature, which depends on the laser intensity. In other words, a
higher laser intensity leading to a higher electron temperature and high plasma ionization grade
will expand faster into the vacuum.
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Figure 2.2: Plasma expansion in the vacuum: nc: critical plasma density for a 1 μm laser wavelength,
ξ: dimensionless space parameter with ξ = x/(S0 × dt)
It is clear that such a pre-plasma expansion happening at an uncontrolled time before the peak
intensity is reached can be detrimental to the meaningful interpretation of experimental data. In
addition, the precise simulation of this pre-plasma meets the current limits of simulation methods
because of the extremely complicated hydrodynamics at play from the ionization threshold to the
relativistic regime some picoseconds before the peak. Therefore, it is in general necessary to prevent
such an uncontrolled expansion and keep it small. When this is not the case, propagation effects of
the laser like self focusing and filamentation happen and change the experimental conditions, and
discrepancies with simulations can arise. For planar targets, a flow of the plasma over a distance of
a laser wavelength λ is in most cases tolerable and has little impact on propagation and the target
areal density. This condition can be written as:
√
ZikBTe
mi
(
log
(
n0
nc
)
− 1
)
dt < λ (2.4)
When the plasma is hot and the charge-to-mass ratio large, the plasma expands faster while lower
intensities can be tolerated for a longer time. To assess the criticality of this condition, the expansion
time necessary for the critical density to reach λ for various materials (gold and carbon) was
calculated as a function of the laser intensity and compared to a realistic temporal profile in
fig. 2.3. For the simulation, a relation between laser intensity and plasma temperature must be
applied to eq. 2.4, which was assumed based on empirical plasma temperatures of 70 eV and 550 eV
at 1012 and 1015 W/cm2 respectively, as found in the literature in [91] and [92], with a scaling
law following a power of 1/3 of the intensity. This scaling is valid as long as the plasma is not
relativistic, that is below 1018 W/cm2. Above this value, the light pressure cannot be neglected
any more and the plasma does not expand in the same way as long as the laser pulse is “on”. For
comparison, a maximum laser intensity equal to 1020 W/cm2 and a Gaussian 400-fs-long laser pulse
together with a “real” laser pulse as measured at PHELIX is shown. The curve for carbon assumes
a fully ionized carbon plasma (C6+). The gold plasma on the other hand is a bit more complicated
to simulate because gold is not fully ionized at the lower intensities and the mean ionization grade
depends on the laser intensity. The mean ionization grade is estimated by assuming that the
ionization energy equals the plasma temperature (local thermodynamic equilibrium conditions).
The ionization energies of the gold ions have been retrieved from the NIST database [93]. In
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addition, the time-dependent ionization threshold for metals and dielectrics are indicated in fig. 2.3
together with the ionization threshold for low density gases.
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Figure 2.3: Conditions for an unchanged target as a function of the time before the pulse.
For the ideal Gaussian sub-picosecond pulse, the laser intensity rises fast enough compared to
the expansion limit such that one can consider that a target illuminated by such a laser pulse
remains undisturbed until the relativistic regime is reached. In such a case, the use of numerical
prediction tools like PIC codes (see next section) is probably highly relevant because the target
remains mostly undisturbed and relatively cold until a few picoseconds before the interaction. On
the other hand, the realistic pulse profile as reported for the PHELIX laser for instance shows that
the laser intensity rises slowly and probably ionizes the target already 100 picoseconds before the
maximum of the pulse. Compared to the tolerable limit given for gold, the temporal intensity is 2
to 3 orders of magnitude too high at a given time before the pulse maximum to ensure the target
remains unchanged. Here the simulation of the interaction should take the pre-plasma expansion
into account, which is a very complicated task.
Another interpretation of the plot in fig. 2.3 shows that the one-dimensional plasma expansion
corresponding to the realistic pulse profile is 5 to 10 times faster than one can tolerate for “clean”
interaction conditions. In reality, for this type of profile and expansion, three-dimensional effects
cannot be neglected: the plasma flows out of the focal area and the effective areal density of the
target changes.
2.1.3 Requirements and validity domains of numerical simulations
One of the most fundamental goals of physics is to be able to predict behaviours and explain
phenomena as per the determinism principle. In this view, simulation codes are essential tools that
enable running numerical experiments which compared to experiments validate or invalidate the
underlying theoretical models.
There are two approaches to simulating laser-plasma interaction: whether the plasma can be con-
sidered as a fluid or individual particles have to be followed. Hydrodynamical simulation codes,
e. g. HELIOS [94], RALEF [95], consider the plasma as a fluid and are very well adapted to describ-
ing laser-plasma interaction when the plasma can be considered in local thermodynamic equilibrium
and the coupling of light into matter happens through collisions as per inverse bremstrahlung or
23
2.1. REQUIREMENTS 2. TEMPORAL CONTRAST
resonance absorption. These types of plasma are usually relatively cold and generated at an in-
tensity of 1012 W/cm2. However, when the laser intensity is reaching the relativistic regime, the
electrons acquire a very large velocity in the laser field which in turn reduces the collision cross
section with the cold surrounding plasma and the plasma becomes very quickly inhomogeneous
such that the concept of temperature is then difficult to define. Here a simulation of the individual
trajectories of the charged particles in the plasma must be performed, which is done by kinetic
simulation codes [96], using either individual particles or particle distribution functions (Vlasov).
The difficulty with kinetic simulations is the large number of particle to follow and their multiple
electro-magnetic interactions, which makes the simulation extremely computation intensive. An
valuable approach is found with particle-in-cell (PIC) codes, the principle of which can be found
in various books [97]. These are kinetic simulation codes that calculate the fields on a grid and
simulate the plasma by following a representative number of particles. They are particularly suited
to describe the laser-plasma interaction in the relativistic regime. Electromagnetic PIC codes
like OSIRIS [98], VLPL [99] or EPOCH [100] can be used to solve the Vlasov-Maxwell coupled
equations that describe the interaction of charged particles and an electromagnetic field, where the
Maxwell equations describe the evolution of the fields and the Vlasov equation the particle density
evolution. In addition, the PIC code enables to add short-range individual collisions or other effects
not covered by the collective motion equations.
In a PIC simulation, the particles are followed in one or more spatial dimensions of the continuous
space while the field is discretized on a grid to make the simulation more computation-time efficient.
Fig. 2.4 schematically gives the several calculation steps that take place in a single iteration time
step of a PIC simulation that alternate equation of motion and actualization of the driving fields
based on the updated charge and currents. PIC codes differ in the computational methods used for
running the loop, and flavours of the same code can incorporate different physics effects built in the
kinetics step. PIC simulations, especially when made in three dimensions can be quite computer
intensive. For instance, a simulation in three dimensions over many tens of femtoseconds able to
track the fine effects in electron acceleration will need up to 105 CPU hours and may need to run
on massively parallel computers with many tens of thousands of cores to deliver simulations within
a few days.
There are strong discretization requirements to obtain sensible PIC simulations. In the spatial
domain, the grid needs to resolve the Debye length of the plasma given by:
λD =
√
0kBTe
e2ne
(2.5)
where Te and ne are the temperature and density of the electrons respectively. The Debye length or
plasma screening length is an important parameter and a proper simulation that needs to take into
account electrostatic effects like PIC codes must resolve it. When this is not the case, the plasma is
not properly sampled and aliasing effects (numerical heating) change the plasma conditions in an
non-physical manner. In the time domain, the time steps must be adapted to the spatial grid size
following the Courant condition such that δt< c dx. That means simulation steps in general much
below 1 femtosecond. In particular plasmas requiring a small grid size are particularly difficult
to simulate with PIC codes because the simulations become very CPU intensive. This case is
exactly that of cold and dense plasmas, which describe the conditions created by prepulses or at
the threshold of the ionization during the rising slope of the pulse.
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Figure 2.4: Principle of the PIC code: to gain computational power this simulation technique
describes the fields on a grid and follows macro-particles describing the plasma.
In consequence, PIC codes, that are reliably describing the relativistic laser plasma interaction, are
not able to efficiently simulate the cold plasma for temperatures at or below 1 keV that are met
during the rising slope of the laser intensity between 1014 and 1018 W/cm2. For the simulation, a
strong hypothesis on the target conditions (shape, density, temperature) at the initial time of the
calculation must be done, because PIC codes are not able to render the effect of the laser on the
target at the beginning of the interaction. These start conditions cannot be correctly predicted by
hydrodynamical simulation either, although one should note that an effort to overcome this has
been made with the introduction of hybrid PIC codes [101] that threat hot non-thermal particles
in a warm hydrodynamic plasma and emulate the two-temperature electron temperature behaviour
observed in interaction experiments.
As a conclusion, given the difficulty to simulate the interaction of laser with matter from the ion-
ization threshold to the relativistic regime, it is essential to ensure that the targets stay unchanged
until the relativistic regime is reached; and therefore this requires light pulses of outstanding tem-
poral quality.
2.2 Amplification noise
Amplification noise is responsible for the pulse pedestal structure as schematically depicted in
fig. 2.1. The level of the pedestal depends on the type of amplifier and optical elements used to
maintain noise at a low level. ASE noise starts temporally as soon as the amplifier is pumped,
typically some microseconds before the maximum of the pulse. Temporal gating might be used
here to reduce the noise to a tolerable level. On the nanosecond scale, temporal gating is not
possible without cutting into the stretched laser pulse itself so the full effect of the ASE is felt
some nanoseconds before the peak intensity is reached. This is depicted by the second step on the
pedestal in fig. 2.1 that typically exceeds the ionization threshold of materials. This nanosecond
ASE level has been repeatedly reported to lie between 60 and 80 dB below the maximum intensity
of the pulse.
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There are two equivalent approaches used to predict the level of ASE in a laser amplifier. One of
them is based on slice-wise photometric estimates of the level of ASE generated by the fluorescence
in the laser medium and amplified along the beam path [102]. Here, the local spontaneous emission
per time and unit volume is estimated based on the excited ion density in the amplifier and excited
state lifetime of the lasing transition on one hand, and emission solid angle and gain bandwidth of
the amplifier together with amplification effects along the beam path, on the second hand. Finally
the contribution along the whole amplifier is summed up to give the ASE power density.
In a second more general approach though, one can consider laser amplifiers as generic linear
quantum amplifiers that will also amplify noise photons [103]. The noise photons are present in the
vacuum and amount to half a photon per mode in space and time. For gains G much larger than
one, the amplifier increases the signal-to-noise ratio by a factor of two such that the noise seen from
the output of the amplifier looks like coming from one background photon per mode undergoing an
amplification factor G. If we consider that one is able to select the exact spatial mode filled by the
fully spatially-coherent laser beam, the problem restricts itself to the one-dimensional problem of
temporal noise. In the time domain, the duration of a temporal mode is related to the coherence
length of the electric field or in other words to the inverse of the amplifier spectral bandwidth. This
argument holds in general true as the bandwidth of a laser amplifier is the main constraint to the
pulse spectrum.
For the Omega-EP facility [1], the peak power of the laser is in the range of one petawatt, while
the noise level is given by the energy of a photon at the laser wavelength (1050 nm), the gain factor
(1013) and the coherence length of the amplified noise (δ t = 0.44/bandwidth for Gaussian pulses).
The signal-to-noise ratio (SNR) is then:
SNR =
0.44 P
Ephoton ×Gain× bandwidth =
0.44 P λ3
h c2 δλ
(2.6)
It is interesting to note that the SNR in laser amplifiers according to the quantum theory depends
on λ3 in the same way as the ratio of the Einstein coefficient B and A of the rate equations. For
the above given example, the numerical application gives:
SNR =
0.44 1015 × 1.053 10−18
6.63 10−34 × 1013 × 9 1016 × 4 10−9 = 2.13 10
8 (2.7)
The value found represents however a limit which is relatively hard to reach. It supposes that the
amplifier is providing a gain for the noise that equals the gain in energy for the main pulse. This
is in reality altered as the laser pulse undergoes losses, like mode mismatching into the amplifier
or saturation effects for instance, which requires the gross gain of the amplifier to be much larger
than the net gain in energy.
Another way to look at the problem is to re-write eq. 2.6 with the approximation that an amplified
pulse is also bandwidth limited. Eq. 2.6 reduces then to:
SNR =
Eeffin
Ephoton
= N effin (2.8)
where Eeffin and N
eff
in are the energy and number of photons effectively coupled into the amplifier
respectively. The effective coupled energy takes into account coupling losses into the amplifier so
that the amplifier gains for both noise and signal are equal. This result demonstrates that the
temporal contrast problematics reduces to the optimization of a simple parameter, namely the
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Figure 2.5: nanosecond ASE dependency on the seed pulse energy in a CPA laser system (PHELIX,
2012).
number of photons available before the amplifier. The validity of this prediction has been also
experimentally studied in my group by Dr. Wagner, as shown in fig. 2.5, and is a central result
of his PhD work. This plot shows the relative level of the nanosecond ASE of the PHELIX laser
as a function of the seed energy which was adjusted by changing the gain in the parametric pre-
amplifier as described later in the article by F. Wagner et al. page 52. When PHELIX is run in
standard CPA mode, the oscillator pulses are directly stretched and the amplifier is seeded with
pulses of less than 50 pJ energy, yielding an ASE relative level of 7 × 10−7. As the energy of the
seed pulse is increased, the relative ASE level drops as an inverse function of the seed energy.
The measurement was performed over 4 orders of magnitude, only limited by the measurement
threshold of the scanning third-order autocorrelator used for the measurement (Sequoia, Amplitude
Techn. SA). The fit function shows that the data follow the linear dependence prediction, validating
our assumption.
At the standard injection level for the PHELIX facility, the number of seed photons equals 2.6×108,
a value remarkably similar to the theoretical SNR value found in eq. 2.7 for the OMEGA-EP facility
underlining that the noise problematics is a universal one. However, the corresponding temporal
contrast level should equal 4 × 10−9 at PHELIX, a SNR value being significantly different from
the experimental temporal contrast value reported in fig. 2.5. This difference can be attributed to
several effects: first, the laser pulse generated in the oscillator is nearly five times shorter than what
the amplifier bandwidth allows and second, the coupling efficiency to regenerative amplifiers being
notoriously low, the regenerative amplifier used at PHELIX is reducing Neff even more. From this
ratio, one sees that the coupling efficiency into the PHELIX amplifier equals 1/180.
Note that with this approach, it is clear that arguments brought forward at the beginning of the
year 2000 with the introduction of optical chirped pulse amplification (OPCPA) [104] turn out to be
wrong. At that time, OPCPA was proposed as a noise-free amplification technique because it does
not suffer from amplified spontaneous emission. While the latter is true, parametric amplification
suffers from parametric amplification noise or parametric fluorescence that yields more or less the
same pulse pedestal. This idea is the central finding of the publication presented on page 38.
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Figure 2.6: (a) Slow rise time of the pulse profile for pulses amplified by OPCPA (Omega-EP,
2005). This was later attributed to pump noise in ref. [107]. (b) Theoretical prediction for the
same pulse undergoing spectral clipping happening in the stretcher: * infinitely sharp clipping, **
realistic clipping
2.3 Coherent and semi-coherent effects
The second aspect related to the temporal profile of laser pulses deals with the fidelity of the
amplification. The widely used technique of chirped pulse amplification is not exempt of problems
and still yields pulses that are not identical to the pulse before amplification. The pulse distortions
can be sorted out in two categories: coherent and semi-coherent effects.
2.3.1 Coherent effects
Coherent effects are distortions of the laser pulse, defined as deviation from the bandwidth-limited
pulse, happening homogeneously across the beam. Because of that, the spatial and temporal
variables describing the electric field are mathematically separable and the temporal pulse distortion
can be described by a one-dimensional temporal phase function or alternatively in the spectral
domain using the spectral amplitude and phase of the pulse. Such effects include modulations
of the spectrum like gain narrowing or spectral clipping in the stretcher and compressor. They
can also include spectral phase effects like residual dispersion or non-perfect stretcher/compressor
matching. It is possible to control coherent effects either statically or dynamically to a certain
extent. Dynamic techniques include the use of spatial light modulators in the Fourier plane of
a stretcher where the spectrum can easily be shaped in amplitude and phase or the use of an
acousto-optic programmable dispersive filter (AOPDF) [83]. This type of filter associated with a
closed-loop pulse measurement device enables some control over the pulse profile. Static techniques
include characterization measurements and design optimization. These aspects have been at the
centre of my PhD thesis [105,106].
However, coherent pulse distortions can be seen relatively long before the maximum intensity of
the pulse is reached, taking the form of a slow rise in intensity. This is illustrated in fig. 2.6.a
that shows the temporal profile of a pulse amplified by OPCPA as example. Here, the slow rise
time is a coherent effect induced by an amplitude noise imprinted on the pulse spectrum during
amplification. But this slow rise of the intensity can be systematically found in standard CPA
lasers. The precise mechanisms leading to this feature are manifold: while some have been studied
and reported, new effects have still to be identified, clearly described and mitigation methods must
be demonstrated.
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Spectral clipping, which is mostly happening in the stretcher, was in the past often presented as a
temporal-contrast degradation factor in the literature [108,109], but it has surely been overestimated
as we were never able to observe it experimentally. This erroneous idea comes from a straightforward
numerical result obtained when a truncated spectrum is Fourier-transformed to infer its pulse
shape. Mathematically the result equals the convolution product of the ideal pulse and a cardinal
sine function, showing a significant amount of energy away from the pulse maximum, as shown
in fig. 2.6.b (blue curve). The simulation shows the third-order autocorrelation signal of a pulse
supported by a 4-nm-wide Gaussian spectrum (FWHM) truncated at 8 nm. When the cut is
infinitely sharp, wings appear on the pulse (plot *). Such a result is similar to the order of magnitude
of the experimental measurement showed for comparison. One can however wonder how valid such
a numerical treatment is, as it implies an infinitely sharp cut in the spectrum. A more realistic
simulation of the clipping (plot **) including the finite spot size of the beam demonstrates that this
effect is probably much smaller in reality. Here the realistic cut is numerically simulated with an
error function transition at the location of the cut that takes into account the finite size of the beam
on the clipping optical element. A comparison of this profile with the experimentally measured pulse
profile in (a) shows that the expected spectral clipping is in general not experimentally observable.
As stated above, the slow rise-time in the pulse profile happening at times between 10 and 100
times the pulse duration is a feature that is currently not fully understood albeit universal in CPA
systems. Here the concept of coherent noise is probably the best way to describe this effect that can
either come from amplitude noise in the spectrum [107,110] or phase noise arising in the amplifier,
stretcher and compressor. In the later references, a strong spectral amplitude noise is reported in
an OPCPA where temporal modulations in the pump pulse imprint on the spectrum of the chirped
pulse. After pulse compression, a pedestal created by this noise can be seen in the pulse profile as
shown in fig. 2.6.a. This result underlines that OPCPA requires a pump laser of very high spectral
purity since any phase noise in the pump-pulse spectrum creates temporal noise in the amplified
pulse.
In chirped pulse amplifiers, the current assumption is that coherent noise originates from the
stretcher (see for instance [111] and references therein). This noise probably forms from spatio-
temporal coupling happening at high frequencies directly in the stretcher as shown recently in [112].
This spatio-temporal coupling finds its origin in the surface error of the optics (mirrors and gratings)
used in the stretcher. Although spatio-temporal coupling is a semi-coherent effect, for CPA as a
whole, it is an inherently coherent effect because the laser amplifier following the stretcher acts as a
spatial filter. In particular in the case of a regenerative amplifier, the single spatial mode generated
in there only accepts a one-dimensional temporal phase description. Amplitude modulations at
high frequencies in the spectrum originating from non properly maintained pulse stretchers have
been also reported [113]. Here one should recall that the spectrum of the short pulse is spatially
dispersed in the pulse stretcher and that a spatially non-uniform reflectivity of optical elements
then translates into spectral amplitude noise.
Coherent noise is actively being studied at the PHELIX facility. There, we made measurements
of the pulse profile with high dynamic range at two target stations of the facility using radically
different compressor configurations: the first pulse compressor is a double-pass folded compressor
using a single gold-coated 1480-l/mm grating, while the second compressor is a single-pass compres-
sor using MLD-coated 1740-l/mm gratings. Both measurements exhibit the same slow rise-time
indicating that the compressor has probably very little responsibility in this feature. We have also
measured the temporal profile of the pulse for various amplifier configurations and saw little effect,
too. From this, we come to the same conclusion that the stretcher is a very likely candidate for the
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Figure 2.7: Mechanical model of a modified Banks stretcher. The all-reflective-optics telescope is
folded to make the whole assembly compact. The input and output beams impact the grating on
its lower side, while the spatially dispersed beam hits the grating on the top area. The roof mirror
enables double-passing the stretcher.
coherent noise. Stretcher and compressor using similar components like gratings, our hypothesis is
that the way the grating or other optics are used in the stretcher is at the base of the problem. A
major difference between stretcher and compressor can be found in the beam-to-optics size ratio.
While optics and beam have comparable sizes in the compressor that enable surface averaging ef-
fects, the beam-to-optics size ratio is much lower than unity, favouring spatial to spectrum noise
transfer. Our interpretation is the following: for modern pulse stretchers, based on all-reflective
optics as shown in fig. 2.7, a mirror is usually located in the Fourier plane of the stretcher opti-
cal assembly (see for instance [114]). This arrangement unfortunately ensures a good mapping of
surface roughness noise into spectral noise.
We have validated that the slow rise in a high-power CPA system is a coherent effect by spatially
filtering the beam coming out of the stretcher. If spatio-temporal coupling related to the pulse
rise time happens in the stretcher, spatial filtering would strongly influence it. Fig. 2.8 shows an
autocorrelation trace for a laser with a spatial filter located at the output of the stretcher and
without the filter. We could not detect a significant difference between the two measurements,
showing that the information on the pulse rising slope is uniformly distributed across the beam.
If spatio-temporal effects had been generated in the stretcher, these would have been changed by
the spatial filter. In addition, amplifiers especially when based on regenerative amplification act as
spatial filters reinforcing our argument.
Another source of temporal noise comes from non-linear effects in chirped-pulse amplifiers, like
the temporal Kerr effect, that can turn spectral amplitude noise into spectral phase noise and
therefore amplify those perturbations. If a pulse with a modulated spectrum is sent to a chirped
pulse amplifier, the spectral modulations are mapped to the time domain after the pulse stretcher
and can undergo non-linear phase accumulation during amplification, which creates temporal noise
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Figure 2.8: Autocorrelation measurement of the CPA system PHELIX when a spatial filter is
inserted after the stretcher and when none is used.
after compression. If these modulations happen at high spectral frequencies, their effect can be
seen far from the pulse maximum. The main complication is that non-linear effects are only to
be seen at maximum power of the laser and are therefore extremely difficult to diagnose during
alignment at low power.
2.3.2 Semi-coherent effects
Semi-coherent effects deal with all the effects described above but their amplitude strongly depends
on the location across the beam. Mathematically, the associated spectral phase is a function of ω,
x and y.
ϕ = f(ω, x, y) (2.9)
These effects are intimately linked to a loss of temporal coherence of the pulse. They are in
particular extremely hard to correct and once they happen have an irreversible degradation effect
of the pulse quality. When the variables in eq. 2.9 are separable, one can probably still think
of correction methods but for cases when the variables are not separable any more, the spatial
coherence of the beam is degraded and the time-bandwidth product of the pulse is increased.
One first example of such an effect can be found in large high-energy short pulse lasers where the
entrance pupil of the laser amplifier is image-relayed throughout the amplifier stages. This type
of amplifier enables the efficient use of the amplification section with beams whose spatial profile
is super-Gaussian, a non self-similar beam profile that would ultimately have hot spots along its
propagation without imaging. The beam transport is done with the help of telescopes based on
lenses that can introduce a slight defocus of the beam when the telescope is not perfectly set.
Alternatively thermal effects like thermal lensing appear during operation of the amplifiers and can
add to the defocus. In such a case, the input direction of individual rays in the beam varies across
the aperture, which can be seen as a variation of the input angle into the compressor that changes
the compression. In other words, a spherical wavefront into the compressor yields a spatially varying
compression factor.
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An additional effect can be found for large-aperture laser systems where longitudinal chromatism
introduced by telescope yields a colour-dependent input angle into the compressor, yielding again a
non spatially uniform compression. Extending this to the more general case, any spatial distortion
of the beam leads to poor compression of the pulse, too. In fact, a pulse compressor should be
used only with perfectly collimated beams. This is the reason why special care has to be taken of
the beam quality in chirped pulse amplifiers. Nowadays, this is done to a certain extent by the
introduction of adaptive optics techniques whose aim should be to correct the beam before the
compressor.
2.4 Solutions for controlling the temporal contrast of short laser
pulses
2.4.1 Methods employed to reduce the amplification noise
As I showed in section 2.2, the reduction of amplification noise falls under the general signal-to-
noise problematic and, for laser amplifiers, the theoretically achievable limit is unfortunately not
sufficient to prevent pre-ionization of targets with standard CPA lasers. Eq. 2.8 shows also that the
temporal pedestal in chirped pulse amplifiers is directly linked to the effective number of photons
injected into the amplifier. To improve the temporal contrast, only an increase of this number is
possible, which is obtained via an efficient coupling into the amplifiers and the use of energetic seed
pulses. This means that an increase of the temporal contrast between 3 and 5 orders of magnitude
over standard CPA seed energies is necessary to fulfil the requirements of modern petawatt lasers.
And for upcoming systems like the ELI 10-PW laser systems, this requirement increases by another
order of magnitude. In other words, temporally-clean laser pulses with energies between 10 μJ and
1 mJ must be created to inject CPA systems.
The typical femtosecond oscillators deliver nanojoule-energy pulses. High-energy oscillators devel-
oped with the purpose of generating high-energy short pulses [115] allow for an energy increase of
about two orders of magnitude (100 nJ) without compromising the temporal contrast of the laser
pulses. A similar result is obtained when a booster laser amplifier located after the oscillator is
pumped in continuous or pulsed mode. Higher gains between 100 and 1000 can be obtained in
such an arrangement but a cleaning of the pulse is necessary as the amplifier introduces temporal
noise (ASE) [116]. Since the pulse is short and the energy still relatively low, saturable absorbers
have been used to remove the ASE from the pulse train. However, both devices do not fulfil the
requirements of high-intensity systems alone and can only be used in conjunction with an additional
contrast-boosting technique like XPW described below.
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Figure 2.9: Schematics of a double CPA arrangement
To reach the required seed energy, a first amplifier using the chirped-pulse amplification technique
followed by a cleaning stage have been proposed, an arrangement known as double CPA [117]. As
depicted in fig. 2.9 where a double CPA has been scaled to present orders of magnitude relevant to a
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petawatt-class high-temporal-contrast titanium-doped-sapphire laser system, the first CPA system
delivers energies significantly higher than the two previous methods and fulfils the seed energy
requirements. However, the pulse amplified in the first stage is noisy and the temporal cleaning of
the pulse requires a fast switch. The most successful technique so far is based on third-order non-
linear polarization filtering: Cross-Polarized Waves (XPW) [118]. Here the pulse is sent through
crossed polarizers and, between the polarizers a non-linear crystal of BaF2 introduces an intensity-
dependent polarization rotation. Because the Kerr effect is instantaneous, the transmission of the
cleaning stage follows the intensity of the pulse. The temporal contrast increase is however only as
good as the polarization extinction ratio of the polarizer arrangement. Typically, extinction ratios
of 3 orders of magnitude can be reached so the XPW cleaning stage does not fully exploit the gain
of the first CPA stage. For this reason, XPW is often used in combination with the other methods
described above. In addition, the required intensity on the crystal is so high that non-linear effects
in air are problematic and the set-up has to be installed in vacuum to avoid short term damage to
the crystal. When one stays at intensity levels compatible with long term operation of the XPW
stage, the polarization rotation efficiency is moderate at roughly 10 to 15 % of the initial pulse
energy. A positive effect of XPW is the presence of a strong self-phase modulation in the non-linear
crystal that significantly broadens the spectrum of the pulse compensating for the gain-narrowing
occurring in the stage of amplification. Since this advantage is of particular importance for the
shortest pulses, XPW is particularly adapted to lasers based on titanium-doped sapphire and is
nowadays offered by all major vendors for lasers systems above 100 TW.
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Figure 2.10: Schematics of a CPA laser including an OPA pre-amplifier for contrast boost
The technique of pulse pre-amplification based on the direct parametric amplification of the oscil-
lator pulse has been proposed in Rochester in 2007 [119] as an alternative to XPW. The ultrafast
OPA (uOPA) described schematically in fig. 2.10 exploits the instantaneous character of paramet-
ric amplification to create a pre-amplifier stage that is inherently free of nanosecond noise. In the
uOPA scheme, it is essential that the pump pulse be short and synchronous to the oscillator pulse.
Since parametric noise is confined to the duration of the pump pulse, the use of a short pump pulse
ensures a pedestal-free amplification. The amplifier uses a non-linear crystal that can achieve very
high single-pass gains up to 105 over a few millimetres, making the experimental arrangement quite
simple. The advantages of the uOPA are manifold: first the amplification is inherently noise-free
on a nanosecond time scale so the pulse does not require additional temporal cleaning afterwards.
Second, the output energy of the uOPA directly relates to the seed photon number for the main
amplifier and therefore characterizes the temporal contrast improvement directly. This is a prac-
tical consideration but it is very useful for the long-term stability and robustness of the amplifier.
And third, the uOPA scheme is easily scalable to many hundreds of millijoules, keeping headroom
for laser systems of even higher peak powers than what is currently available. The main drawback
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of uOPA resides in the necessity of a very good synchronization between pump and seed pulses
which cannot suffer from jitter or drift.
All in all, the methods described above are only solutions to the amplification noise problematic
in CPA lasers systems. They, however, do not address the problem of prepulse, coherent and
semi-coherent contrasts.
2.4.2 Improvement of the coherent contrast
As seen in section 2.3.1, the sources of the coherent noise have not been identified with certainty
yet. There are cases where noise sources like the spectral purity of the pump pulse in OPCPA have
been identified and mitigated [107]. However for CPA lasers, there is no definite answer to the
question, although noise originating from the stretcher is the current hypothesis favoured in the
community [112]. Here one must recall that an optical pulse stretcher is based on an all-reflective
one-to-one imaging telescope. Popular implementations of this idea involve the use of an O¨ffner
triplet [114] or its American pedant, the Banks stretcher [120] (see fig. 2.7). The interest of these
designs lies in their compactness compared to the corresponding compressor and previous lens-based
in-line stretchers. For these designs, a great care has been taken to minimize third order aberration
and chromatism. In all cases, the beam diameter is small on the grating and focuses on an optical
element located in the Fourier plane of the telescope. This means that the beam-to-stretch aspect
ratio1 on the grating and Fourier plane mirror is small in many places on the optical path. Local
defects at these locations will then map into spectral modulations (phase and amplitude). With
current stretchers, beam-to-stretch ratios of the order of 10−3 are found in the laboratory. Working
under this assumption, a stretcher that would minimize the introduction of coherent noise is a
stretcher that has a large beam-to-stretch ratio.
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Figure 2.11: Principle of a stretcher working with large beams for enhanced coherent contrast. S1,
S2: spherical mirrors; FI: faraday isolator; G1, G2: gratings, M1, M2: folding mirrors. The arrows
show the beam propagation direction for the first pass. After the folding mirror M1, the beam
comes back on itself.
Fig. 2.11 shows the conceptual schematics of a high-temporal contrast stretcher that could be tested
1The beam-to-stretch ratio is the ratio between the diameter of a monochromatic beam and the dimension of the
dispersed beam at this location. For practical reasons, the beam-to-stretch ratio is also the optics-to-beam dimension
ratio.
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Figure 2.12: typical response of a plasma mirror (left) and calculated effect on the temporal profile
(right)
to validate the ideas explained above. This proposed design is not more than an unfolded version
of the Banks stretcher which I believe could be used as a test platform for the test of high-coherent-
contrast pulse amplification. Here the beam is first magnified in a telescope to a waist size of about
1 cm and then sent to the first grating G1. The telescope is made of two spherical mirrors S1 and
S2 of same radius of curvature R. After diffracting on the grating, the beam propagates through
the telescope and is intercepted by the second grating G2. At last a 0-degree mirror M1 is used
to fold the stretcher. The beam is additionally off-centred vertically to enable the configuration
without clipping on M2 and G2. The imprint of the beam on S1 and M2 is shown on the left of the
figure. Here one can notice that such a design gives the stretcher a beam-to-stretch ratio of about
0.1, a value 100 times larger than the standard design.
2.4.3 Pulse cleaning after amplification
As described above, the sources of degradation of the temporal fidelity during the amplification
are manifold. For this reason, it could be advantageous to employ a fast temporal switch or non-
linear filter that can be used to filter out the pulse pedestal after the pulse has been amplified and
compressed.
The first proposal to use plasma mirrors as a fast shutter was made nearly 25 years ago [121] and
has been in use since then. A plasma mirror is a mirror with an anti-reflective coating that acts
as an intensity reduction element as long as the pule intensity stays below a certain threshold.
However, as soon as the intensity reaches the damage threshold of the material, the coating is
turned into a plasma that starts reflecting light. The characterization of such a mirror is shown in
fig. 2.12 (left) that gives measurements made at the PHELIX laser (red dot). The reflectivity of
the mirror evolves from the reflectivity of the AR coating (0.1 %) for intensities below 1012 W/cm2
to 85 % at intensities above 1015 W/cm2 for an S-polarized beam under 45-degree incidence. A fit
function based on an error function (erf) has been used to fit the data. This intensity transfer
function can be used to estimate the effect of the plasma mirror on the temporal profile (right plot
in fig. 2.12) of a laser capable of reaching 1020 W/cm2. For this to work, the plasma mirror has
to be located in a converging beam, where the peak intensity reaches 1015 W/cm2, which happens
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a few centimetres before the target typically. In such a case, not only can an improvement of the
ASE contrast by more than two orders of magnitude be expected, but also one notices a significant
steepening of the intensity rise near the peak.
Although the principle of plasma mirrors is relatively straightforward, this imposes a few boundary
conditions and has drawbacks. First the plasma mirror should not ignite too early because of a
long pulse, or prepulses reaching 1012 W/cm2 too early before the maximum of the peak. In such a
case, the plasma expands away from the substrate with a speed that is intensity dependent and the
reflecting surface is not plane any more. In addition, the plasma starts absorbing and the reflectivity
drops. A quantification of the effect has been done by Scott et al. on the dynamics of plasma mirrors
at PHELIX [122] showing that the plasma mirror has a duration of a few picoseocnds. Second, a
plasma mirror can be complicated to implement for high-energy lasers and its costs of operation
are not neutral, limiting its use to single-shot types of experiments. Nevertheless, this method is
widespread because it is simple, robust and its outcome predictable.
Finally, a second method based on the frequency doubling and rejection of the main frequency has
been reported [123]. While the improvement on the pulse contrast cannot be denied, changing the
wavelength of the laser has some effects: in particular it increases the penetration depth of the
laser into the plasma which in turn increases the absorption. The normalized field potential a0 is
in theory independent of the wavelength (see eq. 1.1), but as the focal spot of many systems is
aberration limited, changing the wavelength to the second harmonic reduces a0 (at constant spot
size) accordingly and the conversion efficiency at about 50% reduces this parameter even more. So
a careful assessment of the experimental advantages has to be made on an experiment goal basis.
2.5 Peer-reviewed articles on aspects related to the temporal con-
trast of laser pulses
The articles presented in the following are focusing on various aspects of the temporal contrast of
short pulse lasers which has received a growing interest starting in 2000. As many ultrashort-pulse
lasers were being commissioned and research focused on the interaction of light with small, often
thin targets, it became obvious that the interaction of lasers with matter was strongly affected by
the real shape of the laser pulse. The needs for having precise measurement and pulse cleaning
techniques was also very strongly debated in the community. In the following, a selection of the
contributions to the field.
• V. Bagnoud et al. “High-Dynamic-Range Temporal Measurements of Short Pulses Amplified
by OPCPA” Opt. Express 15 (9), 5504–5511 (2007)
This article was a first contribution to the field and the characterization was done at the uni-
versity of Rochester in collaboration with colleagues from France. At that time, a debate was
taking place on the influence of the OPCPA technique as noise-free amplification technique
and a measurement of the temporal contrast of one of the first running setups was decided.
It shone new experimental insights on OPCPA backed with a theoretical estimate that led us
to conclude that OPCPA is not a noise-free amplification technique. Nevertheless a low noise
at the theoretical limit could be observed, which was attributed to the simple experimental
implementation of OPCPA that shunts all sources of additional amplification noise.
• D. Javorkova´ and V. Bagnoud, “60-dB-dynamic-range short-pulse measurement from an 8-bit
CMOS camera” Opt. Express 15, 5439-5444 (2007)
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One of the aspects of high temporal contrast laser pulses deals with measurement techniques.
In particular, there is no satisfactory method that enables single-shot measurement of the
temporal contrast of laser pulses on a high dynamic range. In this contribution, we introduce a
method to extend the dynamic range of the detection scheme in a second-order autocorrelator
to the physical limit of the device. Here, an 8-bit CMOS camera is used as a massively parallel
measurement device and noise reduction techniques are used to achieve a noise level lower
than 0.1 counts.
• F. Wagner, C. P. Joa˜o, J. Fils, T. Gottschall, J. Hein, J. Ko¨rner, J. Limpert, M. Roth, T.
Sto¨hlker and V. Bagnoud “Temporal contrast control at the PHELIX petawatt laser facility
by means of tunable sub-picosecond optical parametric amplification” Appl. Phys. B 116
(2) pp. 429-435 (2014) and,
F. Wagner, S. Bedacht, A. Ortner, M. Roth, An. Tauschwitz, B. Zielbauer, and V. Bagnoud
“Pre-Plasma Formation in Experiments using Petawatt Lasers” Optics Express 22, Issue 24,
pp. 29505-29514 (2014)
Shortly after the commissioning of the PHELIX facility, it was decided to implement the newly
developed concept of ultrafast parametric amplifier in the front end of the PHELIX laser.
The demonstration work published by my former colleagues of the University of Rochester
was not readily adaptable to a working laser like PHELIX and suffered from shortcomings
that we decided to overcome with a technically different implementation. This work was a
collaborative effort between GSI, the university of Jena and the higher technological institute
of Lisbon. One of the original aspects of the work is the coupled operation of a regenerative
laser amplifier with the ultrafast parametric amplifier that enables a full tunability of the
temporal background (ASE pedestal) over more than 4 orders of magnitude. In the second
article, we related the application of the former feature to the study of the pre-ionization of
micrometre-thick targets irradiated by PHELIX.
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1. Introduction 
Temporal pulse contrast is of foremost importance in high-intensity plasma-physics 
experiments where poor temporal contrast caused by prepulses and background pedestals can 
change the physical properties of targets before the arrival of the main laser pulse [1]. 
High-energy, ultrashort laser pulses are typically generated in a mode-locked oscillator 
followed by chirped-pulse amplification (CPA) [2]. The temporal contrast level typically 
associated with this technique is driven mainly by the amplifier noise or amplified 
spontaneous emission (ASE), resulting in a background intensity about 50 to 70 dB below that 
of the main pulse. When the laser is used to reach on-target intensities greater than 
1018 W/cm2, the intensity background is high enough, on a long-enough scale, to change the 
target’s physical properties before the short pulse reaches it. 
Two general approaches have been demonstrated to improve compressed pulse contrast: 
first, increasing the CPA amplifier seed improves the signal-to-noise ratio [3–5] and, second, 
nonlinear effects [6–9] can “clean” the short pulse from its pedestal after the pulse is 
temporally compressed. Both approaches add complexity to the system by adding one or more 
contrast improvement stages.  
Optical parametric chirped-pulse amplification (OPCPA) [10] was proposed as a 
preamplification technique for the front end of large, petawatt-class Nd:glass laser systems 
because of its manifold advantages [11]. In OPCPA, optical parametric generation (OPG) 
plays a role analogous to ASE in laser amplification. Since OPCPA involves an instantaneous 
transfer of power from a pump pulse to the amplified signal pulse, OPG is generated only 
during the pump–pulse duration. Lower prepulse energy can be achieved for target 
experiments with OPCPA, given that OPCPA pump pulses are only a few nanoseconds or 
less. Theoretical predictions that OPCPA should achieve higher contrasts [12] than laser 
amplification have been controversial [13], although a measured OPCPA contrast of 78 dB for 
nanosecond time scales has been reported [14].  
In this paper, we report on the experimental characterization of the picosecond-scale 
temporal contrast of an OPCPA system operating at 1054 nm [15]. In Sec. 2, we theoretically 
estimate the temporal contrast for an OPCPA system based on lithium triborate (LBO) as well 
as a Ti:sapphire regenerative amplifier. In Sec. 3, we describe the experimental setup for 
measuring the contrast of a compressed pulse amplified by OPCPA and, in Sec. 4, present the 
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first direct measurement of high-dynamic-range temporal contrast of a 20-mJ pulse amplified 
using OPCPA. In Sec. 5, we compare our OPCPA results to the reported temporal contrast of 
a Ti:sapphire regenerative amplifier [16] and also compare the contrast limitations of 
each system. 
2. Theoretical contrast of parametric and regenerative amplifiers 
The level of parametric fluorescence in an optical parametric amplifier can be evaluated by 
assuming one photon of noise per mode and per time unit at the input of the amplifier and 
summing all amplified contributions over the relevant spectral and angular windows [17]. To 
calculate the contrast, only the OPG that filters through the OPCPA system should be 
considered. This corresponds to the OPG emitted “on axis” with a spectrum included in the 
spectral bandwidth of the system. In such conditions, the OPG intensity emitted through the 
system is given by 
 
2 2
OPG sys sys2
1
sinh ,
2
c
c c
n c
I Lω θ γ
ν λ
= Δ Δ  (1) 
where Δωsys is the spectral bandwidth of the system, Δθsys is the divergence half-angle, and 
nc, νc, and λc are the index, group velocity, and wavelength of the fluorescence 
complementary wave, respectively. Equation (1) is valid only for the unsaturated 
amplification case, which provides a lower limit when significant pump depletion occurs. In 
addition, it is assumed that OPG emission is uniform across the considered spatial and spectral 
windows, which can be verified in Fig. 1, which shows the OPG power as a function of the 
wavelength and interaction angle for an LBO crystal cut for slightly noncollinear interaction. 
The yellow square represents the projection of the system’s angular and spectral windows and 
is included in an area of uniform OPG power. 
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Fig. 1. Calculated relative OPG power of an LBO as a function of the internal noncollinear 
emission angle and emission wavelength. The yellow square represents the spectral and angular 
acceptance of the laser system. 
 
The solid angle of the system accepts as a lower limit the divergence of the amplified 
beam (Δθsys ~ λ/ω0), but this limit is not easily reached for practical reasons. The spectrum of 
the OPG filtered by the system (laser amplifier, compressor) is more or less naturally matched 
to the amplified pulse spectrum [Δλs ~ λ2/(Δtsπc)], so, in the following, we assume Δλs = 
Δλsys. For a nearly degenerate configuration, a spectral width that is small compared to the 
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wavelength and a system bandwidth that matches the OPCPA spectral width, Eq. (1) can be 
approximated as  
 
2 2
OPG sys2
1
sinh .sI Lω θ γλ
= Δ Δ  (2) 
To compare the OPG level to the signal level in terms of measurable input quantities, it is 
convenient to express the fluxes of OPG and signal photons. Assuming a pump pulse with a 
top-hat profile both in space and time, with area S, the equivalent flux of OPG photons 
emitted on axis is given by 
 
2 2
OPG sys2
1
sinh .s S Lω θ γλ
Φ = Δ Δ  (3) 
When spectral gain variations can be neglected, the flux of amplified and compressed 
OPCPA signal photons is given by 
 
2
signal sinh ,s
s s
E
L
t
γ
ω
Φ =
Δ 
 (4) 
where Es is injected signal energy, Δts is the ultimate pulse duration, and ωs is signal 
pulsation. Assuming perfect spatial and temporal overlap of the amplified OPCPA signal and 
OPG fluxes, the pulse contrast is then given by 
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ΔΦ
= ≈ Δ ⋅Δ
Φ
 
 (5) 
This formulation of the pulse contrast can be understood as the product of three terms: the 
inverse of the number of injected photons, a term that characterizes the spatial discrimination 
between signal and OPG, and the time–bandwidth product of the recompressed pulse. Since 
Fourier-transform-limited pulses and good optical beam quality have been demonstrated with 
this OPCPA system [11], the theoretical limit for OPCPA pulse contrast is given by the 
number of injected photons.  
In the case of an OPCPA injected with 0.6-nJ pulses, an OPCPA beam cross section of 
3.4 mm2, a 1054-nm central wavelength compressed to 400 fs, and a compressor bandwidth of 
10 nm, the contrast of a beam of 1-mrad divergence equals 82 dB when Eq. (5) is used. 
The ASE from a regenerative amplifier also originates from the same quantum noise (one 
photon per mode), and its power can be found in Eq. (3) of Ref. 13. The contrast can then be 
calculated from this formula and expressed in a form similar to Eq. (5) 
 ( )
bd
1
8
s
s s
s
SC t
E
ω
ω
π ω τσ
Ω
= Δ ⋅Δ   (6) 
where Δω is the spectral bandwidth of the regenerative amplifier, ωbd is the effective 
bandwidth of the fluorescence spectrum (~200 nm), ħωs is the signal photon energy, σ is the 
stimulated emission cross section, τ is the lifetime of the metastable level, S is the area of the 
beam in the laser gain medium, and Ω is the small solid angle in which fluorescence is 
collected. Es and Δts stand for the energy and time duration of the injected pulse. For a TEM00 
mode, the product of the beam area by the divergence of the beam is SΩ = λ2/n2: 
 ( )
2
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Equations (5) and (7) both show a dependency on the number of injected photons; 
however, with OPCPA, this number is close to the available seed photons, while injection into 
a regenerative amplifier depends on many parameters and cannot easily be optimized. For the 
numerical application, the bandwidth of the Ti:sapphire regenerative amplifier operating at 
1057 nm considered in Sec. 5 is 7 nm and limited by the transmission of the intracavity 
polarizer. The effective excited state lifetime τ is 2.8 μs. Despite careful mode matching, the 
fraction of energy effectively coupled to the Gaussian TEM00 mode of the cavity within the 
bandwidth of the regenerative cavity is estimated to be 20%, at best; therefore, the seed 
energy Es does not exceed 80 pJ. With these parameters, the expected contrast for the 
regenerative amplifier is 74 dB.  
3. Experimental setup 
Figure 2 shows a schematic of the experimental setup, but a more detailed description of the 
OPCPA system can be found in Ref. 11. A Nd:glass mode-locked oscillator (GLX-200, 
Time-Bandwidth Product) generates 220-fs, 1.7-nJ pulses at a repetition rate of 76 MHz and a 
wavelength of 1053 nm. The short pulses are temporally stretched in an Öffner triplet 
stretcher [18] by a stretch ratio of 300 ps/nm. The stretcher offers a spectral bandwidth 
slightly greater than 8-nm FWHM with an energy transmission efficiency of approximately 
40%. The stretched 2.4-ns pulse is then sent to the OPA stage for amplification, which is the 
two-crystal preamplifier described in Ref. 15. 
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Fig. 2. Experimental setup of the OMEGA EP front-end prototype. 
 
The seed beam is up-collimated to 2 mm (FWHM) to create a good overlap between the 
pump beam and the seed beam in the OPCPA crystal. Because of the instantaneous nature of 
parametric amplification, we use a 2.5-ns-long, top hat pump laser [19], running at 5 Hz, to 
provide a uniform gain across the pumped area in space and time, allowing for high 
conversion efficiency, without spatiotemporal effects. The amplifier uses two 29.75-mm-long 
lithium triborate (LBO) crystals in a walk-off compensated configuration and cut for nearly 
collinear, degenerate interaction. The pump beam is 2.2 mm in diameter, and its energy can be 
tuned to reach saturation of the parametric process, typically with 100-mJ pump pulses, at a 
pump laser intensity of 1 GW/cm2. With this amplifier, the measured gain exceeds 103 per 
crystal, and the output energy, after the two crystals, is greater than 20 mJ, leading to an 
overall gain of 3 × 107. The pump and seed beams are slightly noncollinear to allow for 
separation of the idler and signal beams. At nominal pumping power, the energy balance of 
the system defined at the sum of the idler, signal, and transmitted pump energy equals 90% of 
the input pump energy, indicating that 10% of the energy is either absorbed, reflected, or 
dissipated in form of OPG in the nonlinear crystals.  
After amplification to 20 mJ, about 10% of the energy is sent through a diagnostic 
compressor. The 2-mJ pulse compresses to within 7% of the theoretical limit in the folded 
two-grating compressor, and the high-dynamic-range temporal profile shown in Fig. 2 is 
measured using a third-harmonic cross-correlator (Sequoia, Amplitude Technologies). The 
10-mm-wide beam is not imaged throughout the compressor and undergoes an ~8-m 
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free-space propagation before entering the cross correlator. The beam is not focused into the 
correlator crystal, and we can suppose that the entire beam participates in the measurement 
(no aperturing occurs). 
The cross-correlation trace presented in Fig. 3 shows typical experimental data. The noise 
level of the cross correlator is assessed by blocking each of the arms of the apparatus during a 
scan. When the 2ω channel is blocked, as shown in Fig. 2, the noise level of –87 dB is higher 
than when the 1ω arm is blocked or when the input beam is totally blocked. In that case, the 
noise level drops to –110 dB, which is the detection noise floor. The noise floor of the cross 
correlator is apparently limited by self-third-harmonic generation of the 1ω arm due to 
scattering of the beam to a dynamic range of –87 dB. 
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Fig. 3. 3ω cross-correlation trace recorded after the diagnostic compressor. On the 
measurement trace, the dips show the instrument noise floor, when the 1ω and 2ω 
arms of the cross correlator are blocked. 
 
4. High-dynamic-range OPCPA contrast measurements and analysis 
Four distinct regions of contrast can be identified in the compressed OPCPA pulse temporal 
profile shown in Fig. 3: a transform-limited pulse, a pedestal divided into two regions with 
different slopes, and a constant pedestal for delays greater than approximately 100 ps before 
the main pulse. The Fourier-transform-limited, 400-fs pulse is characterized by a contrast of  
–27 dB, and a slight asymmetry of the pulse is observed. A slower decrease of the pulse 
intensity is observed in the region between 2 ps and 25 ps before the pulse with a slope of 
10 dB per 15 ps, while the pulse intensity decreases even slower with a slope of 10 dB per 
25 ps in the range of –25 ps to –100 ps. At this point, the temporal contrast reaches a steady 
value around an average of –79 dB up to the maximum range of the measurement window at  
–170 ps.  
The mode-locked seed oscillator contributes to part of the slow-rise-time pedestal. The 
seed pulses were characterized using a scanning, noncollinear, second-order autocorrelator 
with a maximum dynamic range of ~60 dB, which is mostly limited by scattering effects in 
the frequency-doubling crystal. The result of the autocorrelation trace is superimposed on the 
OPCPA cross-correlation trace in Fig. 4(b). These two plots were not recorded 
simultaneously, but they both exhibit a pedestal with a similar slope between +20 ps and  
–20 ps, although the pedestal levels are different. We later found that the oscillator pulse 
pedestal is present when the oscillator spectrum is tuned toward 1053 nm to match the central 
wavelength of LHG8 Nd:glass, as required for injection of a petawatt-class laser. When the 
oscillator central wavelength is allowed to shift to 1055 nm and above, we experimentally 
verified that this pedestal disappears. Moreover, when monitored over time, the level of the 
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pedestal varied during the day. This shows that part of the pedestal seen in the OPCPA output 
pulse is likely to have been present before amplification and should not be attributed to an 
effect arising during the parametric amplification. This slow rise time of the temporal 
intensity of pulses produced by a mode-locked oscillator using a SESAM has been reported 
before [20] and corroborates our observations. 
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Fig. 4. (a) Third-order cross correlations show the measured maximum contrast of –79 dB for a 
compressed OPCPA pulse for times greater than ~100 ps before the main compressed pulse. 
For comparison, the maximum contrast measured for a comparable Ti:sapphire regenerative 
amplifier [16] with the same instrument is –70 dB. (b) A higher-resolution cross-correlation 
signal of the OPCPA pulses (blue line) shows three additional regions of contrast. The contrast 
of the transform-limited pulse is limited to –27 dB, while two additional pedestal regions are 
observed with different slopes. The slope (10 dB per 15 ps) of a second-order autocorrelation 
signal of the mode-locked oscillator (black dots) is consistent with the first observed pedestal, 
which indicates it might be limited by the performance of the seed pulse. 
 
The –100-ps to –25-ps region of the slow-rise-time pedestal, before the pulse, is consistent 
with OPCPA contrast degradation resulting from temporal noise on the OPCPA pump pulse 
[21]. This high-frequency temporal noise is transferred to the OPCPA spectrum of the chirped 
pulse, which causes poor recompression on a picosecond time scale. Further investigation is 
required to fully evaluate and confirm this contrast degradation mechanism.  
The level of the background signal was monitored daily over one week and, again, 
one month later and showed a constant value. No specific spatial filtering was applied to the 
OPCPA beam, nor was it image relayed to the correlator. However, when the beam was 
apertured in the compressor, we saw a decrease of the measured noise floor to values between  
–86 dB and –89 dB. As this is very close to the detection limit of the apparatus, the data are 
not quantitatively reliable. However, this would tend to verify that by reducing the second 
term in Eq. (5), which is the allowed propagation solid angle, one can improve the contrast. 
5. Comparison with regenerative amplification 
A direct comparison of contrast achieved with equivalent OPCPA and regenerative 
amplification performance highlights several of the advantages of OPCPA. The LULI 
100-TW laser front end uses a regenerative amplifier that performs similarly to our OPCPA 
setup. In this setup, a commercial Ti:sapphire mode-locked oscillator (Tsunami, 
Spectra-Physics) delivers 100-fs (FWHM) pulses at 1057-nm pulses with a bandwidth of 
12 nm at a repetition rate of 82 MHz. Pulses are stretched in an Öffner triplet stretcher to 1 ns. 
The energy of the stretched pulses is 0.5 nJ, which is practically identical to the OPCPA seed 
injection level described in Sec. 4. Selected pulses are injected into a Ti:sapphire regenerative 
amplifier pumped by a frequency-doubled Nd:YAG laser (SureLite, Continuum) and 
amplified to 2 mJ with a 10-Hz repetition rate. Gain narrowing reduces the bandwidth of the 
amplified pulses to 5 nm. A pair of gratings is used to recompress the pulse to 350 fs and 
characterized using the same high-dynamic-range cross-correlator, as shown in Fig. 4(a). The 
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temporal contrast behavior for regenerative amplification differs significantly from that 
measured for the OPCPA system. A pulse pedestal extending ~20 ps before and after the peak 
of the compressed regenerative amplifier pulses is attributed to residual spectral phase. This 
pedestal drops to a steady contrast level of –70 dB, which agrees well with the theoretical 
estimate for ASE discussed in Sec. 2. Although the cross-correlator measurement is limited to 
~100 ps before the pulse, this ASE pedestal is expected to extend over several nanoseconds 
corresponding to the pump laser pulse length.  
The measured background ASE level for the regenerative amplifier is 10 dB higher than 
the OPG-limited background measured for the OPCPA system, which agrees well with the 
theoretical predictions and shows that pulse contrast is primarily differentiated by the 
efficiency of coupling seed energy into the amplification system. Given the simpler 
experimental setup, achieving high contrast is more straightforward with OPCPA than 
regenerative amplification because cavity mode-matching is more stringent than simple 
spatial and temporal pulse-overlapping. 
6. Conclusion 
We report the first high-dynamic-range temporal measurements of an optical pulse amplified 
by OPCPA on a picosecond time scale and compare them with results obtained for with 
regenerative amplification. Our results show a –79-dB noise floor for OPCPA that is limited 
by OPG and is in good agreement with theoretical estimates, but an approximately 100-ps 
temporal pedestal was observed that is consistent with measurements reported in Ref. 21. On 
a nanosecond scale, OPCPA offers approximately 10-dB-better contrast than classical 
regenerative amplification, primarily due to better coupling of seed pulses into the 
amplification system.  
Some solutions should be tested to improve the contrast of pulses amplified by OPCPA. 
First, the use of an OPCPA preamplifier stage, strongly spatially filtered, should improve the 
contrast as close to the theoretical limit as possible, and, second, the use of high-energy seed 
lasers, as was recently demonstrated, would improve the signal-to-noise ratio by 20 dB. With 
these two steps, it should be possible to improve the contrast of pulses amplified by OPCPA 
to –110 dB or –120 dB. 
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Abstract:  We have developed a simple detection scheme that uses an 8-bit 
CMOS camera and spans over 60-dB dynamic range. By use of noise 
reduction techniques, the 8-bit CMOS camera yields a 40-dB dynamic-
range signal, which is further increased by 20 dB by making a replica of the 
signal beam on another part of the detector chip. We have experimentally 
validated this scheme in a scanning and a single-shot autocorrelator. 
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1. Introduction 
The development of modern high-energy petawatt laser systems around the world [1, 2] is 
made possible by applying the chirped-pulse-amplification (CPA) technique [3] to systems 
with a large number of amplification stages. After the last stage of amplification, the stretched 
pulse is usually compressed to sub-picosecond durations before being sent to the experimental 
area. The adjustment of a compressor with meter-size optics requires an efficient and versatile 
temporal diagnostic that should be able to work in single-shot mode and at low energy during 
the alignment of the compressor. Indeed, two temporal parameters are important during the 
compressor adjustment: the pulse duration which is directly related to the achievable on-target 
peak intensity and the pulse pedestal. In particular the pulse pedestal has received a growing 
interest because temporal contrast [4, 5] is crucial for most applications of high-peak power 
laser pulses.  
Many devices have been developed to allow the measurement of pulse durations either 
directly [6] or indirectly through a retrieval algorithm [7] in scanning as well as in single-shot 
modes [8-10]. Since pulse contrast was of lesser importance and compressor adjustment easy, 
the dynamic range performance of such devices was never optimized, leaving the high-
dynamic-range measurement to the tedious 3-ω scanning cross-correlator. However, 
investigating the temporal behavior of pulses amplified by new techniques such as OPCPA 
[11] as well as the complex alignment of compressors with meter size gratings require the  
development of a device with a high-dynamic range and the capability of single-shot 
operation.  
A standard non-collinear autocorrelator offers a dynamic range which spans over several 
10’s of dB [12-15], theoretically limited by background photon noise from self-doubled 
scattered light. Experimentally, this limit is not easily met by lack of a simple detector scheme 
matching that dynamic range. For the detection scheme, the main challenge resides in 
achieving analog-to-digital conversion (ADC) with the required bit depth.  
In this paper, we experimentally demonstrate a simple detection scheme that can be 
applied to a cross-correlator setup and improves its dynamic range by several orders of 
magnitude. To achieve the required bit depth, we use a detector array, as a massively parallel 
measurement device. Detector arrays, whether Charged Coupled Device (CCD) or 
Complementary Metal Oxide Semiconductor (CMOS), are now available in large array sizes 
that exceed 1k x 1k pixels. When collectively used for measuring a single value, an 8-bit 1k x 
1k detector array offers virtually 28 bits of detection. However, such a measurement is only 
beneficial if the signal-to-noise ratio of the unit pixel can be improved through the collective 
use. Therefore, the first part of the paper addresses the increase of the signal-to-noise ratio, 
which is done along two axes: the first method increases the signal by modulation of the 
signal intensity such that the detector scans the signal; the second one uses averaging to 
reduce the noise. Since single-shot operation is required, these operations need to be 
performed in parallel on the same detector array. The second part of the paper reports on the 
experimental implementation of the scheme, as the detection for both scanning and single-shot 
autocorrelators, where one reaches 57-dB and 60-dB dynamic range respectively, matching 
the theoretical dynamic-range limit of such devices.  
2. Method and predictions 
The signal modulation is implemented by use of an uncoated wedge with a reflectivity of  
0.18 % at 527 nm, in order to generate a replica of the beam with a reduced intensity on the 
detector array. The wedge creates a large number of beam replicas, all separated in intensity 
by the same factor. When two signals are analyzed simultaneously, this gives an additional 
dynamic range of 27 dB; when three signals, the increase in dynamic range is 54 dB. 
However, the blooming effect that appears on the CCD signal, when one area is highly 
saturated, is a technical limitation that makes CCD impractical. The CMOS detector is less 
sensitive to blooming making it more appropriate for the detection scheme. For experimental 
reasons, we only used a single replica and therefore our signal gain is limited to 27 dB. 
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 However, it has been reported that CMOS suffers more from noise than scientific CCD 
cameras [16], and careful noise reduction has to be performed. The noise reduction is based 
on the averaging technique, but this can only be achieved efficiently when one understands 
the noise contribution to the signal. The noise can be attributed to two sources: a local 
contribution σpix and a contribution σcorr correlated across the detector array:  
corrpixnoise σσσ +=                                                   (1) 
The correlated noise, due to fluctuations of external factors, does not benefit from 
averaging out. The relative weight of the two terms σpix and σcorr can be analyzed from the 
graphs in Fig. 1. The graph (a) shows the average pixel value for two different 250 x 250 pixel 
areas on the CMOS detector chip (Basler A622f camera) recorded simultaneously as a 
function of the frame number. The second area plot has been offset to increase the visibility of 
the two plots. The correlated noise is responsible for the correlated evolution of the signals, 
while the pixel-to-pixel noise characterizes the difference. At first sight, it is clear that the 
correlated noise dominates the signals. Fig. 1(b) shows the standard deviation of the averaged 
signal counts, for 1000 frame series, as a function of the pixel number. The log-log plot shows 
the theoretical limit that is expected from a purely random pixel-to-pixel noise, following the 
“square root” law. Two types of noise are plotted: first the standard deviation for a single 
averaging area, and second the standard deviation for the difference between two areas within 
the same frame (labeled “referenced area” on the plot). Both plots follow the “square root” 
law for small areas below 10. The benefit from the averaging techniques is clear as the noise 
reduction is then 10 dB. However, the referenced area method is more efficient for square 
areas larger than 10 pixels. While a steady state at 12 dB noise reduction is reached for the 
single-area method, the noise is further decreased when the signal area is referenced to 
another non-illuminated area of the same frame. For the 250 x 250 pixel square area used later 
in the paper, the noise is reduced by 18 dB, only 3 dB above the theoretical limit. 
 
 
Fig. 1. (a). Noise measurement from two independent 250 x 250 pixel areas of the CMOS chip 
(, where the second area plot has been offset) shows the possibility to increase the S/N ratio of 
the camera using an online background reference from a non-illuminated part of the chip. (b) 
Measurement of the noise dependence from the area size (the 1000 frames statistics): for single 
signal area (purple) and for signal area after a background subtraction of the 250 x 250 pixel 
reference area (green). Red line shows the theoretical limit in the case of purely random pixel-
to-pixel noise. 
 
As a conclusion, averaging does not help beyond 10 x 10 pixels areas, unless the 
correlated noise is removed from the frame by utilizing a reference area within the chip. 
Practically, this corresponds to removing a background term calculated from an unilluminated 
area (the reference area), scaled by a calibration factor calculated from a dark calibration 
frame. In such a case, the processed signal Sp will be: 
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where S, S0, Sr and Sr0 are the signal, the signal of the dark calibration frame, the reference 
signal and the reference signal of the dark calibration frame, respectively.   
This noise reduction, provided it yields a noise at the 0.017 count level, is greatly 
improving the dynamic range of the CMOS detector. By assuming that the signal fully fills 
the 255 counts of the detector, the signal-to-noise ratio equals 42 dB. The addition of the 
replica technique as described above will extend the dynamic range by 27 dB, adding up to a 
total theoretical dynamic range of 69 dB, if a 250 x 250 pixel detection area is used. 
3. Experimental setup and results    
Fig. 2 shows a schematic of the experimental setup implemented for the scanning and the 
single-shot autocorrelators. The details of each autocorrelator scheme are out of the scope of 
this paper and can be found elsewhere [8-10,17]. In both cases, the detector is an 8-bit CMOS 
camera - Basler A622f - and the signal is magnified to cover a large area of the chip. 
 
 
Fig. 2. Experimental setup for the (a) scanning autocorrelator and (b) single-shot 
autocorrelator: CL - cylindrical lens, BS – beam splitter, M - mirror, BBO - nonlinear crystal, I 
- iris, W - wedge, L - lens, F - filters (ND, BG39).  
 
In addition the 1° uncoated wedge is located into the setup, creating a beam replica shifted 
on the camera [Fig. 3(a)]. Fig. 3(b) shows an example of the resulting camera image with the 
three different areas used for the detection. In the case of the single-shot autocorrelator, a 
cylindrical lens, located in front of the setup, is used to control the size of the autocorrelation 
trace in the vertical direction and therefore prevent cross-talk between the main and replica 
signals on the CMOS chip. 
 
Fig. 3. (a). Using a 1° uncoated wedge a signal replica with an intensity decrease of a factor of 
0.0018 is created. (b) CMOS camera image (of the single-shot autocorrelator) showing the 
three areas used for the signal retrieval. 
 
#79388 - $15.00 USD Received 24 Jan 2007; accepted 23 Mar 2007; published 20 Apr 2007
(C) 2007 OSA 30 Apr 2007 / Vol. 15,  No. 9 / OPTICS EXPRESS  5442
2. TEMPORAL CONTRAST 2.5. PEER-REVIEWED ARTICLES
49
The detection scheme of the scanning autocorrelator has been validated by measuring the 
autocorrelation signal from a 150 fs, 300 mW, 76 MHz Ti:sapphire oscillator running at   
1053 nm. Fig. 4 shows the results in three different signal retrieval methods. In all cases, the 
signal is averaged over 10 frames. In the first case, the signal is determined by recording the 
value of a single pixel without image replica. This autocorrelation trace shows a dynamic 
range of 27 dB, which is mostly due to the average over 10 frames. The second trace shows 
the result when the image averaging is performed, but the replicated signal not used. In this 
case, the dynamic range is increased to 37 dB. The third trace shows the measurement with 
the replica beam used and yields a dynamic range equal to 52 dB. In this case, the limiting 
factor comes from the SHG light scattered in to the camera. If one considers the detection 
noise floor, when the input beam is blocked, the value is 57 dB as shown in Fig. 4.  
 
 
Fig. 4. Autocorrelation signals of the scanning autocorrelator (averaged over 10 frames) for 
three different detection schemes: (green) the signal is retrieved from a single pixel, (blue) the 
signal is averaged over a 250 x 250 pixel area, (red) the full detection scheme is used.  
 
The prediction stated that the detection background would be 69 dB. Experimentally, we 
measure a noise background of 37-dB without the replica and 57-dB with the replica. This 
shows that the noise reduction done by Eq. (2) does not fully remove the noise from the signal 
and thus explains for the loss of 5 dB. The second experimental limitation is the available 
power from the laser that does not allow the replica to fully use the 8-bit dynamic range of the 
camera. Instead, only 20-dB are used, at best.  
Similar results were obtained with the single-shot autocorrelator. The light pulse under 
study originated from the same Ti:sapphire oscillator running at 1053 nm. However, the pulse 
energy was too low for a direct measurement; and the pulse was thus amplified in a chirped-
pulse amplifier before the measurement. After stretching the pulse to 3 ns, its amplification to 
5 mJ and the recompression to ~ 500 fs, only ~ 125 μJ were required for the measurement.  
Blurring is not totally absent in the CMOS detector. In particular, the area located in a 
vertical line of the saturated area exhibits a measurement artifact. For this reason, the replica 
peak center is shifted horizontally to the side of the chip, as shown in Fig. 3(b). Calibration is 
easily done in two steps: first for background removal, second for relative peak position 
assessment. The signal being mapped along one direction, the background referencing is done 
pixel by pixel rather than globally. Although more CPU intensive, this seems to be more 
efficient in the background removal as it can be seen later. The raw signal is obtained by 
binding the pixels along the vertical direction. The mapping of time delays along one direction 
of the chip means that the number of pixels used for the signal measurement is not as large as 
in the case of the scanning autocorrelator. To mitigate this effect, a temporal convolution of 
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the raw signal is operated to reduce the pixel noise. We limit the correlation window to 100 fs 
to avoid signal broadening. Fig. 5 shows a typical measurement plot. The autocorrelation peak 
was offset in order to offer a 20-ps temporal window. After a sharp 30-dB decrease of the 
intensity in 5 ps, the signal exhibits a slow decrease of 10 dB in the following 15 ps. This 
behavior was not expected and is attributed to a large spectral clipping in the pulse stretcher. 
We checked that this is not a measurement artifact by blocking one and then the other arm of 
the autocorrelator to look for self SHG from each arm, which was absent. The time delays 
beyond 20 ps are mapped outside the SHG crystal area and show the detection background 
noise, around 60 dB. 
 
 
Fig. 5. Autocorrelation signal of the single-shot autocorrelator using the full detection scheme. 
The sharp edge on the right shows clearly a cut off caused by the limited crystal size. 
 
The average number of pixel used for a single-point measurement is 150, which is 400 
times less than used for the prediction. From the plot on Fig. 1(b), a 9-dB reduction can be 
expected. So the prediction for the single-shot autocorrelator is a 60-dB dynamic range, which 
is the experimental value. For this setup, the amplified pulse energy allows to make full use of 
the total dynamic range of the detector. So, by setting the maximum count value for the 
replica beam above 200 counts, the loss from the maximum range is lower than 1 dB. In 
addition, background removal seems more efficient than in the scanning autocorrelator so the 
background noise of the signal without replica is equivalent, although a smaller number of 
pixels are used.  
4. Conclusion 
In this paper, we have shown that by using the collective response of the individual pixels of a 
CMOS detector, one can greatly improve the dynamic range of a standard autocorrelator 
setup. We have demonstrated that a standard off-the-shelf low-cost 8-bit detector yields up to 
60-dB-dynamic-range temporal measurement of short pulses.  It is not clear that the use of a 
detector with a higher bit depth ADC would improve our results; we believe instead that the 
careful selection of a low noise detector is the solution to improve the result further. In our 
case, the maximum signal-to-noise ratio of the camera equals 24 dB but other devices can 
probably exceed this, improving the available dynamic range of this scheme. Although the 60-
dB dynamic range does not totally reach the level required for characterizing high-contrast 
pulses, we have found the autocorrelator an easy-to-use tool for the alignment and early 
diagnostic of our system.  
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Temporal contrast control at the PHELIX petawatt laser facility
by means of tunable sub-picosecond optical parametric
amplification
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Abstract We report on the development of a preamplifier
module for temporal contrast enhancement and control at
petawatt-class lasers. The module is based on an ultrafast
optical parametric amplifier (uOPA), which produces
temporally clean pulses at the 60 lJ level for seeding a
chirped pulse amplification (CPA) system, namely the
petawatt facility PHELIX. The amplifier module allows for
gain reduction in the following amplifiers, resulting in an
attenuation of amplified spontaneous emission (ASE) by
more than 4 orders of magnitude. Since the ASE of a CPA
system linearly depends on the seeding energy, we were
able to demonstrate a continuous variation of the temporal
contrast by tuning the gain of the uOPA.
1 Introduction
In the last 10 years, ultra-high-intensity lasers have become
widely spread in laboratories around the world. With the
ever-increasing achievable on-target intensities, the tem-
poral contrast of such lasers has recently been brought to
the foreground of laser development preoccupations. Ul-
trashort laser pulses are traditionally amplified using the
chirped pulse amplification (CPA) technique [1] or optical
parametric CPA [2]. Both techniques suffer from an
intrinsic temporal pedestal on the nanosecond timescale
[3]. In general, the energy of the pulses effectively seeding
the amplifier is in the sub-nanojoule range, and the corre-
sponding signal-to-noise ratio after amplification reaches
typically 106–108 depending on the seed coupling effi-
ciency. Moreover, since the pulse is stretched during the
amplification process, fast optical switches like Pockels
cells (PCs) cannot be used to discriminate between the
coherent pulse and its pedestal at this stage, while this
becomes very complicated after the laser pulses have been
re-compressed.
At the same time, the requirements of recent solid target
interaction experiments on the temporal contrast become
more and more specific. While for several lately proposed
experiments like probing ion acceleration mechanisms with
thin targets in the sub-micrometer range [4, 5], a high
temporal contrast is mandatory to ensure that the target is
not destroyed by a prepulse or pedestal; for others, a certain
preplasma at the target surface is favorable. Depending on
the scale length of the preplasma, different laser absorption
mechanisms may dominate resulting in different efficien-
cies of coupling laser energy into the target. Additionally,
ponderomotive and relativistic self-focussing might occur
in the preplasma, changing the maximum achievable
intensity. Hence, the optimum preplasma strongly depends
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on the application, and an adjustable contrast level is
desirable for a user laser facility.
It was demonstrated in 1998 [6] that the amplified
spontaneous emission (ASE) in CPA lasers could be sup-
pressed by injection of a clean seed pulse at the microjoule
level. By now, a high temporal contrast level is typically
achieved by the step-wise approach of temporal pulse
cleaning during amplification [7]. In this scheme, the laser
pulse is amplified to the millijoule level in a first stage of
the laser using a first CPA arrangement and temporally
filtered using nonlinear techniques. The resulting pulse has
similar properties to the oscillator pulse but, at an energy
level many orders of magnitude higher, so that the signal-
to-noise ratio of the second stage of amplification is much
more favorable. One particular implementation of the
double CPA concept uses nonlinear cleaning based on
crossed wave polarization [8], and it is now widely used in
titanium-doped sapphire CPA laser systems around the
world. Unfortunately, the double CPA concept turns out to
be very unpractical for petawatt-class lasers based on
Nd:glass or Ytterbium-doped amplifiers because the cor-
responding stretcher and compressor are very bulky, even
in the front end of the laser. For this reason, Dorrer et al.
[9] proposed an alternate method based on direct amplifi-
cation of the oscillator pulses in an ultrashort optical
parametric amplifier (uOPA). More recently, this method
has also been successfully applied to a Ti:sapphire-based
CPA system [10] showing its versatility. Because of the
instantaneous nature of the parametric process, the signal-
to-noise ratio of the laser oscillator is not degraded outside
of the amplification time window, which can be very short.
Ideally, the pump pulse used for the uOPA should be
shorter than 1 picosecond to avoid plasma expansion on the
picosecond scale. But unfortunately, in previous work [9,
11], the pump pulse was generated by direct amplification
of a short pulse in a diode-pumped Nd:YLF laser, and the
achievable pulse duration was limited by the bandwidth of
the amplification material to more than 5 ps.
In this paper, we demonstrate that the simultaneous
operation of an uOPA together with a linear regenerative
amplifier allows for continuous tuning of the temporal
contrast in a petawatt-class laser. One inherent advantage
of our approach is that the pump pulse is generated using a
diode-pumped Yb-doped amplifier that has enough band-
width to support sub-picosecond laser pulses as dictated by
solid target interaction experiments. In addition, the
requirement on the temporal quality of the pump laser in
the uOPA is not as high as for the double CPA scheme,
which allows for using a compact and cost-effective
stretcher/compressor setup based on a single chirped vol-
ume Bragg grating (VBG). Finally, with VBGs available at
larger sizes and laser diode-pumped Ytterbium amplifiers
nowadays reaching the 1 J level, the scheme is fully scal-
able to higher contrast levels. This paves the way for
pedestal-free pulses at even higher intensities.
2 Temporal contrast at the PHELIX laser facility
The uOPA was developed and optimized to be applied as a
pulse cleaner at the PHELIX [12] short-pulse laser system.
The system uses the technique of CPA to deliver pulses
with minimum duration of 400 fs, maximum energy of up
to 250 J at a repetition rate of one shot every 90 min. With
a F2-parabolic mirror, the beam can be focused down to
reach maximum intensities of up to 2 9 1021 W/cm2. This
requires a good contrast to prevent ionization of targets
prior to the main pulse.
In order to understand the contrast deterioration, one has
to consider generation and build-up of the high energy
pulses in the system. Like in all conventional petawatt-
class laser systems, the high energy level is achieved by
using a multi-stage amplification chain (see Fig. 1).
A Ti:sapphire-based short-pulse oscillator (Mira 900,
Coherent) provides 100 fs pulses at a nanojoule energy
level with a repetition rate of 72 MHz. The spectrum of the
pulses is shown in Fig. 3a. Even though the laser medium
is Ti–sapphire with a maximum cross section around
800 nm, the spectrum is shifted to 1,053 nm to match the
cross section of the subsequent glass amplifiers. Without
the contrast-boosting uOPA, these pulses first go to a
grating stretcher where they are stretched by a factor of
190 ps/nm to a duration of 2.4 ns. Then, two successive
regenerative Ti–sapphire amplifiers, both working at
fs oscillator
Mira
stretcher linear regenerative
amplifier
ring reg.
amplifieruOPA
uOPA
pump
Nd-glass
pre-amplifier
Nd-glass
main amplifiercompressortarget chamber
250 J400 fs
10 W/cm21 2
1-2 J
20 mJ    10 Hz
100 fs, 2 nJ
72 MHz, 1053 nm
optional module for
contrast improvement
test compressor
Fig. 1 The PHELIX short-
pulse laser system
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10 Hz, deliver pulses with energies above 20 mJ. One of
these pulses is then further amplified up to 250 J by two
Nd:glass amplifiers and finally recompressed to 400 fs
using a grating compressor. In addition, a 30-cm diameter
faraday rotator protects the system against back-reflected
light, and four isolation stages based on PC pulse pickers
are used to eliminate prepulses and the ASE on the nano-
second timescale.
The contrast, in the context of this paper, is defined by
the ratio of the main pulse intensity to the intensity of the
background radiation of the system. This is linked to the
more general problem of signal-to-noise ratio in quantum
amplifiers. Here, in the temporal range of some tens of ps
up to 1.5 ns before the pulse, the noise is due to ASE which
cannot go below the quantum noise level. Therefore, our
approach aims for increasing the signal to improve the
contrast. This can be accomplished directly after the short-
pulse oscillator.
Other contrast-deteriorative factors, such as spectral
clipping, or phase noise in the CPA process, or generation
of pre- and postpulses due to multiple reflections, are not
addressed by the uOPA and must be considered separately.
3 Setup of the uOPA
A main challenge of the uOPA is the generation of a pump
pulse which fulfills the following requirements: a duration
of not more than one picosecond, as well as a low temporal
jitter between the pump and signal pulses. An additional
demand for the pump laser is a setup as compact as pos-
sible to be suitable for the PHELIX system. The setup of
the uOPA is shown in a schematic in Fig. 2. In our reali-
zation, both pump and signal pulses originate from the
same oscillator in order to account for the low jitter
requirements. By using a 50:50 beamsplitter, half of the
beam directly propagates to the beta barium borate (BBO)
crystal, where it is amplified in the OPA process. A
motorized delay line is used to temporally overlap the
seed with the pump pulse. The other part is amplified in a
compact CPA system and serves as the pump pulse in the
OPA. First, the pulse is stretched to 300 ps after being
reflected in a VBG (OptiGrate Corp.). This VBG was
designed to reflect a 5-nm bandwidth pulse centered at
1,040 nm. The central wavelength matches the amplifiers
which both use Ytterbium as active material. The main
advantage of the VBG compared with conventional grat-
ing-based stretcher–compressor assemblies is its compact-
ness, cost and ease of use. Both stretching and re-
compression of the pulse are carried out in the same VBG
with dimensions in the order of a few centimeters. In
Fig. 3a, the part of the spectrum which is extracted from
the original spectrum delivered by the fs oscillator is
shown. It can clearly be seen (the spectra are not normal-
ized with respect to each other) that the efficiency of the
VBG in the dedicated wavelength range is nearly 100 %.
Besides its compactness, this is another important advan-
tage of the VBG. The stretched pulses are then amplified in
two consecutive amplifiers. The first amplification takes
place in a two-stage Ytterbium-doped fiber amplifier. In a
fs oscillator
Mira
regenerative
amplifier
fibre
amplifier
chirped volume
Bragg grating (cVBG)
variable
delay line
BBOpolarizer polarizer
λ/4λ/4
BBO
amplified seed
pump
100 fs
2 nJ
300 ps
300 ps
10 mJ
1 ps
beam
splitter
dichroic
mirror
dichroic
mirror
OPA
idler
1053 nm
520 nm
10
40
 n
m
1.1°
Fig. 2 Setup of the uOPA
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single mode fiber, the stretched pulses with an average
power of 1–2 mW and a repetition rate of 72 MHz are
amplified to 160 mW. The repetition rate is then reduced to
1 MHz using an acousto-optical modulator (AOM) syn-
chronized with the PHELIX laser system. A second stage
then creates an output of 1 W corresponding to pulse
energies of 1 lJ. The beam then goes to a regenerative ring
amplifier operating at 10 Hz [13]. The amplifier uses
Yb:KGW as an active medium pumped by a laser diode
module (Lastronics GmbH) which is capable of delivering
up to 2.4 kW peak power at 940 nm. Output of the ring is a
pulse train with nominal pulse energies of 10 mJ and a
bandwidth of 5 nm centered at 1,040 nm. However, due to
nonlinear effects, the spectrum exhibits strong modulations
at higher energies. Therefore, we decided to limit the
output energy to 4.5 mJ, an energy level for which no
visible effect on the parametric amplification could be
detected. The spectrum after the ring amplifier (Fig. 3b)
exhibits the same bandwidth as the input beam, which
enables compression of the pulses to 1 ps with the VBG.
This is accomplished by using the VBG in the direction
opposite to the stretching direction. It should be noted that
the compression factor applied by the VBG does not
address the additional dispersion introduced by the propa-
gation through the fiber and material in the regenerative
amplifier. For this reason, the output pulse is not as short as
its corresponding Fourier transform limit (600 fs), but
rather lightly chirped and its duration increased to 1
picosecond.
In order to use the pulses as pump pulses in the OPA
process, they need to be frequency doubled, which is
accomplished in a BBO crystal. The frequency-doubling
stage for the pump laser and the parametric amplifier were
simulated and dimensioned using the Miro software [14]
with the specific module handling four wave mixing of
broadband pulses. The doubling crystal is located about
250 cm from the waist of the regenerative cavity, and the
pump-laser beam diameter equals 2.9 mm (FWHM) at the
crystal location, due to the natural divergence of the beam.
This produces a maximum available intensity of 150 GW/
cm2. For this intensity, we estimated that a 2.9 mm Type I
BBO crystal offers the optimal length to drive the fre-
quency conversion into saturation, and consequently, it
minimizes the energy fluctuation noise. A fraction of 50 %
from the 4.5 mJ at fundamental wavelength can be con-
verted to green, which results in a pump-pulse energy of
about 2.3 mJ at the OPA-crystal. Two dichroic mirrors are
used to separate the pump beam at 520 nm from the
residual infrared radiation that has not been converted in
the BBO crystal. The second dichroic mirror also serves as
a beam combiner for the signal and pump, since it is highly
transmissive for infrared and highly reflective for 520 nm.
To meet the requirements for phase matching in the BBO
crystal, the angle between the pump pulse at 520 nm and
the seed pulse at 1,053 nm has to be unequal to zero
degrees. Using the Miro software, an optimum angle of 1.1
degrees was calculated. This also enables to separate the
amplified signal from the residual pump and the idler.
Due to the long optical path in the fiber amplifier as well as
the regenerative amplifier, a single pulse generated by the
oscillator cannot be used simultaneously as pump and seed
pulse in the OPA. Therefore, two different pulses with a
temporal separation of 1.2 microseconds are used in our setup
which was identified as a possible source of jitter or drift.
First, jitter was minimized in our setup by locking the
oscillator to an external 72 MHz reference rf signal which
is stabilized to the Hz level. This ensures the stability
between the subsequent pulses of the oscillator. Second, a
compact design allows for minimizing the impact of local
vibration effects.
With a pump-pulse energy of 2.3 mJ, we reach satura-
tion in the OPA, which corresponds to a conversion effi-
ciency of about 3 %. This value can be explained by the
not optimally matched pulse duration of the pump and seed
pulses. To improve the conversion efficiency, the seed
pulse was stretched to a duration of 300 fs using multiple
reflections from two chirped mirrors. Consequently, we
were able to double the efficiency. However, the outcome
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of this was fluctuations in the pulse duration after
re-compression of the amplified pulses after the regenera-
tive amplifiers of the PHELIX front end (Fig. 1). This was
attributed to the jitter between the seed and the pump
pulses resulting in a nonlinear, pulse-to-pulse varying
spectral phase which cannot be compensated for within the
compressor. Therefore, we decided to operate the uOPA at
the lower conversion efficiency in favor of a better long-
term stability of the whole system.
In order to maintain a constant energy output level of the
OPA, the temporal overlap between the pump and seed pulses
needs to be preserved during operation. In the course of the
day, we observed an unidirectional drift of a few ps between
both pulses which was related to the warm-up of the regen-
erative cavity resulting in a longer optical path for the pump
pulse. This effect can be compensated for by adjusting the
variable delay line for the signal beam. This is achieved by an
automated closed-loop locking the delay line position to the
uOPA output energy. When this loop is active, the synchro-
nization is maintained in routing operation over more than
12 h per day. As far as jitter is concerned, with the com-
pressed signal pulse, we could not observe any instability that
could be attributed to it. With the pump-pulse duration being
by a factor of ten longer compared with the signal pulse, the
low jitter requirement becomes less critical.
4 Integration to the PHELIX short-pulse laser chain
and contrast measurements
The uOPA module was integrated to the PHELIX short-
pulse system and can be used at any time during daily
operation. Switching between the configuration with and
without the pulse cleaner is very easy and can be arranged
within minutes. As illustrated in Fig. 1, the uOPA is placed
directly behind the short-pulse oscillator. After the uOPA
the amplified signal pulse is sent to the grating stretcher
and subsequently to the two regenerative amplifiers of the
PHELIX short-pulse front end. Due to the higher input
signal the amplification in the regenerative amplifiers can
be reduced to deliver the same output energy level of
20 mJ. This is accomplished by decreasing the pumping
laser energy in the linear regenerative amplifier which
results in less ASE production. Because the optical path
and timing of the regenerative amplifier is identical for
both operation modes, the changeover between the two
configurations is straightforward.
To measure the contrast with the new module, the laser
pulses amplified in the front end were sent to a local
compressor (Fig. 1). Because the amplification in the glass
amplifier is not saturated, we do not expect a degradation
of the temporal contrast between the front part of the pulse
and its peak. In addition, the ASE contribution of the glass
amplifier was estimated theoretically and measured
experimentally to be negligible to play any role in the
picosecond ASE contrast level of the laser pulse. There-
fore, we believe that the measurement done at the output of
the front end is also representative of the temporal contrast
of the laser pulse at full energy. At this stage, the system is
still operating at 10 Hz. Hence, a scanning third-order
cross-correlator with high dynamic range (Sequoia,
Amplitude Technology) can be used. We performed the
measurement for different gain levels in the uOPA by
variation of the OPA pump-pulse energy. This was done
with a half-waveplate and polarizer arrangement, used
together with a photodiode that monitored the uOPA gain
on an oscilloscope. For each gain level, the subsequent
regenerative amplifier was maintained in saturation by
adjusting the pump energy of the driving Nd:YAG pump
laser using a waveplate and polarizer. By doing so, the
energy at the output of the regenerative amplifier remains
nearly unchanged, while the gain is shifted from the
regenerative amplifier to the uOPA and the ASE originat-
ing in the regenerative amplifier accordingly reduced. The
results are shown in Fig. 4. In order to compare the dif-
ferent ASE levels, the curves were normalized with respect
to each other. This was carried out by overlapping the
slopes of each curve. The upper curve was recorded with
no gain in the OPA corresponding to the standard setup
without the uOPA module. The ASE is at the 10-6 level
which is typical for a front end with no additional contrast-
improving components. Starting with a gain factor of 2.2
and increasing it stepwise by factors of nearly 10, the ASE
drops down almost linearly with the OPA gain. For a gain
of 2.2 9 104, the ASE level exceeds the detection limit of
the cross-correlator which is slightly below 10-10.
The curve with the highest contrast exhibits a slowly
rising slope ranging up to 100 ps before the peak. This is
Fig. 4 Improvement of the ASE contrast for different gain levels in
the uOPA
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attributable to coherent effects such as clipping of the
spectrum or scattering from the diffraction gratings in the
stretcher [15]. This slope can be detrimental to the exper-
iments that are the most sensitive to pre-ionization effects.
Therefore, solutions like increasing the stretcher bandwidth
by 50 % and replacing the gratings for higher quality
components are currently considered.
In addition, when a very high ASE contrast is achieved,
prepulses between -300 and -200 ps become visible.
These effects are not addressed by the uOPA and therefore
have to be treated separately. In general, prepulses can be
generated in a CPA system from the interplay between
postpulses and nonlinear effects (nonlinear Kerr effect)
[16]. In particular, we could identify that the prepule at
200 ps was due to double reflections from a PC with par-
allel surfaces in the PHELIX front end. Hence, it was not
addressed by the uOPA. By switching to a specially
designed PC with tilted end faces, the prepulse could be
removed. Furthermore, the prepulses around 250 ps which
were caused by double reflections from several cube
polarizers in the front end could be eliminated by
exchanging these polarizers.
The prepulse at about 220 ps is caused by injection of
another pulse from the oscillator into the regenerative
amplifiers. Therefore, it drops down with increasing uOPA
gain, as well. The final contrast level after the prepulse
removal and with an applied gain of 2 9 104 in the uOPA
is shown in Fig. 5.
5 Conclusion
A compact preamplifier based on sub-picosecond OPA was
developed and successfully integrated to the PHELIX
petawatt laser system. With this module, an improvement
of the ASE contrast from 106, which is typical for CPA
systems, to more than 1010, could be demonstrated. This
enlarges the spectrum of experiments feasible at the
PHELIX laser facility. Preliminary tests on ion acceleration
with thin targets showed that the current contrast allows
studying laser matter interaction with targets in the sub-
micrometer range. In particular, this enables testing new
laser ion acceleration mechanisms like the laser break-out
afterburner [4], or radiation pressure acceleration [5] at
PHELIX which are planned for the near future.
Our measurement also confirms that the ASE level in a
CPA system linearly depends on the energy of the seed
pulse. Consequently, by proper tuning, the gain between
the uOPA and the following linear regenerative amplifier,
an arbitrary ASE level between 6 and 10 orders of mag-
nitude can be accomplished, while maintaining the total
output energy level of the system. This is very favorable
for a user laser facility, since a controllable preplasma can
be useful for many types of applications.
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Abstract: We used time-resolved shadowgraphy to characterize the pre-
plasma formation in solid-target interaction experiments with micrometer-
scale accuracy. We performed quantitative measurements of the plasma 
density for amplified spontaneous emission (ASE) levels ranging from 
2·10−7 to 10−10 backed with 2-dimensional hydrodynamic simulations. We 
find that ASE levels above 10−9 are able to create a significant pre-plasma 
plume that features a plasma canal driving a self-focusing of the laser beam. 
For ASE levels of 10−10, no ASE pre-plasma could be detected. 
©2014 Optical Society of America 
OCIS codes: (350.5400) Plasmas; (280.5395) Plasma diagnostics; (140.3295) Laser beam 
characterization; (140.3330) Laser damage; (140.7090) Ultrafast lasers. 
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1. Introduction 
Lasers reaching peak powers in the petawatt range and intensities above 1021 W/cm2 are 
nowadays available for a wide range of experiments in laboratories around the world. For 
many experiments, the interaction with solid and mostly undisturbed targets is a prerequisite 
[1, 2]. However, the temporal shape of highly intense short laser pulses often exhibits 
complicated structures including pre-pulses, an incoherent nanosecond pedestal and wings, 
which pre-ionize the target and thereby strongly influence the laser-matter interaction. The 
temporal structure of these light pulses is far from the Gaussian or “top hat” pulses used in 
simulations and this feature makes experimental results hard to interpret: first, a precise 
measurement of the laser pulse over 120 dB and many nanoseconds would be necessary to 
perfectly characterize the experimental conditions, and second, simulation tools capable of 
handling the many physical processes happening over intensities ranging from the ionization 
threshold at 109 W/cm2 up to maximum intensities exceeding 1021 W/cm2 would be required. 
Still, both experiment and simulation fail to deliver such tools. 
There is a general agreement that pre-ionization strongly influences experimental data. In 
a limited number of cases, a certain pre-plasma can improve the outcome of the experiment. 
For instance in laser-ion acceleration with micrometer-thick targets, the enhanced absorption 
and self-focusing in the pre-plasma leads to higher maximum ion energies [3]. However, in 
order to exploit this effect, a precise control of the pre-plasma is essential. In contrast to these 
cases, there are also applications that cannot tolerate pre-ionization [1, 2]. For this reason, 
several techniques have been proposed and implemented to improve the temporal contrast of 
short-pulse lasers either in the front-end of those [4,5] or shortly before the interaction point 
[6]. As a consequence, a qualitative improvement has been reported for those experiments 
requiring high temporal contrast. However, these techniques also create different temporal 
pulse-profiles that complicate the comparison between experimental results. Therefore a 
systematic characterization of the pre-plasma plume for different contrast levels is desirable. 
In this paper, we exploit a standard time-resolved shadowgraphy method to make an in 
situ characterization of the pre-plasma created by a short-pulse laser whose temporal contrast 
can be adjusted over up to 5 orders of magnitude. We use three pulse profiles which we 
consider representative of what can be found in short-pulse lasers around the world, with 
temporal contrast levels ranging from standard to ultra-high. The measured pre-plasma 
shadow shows a complicated spatial structure, which is analyzed and explained with the help 
of the RALEF-2D hydrodynamic simulation code [7]. In particular, the pre-plasma geometry 
can yield a significant self-focusing of the beam for the standard temporal contrast case. 
2. Experimental setup 
The experimental data was gathered at the PHELIX high-energy laser facility [8] in 
Darmstadt, Germany, where a high-contrast front-end based on the ultrafast Optical 
Parametric Amplification (uOPA) concept [5] was recently commissioned [9]. As shown in 
Fig. 1, the short oscillator pulses (100 fs) are directly amplified at the output of the short pulse 
laser oscillator using a time-gated parametric amplifier leading to short pulses of 100 
microjoules without any degradation of its picosecond and nanosecond temporal-contrast 
properties. Parametric amplification imposes serious requirements on the pump beam used in 
the process such that a dedicated laser-diode-pumped pump laser had to be developed to 
fulfill the tight timing, pulse-duration and energy requirements. Thanks to this design [10], 5-
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mJ pulses at 520 nm with a pulse duration of about 1 ps enable reaching amplification gains 
of up to 2·105, which linearly translates into a reduction of the final nanosecond ASE of the 
laser. Depending on the amplification factor of the uOPA, the pumping-laser energy delivered 
to the first regenerative amplifier is accordingly reduced such that the regenerative amplifier 
still reaches saturation and delivers about the same output energy. In all cases, the 
amplification factor of uOPA and regenerative amplifiers remains constant at about 108. 
 
Fig. 1. Experimental setup. 
For the experiment three gain levels of the uOPA were used: 1, 200 and 4·104, yielding 
the three temporal curves shown in Fig. 2, exhibiting a temporal ASE pedestal at 2·10−7, 
4·10−9 and 10−10 with respect to the maximum intensity of the pulse, respectively. The 
temporal profiles where recorded at the output of the front-end, using an auxiliary compressor 
and a scanning high-dynamic-range third-order cross-correlator (Sequoia, Amplitude 
Technologies). As was already documented and discussed before [9], this measurement is a 
true representation of the final pulse profile that undergoes little distortion in the rest of the 
amplifier. Because the cross-correlator only delivers an information in the vicinity of the 
pulse maximum over a temporal window of roughly 500 ps, the temporal profile of the laser 
pulse is additionally recorded at full energy at the output of the compressor with sub-
nanosecond accuracy using a fast photodiode (Thorlabs D400FC) and a 2.5 GHz oscilloscope 
(Tektronix TDS7254), as shown in the insert of Fig. 2. The measurement is truncated at 1 
because of the scale used with the oscilloscope. Since the photodiode had to be highly 
saturated at the maximum intensity in order to attain a detectable ASE level, this 
measurement does not provide proper results for times which are closer to the maximum than 
100 ps. For the highest ASE level, a pre-pulse at −115 ps can be noticed, which we attribute 
to beats between the oscillator and the first regenerative amplifier (multiple pulse injection). 
The amplitude of this pre-pulse is anti-proportional to the gain of the uOPA since only one 
pulse of the 72 MHz oscillator is amplified. This is confirmed by the intermediate and high-
contrast traces where this pre-pulse is significantly reduced. For these two other curves, a pre-
pulse coming from the interplay between an etalon effect in a Pockels cell and the temporal 
Kerr effect [11] is present at −210 ps. No other significant pre-pulses could be diagnosed 
within the −300 ps to 0 ps window of the cross-correlator. In addition to the constant 
nanosecond ASE pedestal, the pulse profile exhibits a slow rise of the pulse intensity with a 
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slope factor of 5 per 10 ps between −100 ps and 0 ps, a feature which is typical for high-
energy short-pulse laser systems. After amplification and compression, the short pulses are 
sent to the experiment chamber using the setup depicted in Fig. 1. The first dielectric mirror is 
a leaky mirror that transmits about 1% of the beam used for the shadowgraphy. This beam is 
first down-collimated to about 1-cm diameter with the help of an off-axis 90° copper 
parabolic mirror and a diverging lens. A set of reflective filters allows for controlling the 
pulse energy in the diagnostic beam-line during the alignment phase and the full-energy shot. 
We use frequency doubling with the help of a 1-mm BBO crystal to reduce the detection 
background due to scattering of the main pulse on the target. After a 50-mm delay-line the 
beam is sent to the target, whose interaction plane is image-relayed outside the chamber using 
a magnifying telescope. The F number of this imaging system is 7.5, a good trade-off between 
spatial resolution and sensitivity of the shadowgraphy setup. Indeed as explained below, a 
high F number is required in order to probe thin plasma clouds using shadowgraphy, while 
the small dimension of the pre-plasma requires an optical system with a reasonably small F 
number for spatial resolution purpose. 
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Fig. 2. Temporal profile of the PHELIX laser pulse for various adjustments of the contrast 
boosting module from standard (green) to intermediate (red) and high (blue) contrast levels. In 
the insert, a photodiode measurement of the nanosecond pedestal. 
After entering the chamber, the main beam is reflected off a first turning mirror and 
finally focused with an f = 400-mm 45-degree off-axis parabolic mirror onto the target. 
Micrometer-thin copper targets were shot at an average energy of 47 J in 600 fs focused to a 
4-μm spot (FWHM). Based on these values and a calibration of the focal spot image at low 
power the peak intensity was estimated at 2( ± 1)·1020 W/cm2 at the peak of the pulse. Flat 1-
mm wide foils were used as targets for the interaction. The target thickness equal to 10 μm 
was chosen as a compromise to get the thinnest shadow on the shadowgraphy camera. 
Thinner targets did not give satisfactory results as they warped during mounting, increasing 
the effective thickness seen by the camera. During the shots, radiochromic films located in 
forward direction, perpendicular to the target, recorded the proton beam accelerated from the 
rear surface of the target. This additional diagnostic ensured that the expected intensities were 
reached. We measured maximum proton energies near 25 MeV, which is consistent with data 
reported in the literature for such an arrangement [12]. 
The timing of the diagnostic and main beams is crucial in this experiment. We used a fast 
photodiode (New Focus model 1454) together with a 8 GHz oscilloscope (Tektronix 
DPO70804) to simultaneously observe both main and diagnostic pulses, using the 10-Hz 
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front-end beam. By making several measurements for various time delays, a +/−10 ps 
accuracy in the relative timing could be achieved. 
3. Experimental results 
In the experimental campaign we took about 40 shots to characterize the pre-plasma 
formation for the three different ASE levels described above. For these shots the time delay of 
the probe beam with respect to the main beam was varied between −233 ps (before the impact 
of the main pulse at 0 ps) and + 100 ps. Each shot was preceded by a low-energy reference 
shot where the main beam was blocked and only the probe beam was used to illuminate the 
target. A selection of images which were obtained from shots with the highest ASE level is 
presented in Fig. 3. The upper row shows the reference images and the lower row the images 
with the main beam on target. The laser beam comes from the right. On these images, one 
clearly sees a shadow developing on the front side of the target which is due to the pre-plasma 
expansion. As the light pulse interacts with the target, ionization occurs at the target surface 
as soon as the intensity exceeds a certain threshold and the resulting plasma expands 
hydrodynamically into the vacuum. In such a case, the plasma density gradient is very high 
close to the target surface and decreases away from it. This plasma gradient deflects the rays 
of the probe beam crossing the plasma in a similar way to a diverging lens. When the gradient 
is strong enough, the rays exit the plasma at an angle higher than the opening angle of the 
imaging telescope and are not recorded by the camera. This non-illuminated area appears then 
as a shadow on the picture. It must be noticed that the plasma gradient does not allow 
measuring the position of the plasma critical density but rather plasma densities orders of 
magnitude lower. 
 
Fig. 3. Shadow images: reference image before the shot (upper row) and on-shot 
shadowgraphy images at various instants before the main shot for the highest ASE level. 
On the images, one also notices a bright spot due to frequency-doubled light of the main 
beam. This is a known complication of shadowgraphy measurement at 2ω, but it did not 
affect the precision of the measurement. Here, we could reduce the magnitude of the spot by 
using perpendicular polarizations between main and probe beams, and a polarizer in front of 
the camera. The pre-plasma appears similar in shape and size for all time-delays between 
probe and main beams. At −227 ps the pre-plasma shadow is already well established with an 
extension perpendicular to the target plane of 38 μm, and stays rather constant up to −100 ps 
before the maximum of the pulse. For the other two time delays, the pre-plasma is slightly 
larger at 50 μm. The shape of the plasma shadow is also interesting because of its rather 
rectangular shape, indicating that the plasma expansion is stronger parallel to the target 
surface than perpendicular to it. 
#224082 - $15.00 USD Received 30 Sep 2014; revised 4 Nov 2014; accepted 5 Nov 2014; published 18 Nov 2014
(C) 2014 OSA 1 December 2014 | Vol. 22,  No. 24 | DOI:10.1364/OE.22.029505 | OPTICS EXPRESS  29509
2. TEMPORAL CONTRAST 2.5. PEER-REVIEWED ARTICLES
63
We repeated the analysis made above for all three ASE levels and at time delays before 
and after the peak of the pulse. The results are shown in Fig. 4. For the few hundreds of 
picoseconds ahead of the pulse, the pre-plasma shadow remains nearly constant. For the 
higher ASE level, the pre-pulse at −115 ps could be responsible for the slightly larger shadow 
at instants −66 ps, −33 ps and 0 ps. For the intermediate contrast level, the plasma shadow 
remains constant at about 20 μm. For the highest contrast level, no pre-plasma shadow could 
be measured. After the main peak of the pulse has been reached, the plasma expansion 
accelerates and the plasma shadow expands at a much faster rate. The vertical error bars in 
the measurement come mostly from the effective target thickness that creates an uncertainty 
on the interaction point, while the position reached by the shadow could be identified within a 
few microns. The targets exhibited various shadow thicknesses not correlated with their 
actual thicknesses because all targets warped somehow on their holders. A best +/− 5 
micrometer accuracy of the measurement could be reached while other targets limited this 
accuracy to 30 μm. More sophisticated laser-cut targets and holders would be necessary to 
reduce this uncertainty to the micrometer level. 
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Fig. 4. Shadow size as a function of time. The zero delay corresponds to the maximum of the 
pulse intensity. 
4. Interpretation and discussion 
The images can be directly used to gain a qualitative understanding of the pre-plasma 
conditions. However in order to quantitatively explain this experiment, the plasma shadow 
must be interpreted in terms of plasma parameters, like position of the critical density and 
plasma temperature. Yet, the plasma shadow does not indicate the position of the plasma 
critical density but rather the location of a plasma density gradient characteristic of the 
numerical aperture of the measurement system. We used the 2-dimensional radiation 
hydrodynamics code RALEF-2D (Radiation Arbitrary Lagrangian-Eulerian Fluid dynamics) 
[7] to simulate our experiment. The code uses a second-order Godunov-like scheme on a 
structured quadrilateral grid and employs the arbitrary Lagrangian-Eulerian technique. Heat 
conduction and radiation transport in the plasma are taken into account, and the energy 
deposition by the laser is described by means of the inverse bremsstrahlung absorption, the 
dominant absorption mechanism for intensities below 1015 W/cm2 [13]. The simulations were 
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performed assuming a cylindrical symmetry. The equation of state necessary for the 
simulations is described in [14] and the thermal conduction coefficient and spectral opacities 
have been generated by the THERMOS code [15]. 
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Fig. 5. Simulated electron density profiles for 3 ASE levels at 2.5·1010 W/cm2, 1012 W/cm2 and 
5·1013 W/cm2 (left to right). 
The three ASE levels used in the experiment correspond to ASE intensities of 5·1013 
W/cm2, 1012 W/cm2 and 2.5·1010 W/cm2. The two-dimensional electron-density distribution 
obtained for the three ASE levels is shown in Fig. 5, where the simulated target is 5 
micrometer thick and located between x = 2 and x = 7 μm. In the simulation, the laser comes 
from the right and illuminates the target with a linearly growing intensity for 1 ns and a 
constant plateau for the following 1.5 ns, to fit the experimental conditions as shown Fig. 2. 
The plasma cloud expands into the vacuum at different velocities and its shape changes with 
growing intensity. For the highest ASE level, one can see a plasma channel developing along 
the laser axis. This occurs because of the particular conditions of the laser-matter interaction, 
happening after the plasma has expanded during the initial irradiation phase, due to the fact 
that the ablated plasma expands perpendicular to the ablation front inside a crater. Our 
hydrodynamic simulations show that the radial component of the plasma velocity which is 
directed towards the channel axis in the vicinity of the crater is transformed into an axial 
plasma flow away from the target by interaction with the surrounding plasma. This leads to a 
well-defined plasma channel with a purely axial velocity. Due to the high velocity in the 
channel the density is lower than in the surrounding plasma plume. 
Table 1. Comparison of simulated plasma shadow sizes and measured ones. 
ASE intensity (W/cm2) 2.5·1010 1012 5·1013 
Experimental shadow size (μm) 0 - 13 17 - 33 35 - 42 
Simulated shadow size (μm) 5 - 6 10 - 15 29 - 38 
Corresponding electron density (1020 cm−3) 0.7 - 1 0.4 - 0.7 0.6 - 1.2 
The electron density in the plasma is responsible for the index of refraction seen by the 
probe beam. Rays propagate along the target surface and accumulate a phase that depends on 
their distance to the target surface. For electron densities small compared to the critical 
density, the absorption in the plasma can be neglected and the plasma can be approximated by 
a purely refractive medium. The total phase accumulated by the probe beam can be written in 
the form: 
 ( ) ( )2 , .
L
L
x n x y dyπφ λ
−
=    (1) 
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Where L is a distance large compared to the plasma extension, and n the spatially dependent 
index of refraction. For the rays propagating near the surface, the gradient of φ(x) along x 
becomes steeper and the rays exit the plasma at a large angle given by the gradient of the 
accumulated phase. For a certain value of ( )xφ∇ , these rays are not collected by the imaging 
system and the area appears dark on the camera. In this approach, we used the thin-object 
approximation which is only valid for small gradients. This approximation is valid because 
the F number of the imaging system corresponds to a half collection angle of 3.8 degrees, 
well within the paraxial approximation. 
 
Fig. 6. Experimental (picture) and simulated (yellow line) plasma shadow extension for an 
ASE intensity of 5·1013 W/cm2. The dotted line shows the target position and the laser comes 
from the right. 
We computed the ray positions corresponding to this maximum allowed deviation and 
reported them in Table 1, which shows the simulated plasma extensions together with the 
experimental data as plotted in Fig. 4. For the simulated data, the shadow size depends on the 
F number of the imaging system where an uncertainty given by alignment inaccuracies 
(mostly centering on folding mirrors) has to be taken into account. The simulated and 
experimental values are in very good agreement. The simulation predicts a significant plasma 
extension of many 10’s of micrometers for the highest ASE level. This was detected and 
measured at the same level by our setup. For the lowest ASE level, a pre-plasma in the 
micrometer range is predicted but its extension is smaller than the detection accuracy of the 
setup. For the intermediate level, the experimental values exceed slightly the predicted values. 
 
Fig. 7. Self-focusing of the ASE beam. The laser comes from the right and the background 
describes the index of refraction of the pre-plasma. Without plasma (yellow line), the beam 
focuses to a 3.4 μm waist, which is being reduced to 2.6 μm when the pre-plasma is 
considered. 
The simulation also shows a plasma that deviates from the half-sphere geometry usually 
described in textbooks [13]. Here the shape is showing a lower electron density on axis when 
the ASE level is high, that can be explained by the geometry of the laser-matter interaction 
that takes place during the nanosecond-long interaction. In order to further compare the 
simulated and measured shapes of the plasma plume, we calculated the wavefront gradient at 
various Y positions along the target surface by rotating the electron densities given in Fig. 5. 
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This gives the shadow positions for all Y locations. This curve superimposed to the shadow 
image is presented in Fig. 6. We find again a very good agreement between the hydrodynamic 
simulation and the experimental measurement, not only in the X direction as reported above 
but also in the Y direction. This confirms the simulated plasma shape and the existence of a 
plasma canal created by ASE, only due to hydrodynamic effects. 
The existence of a pre-plasma changes the index of refraction in the vicinity of the target 
and when this pre-plasma extends over many 10’s of micrometers, it can in turn influence the 
propagation of the main beam. In order to test this hypothesis, we simulated in a first 
approximation the propagation of a Gaussian beam by numerically solving the Helmholtz 
equation in cylindrical coordinates for the radially varying index of refraction: 
 
( )2 22 2
2 2 2
1 0 .
n r
E E
r rr z c
ω ∂ ∂ ∂
+ + + = ∂∂ ∂ 
 (2) 
The result is shown in Fig. 7, where a perfect Gaussian beam is focused with a 3.4 μm waist 
(5 μm full width at half maximum) at the target surface. As can be seen in the figure, the 
plasma acts like a focusing lens which induces a focusing of the beam. According to this 
simulation, an increase of the intensity by a factor of 2 is reached at the target surface. This 
effect can significantly influence the outcome of an experiment, as the main part of the pulse 
undergoes self-focusing by the same amount. A rigorous simulation should for each time-step 
include the heating enhancement due to the self-focusing, which in turn creates more self-
focusing. However, this laser-propagation effect is not presently included in RALEF-2D. 
5. Conclusion and outlook 
In conclusion, we presented an analysis of pre-plasma generation during the interaction of 
ultra-intense laser pulses with solid targets for three different contrast levels ranging from 
standard (ASE intensity of 5·1013 W/cm2) to high contrast (ASE intensity of 2.5·1010 W/cm2). 
The used temporal pulse profiles are considered representative for common high-power laser 
systems, hence we believe our findings can be utilized for the interpretation of experimental 
results obtained at any laser facility. Using time-resolved shadowgraphy we can identify an 
extended pre-plasma for the lowest contrast which stays constant on the 100 ps timescale. 
With the help of 2-dimensional radiation hydrodynamic simulations, the measured shadow 
boundary whose distance perpendicular to the target surface is on the order of 30-40 microns, 
can be linked to an electron density around 1020 cm−3. When changing over to the higher 
contrast levels, this shadow can be significantly reduced. For the highest contrast the pre-
plasma is below the detection limit of our setup while the simulation reveals a minor plasma 
with a corresponding shadow dimension on the order of 5 microns. In addition, the 2-
dimensional electron density distribution shows a remarkable feature: while for the higher 
contrast levels it is close to the half-sphere geometry which is typically described in literature, 
for low contrast shots it strongly deviates from such a shape. In fact, the lower electron 
density along the laser axis acts on the laser beam like a convex lens leading to an increase of 
intensity by a factor of two. 
The pre-plasma defines the initial conditions for any experiment exploring the interaction 
of ultra-intense lasers with matter. Hence our results could contribute to a deeper 
understanding of physical processes happening in laser-generated plasmas. In particular, the 
plasma density distribution provided by this paper could be used as an initial distribution for 
numerical simulations of laser-plasma interactions. Starting with such a realistic 
configuration, instead of the steep density gradients which are commonly utilized could lead 
to much more realistic simulation results which could help to interpret experimental findings. 
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Chapter 3
High spatial fidelity in laser amplifiers
High-energy high-intensity lasers aim at reaching the highest on-target light intensities required
to explore the uncharted intensity territories lying within the relativistic regime and beyond. The
intensity is a four-dimensional quantity that is based on two spatial dimensions, being theoretically
only limited by diffraction, but in practice often by beam aberrations. A strong focus has been
long put on the reduction of the pulse duration to achieve higher intensities but this possibility
is nowadays more limited, since lasers are working close to the theoretical limit in pulse-duration.
The energy is being also constantly increased but this is done at the expense of the beam dimension
that becomes large and more sensitive to spatial distortions. This brings a renewed interest for
working with beams of excellent focus quality, i. e. to keep operating lasers at the diffraction limit.
As second motivation, working close to the damage threshold of materials requires a high level of
control on the beam fluence distribution in the near field, while in the far field, modern experiments
often require engineered intensity distributions to enable coherent control. A last point motivating
the high spatial fidelity is the study of low amplitude signals and/or the search for applications,
that benefit from a high average power. But the delivery of high-average power beams is only
possible as long as this does not compromises the laser beam quality and trade-offs must be made.
So high-intensity lasers should not only deliver high quality beams with a high level of control
but also high average powers. These are much more stringent requirements than for lasers used in
other fields, and it explains why specific developments had to be made. In this chapter, I cover the
aspects related high-fidelity spatial amplification where I made a personal contribution to the field,
with the exception of the metrology aspects. High-performance metrology is an essential issue in
high-power lasers where my group is particularly active at GSI. But it would deserve a dedicated
chapter which I decided not to include in the manuscript. The first sections deal the beam control
techniques with some unpublished results like the correct mathematical formulation of the serrated
apodizer transmission and the sensitivity of Laguerre-Gaussian beams to aberrations. The second
part introduces the effort made in the field to deliver high average-power laser beams.
3.1 Beam shaping and amplification distortions
3.1.1 Beam shaping in the near field with apodizers
Beam shaping is an aspect of growing importance for modern high-energy short-pulse lasers as the
required beam shapes become ever more sophisticated as described in chapter 1 and shown in fig. 1.6
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Figure 3.1: Principle of the beam shaping with transmission apodizers. The top sketch shows the
experimental principle. The bottom part is the mathematical justification.
page 14. Already in the nineteen-seventies, alongside with the development of the first MOPA laser
systems, it became clear that the natural Gaussian spatial profile of the beam was not optimal for
high-energy lasers. At that time, rod pre-amplifiers could be found in systems like the Janus and
SHIVA lasers [124] that were characterized by a very strong radial gain non-uniformity, the highest
gain being found at the edge of the amplifier rods. A good mitigation step consists in seeding the
amplifier with an apodized Gaussian beam and, at some point along the amplifier chain, the beam
becomes “top hat” because the edges of the seed beam undergo a higher gain. Such a scheme faces
two problems: first the exact beam intensity profile at the edge of the beam becomes important and
must be tailored very precisely and second the tolerance on the beam centring in the rod amplifier
becomes very small. At the OMEGA facility drifts and lack of precision in the alignment would
result in so-called “donkey ear” or “figure of death” beams that were often discussed in the control
room of the facility by the operation crew and that was notoriously a source of damage for the
amplifier. For a report on the beam shapes of the early OMEGA amplifier, see ref [125].
To precisely control the edge of the beam, in particular the zero-energy point, and avoid diffraction
ripples created by hard apertures, serrated apertures were introduced [126] and are still a major
beam-shaping tool. The serrated apodizer can be used to shape a Gaussian beam into a beam with
a well-defined zero energy point as shown in fig. 3.1. In this set-up, the combined use of a serrated
apodizer with a spatial filter enables shaping the beam. In addition, a three-lens telescope can be
used to adapt the size of the collimated input Gaussian beam to the apodizer dimension and obtain
the right shaping effect. The serrated aperture introduces an amplitude modulation at the edge
of the beam, usually by means of teeth, using either mechanically-made or etched elements whose
duty cycle D is related to the required transmission. The theoretical formulation of the problem
has been published by Auerbach et al. [126] but a calculation or typographical error is present so
I think it is necessary to give the correct mathematical expression for the one-dimensional case as
shown in the lower part of fig. 3.1. For the calculation, the input is a plane wave of amplitude
E0 (and corresponding intensity I0) and the apodizer is one dimensional and infinite. It can be
described by a transmission function that is applied to the incoming wave to give the transmitted
field E1:
E1(x) = E0 (IIIδx(x) ∗Gδx,D(x)) (3.1)
The transmission function is the convolution of G and III, where G is binary function describing
the apodizer that accepts non-zero values for x belonging to [-δx/2 , δx/2] with a duty cycle D
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(defined as the integral of G over δx) and III is the Dirac comb function. In the focal plane of
a telescope whose first lens has a focal distance f, the electric field distribution equals the scaled
Fourier transformation of the field, where G˜ indicate the Fourier transformation of the function G:
E′1(x) = E0
(
III λf
δx
(x)× G˜δx,D(ω = x
λf
)
)
(3.2)
The spatial filter transmits only the field around the x = 0 point, so that the field after the pinhole
E2(x) has non-zero values only at the origin with E2(0) = G˜(0):
E2(x) = δ × E0
δx′
∫ δx′/2
−δx′/2
g(x′)dx′ = E0Dδ (3.3)
with δ the Dirac function. During propagation to the second lens of the telescope the field undergoes
another Fourier transformation and we get as transmitted intensity:
IT (x) ∝ |ET (x)|2 (3.4)
= I0D
2 (3.5)
This result shows that the combination of the apodizer and spatial filter is able to modulate the
intensity of the beam by D2, and it is at the base of the amplitude mask definition strategy in
laser amplifiers. For this to experimentally work, the pattern definition must follow two rules: at
first, fine periodic structures should be used to ensure that no aliasing is introduced in the Fourier
plane of the following spatial filter and secondly, the fabrication method should have the spatial
resolution to minimize manufacturing errors. These two conditions are somehow contradictory and
require some clever optimization.
 

Figure 3.2: Binary beam shapers: (a) standard quasi one-dimensional apodizer, (b) dotted two-
dimensional apodizer
An example of such an apodizer design for a round beam is given in fig. 3.2.a as used at the PHELIX
facility. For this apodizer designed to shape 10-mm (FWHM) beams, 40 teeth defining the edge
of the beam have been used. Because of the cylindrical geometry and the tooth aspect ratio, the
condition for one dimensionality is respected. An interesting point to raise here is the choice of the
mathematical description of the “top hat” transmission. While profiles are in the literature often
super-Gaussian, the profile used for the edges follows an error function because such a function
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allows for higher fill factors1. To come to this conclusion, one must compare two profiles in the
view of a common criterion. The comparison criterion here is the modulation transfer functions
(MTF) or encircled-energy function in the far field that need to be similar on a high dynamic
range. In other words, two profiles are equivalent when diffraction effects induced by the edges
are equivalent, as depicted in fig. 3.3. Following this, a beam defined by an error function has a
72 % theoretical fill factor, while the corresponding 10th super-Gaussian beam only 66 %. In the
case when a 20th super-Gaussian profile is considered, the corresponding equivalent error function
profile yields a 88 % fill factor, i. e. an increase of 6 % compared to the value in table 1.2. In other
word, the error function allows for steeper edges but without additional diffraction effects.
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Figure 3.3: Near field profiles for a 10th-order super-Gaussian (blue) and an erf(r-r0) (green) beam.
The erf beam has beam optimized to have the same transmission (99.96 %) and MTFs (in insert)
as the super-Gaussian beam.
As far as manufacturing aspects are concerned, the transmission at the location of the teeth tips
reaches 98 % for tips that are 5-micrometre wide, while the foot yields a transmission of 0.5 % for a
void width of 70 micrometres. In both cases, this is well within the spatial resolution of lithographic
methods while it represents a significant challenge for mechanically made apodizers.
Although it is desirable to work with “top hat” beams for energy optimization reasons, such a beam
does not propagate very well and diffracts after some propagation distance. To avoid this, laser
amplifiers working with “top hat” beams must incorporate some degree of beam image relaying.
However, a shaping of the beam edges might not be sufficient: for instance non-cylindrically sym-
metric amplifiers like slab amplifiers and also strong technical constraints (see for instance fig. 1.6.a
and .c and [127]) require a complicated beam shaping that is truly two-dimensional, out of reach
of a serrated apodizer. An evolution of the serrated apodizer design is shown in fig. 3.2.b, where a
two-dimensional dot apodizer addresses both the beam edge definition and a non-uniform spatial
gain that requires pre-compensation. For this apodizer design which I generated for the OMEGA-
EP laser, small dots are inscribed on a substrate using lithographic techniques such that the dot
density in a given area equals the square root of the required local transmission in accordance
with eq. 3.4. Although the dot distribution might appear random, it cannot be done so because a
random dot distribution contains also low spatial frequency noise that makes it through a spatial
filter. For this reason, the distribution of dots is partially random but its Fourier spectrum shows
1The fill factor has been defined page 13
72
3. HIGH SPATIAL FIDELITY 3.1. BEAM SHAPING
a fully deterministic profile around the zero-th frequency. Here a trade-off between pixel size that
needs to be large enough to be made with accuracy and spatial resolution must be found and
therefore optimization algorithms can also be used to improve the apodizer design [128]. With this
technique, about any beam intensity profile can be made from a standard TEM00 beam profile
by tailoring the transmission of the apodizer. The relatively low damage threshold of apodizers
dictates that they be used in areas of low fluence only, early in the amplifier. Standard fabrication
techniques include the step-wise coating of a bare substrate with a reflecting metallic coating, the
layering of a photo-resist, the inscription of the mask features on the photo-resist and finally, the
etching of the metallic coating. These many steps prevent in particular the use of complicated
multi-layer dielectric coatings. The typical damage threshold observed varies from 100 mJ/cm2 for
softer materials like chromium to 1 J/cm2 for aluminium at a wavelength of 1 μm.
It is also possible to control the amplitude of laser beams by use of phase elements. I developed
this idea in Rochester and demonstrated it with programmable spatial light modulators (see article
page 87).The principle is mathematically close to eq. 3.1 for which we substitute G with a complex
function H with an amplitude equal to 1 and a periodic step-like phase term of duty cycle 0.5
having values equal to φ0 + δφ and φ0 - δφ. At the focus of a lens, one gets:
E′(0) =
E0
δx
∫ δx/2
−δx/2
H(x)dx (3.6)
= E0
ei(ϕ0+δϕ) + ei(ϕ0−δϕ)
2
(3.7)
= E0 cos (δϕ) e
iϕ0 (3.8)
where the field amplitude is modulated by cos(δφ) and its phase equals φ0. When a spatial filter is
used, the out coming beam exhibits a modulation of its amplitude similarly to the dot amplitude
apodizer. For a phase jump of pi (δφ= pi/2), the transmission equals zero while other values for the
phase step offer a continuously controllable amplitude transmission. Phase elements do not absorb
and offer an interesting alternative where the laser fluence is too high for standard amplitude
apodizers [129]. In addition, the average phase level is conserved through the filter such that such
a phase element simultaneously allows for controlling the phase and amplitude of the beam. While
this technique works remarkably well, the depth of the blacks or zero-point transmission is finite
and does not compare to the level achieved with amplitude modulation.
3.1.2 Laser mode shaping
Shaping a Gaussian beam into a “top hat” beam using apodizers is not very efficient from an energy
stand-point. As long as the amplifier is based on amplification rods that require an apodized
Gaussian-like spatial profile to compensate for edge effects, this is still tolerable but with slab
amplifiers, this intermediate step does not happen any more and, the use of an apodizer can be
lossy. As an example, the theoretical efficiency for carving a super-Gaussian from a Gaussian beam
is of 57 % and 49 % for a 10th- and 20th-order super-Gaussian profile, respectively. For this reason,
it is advisable to develop laser cavities that generate beam intensity distributions that deviate
from the standard Gaussian spatial distribution. Hermite-Gauss beams are the natural solutions
of laser cavities using spherical optics, because their phase is a sphere at all locations, which fulfils
the condition on the end mirrors for stable mode oscillation. Another feature enabling Hermite-
Gauss beams to be solutions of laser cavities is their self-similar character, i. e. the spatial fluence
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distribution is a propagation invariant. However on the other hand, “top hat” spatial distributions
are more interesting for laser amplification architectures but they are neither self-similar nor natural
solutions of laser cavities because of complicated wavefront structures in the intermediate field that
rule them out as solution of standard laser cavities.
Fourier-transform laser cavities are a first solution to the problem that were developed originally
by Kermene et al. for the CEA in 1992 [130]. This cavity is made of two end mirrors located
at the focii of an imaging element like a lens or a spherical mirror. Such a cavity is at the edge
of the stability range and is fully degenerate. The laser emission from such a cavity is spatially
multi-mode, only limited by spatial apertures located along the beam path. In order to get single
spatial mode operation, a constraint is applied to the cavity: first with an aperture in the near field
to enable the “top hat” operation, and second, with an engraved mirror with losses at the location
of the zero-th intensity points for the cardinal sinus function or Bessel function for square or round
“top hat” beams, respectively. Both elements constrain the cavity by imposing higher losses to
the unwanted modes, which otherwise would have the same chance to oscillate. As a result, single
spatial mode operation of the laser cavity can be obtained. A drawback of such cavity is that the
beam size is limited: when a larger mode is necessary, its size in the Fourier plane decreases, the
fluence on this mirror increases accordingly and damage can occur.
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Figure 3.4: Laser cavity with phase-coupling mirror designed for “top hat” operation.
An improved solution capable of bearing higher mode dimensions is based on the use of highly
mode selective cavities that include a phase-conjugating mirror, that is a mirror that introduces a
phase exactly twice opposite to the phase accumulated during propagation [131]. In such a case,
the condition for stable oscillation that requires that the beam distribution repeats itself after
one round trip is fulfilled, because the beam propagates back to the initial shape corresponding
to the phase engraved in the mirror. The principle of such cavity is shown in fig. 3.4 where one
of the grade-phase mirrors that were developed during my time at CEA is depicted instead of
the diffractive or refractive phase plate proposed by Leger et al. in their work [131]. I designed
graded phase mirrors to generated both square or round “top hat” beams efficiently matching the
amplification rod section. The phase mirror can be made by ion etching techniques on a curved
mirror substrate in an iterative process dealing with stepwise layering of a photoresist and etching
into the mirror. This technique is widely available and the most straightforward way to make
the mirror or refractive element. It yields discrete 2N -level phase plates in N iterations. However
such a phase element accumulates fabrication errors and exhibits scattering losses at the step
boundaries. In collaboration with the Institut d’Optique in Paris, we developed a better technical
implementation that relies on the generation of a continuous (non-discrete) graded phase substrate
that is later coated with a highly-reflective coating [132]. This technique is however limited to
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cylindrically symmetric geometries, i. e. for round beams. In any case, this type of cavity works at
best when its length equals the Rayleigh-distance of the required beam, that is with a cavity length
of the order of a few meters for a half beam size around 1 mm. This way, the lowest-order mode in
the cavity can oscillate with low losses while the higher-order modes are filtered out by the laser
rod that plays the role of the aperture. As a result, high-energy single-mode “top hat” operation
can be obtained as we demonstrated when I worked for the CEA in Bordeaux [133], where we built
a regenerative amplifier delivering pulses in excess of 100 mJ. Later, my former colleagues even
applied it to short pulse lasers [134]. A drawback of this design however, is that the graded-phase
mirror is only matched to a given cavity length and mode size. Beyond the increased alignment
complication, this reduces the flexibility of use, since one mirror per beam size is necessary in a
similar way to the Gaussian reflectivity mirrors used for unstable resonators.
All in all, many beam shaping techniques exist to control the beam amplitude from the generation
of custom fluence distributions to the more traditional beam intensity sculpting with apertures. It
is however equally important to provide a control on the beam phase and here many techniques
exist as described in the introduction, such that a modern laser system usually incorporates beam
shaping and spatial phase control tools like deformable mirrors.
3.1.3 Active beam amplitude and phase control
To deliver beams with a fully-controlled amplitude distribution, static apodizers are only a first
order solution because evolutions of the beam amplitude distortions (alignment drifts, change in
gain) happen in time and the static method must be complemented by dynamic beam shaping
techniques. Spatial light modulators (SLM) based on liquid crystals matrices have been known
since many years and find applications in consumer electronics like in laser printers. SLM dedicated
to high-intensity lasers and the manipulation of coherent-light beams are more complicated devices
that need to fulfil the quality requirements (wavefront, uniformity) at a higher level, but they follow
the same principle. SLM can be either used between crossed polarizers to introduce an intensity
modulation by tailoring the amount of polarization rotation locally or they can introduce phase
corrections being then an alternative to other active wavefront control devices like deformable
mirrors [135].
A more powerful use of SLMs resides is the possibility to address both phase and amplitude with
a single phase-only SLM as mathematically shown in eq. 3.8. The underlying idea is based on
the superposition of a phase mask at low spatial frequency and a high-spatial frequency phase
modulation that addresses the amplitude encoding. This was originally proposed by Kirk and
Jones in 1971 [136] for computer-generated holograms but in the case of holograms the encoding
is done in a Fourier-conjugated plane. For laser beam spatial control, the modulation with the
SLM has to be done in the near field, which adds a complication. This is obtained by encoding
the phase and amplitude information in the zero-th order and spatially selecting this mode with
a spatial filter as shown for amplitude-only apodizers in fig. 3.1. The modulation effect is that of
the equation 3.8, that is, an independent phase AND amplitude modulation. This idea has been
developed first by Mindlovic et al. [137] but I proposed it at about the same time independently in
our group in Rochester for applications with high-energy lasers. As demonstrated in the following
article, page 87, phase-only SLMs can be exploited to get a spatial phase and amplitude modulation
of the beam provided they offer a high enough spatial resolution. In the first attempt, the proof
of principle was made but the precision achieved was not high enough for real-world applications
because of several problems like linearity of the SLM device, precision in the phase measurement
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and spatial registration of the beam on the device (alignment). Better performing devices are now
available to address this problem and this has been exploited by my former colleagues to improve
the beam shaping performance from the principle demonstration level to a much better level of
control [138].
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Figure 3.5: Principle of the beam wavefront handling in high–energy high–intensity lasers. The
location of the adaptive control system is arbitrary and can be set at any location in the system,
when its transmission function is linear.
Another field of application of the active beam control is the compensation of static or dynamic
aberration happening in the laser system. Large laser system comprise many tens of components
which introduce large metre-long amounts of materials and many interfaces. This is a source of
beam distortion because of material non-homogeneities on one hand but also surface figure errors
in the polishing (and coating) on the other hand. For CPA systems, it is crucial to ensure a
flat wavefront at the entrance of the compressor to avoid deleterious spatio-temporal coupling
effects as described in section 2.3.2 and also to create a perfectly spherical wavefront after the last
focusing element of the laser system as depicted in fig. 3.5. For this, adaptive optics exploiting
deformable mirror techniques first proposed in the nineteen-fifties [139] for astronomy and later
demonstrated for civilian applications [140] in the early nineteen-nineties are employed in addition
with high-performance sensors (e.g. Shack-Hartmann sensors). Fig. 3.5 shows a schematic view of
the wavefront control strategy implemented at high-energy high-intensity lasers. The system can
be divided in two sub-assemblies that find their interface at the entrance of the compressor. The
first sub-assembly ensures that the wavefront is flat at the entrance of the compressor while the
second takes care of the focus quality. The adaptive optics system must be located in the near field
and at best at an image plane that is image-relayed throughout the system. In the schematics, the
adaptive control system is located before the amplifier, possibly where the beam is smaller to save
on implementation costs. But it could be located at the end of the amplifier or mid-way along it
depending on the possibility of the hardware. The most commonly used device is the deformable
mirror first patented in the USA in the nineteen-seventies [141] and later made commercially in the
nineteen-nineties [142] whose surface figure is controlled by many tens of actuators. Actuators can
be piezo-motors for fast response or stepper motors for in-vacuum use and larger pitch.
High-energy nanosecond lasers usually concentrate on the first sub-assembly [143, 144] because it
is intimately linked to machine safety considerations, while the requirements on the focus quality
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is not as stringent as for high-intensity lasers. In all cases, high-performance diagnostics aiming at
emulating the wavefront of the laser at the targeted correction plane on the detector have to be
implemented. This wavefront-sensor-based set of diagnostics must work during the alignment and
calibration phases at high repetition rates and also at full energy to be able to measure on-shot
wavefront data. The closed loop works as long as the transmission function of the system is linear
in the sense of the propagation equations, i. e. the effect of hard apertures like pinholes can be
neglected. Lower-order distortion like beam pointing or defocus should be compensated for by
use of standard optical element like mirrors for tip and tilt and adjustable telescopes for defocus.
Third- and higher-order aberration should ideally be handled by the deformable mirror up to the
spatial frequency limit imposed by the vacuum spatial filters, which also means that the deformable
mirror needs a number of actuator high enough to fulfil this requirement.
For high-intensity lasers, the emphasis shifts to the focal spot quality. Historically, titanium-doped
sapphire lasers have worked at lower energies up to the joule and now the multi-ten joule levels. The
beams associated with such amplifiers are small and non image-relayed during amplification such
that it is possible to generate high-quality beams up to the later amplification and compression
stages. And logically, the wavefront correction is done close to the target [145]. Unfortunately,
there exists here some technical complications because of the higher requirements at the end of the
laser chain, e. g. operation in vacuum and under high fluence close to the damage threshold. For
high-energy high-intensity lasers both aspects become important such that beam correction before
the compressor and close to the target becomes important [146].
In conclusion, adaptive beam control in high-energy lasers is the necessary step to ensure a high
spatial fidelity during the amplification. Many tools exist in order to realize it with a high level of
accuracy using both static and programmable beam shaping devices that can address both phase
and amplitude simultaneously. Phase-only devices like SLMs are able to modulate the amplitude,
too. But their dynamic range is limited because of the difficulty to get a full amplitude extinction.
For this reason, static amplitude apodizers able to define the zero-point for the intensity profile have
to be used in any case. Phase-only devices like deformable mirrors when used in conjunction with
a high-fidelity wavefront measurement device can deliver distributed beam quality control systems
to ensure the safe operation of the machine and reach focal spots near the diffraction limit.
3.1.4 Beam shaping in the far field
One of the wishes and actual requirements of modern high-intensity lasers is to prepare spatially
engineered intensity distributions in the focus of the laser where some degree of coherent control
is desirable. Long-pulse-duration nanosecond lasers have been used since many years to generate
large “top hat” intensity distributions that are many orders of magnitude larger (mm) than the
diffraction limit (usually μm) to drive quasi one-dimensional experiments [147]. In order to do that,
random phase plates are used at or near the last focusing element to obtain this effect. When a
phase plate alone is used, it generates the desired average fluence distribution but also a high spatial
frequency speckle pattern that can compromise the interaction conditions. An evolution to the static
phase plate design is the spatial smoothing technique by spectral dispersion (SSD) that requires
modulating the pulse temporally to create spectral side bands and dispersing them spatially [148].
By doing so, the speckle pattern resulting from the interference of the many frequencies is evolving
in time with a typical coherence length related to the spectral broadening applied. Thanks to
this effect, a smoothing of the fluence distribution is obtained, enabling quasi one-dimensional
interaction geometries used to launch planar shocks or compression waves for instance that are
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useful for warm dense matter studies and ICF related research.
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Figure 3.6: Near field (top row) and far field (lower row) intensity distribution of a LG(0,1) mode
(left), a modified LG(0,1) mode (middle), and an experimental realization (PHELIX). The wave-
length equals 1 μm in experiment and simulation.
For high-intensity lasers, the use of beam-smoothing phase plates is not advisable because ultra-
high intensities well above the relativistic intensity threshold are sought after, which prevents
distributing the intensity over too large a surface. In the last years, several theoretical articles
underlining the advantages of employing “top hat” [149] or “donut-like” intensity distributions
were published. In particular, beams with orbital angular momentum (OAM) could enable new
interaction geometries [150]. At GSI, the possibility to create, transport and focus such exotic laser
beams has been a subject of development in the last years in my group. Self-similar solutions of
the electromagnetic field are good candidates because, regardless of their point of origin, they will
propagate without damaging diffraction effects (intensity spikes) and focus without losing their
characteristics. Self-similar beams can be in principle created in the front end of the laser where
the small size and low fluence open many more opportunities and then, they can be magnified and
amplified through the amplifier before being transported and focused onto the target. One of the
lowest-order mode showing orbital angular momentum is best described by a Laguerre-Gaussian
polynomial LG(0,1) in cylindrical coordinates (r,θ,z):
E(0,1)(r, θ, z) ∝
r
√
2
ω(z)
e
− r2
ω2(z) eil(=1)θe
ik r
2
2R(z) e−ikz+iφ(z)L0(r), with L0(r) = 1 (3.9)
where ω(z), R(z) and φ(z) are the beam waist, the radius of curvature and the Gouy phase at the
position z along the propagation direction, respectively, and Ln is the n
th-order Laguerre polyno-
mial. However, the fill factor (see table 1.2 for definition) of such a mode through an aperture
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with a diameter equal to 4ω0 is about 34 %, which compares to the 82 % for a 20th-order super
Gaussian fluence distribution. For this reason, it is interesting to generate an OAM beam, the
spatial distribution of which exhibits a higher fill factor. In the front end of high-intensity lasers,
there are many degrees of freedom that one can control to tailor the desired electromagnetic field
distribution. Starting from the standard Gaussian beam distribution, apertures and phase plates
can be designed to generate the desired beam fluence distribution. Fig. 3.6 shows a series of beam
images in the near and far fields from theoretical predictions for a pure LG(0,1) mode (left) and
a modified LG(0,1) mode (middle) to an experimental realization at the PHELIX facility. For the
theoretical simulations, a 10-mm round aperture defines the pupil of the system (yellow dotted line)
and the mode sizes are defined with respect to that aperture, such that the energy transmission
through the aperture is larger than 99.5 %. For the Laguerre-Gaussian mode, this gives a waist of
2.5 mm. The far field images (bottom row) are obtained by numerically propagating the modes to
the focus of a perfect lens with a 1-m-long focal length.
One clearly recognizes the self-similar character of the LG(0,1) mode as the spatial fluence distri-
bution in the near field and far fields are identical. However, as stated above, the fill factor of
such a mode is only 34 % and does not make an efficient use of the aperture from an energy stand
point. A modified mode with OAM but a better fill factor as depicted in the middle column can
be generated by combining a serrated aperture for the amplitude and an helicoidal phase element.
This mode modification in the near field does not alter the far field that looks nearly identical in
shape and size to a pure LG(0,1) mode, but the near field fulfils the requirement of a better fill
factor. Here, little care has been given to the fluence definition near the phase discontinuity in
the middle and this results in an additional intensity ripple near the center of the beam. In the
experimental realization, the beam is measured at the output of the amplifier with an energy equal
to about 50 joules and this ring structure is not present any more, being probably smoothed after
the many spatial filters found in the amplifier section of the laser.
Aberration “top hat” [151,
page 531]
20th-order Super
Gaussian
Gaussian modified LG0,1
Spherical ab. 0.94 1.1 (+17 %) 1.3 (+38 %) 1.2 (+28 %)
Coma 0.6 0.7 (17 %) 1 (+67 %) 0.15 (-75 %)
Astigmatismus 0.35 0.4 (+15 %) 0.63 (+80 %) 0.05 (-86 %)
Table 3.1: Tolerance condition in λ units for several beams.
The far field image of the experimental realization in fig. 3.6 clearly shows the “donut”-like feature
that is being sought after. However, the ring is somehow distorted and empirically, we found
that the modified LG(0,1) mode seems affected by systems aberrations at a higher level than the
standard TEM00 mode. To explain this observation, we conducted a series of simulations emulating
the propagation of the beam from an initial aperture as defined above in fig. 3.6 to an ideal lens and
then to the lens focal plane. The beam is defined on a 4096 x 4096 grid and propagated with the help
of the Fresnel diffraction integral computed in the Fourier domain for CPU efficiency reasons [152].
In addition, to the mode definition, various amounts Seidel aberration can be added to the initial
beam and the maximum intensity at the focus of the lens is being computed until the maximum
intensity of the aberrated beam reaches 80 % of the un-aberrated beam in a Strehl ratio sense.
The visibility of the aberrations has been discussed by Lord Rayleigh in the nineteenth century
and later by Marechal around 1950 and their criterion is still being widely used nowadays [151].
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However, the theory supposes a uniform illumination of the pupil with a plane wave, which is not
the case for LG modes. The result of such simulations is shown in table 3.1 where the theory is
compared to our findings.
Because the aberration magnitude is higher at the edge of the pupil, it is obvious that a beam with a
centred peak-intensity distribution is less sensitive to the aberration, because the relative influence
of the edge is weighted by a near to zero fluence. As compared to the theoretical values, the super-
Gaussian beam is the one that is closest, a result that is also intuitive as the super-Gaussian profile
is very close to a pure “top hat” distribution (second column in table 3.1). This result has been
used in particular as a bench mark for our simulation model. For a Gaussian fluence distribution,
the level of aberration that can be tolerated is significantly higher than for the “top hat” case for
all aberrations, with astigmatism impacting Gaussian beams seemingly less.
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Figure 3.7: Fluence distribution of the modified LG mode for three aberration cases at the maximal
acceptance criterion: (a) spherical aberration of 1.2 λ, (b) coma of 0.15 λ, (c) astigmatism of 0.05
λ.
For the modified LG mode, the situation is dramatically different. While the beam does not
seem very sensitive to spherical aberration, being even more robust than the corresponding super-
Gaussian beam used in the simulation, a strong distortion appears when off-axis aberration come
into play. The criterion used for the analysis of the coma and astigmatism was a modulation of
the fluence on the ring of 20 %, since a uniform distribution of fluence along the ring circumference
in the focus can describe at best an un-affected beam. Fig. 3.7 gives the fluence distribution of
the beam for the three aberration cases as given in table 3.1. The images are normalized to the
peak fluence of the un-aberrated beam showing a reduction of 20 % of the peak fluence for spherical
aberration and a modulation of 20 % of the ring fluence for coma and astigmatism. From this, it can
be concluded that LG modes are much less robust and much more sensitive to system imperfections
and misalignment. It should be noted also that the position of the beam shaping either in the front
end or at the end of the amplifier does not play a role here since the aberration add to the helicoidal
phase of the LG mode.
Nevertheless it is possible to generate, amplify and transport LG modes, making them available
for applications at high intensities. When doing so, a great care has to be taken to the aberration
in the system, in particular coma and astigmatism. As an application, the control of the angular
distribution of proton beams generated by the interaction of a high-intensity laser with micrometre-
thick foils in the TNSA regime has been explored with a certain success in my group [153]. Current
work is in progress to improve the wavefront control at PHELIX to comply with the requirement
of utilizing LG modes for even more demanding applications.
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3.2 High average-power operation of amplifiers and beam fidelity
The two concepts in the title of this section are somehow in contradiction and probably one of the
largest technical bottlenecks that lasers face. On one hand, experiments require high average power
because many effects can be studied with a much higher precision when statistics can be made.
This is particularly true for applications where simple targets like gas jets do not impose limits on
the repetition rate. However on the other hand, heat is accumulating in laser materials working
at high average power and thermal effects like stress-induced birefringence or wavefront distortion
can ruin the laser beam quality. In the following, we cover two aspects of the operation of lasers in
the thermally loaded regime: first the optimization of the amplifier and second the minimization
of the thermal effects.
3.2.1 Heat deposition and thermal loading in laser amplifiers
From a power consumption stand-point high-intensity lasers have relatively low power needs, even
when one takes into account their poor conversion efficiency. Indeed, thermally-induced effects
limit the average output power and prevent running these devices at high average powers. To
understand these limitations, it is necessary to keep a few basic principles in mind that explain
why high-energy lasers are limited in their average power.
High-energy laser materials are all optically pumped and the heat deposition in the material is
defined by the difference between the energy and number of absorbed photons to the number of
photons available for radiative transitions. This is quantified by the quantum defect, i. e. by the
difference between absorbed and emitted photon energies for optically pumped lasers, and the
quantum ratio that defines the coupling efficiency of the absorbed photon to a radiative transition
level. As shown in table 3.2, the resulting radiative energy to heat ratio will vary from roughly
1:1 for neodymium-doped glass pumped with flash lamps to 20:1 for Ytterbium-doped materials
pumped with laser diodes. But in any case, a fraction of the total laser radiative energy is dissipated
as heat in the material.
Material
Nd:glass, flash
lamp pumped
Nd:glass,
diode pumped
Ti:sapphire
Ytterbium,
diode pumped
laser to heat ratio (%) 30 - 60 77 67 95
thermal conductivity
(room temp.) W.m/K
0.57 0.57 33 1.4
thermo-optical coef.
(×10-6) 1/K -4.7 -4.7 13 10
Saturation fluence J/cm2 4.8 4.8 0.8 13
Table 3.2: Thermal properties of materials used in high-energy lasers. The data is given for the
LG770 Nd:glass from Schott, and Ytterbium doped fibres.
When the laser material is under operation, a heat gradient is building between the pumped area
and the areas where heat exchange is done with the outside. From this gradient, thermal stress
and non-uniformity of the index of refraction are induced and can influence the quality of the laser
beam. In the case of a laser rod uniformly pumped and side cooled, the thermal effect approximates
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to a lens with focal distance f:
fth =
kT
QL
(
1
2
dn
dT
+ αCr,φn
3
0 +
αr0(n0 − 1)
L
)−1
(3.10)
where kT is the thermal conductivity of the material, Q the dissipated heat density, and L the
length of the rod. Inside the brackets, there are three terms related to the change of index of
refraction with the temperature (dn/dT), the stress-induced change in index of refraction (α is the
expansion coefficient of the material and C the photo-elastic stress coefficient), and the temperature
dependent length change of the rod (thick lens effect). The product QL is the areal dissipated heat
density that is determined by the laser material and the amplifier operation conditions, which is
closely related to the laser output fluence and repetition rate. kT and dn/dT depend from the
material and are influenced by the operation temperature.
3.2.2 Thermally loaded laser amplifiers of high quality
One of the ideas that motivated my PhD work was the propagation of laser beams in thermally
loaded amplifiers [154]. At that time, alternative methods to reduce the thermal lens in titanium-
doped amplifiers like cryogenic methods had not been developed yet and thermal lensing was seen as
a bottleneck. At a one-kilohertz repetition rate and only considering the dn/dT effect, eq. 3.10 gives
a focal length distance of 1 m, when one uses the parameters of titanium-doped sapphire operating
at a dissipated areal power density equal to 500 W/cm2, corresponding to a stored fluence close
to the saturation fluence for that repetition rate. When working in such conditions, the beam
undergoes a focusing effect for each pass through the amplifier and focuses along its path. A small
focus can not only induce damage to the amplifier but self-diffraction is then stronger and the
beam can additionally accumulate losses on aperture and the beam amplification and quality can
be compromised.
However, this thermal lens effect can be used under some conditions as an imaging element that
pass after pass compensates for the natural divergence of the beam, as explained in details in my
PhD thesis [155] and in the article attached page 90. As the largest mode volumes throughout
the amplifier also enable the highest energy throughput, it is necessary to understand the beam
propagation in the thermally-loaded amplifier, for which the effect of the thermal lens on the laser
beam is given by the Gaussian beam propagation equations:
ZRZ
′
R = f
2 + σσ′ (3.11)
σZ ′R = −σ′ZR (3.12)
where ZR is the Rayleigh range of the Gaussian beam and σ the algebraic distance of the beam
waist to the focal planes of the imaging lens. Eq. 3.12 implies that the product σσ’ is negative
so the product ZRZR’ is maximized when σ=σ’ = 0. The best conditions for the amplifier is then
found when the input waist of the beam lies at the distance f from the first pass and the condition
ZR = f ensures a stable mode imaging pass after pass. This imposes some upper limit to the energy
that such an amplifier can reach. Indeed, the energy of the beam is then:
E = piω20F (3.13)
= fλF (3.14)
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where ω0 and F are the beam waist and maximum fluence in the beam, respectively. For laser
amplifiers, an output fluence around the saturation fluence of the amplifier material is typically
reached, which gives for our application a maximum energy of 6 mJ for a titanium-doped sapphire
amplifier operating at 1 kHz. In my experimental work presented in the article page 90, this value is
exactly the output energy of the first amplifier that was built on this principle of stable pass-to-pass
imaging. We also showed that it is possible to extend this scheme by a factor of 5 up to 30 mJ
delivering a 30 W average power amplifier output but this also demonstrated the limit (see fig. 6
of the article).
Instead of using a thermal-lens-driven laser architecture, a better solution relies on wave guides like
laser fibres that have been also proposed for high-intensity laser applications [156] and pioneered
at IMRA America in Michigan in the last decade of the last century [157]. High-energy fibre lasers
have many advantages for applications because of their high electric-to-output power efficiency
and excellent thermo-mechanical properties [158]. In addition, direct laser-diode pumping with
relatively low brilliance sources in double-cladding fibres enabled lowering the cost per watt of
output average power dramatically. As an illustration the 100 W average power required to pump
the high average power titanium-doped sapphire amplifiers cost about two orders of magnitude
more than the equivalent in laser diode adapted to pumping ytterbium-doped fibres.
However, the maximum energy that a fibre can carry in a single ultrashort pulse is limited by
the finite dimension of the mode sustained in the fibre. Recently photonic crystal fibres [159] or
so-called “rod fibres” have been proposed as an improvement to the method because they enable
mode dimensions above 50 μm. “Rod fibres” are a special type of very-large-mode-area fibre am-
plifiers that are characterized by a metre-scale length and mode sizes that are comparable to the
modes obtained using the thermal lens imaging method described above. Because of the amount
of material, the amount of fluence of a single pulse is limited to about 1 J/cm2, which limits the
energy of a photonic crystal fiber to the sub-millijoule level. Of course some optimization can
be done but the energy of current photonic crystal fibres is limited to one millijoule [160]. Once
the single-pulse energy limit is reached, an optimization aims at increasing the average power of
such an amplifier because the limits imposed by the available pump powers and thermo-mechanical
properties of rod fibre would allow kilowatt power operation [158]. The limit for high-quality beam
operation of high-energy fibre lasers comes from the trade-off that has to be made on the spatial
mode selectivity during the evolution from long single-mode fibres to short metre-scale rod fibres.
Because a rod fibre has a large core, mode competition cannot be avoided any more, which a careful
mode matching into the lowest spatial mode of the fibre amplifier enables to mitigate. However,
mode competition is not suppressed and the excitation of higher-order spatial modes can be trig-
gered via thermal effects, which has been reported in the literature as mode instability. This effect
is considered to be driving the actual upper repetition rate limit for high-pulse-energy fibre lasers
to about 200 kHz.
Another desirable feature of laser fibres is the possibility to coherently add them for enhanced
performance and applications in physics in the relativistic regime. This prospect is being actively
explored, motivated by the application potential of such an idea [49, 161]. But all-in-all, the laser
systems able to work under high thermal load are only able to deliver millijoule-level energies. This
comes from the simple condition that the thermal lens should not be significantly smaller than
the Rayleigh distance of the laser mode at stake. For higher-energy lasers having beams of many
centimetres and energies in the joule range, such a condition is not fulfilled at high repetition rates
any more and the average power of such amplifiers is dramatically reduced.
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3.2.3 Thermal load reduction strategies
As seen above, the thermal lensing effect can only be tolerated in laser systems that work with
small beams. For high-energy, high-power lasers, thermal effects have to be minimized and impose
their limit to the achievable repetition rate.
In side-cooled laser amplifiers where eq. 3.10 is valid, the minimization of the thermal lensing
effects can be obtained by several mitigation steps aiming at increasing k or decreasing QL to reach
a tolerable value for f. In general this limit value, defined as the maximum thermal lensing effect
that a system can tolerate, will depend on the possibility to compensate for the thermal lens to the
first order and the sensitivity of the beam of third order aberration (see section 3.1.4). Nevertheless
it is possible to state as a general rule that a thermal focal length is tolerable when:
fth  min(ZR, Lc) (3.15)
where ZR is the Rayleigh distance associated with the laser beam and Lc the length associated with
typical dimensions and optical elements in the amplifier. For high-energy laser amplifiers Lc is of
the order of a few meters meaning that such lasers tolerate at best thermal focal distance of several
tens of meters at most. A very long thermal focal distance is obtained with the following technical
solutions:
• crystal vs. bulk. The first rule for high average power operation is the choice of a material
that has a high conductivity and high laser-to-heat ratio. In such materials, the temperature
gradients are lower and the resulting thermal lens less strong. On that matter, crystal based
lasers have a great advantage compared to bulk materials because crystals have typically
thermal conductivities one to two orders of magnitude better than that of bulk materials like
glass. Unfortunately, crystals come only in modest sizes. A crystal that has excellent thermal
properties is sapphire, which I used at a kilohertz repetition rate with 40 W of pumping power.
Titanium-doped sapphire can be found in large dimensions (above 10-cm aperture). For the
Mercury project [55], where strontium fluorapatite (SFAP) as host crystal for Ytterbium was
chosen, the final amplifier crystals were obtained via optical bonding of high-quality single
crystals and represented one of the largest technical challenges of that project. Right now,
some efforts are made to explore the potential of calcium fluoride (CaF2) that has a thermal
conductivity around 10 W/m/K. Unfortunately ytterbium-doped materials in general and
Yb:CaF2 in particular have a very high saturation fluence (54 J/cm
2) requiring pumping
power densities significantly higher than for other materials. As compared to titanium-doped
sapphire, under equivalent pumping conditions aiming at working with pump power densities
close to saturation, the thermal lensing effect is 200 times stronger in Yb:CaF2 than in
titanium-doped sapphire.
• Cryogenic temperatures. Lower temperatures have a positive effect on the thermal con-
ductivity of materials and their thermo-optical coefficient. This technical aspect has been
extensively explored for titanium-doped sapphire. Indeed, its thermal conductivity increases
by approx. × 300 between 300 K and 77 K, opening the possibility to run amplifiers at high
energies and high-average powers simultaneously. In such a case however, transient effects
cannot be neglected any more and the on-shot thermal lens is significantly stronger than
eq. 3.10 yields because that equation supposes a time-averaged heat deposition [162]. But
nevertheless, the decrease in thermal lens is such that the condition 3.15 is fulfilled even for
pumping powers of 100 W (10 J, 10 Hz).
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• Amplification with no heat deposition. Laser materials have various properties that make
them more or less adapted to high power operation, with titanium-doped sapphire seemingly
the most interesting one. However, parametric amplification might be a serious alternative
because of the little absorption happening in nonlinear crystals. Optical parametric chirped
pulse amplification (OPCPA) [56] enables building short-pulse 100-J-class laser systems [67].
The question is only about the average power that such an amplifier can handle. Table 3.3
gives an insight on the maximum allowed repetition rate when the condition 3.15 imposes
a thermal focal length higher than 100 m. The comparison is interesting because titanium-
doped sapphire and OPCPA both require nanosecond second-harmonic pump lasers. The
absorbed pump energy density supposes an OPCPA working with 1 J/cm2 and a titanium-
doped sapphire amplifier at 0.8 J/cm2, which are both fluences enabling a correct operation of
the amplifier. The result shows that KD*P does not have a significant advantage compared
to titanium-doped sapphire. Only crystals with very good properties and low absorption
like LBO have an advantage over titanium-doped sapphire. Nevertheless, OPCPAs enable
working at high average powers and at the sub-millijoule level, and they offer very promising
possibilities when pumped with fibre lasers [163].
Material Ti:sapphire LBO KD*P
absorbed pump energy density (mJ/cm2) 300 3 6
thermal conductivity (300 K) W/(m.K) 33 3.5 2
thermo-optical coef. at 300 K (x 10-6) 1/K 13 10 -30
maximum repetition rate (Hz) 16 230 22
Table 3.3: Comparison of the thermal properties of Ti:sapphire and OPCPA crystals.
Given the limitations and solutions found for generating short pulses at the joule level and with a
high repetition rate, the choice was made to develop an OPCPA as the front end for the OMEGA
EP laser around the turn of the century. This is the time I chose and was the motivation for me to
join this team. The OPCPA was first developed as a test-bed [164] to validate the energy fluctuation
reduction concept proposed in the group [165] and later as stand-alone prototype integrated in the
multi-terawatt laser (MTW) [166] and its OPCPA delivered energies in excess of 500 mJ at 5 Hz
repetition rate with no signs of thermal lensing. This represents an average power of 2.5 W with
beams of dimensions in the centimetre range, i. e. dimensions not compatible with operation under
high thermal loading.
3.3 Peer-reviewed articles on the high-average power operation of
short-pulse lasers
The articles selected in the following deal with the spatial fidelity of laser amplifiers. High spatial
fidelity is concomitant to laser amplification development and has always received some degree of
attention. Some development effort has been made to create laser beams that fulfil the requirements
of the amplifiers (fill factor, gain compensation) while high spatial fidelity comes as a question in
thermally loaded amplifiers or highly non-linear amplifiers like OPA’s.
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• V. Bagnoud and J. D. Zuegel “Independent phase and amplitude control of a laser beam by
use of a single-phase-only spatial light modulator” Opt. Lett. 29 3 pp. 295-297 (2004)
This article describes the experimental demonstration of a beam shaping (phase and ampli-
tude) method using spatial light modulators that became available at the turn of the century.
At the Omega laser [1], round beams with nearly top-hat profile were made thanks to the
interplay of static apodizers and a strong radial gain. While this is of little importance for
ICF-relevant nanosecond pulses, the new beamlines of Omega EP included gain sections that
were not cylindrically symmetric, exhibiting lower gains at the edge of the amplifiers. This
seriously increased the requirements on the beams to be seeded in the amplifiers that had
to be spatially pre-compensated for the spatially non uniform amplification gain. The new
idea lies in the encoding method that superimposes high spatial frequency modulations for
amplitude modulation to low frequency modulation for phase control. After this demonstra-
tion work, one found that SLM should be used only in addition to a high-dynamic range
spatial modulator because the black levels achievable are not very high. This publication
was followed by several of my former group that continued exploring the basic principle as
explained in this article.
• V. Bagnoud and F. Salin “Amplifying laser pulses to the terawatt level at a 1-kilohertz
repetition rate” Appl. Phys. B 70 [Suppl.] pp. S165-S170 (2000)
This article summarizes the experimental achievement of my PhD. As it can be seen in
fig. 1.4, high average power short pulse titanium-doped sapphire amplifiers were favoured in
the mid 90’s because the pump lasers offered this possibility. My PhD work has been the
implementation on a large scale with 5 pump lasers (BMI S.A., France) of the concept of
thermal-lens imaging that has been proposed a few years before by my PhD advisor Franc¸ois
Salin. Thermal lens imaging is however not scalable as it works best when the thermal lens is
of the order of magnitude of the Rayleigh distance of the beam. Nevertheless this experimental
realization has set a record (1 terawatt at 1 kHz) that still holds in 2016.
• V. Bagnoud, I. A. Begishev, M. J. Guardalben, J. Puth, and J. D. Zuegel “5 Hz, >250 mJ
optical parametric chirped-pulse amplifier at 1053 nm” Opt. Lett. 30 14 pp.1843-1845 (2004)
This article reports on the demonstration of a high average power short pulse laser being the
prototype for the OMEGA EP front end. The laser amplifier was based on OPCPA pumped
by a specially made pump laser (5 J, 5 Hz, temporally shaped) along the idea that OPCPA
has very low thermal loading and that the OPA process does not affect the spatial phase
quality. We could verify that even at this unprecedented high amplification level, the spatial
phase quality of the beam was unaffected, while a decent uniform spatial amplitude could
be achieved. The spatial uniformity is obtained for this system as long as the OPA is run
at saturation. The main disadvantage is that the amplitude distortions grow exponentially
when the pump modulation exceeds 20%. The prototype has been used without much change
as front end for the OMEGA EP laser since 2008.
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Independent phase and amplitude control of a laser beam by
use of a single-phase-only spatial light modulator
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A phase-only spatial light modulator is used in conjunction with a spatial filter to provide independent control
of the phase and amplitude of a laser beam. Continuous amplitude modulation of the beam is achieved with
a resolution relevant to beam shaping of high-energy laser beams. Amplitude beam correction in a closed
loop is demonstrated. © 2004 Optical Society of America
OCIS codes: 140.3300, 100.5090, 160.3710.
Laser-beam shaping is a rapidly developing field of
research driven by both technological improvements
of beam-shaping devices and the ever-increasing de-
mands of applications. In high-energy laser chains,
efficient beam shaping is successfully achieved in
the front end by passive methods such as beam
apodization1 or intracavity mode shaping2; however,
these static techniques are unable to correct dynamic
laser-beam profiles caused by alignment drifts or
thermal problems.
Spatial light modulators (SLMs) are versatile de-
vices that can modulate the polarization or the phase
of laser beams at high refresh rates. It has been
demonstrated that a SLM can be used to compen-
sate for the thermal phase distortion occurring in
high-energy glass amplif iers.3 Similarly, SLMs have
been used in high-energy laser applications, such as
intracavity beam shaping4 or focal spot control.5 In
all these applications, only the phase-modulation ca-
pability of the SLM was used. However, a corrective
device that would address both phase and amplitude
simultaneously may be successfully used in high-
energy lasers to significantly reduce the alignment
procedure time, to improve the amplif ier f ill factor by
injecting a more-adapted beam shape, to reduce the
risk of damage in the laser chain by removal of hot
spots, and to improve the on-target characteristics of
the beam by better control of the phase.
Several techniques have been proposed to pro-
duce complex modulation of an electromagnetic f ield
with a SLM for encoding computer-generated holo-
grams.6,7 In both cases, two neighboring pixels with
a single-dimension modulation capability are coupled
to provide the two degrees of freedom required for
independent phase and amplitude modulation. In our
work we use a similar approach, but our requirements
differ from those of hologram generation. First, the
number of modulation points across the beam does
not need to be high because spatial f iltering imposes
a low-pass limit on the spatial frequencies allowed
in the system. Second, a high-efficiency modulation
process is required for minimization of passive losses.
Lastly, the required amplitude-modulation accuracy
should be better than measured shot-to-shot beam
f luctuations for the correction to be fully benef icial.
In this Letter we propose a new method to modulate
both the phase and amplitude of a laser beam with
a single-phase-only SLM that uses a carrier spatial
frequency and a spatial filter. As a result, the local
intensity in the beam spatial profile is related to the
amplitude of the carrier modulation, while its phase
is related to the mean phase of the carrier. First,
we show the simple relation between the transmitted
intensity and the phase-modulation amplitude, and
second, we experimentally verify this scheme and
use it to demonstrate beam shaping in a closed-loop
configuration.
The principle of the modulation is depicted in Fig. 1
for the case of a plane wave. The SLM is used as
a phase-only device that applies a one-dimensional
phase grating to the electric f ield. As a consequence,
the two-dimensional propagation integral reduces to
a one-dimensional one. In such a case, the electric
field that is transmitted—or ref lected—through the
modulator accumulates a phase f given by
E 0  E0 exp jfx , (1)
where E0 can be complex and f is a periodic square
phase modulation, of period L, oscillating between the
values f1 and f2. After propagation through a lens,
in an f f configuration and under the Fraunhofer
approximation, the electromagnetic field distribution
at the focus of the lens is proportional to the Fourier
Fig. 1. Independent phase- and amplitude-modulation
scheme. The input beam is modulated in phase by the
phase-only SLM and then propagates through a spatial
filter (SF). The SLM is placed at a focal distance from
the SF lens so the electromagnetic field distribution at the
SF pinhole is proportional to the Fourier transform of the
electromagnetic f ield distribution at the SLM location.
0146-9592/04/030295-03$15.00/0 © 2004 Optical Society of America
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transform of Eq. (1). To calculate the Fourier trans-
form of E 0, one can consider, for instance, the initial
electromagnetic f ield as a sum of two square waves de-
fined by
E1  E0
X
n
dx 2 nL ≠ rectL/2xexp jf1 , (2)
E2  E0
X
n
dx 2 nL ≠ rectL/2x 2 L2exp jf2 , (3)
where d is the Dirac function and ≠ denotes the convo-
lution product. After some algebra, the electromag-
netic f ield distribution at the focus, given as the sum of
the Fourier transforms of E1 and E2, can be
written as
E˜ ~ E0 sin c
µ
p
Ln
2
∂
cos
µ
Df
2
1 p
Ln
2
∂
3 exp
∑
j
µ
f1 1 f2
2
2 p
Ln
2
∂∏X
n
dn 2 nL , (4)
where n is the spatial frequency and the Dirac comb
function represents the diffraction pattern created
by the SLM phase grating. Removing the higher-
order terms (jnj . 0) in this diffraction pattern with
a spatial-filter results in an electric f ield given by
Eq. (5), where the amplitude is determined by the
phase difference Df, and the phase is equal to the
average of f1 and f2:
E˜0 ~ E0 cos
µ
Df
2
∂
exp
µ
j
f1 1 f2
2
∂
. (5)
This result is still true for finite beams, provided
that the amplitude and phase of the initial beam vary
slowly with respect to the modulation frequency. If
the electromagnetic f ield spatially varies at higher fre-
quencies, then the imaging system will act as a spatial
filter and will modify the spatial distribution of light
regardless of the application of a phase modulation on
the SLM.
In the experimental setup shown in Fig. 2, the light
source is a pulsed, 300-Hz laser, the beam of which
is upcollimated so that it overfills the SLM area and
is linearly polarized. It is ref lected off the SLM and
then imaged to an 8-bit CCD camera (Cohu 4910 series)
or to a Hartmann–Shack wave-front sensor (Wavefront
Sciences CLAS-HP). The camera was used mainly for
system alignment and as a diagnostic or whenever
high-spatial-resolution beam amplitude measurement
was required. The wave-front sensor was used for si-
multaneous phase and amplitude measurements. We
use a nonpixelated, 256-level, phase-only SLM from
Hamamatsu (Model X8267) with a 20 mm3 20 mm ac-
tive area, optically addressed by a 7683 768 pixel LCD
screen. Because of a slight defocus of the imaging
system, continuous phase modulation can be achieved
on the SLM at the expense of slight reduction of the
resolution.
To be relevant to beam shaping in a high-energy
laser facility, such as the OMEGA laser at the Labora-
tory for Laser Energetics, the passband of the beam-
shaping spatial f ilter must be at least as large as
the spatial f ilters in the main laser power amplifier,
which are as large as 30 times the diffraction limit.
To ensure removal of the SLM carrier spatial fre-
quency, the minimum spatial frequency must then be
at least 30 times the fundamental spatial frequency of
the beam. Practically, this means that the minimum
number of pixels required for that application is 60
across the beam (2 per period). The beam f -number
in the spatial f ilter is 25, which means that the
diffraction-limited focal spot is roughly 25 mm and
the pinhole should be at least 750 mm in diameter.
We used a 1-mm pinhole and a modulation frequency
64 times that of the fundamental beam frequency. In
the SLM plane this modulation theory corresponds
to a period of 12 pixels. For lower numbers of pixels
per period, the finite slope between two nearby pixels
degrades the modulation profile. For larger periods,
up to 24 pixels, the beam is efficiently modulated by
the SLM, but the system becomes more sensitive to
the pinhole alignment.
Figure 3 demonstrates a linear amplitude-
modulation scheme, as well as high-contrast and
arbitrary spatial shaping. In the top part (around
the lineout) Eq. (5) is inversed to obtain the phase-
modulation amplitude corresponding to a linear ampli-
tude modulation, while the bottom part of the image
(below the lineout) shows nearly complete extinction
for p-rad modulation and 100% transmission when
Fig. 2. Experimental setup: SF, spatial-f ilter pinhole;
H-S, Hartmann–Shack wave-front sensor. The SLM is
used in ref lection and a f lip-in mirror is used to measure
either the intensity or phase profiles.
Fig. 3. A modulated beam demonstrates the amplitude
control offered by the combined SLM–spatial-f ilter system.
The lineout in the top portion demonstrates the effective
transmission function, while the bottom part demonstrates
high-contrast modulation with as much as 50:1 extinction
ratio.
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Fig. 4. Independent phase and amplitude modulation is
demonstrated. The mask (a) leads to a beam that exhibits
simultaneous amplitude (b) and phase (c) modulation.
Fig. 5. Dynamic amplitude beam control. The initial
beam (a) is shaped into top-hat beams (b) and (c). The
lineouts in (d) show the typical error of the intensity goal.
the phase modulation is 0 rad. The low-contrast
speckle shown in Fig. 3 limits the achievable extinc-
tion ratio that we measured varying from 50:1 to 10:1
across the beam. Note that extinction was achieved
while only half of the dynamic range of the SLM was
used (128 levels), which leaves at least half of the
SLM dynamic range free for phase modulation, in the
worst case.
Figure 4 demonstrates simultaneous amplitude and
wave-front-shaping performance of this system by
summing two one-dimensional patterns with spatial
frequencies below and above the cutoff frequency of
the spatial filter, as shown by the mask in Fig. 4(a).
Figure 4(b) shows the beam amplitude measured
with the Hartmann–Shack sensor, while Fig. 4(c)
illustrates the measured wave front. Both images
display data dropout near the center because the
measured intensity falls below the detection threshold
of the wave-front sensor. Little phase-to-amplitude
coupling is observed, demonstrating that the phase
information is conserved through the f ilter while
intensity modulation is achieved.
Figure 5 illustrates the performance of this beam-
shaping scheme in an iterative, closed-loop configura-
tion. A single convergence scheme is applied in which
less amplitude modulation is applied where not enough
transmission is achieved and more where too much is
measured. For demonstration purposes, we propose
to correct the pixels for which the measured intensity
on an 8-bit gray scale is higher than 80 counts. After
mapping the SLM to the CCD by use of a f iducial
image, the required transmission at each location of
the SLM and the corresponding phase-modulation
amplitude are calculated. The first step correction
result is shown by the image in Fig. 5(b) along with
its corresponding lineout, which shows that most of
the correction factor has been underestimated since
the average intensity is more than 80 counts. Simi-
larly, the correction does not lead to a uniform beam
because of the spatially dependent transfer function
of the SLM. Nevertheless, the error, defined as the
difference between the real intensity and the goal in-
tensity, in a rms sense, for those points initially higher
than 80, is reduced from 60% to 16%. Using the
image in 5(b), we reduce the error signal by changing
the modulation to achieve the goal. The result of a
second correction is shown in Fig. 5(c), where the error
signal has been reduced to 8.5%, which is dominated
by the speckle noise discussed above.
We have shown a dynamic modulation scheme that
addresses simultaneously both the phase and the am-
plitude of a laser beam. By modulating the phase of a
laser beam at high spatial frequencies, one can couple
the phase-modulation amplitude to the transmission
of a spatial filter in a straightforward way. Following
that, we have demonstrated that this scheme can be
used for beam correction.
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Energy (DOE) Off ice of Inertial Confinement Fusion
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Abstract. In this paper, we report on the realization of a 20-fs,
20-mJ laser chain operating at a repetition rate of one kilo-
hertz. We emphasise the control on the pulse temporal and
spatial profile, and its amplification at high average pow-
ers. This 1-kHz, terawatt laser is well suited for applications
in high-field physics when low-intensity signal averaging is
needed.
PACS: 42.55.-f; 42.65.Re; 42.60
Chirped pulse amplification [1] is a widely used technique for
amplifying ultrashort pulses in bulk media to very high peak
powers [2]. This technique has opened a completely new field
of research in high intensity physics that appears for inten-
sities about or greater than 1018 W/cm2. Even with almost-
diffraction-limited beams, terawatt peak powers are required
to reach such a high level of intensity. These kinds of laser
chains are good primary sources for X-ray lasers and ultrafast
laser-induced plasma that have proved to be efficient sources
of soft to hard X-rays. Ultrashort-duration X-ray sources are
of great interest for numerous applications from imaging of
biological samples in the water window to probing atomic
arrangements for example. Broadband gain medium such as
titanium-doped sapphire made it possible to generate and am-
plify laser pulses in the sub-100 fs domain. This leads to laser
chains that only need to deliver several tens of millijoules of
energy per pulse to reach the terawatt peak power regime.
A low pulse energy makes the laser more versatile and reli-
able and allows it to fit on a small foot print.
Up to now, multiterawatt laser chains have only been
demonstrated at a repetition rate of 10 Hz [3–5], and their
average output power is generally in the watt range. Most ap-
plications that can be developed out of femtosecond lasers
or laser-induced secondary sources will benefit from higher
average powers, which means higher repetition rates. Several
groups have started to work on high-intensity high-repetition-
rate systems [6, 7]. They have reported the use of Ti:sapphire
for amplification of sub-30-fs laser pulses to the 0.1-TW level
at a 1-kHz repetition rate. Indeed, working with sub-30-fs
pulses makes it possible to reach the terawatt level at lower
energy. Although this increases the constraint on the spectral
phase and amplitude control, it is clearly beneficial in terms
of cost. Furthermore, phenomena such as high-order harmon-
ics generation [8] will also benefit from shorter pulses [9, 10].
Eventually, we set the goal for our terawatt system at 20 fs
and 20 mJ per pulse, while keeping the 1-kHz repetition rate.
First, this paper describes the experimental implementation of
our terawatt kilohertz system and then it focuses on more spe-
cific issues that had to be solved in order to keep the quality of
the pulse good enough to be used in a real high-field physics
experiment.
1 Experimental setup of the laser system
Ultrashort seed pulses are produced by a home-made Ti:sap-
phire fs oscillator that runs at 78 MHz. A 4.5-mm-thin crys-
tal, together with a fused-silica prism pair allow generation
of pulses as short as 10 fs, with a 220-nm bandwidth cen-
tered at 800 nm. The laser oscillator is pumped by 3.8 W of
green light produced by a Nd:YVO4 Millennia laser (Spectra
Physics). The pulses whose energy is about 2 to 3 nJ are then
sent to our CPA system.
A schematic of the terawatt amplification chain is de-
scribed in Fig. 1. The beam is first sent to an aberration-free
Öffner-triplet-based stretcher [11] which temporally stretches
the laser pulses to several hundreds of ps. The mirrors in the
stretcher have a radius of curvature of 1 and 0.5 m and their
diameters are 300 and 120 mm, respectively. Such large op-
tics ensure a spectral bandwidth broader than 150 nm. This
is necessary to avoid spectral clipping which would intro-
duce wings on sub-20-fs pulses. Great care has been taken in
manufacturing these mirrors as the surface qualities are λ/34,
λ/90, and λ/80, for the primary, the secondary, and the roof
prism mirrors, respectively. The grating in the stretcher has
a groove density of 1200 lines per mm and the angle of inci-
dence is 22◦.
The pulses are then sent to an amplifier consisting of a re-
generative pre-amplifier followed by three multipass ampli-
fiers. Most of the gain in energy is provided by the regenera-
tive pre-amplifier. The seed pulse is sent to an X-shaped laser
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Fig. 1. Experimental setup of the terawatt
kilohertz laser
cavity where it undergoes an amplification factor of about
106. The 7 mJ pumping energy is focused onto a 10-mm-
long Brewster-cut Ti:sapphire crystal providing a small signal
gain of about 4 per round trip. One of the benefits of regen-
erative amplification is to reshape the laser mode to a pure
TEM00 cavity mode albeit exhibiting a slight astigmatism.
Astigmatism arises from both the astigmatic thermal lens in
the pumped area which is dissymetric because of the Brewster
angle of the Ti:sapphire crystal and the geometry of the laser
cavity. A second feature of regenerative amplification is that
the saturation fluence is hardly ever reached. This means that
the ASE background sees the same gain as the main pulse,
and therefore the initial contrast ratio is kept over the 7 orders
of magnitude amplification process. This contrast can be en-
hanced thanks to mode matching seed beam and cavity mode.
Not only does this method efficiently seed the regenerative
cavity but the ratio between spontaneous emission and seeded
energy is increased. We estimated the ASE to pulse peak
power by comparing the build-up time of both signals and we
found a value around 108. A third feature of the regenerative
amplifier is its gain narrowing [12] which is stronger than in
a multipass pre-amplifier. Indeed, spectra broader than 30 nm
can hardly be expected from usual regenerative cavities. We
use a 580-mm-thick birefringent filter [13] to create spectrally
dependent losses in the cavity in order to broaden the net
gain (by reducing the gain at its maximum, around 800 nm).
With this filter, we routinely get spectra that are more than
twice broader, corresponding to a theoretical pulse duration
between 15 and 20 fs. The last feature of the regenerative am-
plifier is the output pulse energy. Since thermal aberration in
the Ti:sapphire crystal destorts the pulse spatial profile, the
energy was limited to 1.5 mJ to keep the beam diffraction
limited.
Power amplification is performed in three different stages
of multipass amplification. The pumping energy is produced
by five, 20-mJ, YLF lasers (Thomson CSF Lasers) running
at 1 kHz. The high pump average intensity (4 kW/cm2) in
the amplifier Ti:sapphire crystals induces a strong thermal
load which leads to a thermal focal distance of about 1 m.
In order to avoid strong beam distortions, we use the ther-
mal lens imaging technique [14] to successfully relay the
beam waist in the amplifier from one folding mirror to the
other. As the laser and pumping energy increases, the size
of the pumped area in the crystal increases too. As a con-
sequence, the length of the amplifier becomes too long and
the laser fluence on the folding mirrors too high. Eventu-
ally, pure eigenmode relaying is not experimentally possible
in the last amplifier and we adopt a different amplification
strategy where the laser beam is collimated between the two
passes and undergoes strong focusing before and after the
amplifier. In each amplifier, the small signal gain per pass
is equal to 3. In the first amplifier, we need 4 passes to ex-
tract 30% of the pump energy. This brings the pulse energy
to 7 mJ. The eigenmode relaying technique works particu-
larly well and it is very easy to implement although it requires
mode matching between the regenerative cavity and the en-
trance mirror of the amplifier. We use 30 mJ of energy to
pump the crystal of the second amplifier and three passes
are needed for extraction of 28% of the energy. Mode coup-
ling is performed between the two first multipass amplifiers
using a single lens. The crystal of the last multipass amplifier
is pumped by two 20-mJ YLF lasers, one on each side. Be-
cause, the laser fluence on the folding mirrors would be too
high, we use a configuration where the laser beam is focused
before its first pass. Then the beam is collimated by the ther-
mal lens and its fluence on the folding mirrors remains below
the damage threshold. Because we only need a saturated gain
of 2, extraction is easier and the extraction efficiency is 32%.
A summary of the above-described amplifier performances is
given in Table 1.
Temporal compression of the laser pulses is achieved in
a two-grating Treacy-type compressor [15] used in a single-
pass configuration. The gratings have a groove density of
1480 l/mm, and they are recorded on a φ = 15 cm BK7 sub-
Table 1. Performances of the three multipass amplifiers used in the laser
chain
Amplifier 4-pass 3-pass 2-pass
Pump energy/mJ 20 30 40
Output energy/mJ 7 15 28
Extraction efficiency 30% 28% 32%
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Fig. 2a,b. Intensimetric SHG autocorrelation of the amplified pulses and
corresponding spectra. a Best results basis. b Somehow longer pulse but
with a cleaner temporal profile
strate. The angle of incidence on the compressor grating is
about 45◦ and the compressor distance about 38 cm. The
beam diameter is 3 cm in diameter so the average intensity
on the grating remains below 3 W/cm2. Due to the very high
output peak power, compression is performed in vacuum.
The use of gratings with different groove densities in the
stretcher and in the compressor ensures spectral phase match-
ing between the stretcher and material on one hand and the
compressor on the other hand [16]. The compressor through-
put is about 70%, leading to compressed pulse energies as
high as 20 mJ. Duration measurements of the laser pulses
have been performed using a SHG intensimetric autocorrela-
tion. We obtained pulse durations as low as 18.5 fs assuming
a sech2 temporal profile. The autocorrelation, together with
the pulse spectrum are presented in Fig. 2. This autocorrela-
tion was performed using a 10-mm-thick type-I BBO crystal.
Routinely, it is possible to get pulses exhibiting no wings at
the expense of slightly longer durations. The second auto-
correlation trace in Fig. 2b shows a slightly longer pulse but
without pedestal. In this measurement, the non-linearmedium
was a plate of poled fused silica [17].
2 Amplification of sub-20-fs pulses: issues and solutions
Although propects in interaction with ultrashort pulses are
very promising, amplifying sub-20-fs pulses is also meaning-
ful from a point of view of the average power: the shorter
the pulse, the lower energy per pulse to obtain 1 terawatt.
Since the final pulse duration is ultimately limited by the
pulse bandwidth, the foremost condition in amplifying ul-
trashort pulses is to keep the width of the laser spectrum.
This means that the gain needs to be spectrally constant, over
a band broader than the pulse spectrum, in order to linearly
amplify all the laser pulse frequencies. This is not generally
true, and only amplification of 40-fs and longer pulses is pos-
sible in Ti:sapphire. Yet, shorter pulses undergo the effects of
gain narrowing which must be cancelled to amplify sub-30-fs
pulses.
Since this phenomenon is only due to the spectral gain,
one only needs to overcome spectral gain narrowing in the
pre-amplifier, where this effect is the most important. Dif-
ferent approaches have been proposed to this problem. First
it is possible to spatially decouple the different wavelengths
and shape the pump beam profile to flatten the spectral
gain [18]. A second method would use multilayer dielec-
tric mirors with a reflectivity that matches the spectral gain
in the cavity so that the net gain would remain spectrally
constant over a broader spectral range. Another method, is
called regenerative pulse shaping, where spectrally depen-
dent losses are introduced in the pre-amplifier, has been
more exhaustively studied [4]. Spectral losses can mainly
be obtained from interference (Fabry–Perot filter) and po-
larization effects (Lyot filter). Even if amplification of ul-
trashort pulses has been done using Fabry–Perot filters, the
use of a birefringent filter is much simpler and less sensi-
tive to thermal and mechanical drifts. The birefringent filter
is made by a birefringent plate located between two polar-
izers. The transmission of such a filter depends sinusoïdaly
on the laser frequency. The filter parameters (orientation and
thickness) can be chosen so that the losses introduced by the
filter matches at best the spectral gain of the cavity. In such
a case, the net gain in a pre-amplifier including the filter can
be flattened. Figure 3 plots three different spectra measured
at the output of the amplifier. The natural gain bandwidth
of Ti:sapphire leads to the dotted line spectrum that corres-
pond to a theoretical Fourier-transform-limited pulse dura-
tion of 33.5 fs. The two other spectra were obtained from
a regenerative amplifier including a birefringent filter. The
corresponding theoretical pulse durations, calculated as the
Fourier trasform of the corresponding spectrum, are 19.8 fs
and 17 fs for the solid-line and dashed-line spectrum, respec-
tively. Note that such a filter can also be used to tune the
laser central wavelength from 700 to 900 nm while keeping
a relatively short pulse duration of about 100 fs. Interference
filters can lead to somehow better results in terms of pulse
duration [19]. However, the use of an e´talon is more sensi-
tive to drift than the birefringent filter, and its alignment is
more complicated. Both systems allow us to amplify sub-
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Fig. 3. Experimental spectra measured at the output of a regenerative am-
plifier. The dotted line (1) spectrum is a typical spectrum compared to two
other spectra (2 and 3) obtained by use of a 475-mm-thick birefringent filter
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20-fs pulses and it appears that the ultimate limitations in
ultra-broadband amplification arise now from the coating’s
spectral bandwidth.
The second concern to be taken into account in ampli-
fying ultrashort pulses is the spectral dephasing of the CPA
laser chain. The condition for good compression implies
that the dephasing accumulated after propagation through the
stretcher, the amplifier and eventually the compressor should
be as close as possible from a linear function of the frequency.
In a typical laser chain including a regenerative amplifier,
there is about 1 to 2 m of material that introduces a strong
group velocity dispersion (GVD). Therefore, it is relatively
difficult to compensate for the phase mismatch between the
stretcher and the material on one hand, and a compressor with
only two degrees of liberty (angle and distance) on the other
hand. In such a case, we calculated that the use of mixed
grating [20] (the stretcher and compressor gratings groove
densities are different) together with global optimization [16]
could lead to a system where the total dephasing remains
within 0.1 radian from the expected ideal value over a range
of 100 nm.
However, spectral phase measurement at the output of
a laser chain using SPIDER [21] for instance often shows
a pulse spectral phase which is different from that expected
from the simulations. Surface defects on the stretcher optics
are mainly responsible for this unpredicted residual phase. In
our case, we use a Öffner-triplet-based stretcher [11], which
utilizes a 30-cm-wide primary mirror and a 12-cm secondary
mirror. Even though the surface quality of our optics is very
good, the λ/34 primary mirror in our stretcher was found
to introduce a dephasing, as shown on Fig. 4, and we have
shown [22] that the optical element with the lowest quality
will dominate this phenomenon.
A comparison between this experimental phase and the
calculated theoretical phase presented in dotted line on the
Fig. 5 shows that the dephasing due to the non-perfect surface
quality of the stretcher mirrors is larger than the dephasing
calculated from the mismatch between the compressor and
amplifier dispersion. This means that the dephasing at the out-
put of the laser chain will be driven by optical defects on the
stretcher optics. As a consequence, much care should be taken
to minimize this by use of the best quality optics. During the
definition of the amplification scheme, one must balance the-
oretical dephasing, which can be small as seen in Fig. 5, and
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Fig. 5. Theoretical dephasing in a CPA chain including 0.5-m KDP, 0.5-m
sapphire, 0.4-m BK7, and a 1200-gr/mm grating in the stretcher. The
solid line is the dephasing from a 1200-gr/mm grating compressor setting
following φ(2) and φ(3) cancellation. The dashed line gives a numerical op-
timization of the above system following global optimization. The dotted
line is the dephasing obtained after global optimization of a 1500-gr/mm
grating compressor
appropriate optics that can be manufactured easily, mainly flat
and spherical mirrors.
To conclude, control of the amplification of sub-20-fs
pulses must take both spectrum amplitude and phase into
account. It is interesting to note that the amplified pulse spec-
trum will benefit from an ultrashort oscillator (sub-10-fs) and
large-bandwidth coatings. We are now able to design very
large-bandwidth CPA systems with a residual phase almost
flat, and we can decrease the effect of gain narrowing in the
amplifiers to such a limit that the coating bandwidth and the
stretcher mirror quality are now the most limiting factors.
3 High average power amplification
In the recent years, above-0.1-TW peak-power lasers were
achieved at a 1-kHz repetition rate [6, 7]. In their papers, the
authors state the difficulty of coping with thermal effects oc-
curring in the Ti:sapphire crystals of the amplifiers. At such
a high repetition rate, the thermal lens is not negligible and its
effects are deleterious. Assuming a radial symmetry and uni-
form pumping, the thermal lens focal distance is given by (1),
where k, ν, ∂n/∂T , and Jsat are respectively the thermal con-
ductivity, the quantum ratio of the thermally dissipated energy
to the total absorbed energy, the thermal index gradient and
the saturation fluence of the material. In Ti:sapphire, at room
temperature and at a 1-kHz repetition rate, for a small signal
gain of about 3, the thermal lens focal distance is about 1 m,
whatever the pumped area size and pumping energy are.
ftherm = 2kν 1R ∂n
∂T Jsat log(G0)
. (1)
Nitrogen cooling improves the crystal thermal properties
and in the 100 K regime, the thermal lens focal length is
20 times longer than at room temperature. Therefore its effect
is nearly negligible. However the use of cryogenic techniques
is not rewarding as it contributes to making the laser operation
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more difficult. On the contrary, the technique of thermal lens
imaging [14] allows one to operate the laser system at room
temperature.
The thermal lens imaging technique introduces a coupling
between geometric parameters, and the realization of the am-
plifier should be done as follows: first, one must determine the
radius of the pumped area according to the expected gain. In
our case, the pumping energies are 20 mJ, 30 mJ, and 40 mJ
for successive amplifiers. This gives radii of 0.5 mm, 0.6 mm,
and 0.7 mm, respectively for a gain of about 3 per pass. Ef-
ficient energy extraction and minimum beam distortion will
be achieved if the laser beam waist is about this radius size.
So, given the radius of the laser beam on the crystal and the
thermal focal length (determined by the gain), one calculates
the amplifier arm length that is necessary for stable imag-
ing from one pass to the other. A simulation of the amplifier
length is presented in Fig. 6, as a function of the diameter
of the pumped area on the crystal. A first information is that
the length of the amplifier does not depend too much on the
pumping power. As a consequence, thermal lens imaging is
poorly affected by variation of the pumping power. Another
information is the amplifier length itself. For lower pum-
ing powers, the solution is very compact, whereas at higher
pumping powers the amplifier length increases too much. So,
this method can not be extended to very high average powers
without some modification from the original setup.
Yet, at moderate pumping powers, once set, the system
is very stable and does not show much sensitivity to pump-
ing power variations. Another important issue is the coupling
between these amplifiers. They demand mode matching and
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much care should be taken to image the beam waist with the
proper diameter from one amplifier to the other. Moreover,
the thermal lens together with the localized gain region act
like a spatial filter that cleans the laser beam from one pass
to the other. As a result the far-field image of the beam pro-
file is very good, as seen on Fig. 7. This filtering can even
correct the small astigmatism which currently occurs in the
regenerative pre-amplifier.
Nevertheless, this methods meets its limits when one tries
to use it above 30 mJ pump energies as the amplifier arm
length increases above 2 m and the laser fluence on the fold-
ing mirror reaches the material damage threshold. For this
reason we adopt a different scheme in the final amplifier: as
shown on Fig. 8, the beam is focused prior to entering the am-
plifier, and the thermal lens collimates the laser beam between
its two passes. Of course, no optical element can be located
about the beam focus, before and after the multipass ampli-
fier. Using this technique amplification of ultrashort pulses
can be extended to higher average powers at 1 kHz. The
length of the amplifier does not increase when the pumping
power increases: the only parameter to vary will be the radius
of the pumped area in order to keep both the gain and the ther-
mal lens constant. Therefore the beam waist radius before the
entrance of the amplifier is modified.
In summary we have found that the thermal lens imag-
ing technique is very stable and that the pumping power has
little effect on the beam spatial profile. Moreover it tends to
force the laser mode into the amplifier mode by self ampli-
Fig. 7. Far-field measurement of the beam spot
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tude and phase cleaning from one pass to the other. However,
for higher pumping powers pure eigenmode imaging is not
possible and we have presented an alternative to keep the am-
plifier a reasonable size.
4 Conclusion
We have adopted recent developments in laser physics such
as global optimization, regenerative pulse shaping with a bire-
fringent filter, and thermal lens imaging to sucessfully realize
a laser chain that delivers terawatt pulses at a 1-kHz repeti-
tion rate. We would like to emphasise on the 20% extraction
efficiency of this laser, which, together with 100 W pump-
ing power, demonstrates the higest average power ultrafast
laser chain developed to date. Applications that have been
done using this source are high-order harmonic generation
in hollow-core fibers and soft to hard X-ray generation from
clusters. In the future, development of laser chains with pulse
duration in the 10-fs regime would make this kind of system
more compact and a powerful tool as a primary source for
attosecond physics.
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5 Hz, .250 mJ optical parametric chirped-pulse
amplifier at 1053 nm
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A 250 mJ, 5 Hz repetition rate optical parametric chirped-pulse amplifier with near-Fourier-transform-
limited, 430 fs pulses and a beam that can be focused to near the diffraction limit is demonstrated. A pump
laser with engineered spatial and temporal profiles allows an overall pump-to-signal conversion efficiency of
34% to be achieved. © 2005 Optical Society of America
OCIS codes: 140.7090, 190.4970, 140.3280.
Optical parametric chirped-pulse amplification1,2
(OPCPA) can amplify ultrafast laser pulses because
of its broadband gain without many of the disadvan-
tages of regenerative amplification.3 OPCPA offers
high-contrast seeding of petawatt laser systems,4
scalability to high energies,5 and amplification of ul-
trabroadband pulses.6 OPCPA systems typically uti-
lize bulk nonlinear materials, such as lithium tribo-
rate (LBO), b-barium borate (BBO), and potassium
dihydrogen phosphate (KDP), but quasi-phase-
matched OPCPA has also been demonstrated for low-
energy application.7
Maximizing the pulse energy from a broadband
OPCPA front end to be injected into a high-energy
Nd:glass laser system reduces the total gain narrow-
ing in the system and yields the shortest available
transform-limited compressed pulses. Moderate rep-
etition rates with high energies are desirable for a
variety of applications including system alignment,
particularly the large-area grating compressor at the
end of the amplifier chain. A high-average-power
OPCPA system drives the pump laser’s power re-
quirements and naturally benefits from a high
OPCPA pump-to-signal conversion efficiency. For ex-
ample, the highest conversion efficiency demon-
strated with commercial pump lasers is about 6%,3
which requires a pump power almost 20 times that of
the desired OPCPA output power.
Recently, we predicted and experimentally
demonstrated8 that the pump-to-signal OPCPA con-
version efficiency can be greatly improved by care-
fully tailoring the pump laser’s spatial and temporal
profiles. In that work, pump-laser depletion greater
than 60% was achieved in a single-stage OPCPA by
use of a top hat, in space and time, pump laser. This
same approach was applied in the proposed design of
a high-energy, two-stage OPCPA system9 to realize
improved OPCPA output energy stability and beam
quality. In this Letter an OPCPA system that uses
this design demonstrates more than 1 W of average
power at 5 Hz with pulses compressible to 1.07 times
the Fourier transform limit and a beam that focuses
to near the diffraction limit. To achieve this goal, we
developed a pump laser well matched to efficient
pumping of OPCPA systems.10 With wave-front-
corrected, 25.4 mm diameter Nd:YLF rods, the pump
laser’s power amplifier delivers nearly 9 W at a
527 nm wavelength and a 5 Hz repetition rate with a
high beam spatial quality.
The experimental setup is shown in Fig. 1. Ul-
trashort seed pulses generated in a mode-locked Nd:
glass oscillator (Time-Bandwidth Products GLX200)
are synchronized to a master clock that also sets the
timing of the pump laser. The 6 nm bandwidth
(FWHM) seed pulses are stretched in an Öffner trip-
let pulse stretcher to 2.4 ns (FWHM)11 to minimize
B-integral accumulation during amplification in sub-
sequent stages of a multikilojoule, Nd:glass laser sys-
tem. Stretching optical pulses by a factor of up to
,104 while preserving the spectral phase requires
high-quality stretcher optics,12 so the surface quality
of the primary and secondary mirrors used was l /35
(peak to valley).
A pump laser10 delivers 2.5 ns pulses at 5 Hz and a
527 nm wavelength. The 20th-order, super-Gaussian
temporal and spatial profiles are critical to the effi-
cient operation of the two-stage optical parametric
amplification system,8,9 while the 15 ps (rms) tempo-
ral jitter between the pump and the seed lasers yields
exceptional wavelength stability of the amplified
OPCPA signal.
High OPCPA pump-to-signal conversion efficiency
and output energy stability are simultaneously
achieved with a single pump laser in the two-stage
Fig. 1. Experimental setup. The preamplifier optical para-
metric amplifier stage uses two critically phased-matched
LBO crystals in a walk-off-compensated arrangement. The
power-amplifier optical parametric amplifier stage pro-
duces energies up to 265 mJ.
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OPCPA by using LBO crystals, as well as by optimiz-
ing the pump laser’s stability. A two-crystal preamp-
lifier stage provides high gain, while a single-crystal
power amplifier yields high energy-extraction effi-
ciency. Operating the preamplifier stage with some
OPCPA reconversion and the power amplifier in satu-
ration balances the effect of pump-energy variations,
while maximizing energy extraction.9
LBO provides broad angular acceptance and low
pump-to-signal walk-off compared to other bulk non-
linear crystals, such as BBO and KDP, commonly
used in degenerate OPCPA systems at 1053 nm. The
broad angular acceptance of LBO reduces the OPCPA
system sensitivity to pump-laser wave-front errors,
which can lead to reduced efficiency and undesirable
beam modulation. Minimizing pump-to-signal walk-
off also improves overall efficiency and beam quality,
especially in a preamplifier that utilizes long crystals
and small beams.
The preamplifier stage uses two 5 mm35 mm
329.75 mm critically phased-matched LBO crystals
in a walk-off-compensated arrangement operating at
a nominal pump intensity of 1 GW/cm2. The 2.5 mm
(FWHM) circular pump beam is matched to the
Gaussian width of the seed beam from the stretcher.
A slight noncollinear angle (8 mrad external) be-
tween the pump and the seed beams in the phase-
matching direction prevents parasitic self-doubling of
the intense amplified signal and reduces pump–
signal walk-off effects.13 This angular separation also
simplifies separating the amplified signal beam from
the residual pump and idler beams. Seed pulses are
amplified from 600 pJ to 30 mJ, corresponding to a
net gain of 53107 with a conversion efficiency ex-
ceeding 24%. Driving the OPCPA preamplifier
slightly into the reconversion regime optimizes the
two-stage system’s efficiency, as well as the energy
stability.9
The preamplifier output signal beam is image re-
layed with a magnification of 2.153 to the OPCPA
power-amplification stage. The total measured trans-
mission between the preamplifier and the power am-
plifier is greater than 90%. As in Fig. 2, pump-pulse
energies up to 640 mJ are delivered to a 10 mm
310 mm311 mm LBO power-amplifier crystal, re-
sulting in 265 mJ signal pulses. At maximum pump
power, over 1.2 GW/cm2 pump intensities allow 37%
pump-to-signal net conversion efficiency to be
reached with no saturation effect observed. The sys-
tem’s average power equals 1.3 W, which is, to our
knowledge, the highest average power ever reported
for an OPCPA system, limited only by the available
pump power. The total system efficiency, including
preamplifier and power amplifier, is 34% with an en-
ergy stability of 1% (rms) over 100 shots.
The amplified signal beam’s near-field profile
shown in Fig. 3(a) was measured with an 8 bit CCD
camera (Cohu 1200 series). Heavy saturation in the
OPCPA system reshapes the initially Gaussian spa-
tial profile of the seed beam to match the super-
Gaussian pump-laser profile. The preamplifier out-
put spatial profile is modulated, due to a sensitivity
of the beam to the pump spatial phase, via a narrow
angular acceptance in this stage. In the power ampli-
fier, this sensitivity is reduced because a shorter crys-
tal yields a broader angular acceptance; therefore,
the range of intensities across the beam is narrowed
to a peak-to-mean value lower than 50%.
The amplified signal beam’s far-field distribution,
shown in Fig. 3(b), was recorded at the focus of a 1 m
focal length lens by an 8 bit CCD camera with a 100-
shot average to further increase the detection resolu-
Fig. 2. OPCPA output energy as a function of the pump
energy delivered to the power amplifier.
Fig. 3. (a) Near-field image of the OPCPA output beam
showing a near-flattop energy density distribution. (b) Far-
field image of the OPCPA output energy distribution at the
focus of a 1 m focal distance lens showing the excellent fo-
cusing properties of the OPCPA system.
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tion to ,11 bits. The measured far-field profile shows
a FWHM that equals 1.10±0.02 and 1.05±0.02 times
the theoretical limit-based propagation of the near-
field profile in Fig. 2(a). This qualitatively indicates
that the signal beam focuses close to the diffraction
limit.
Figure 4(a) shows an autocorrelation trace of the
output pulses after compression in a folded, double-
pass compressor. The autocorrelation trace is shown
along with a simulated autocorrelation function cal-
culated for a transform-limited pulse based on the
OPCPA system’s output spectrum. Both autocorrela-
tion traces overlap well with only a 7% mismatch be-
tween the FWHM widths. A pedestal observed in au-
tocorrelation traces measured for both amplified and
unamplified pulses that match over more than 3 or-
ders of magnitude is attributed to spectral phase er-
rors in both the stretcher and compressor that often
arise in chirped-pulse amplification systems with
large stretching and compression ratios.
In conclusion, we have demonstrated an OPCPA
system suitable for the injection of a multikilojoule,
short-pulse laser with good performance. The OPCPA
output simultaneously shows high conversion effi-
ciency and energy stability, as well as excellent pulse
compressibility and focusability. Our current plan in-
cludes improving the signal-beam modulation by an
increased control over the pump-phase-to-signal-
amplitude coupling in the preamplifier.
This work was supported by the U.S. Department
of Energy (DOE) Office of Inertial Confinement Fu-
sion under Cooperative Agreement DE-FC52-
92SF19460, the University of Rochester, and the New
York State Energy Research and Development Au-
thority. The support of DOE does not constitute an
endorsement by DOE of the views expressed in this
article. V. Bagnoud’s e-mail address is
vbag@lle.rochester.edu.
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Fig. 4. (a) Second-order autocorrelation trace of the com-
pressed OPCPA system output compared to the transform-
limited performance. FT, Fourier transform. (b) Uncom-
pressed OPCPA output spectrum illustrates the heavy
saturation produced in the two-stage scheme.
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Chapter 4
Conclusion and Outlook
This manuscript gives a concise and fair overview on my contribution to the field of high-energy
high-intensity lasers which I undertook alongside the delivery of three important laser systems still
in operation nowadays, that are the Aurore, front end prototype for OMEGA-EP and PHELIX laser
facilities in France, the USA and Germany respectively. In comparison to other fields of technical
development where proof of principle experiments followed by publications are a self-consistent
process, the operation of these facilities and their further development also requires bringing the
new ideas to a much higher level of technical readiness level, where new developments face real-world
operation and robustness must be traded off ultimate performance.
In addition to the collection of articles found in chapters 2 and 3, the manuscript includes some
complementary unpublished work related to the analysis of the temporal contrast problematic and
in particular the proposal to develop a stretcher with a large beam-to-stretch ratio that could
significantly improve the temporal contrast of the pulse and which I will try to demonstrate exper-
imentally in the upcoming years. For beam control, the quantitative comparison of the LG mode
sensibility to aberration in view of the Marechal criteria for standard aberration is a calculation
which is probably worth publishing, because many theoretical article show the advantages of cre-
ating such beams but are not aware of the technical difficulty to implement such a beam profile at
a high-intensity laser facility.
For the last part devoted to laser cooling, I omitted to cover an alternative technique relying
on longitudinal laser cooling. There has been a growing community working on such ideas for
the past twenty years, starting from pioneering work done on the cooling of amplifiers for the
Mercury project, to a more widespread effort done with some impressive results obtained on active
mirrors for high average power. But unfortunately, the active mirror technique is not scalable to
high energies above the joule level because of transverse lasing limitations. As an alternative, the
active cooling of laser slabs either by liquids or gases is being proposed and explored in various
places with positive results but also underlining the great technical challenges of such a scheme.
Recently, the university of Darmstadt has also started its own program, motivated by the need
to support the development of high-energy high-average-power lasers for applications at the FAIR
facilities. Such a development is probably very challenging but it has a huge potential as one of the
key technological aspect for the next generation of high-intensity lasers. Regardless of the pulse
amplification scheme used, from the more standard direct amplification in kilojoule glass amplifiers
and the pumping of large titanium-doped sapphire crystals, to more innovative schemes based on
non-linear amplification in parametric or Raman amplifiers, the need of cooling of high-energy
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kilojoule amplifiers is a necessary development that key players in the field must master.
In the coming years, high-energy high-intensity lasers will be applied to a wider field of research as
they will be more and more coupled to other drivers and diagnostics tools. The example of such a
strategy can be found today with the Hibef program at the XFEL coupling high-energy lasers to the
high-performance x-ray diagnostic of the FEL, or the ELI-NP coupling the high-intensity 10-PW
beamlines to a gamma source. Closer to Darmstadt, the plasma physics community also aims at
developing a world-wide unique experimental combination of petawatt lasers and high-intensity ion
beams, for which a strong expertise in mid-to-large scale facility will be necessary.
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