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Abstract
Microbes include some of the most ancient and ubiquitous organisms alive today.
They are the class of organisms that have most impact on human society. They are
involved in major geophysical cycles, used in biotechnology and are one of the main
causes of disease in humans. Despite their importance, recent developments have
shown that the microbial world remains largely uncharacterized. Advances in tech-
nology have allowed a glimpse at the phylogenetic relationships of microbes and
made possible the systematic study of microbial evolution. Many recent findings
have already forced the revision of our understanding of evolution in this context.
In my thesis I have focused on two topics concerning microbial evolution. The
first topic regards the evolution of metabolic networks, the networks of chemical
reactions occurring in organisms. I investigate this topic by simulating the evo-
lution of metabolic networks under selection for viability in a given environment.
Random metabolic networks with the same phenotype produced through this pro-
cess share a core of super-essential reactions, reactions essential to all produced
networks. My results show that it is possible through single mutations to arrive at
a metabolic network very different from the initial metabolic network. This prop-
erty found in the genotype-phenotype maps of metabolic networks indicates that
such networks can potentially access many novel phenotypes than would otherwise
be possible. The second topic in my thesis regards the evolution of terminal and
reversible differentiation in multicellular cyanobacteria. Reversibly differentiated
cells in some organisms enable them to regenerate or reproduce through fragmen-
tation. However, despite the potential benefits of reversibly differentiated cells,
cells in many organisms are instead terminally differentiated, and are therefore
unable to produce other cell types. In my thesis, I have explored the conditions
driving the evolution of terminal and reversible differentiation. The results show
that although both cell interaction topology and differentiation costs play a role,
differential cell growth between cell types is the main factor controlling the type
of differentiation evolving. I find that the cell type that becomes the germline is
the fastest growing.
i

Zusammenfassung
Zu den Mikroben geho¨ren einige der a¨ltesten und ubiquita¨ren Organismen die
heute leben. Sie sind die Klasse von Organismen, die den gro¨ssten Einfluss auf
die menschliche Gesellschaft haben. Sie sind zum Beispiel in den wichtigsten geo-
physikalischen Zyklen beteiligt, werden in der Biotechnologie verwendet und sind
eine der Hauptursachen von Krankheiten beim Menschen. Trotz ihrer grossen Be-
deutung zeigt die ju¨ngste Entwicklung, dass die mikrobielle Welt weitgehend noch
nicht charakterisiert ist. Technologische Fortschritte erlauben einen Einblick in die
phylogenetischen Beziehungen der Mikroben und ermo¨glichen somit die systema-
tische Untersuchung der mikrobiellen Evolution. Viele neue Erkenntnisse haben
uns bereits dazu gezwungen, unser Versta¨ndniss dieser Evolution zu revidieren.
Meine Dissertation konzentriert sich auf zwei Themen der mikrobiellen Evolution.
Das erste Thema betrifft die Entwicklung von metabolischen Netzwerken, Netzw-
erke, welche die chemischen Reaktionen in einem Organismus darstellen. Dies er-
reiche ich durch die Simulation der Evolution von metabolischen Netzwerken unter
Selektion fu¨r die Lebensfa¨higkeit in einer bestimmten Umgebung. Hierbei werden
zufa¨llige metabolische Netzwerke mit dem gleichen Pha¨notyp erzeugt, und es zeigt
sich, dass alle diese Netzwerke die gleichen sehr wichtigen Reaktionen besitzen.
Diese Ergebnisse zeigen, dass es mo¨glich ist durch einzelne Mutationen zu einem
metabolischen Netzwerk zu gelangen, welches sich sehr vom Ausgangsnetzwerk
unterscheidet. Diese Eigenschaft, die in Genotyp-Pha¨notyp-Karten metabolischer
Netzwerke gefunden wurde, zeigt, dass solche Netzwerke viel mehr neue Pha¨no-
typen finden als es sonst mo¨glich wa¨re.
Das zweite Thema meiner Arbeit bezieht sich auf die Entwicklung von irreversibler
und reversibler Zelldifferenzierung in mehrzelligen Cyanobakterien. In einigen Or-
ganismen erlauben reversibel differenzierte Zellen, dass sich die Zellen regenerieren
oder durch Fragmentierung reproduzieren. Trotz der mo¨glichen Vorteile von re-
versibel differenzierten Zellen, sind Zellen in vielen Organismen irreversibel dif-
ferenziert und haben daher nicht die Mo¨glichkeit andere Zelltypen zu erzeugen. In
meiner Arbeit habe ich die Bedingungen untersucht, welche die Evolution von re-
versibler und irreversibler Zelldifferenzierung beeinflussen. Die Ergebnisse zeigen,
dass, obwohl Zellinteraktionstopologie und Differenzierungskosten eine Rolle spie-
len, unterschiedliches Zellwachstum zwischen Zelltypen der wichtigste Faktor ist,
der die Art der Differenzierung kontrolliert. Ich stelle fest, dass der Zelltyp welcher
zur Keimzelle wird, der am schnellsten wachsende ist.
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1 Introduction
Almost four centuries since the discovery of microbes, they are to this day the
source of many scientific surprises. One of the most ancient and diverse life forms
on earth, they are found to colonize almost every corner of our planet from glaciers
to hot springs, acid mine drainages, deserts. They occur deep in the earth, in the
oceans, and even in our body. Single microbes are invisible to the naked eye, but
their impact in our world is hard to ignore. They are involved in most major
geophysical processes and cycles [1, 2]. In the oceans, microbes in phytoplankton
are responsible for almost half of the world’s carbon fixation [3]. Their importance
for human society encompasses many fields, from medicine to biotechnology and
food production. They are also the cause of many human diseases.
1.1 The vast unknown microbial world
For a long time, the characterization of microbes required the cultivation and
isolation of single species in the laboratory. In this manner, more than 5000
microbes have been characterized until now [4]. However, in the past decades it
has become apparent that a large number of microbes are not easily cultured in
the lab. The exact number of unculturable species remained elusive until recently.
The development of methods that allowed the study of uncultured microbes has
made it evident that less than 1% of all living microbes have been cultured so
far [4]. One problem in estimating the diversity of microbial species is the lack
of a single definition of species. In practive, most culture independent studies
define species based on a threshold of sequence identity. Nonetheless, microbial
diversity is so large that just on the human body 17’000 species can be found.
On human skin 500 species have been found [5], 500 in the oral cavity [6, 7] and
16’000 in the gut [8]. Additionally, there are an estimated 800’000 insect species,
of which at least 10% may carry obligate symbionts [4]. Similarly large numbers of
microbial species can be found in samples taken in diverse environments from the
Sargasso sea (where 1800 species were found) [9] to different soil samples (where
847 species were found) [10]. With more than 99% of the microbial world being
unknown, it is a safe assumption that many more surprises await discovery. Just as
horizontal gene transfer has forced us to change our views of an evolution based on
vertical transfer, what other surprises can we expect? The answer to this question
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will lie in the experimental characterization of this vast and unexplored world.
However, theoretical expectations have always been the guide for experiments.
In my thesis, I attempt to delineate some of the expectations that can be made
about the evolution of microbes by concentrating on two problems of the microbial
world. The first concerns the evolution of genome-scale metabolic networks and is
discussed in Chapters 2 and 3. The second concerns the evolution of terminal cell
differentiation and is discussed in Chapter 4.
1.2 Microbial evolution
Before the discovery of molecular methods, our understanding of the genealogical
relationships of microbes, and indeed of all other organisms, was based solely on
shared morphological features. A morphological feature that arises in one organism
can be expected, often but not always, to be present in its descendants. This
argument has allowed biologists to group together organisms by morphological
features, and obtain a first glimpse at the tree of life. The tree that describes
all genealogical relationships between organisms up to the last common ancestor.
Such a genealogical tree is essential for our understanding of the origin and the
events that led to the existence of the organisms alive today.
1.2.1 Phylogenetic tree of microbes
The development of molecular methods led to the realization that it is possible
to estimate divergence times between organisms [11]. One theoretical basis for
this comes partly from the neutral theory of molecular evolution which shows that
neutral mutations can spread in a population and get fixed through neutral drift.
Additionally, under constant population size and mutation rate, the number of fix-
ation of neutral mutants occurs at a constant rate [12]. The fraction of mutations
that are neutral has remained a topic of controversy, however even mutations that
are slightly deleterious or beneficial will have a probability of fixation similar to
that of a neutral mutation when selection pressure is low or population sizes are
small. To estimate divergence times using molecular methods orthologous proteins
(and later DNA molecules) from two organisms were compared. Proteins or DNA
molecules with more differences indicated that the organisms had diverged a longer
time in the past. Genetic comparison has become a standard method to estimate
the genealogical relationships between organisms. A tree of genealogical relation-
ships built using this method was named a phylogenetic tree. Different genes are
found to evolve at different rates. Consequently, not all genes can be used to
produce a phylogenetic tree for a group of organisms. Genes that evolve fast of-
fer accurate estimates of divergence times for recently diverged species. However,
2
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they cannot be used for species that diverged far in the past. Another problem of
this approach is the requirement that all organisms have the same gene for which
the phylogenetic tree is being produced. In higher order organisms cytochrome
c was found to be a well conserved gene with a rate of divergence useful in the
generation of phylogenetic trees [13]. However, microbial organisms are far more
ancient than higher order organisms and therefore the use of cytochrome c in this
case proved to be of limited value. Instead, for establishing the genealogical rela-
tionships in the microbial world, ribosomal RNAs (rRNAs) proved to be the best
markers. These molecules were found to be universally distributed, to maintain
their function, and to evolve at a far slower pace than most proteins. While in the
case of higher order organisms the trees based on morphology were found to be
mostly in agreement with the genetically based trees (phylogenetic trees), at the
microbial level the morphological trees proved to be inaccurate and led to several
major reorganizations in the classification of microbes [14]. One of these was the
separation of the archaebacteria and bacteria into two different kingdoms. Another
important finding for the understanding of early events in cellular evolution was
that thermophilic bacteria and archaebacteria may be the most ancient organisms.
This was crucial for the understanding of the evolution of metabolic pathways, a
topic that will be discussed in section 1.3.1.
1.2.2 Horizontal gene transfer
The largest surprise was that evolution at the microbial level is incompatible with
the standard model of evolution in which offspring inherit their genetic information
only from their parents (vertical gene transfer). Instead, the evolution of microbes
is dominated by vertical gene transfer, but is also strongly shaped by cases of
horizontal gene transfer [15, 16, 17]. Horizontal gene transfer occurs when organ-
isms incorporate genes from organisms in the same population, even from different
species. Several observations have been made that have slowly built the case for
the importance of horizontal gene transfer. Inconsistencies have been observed
in the phylogenetic trees of genes in microbial genomes when compared with the
phylogenetic trees of other genes or ribosomal RNAs. Antibiotic resistance has
also been observed to evolve across microbial species due to horizontal gene trans-
fer [17]. The percentage of genes in microbial genomes that have been acquired
through horizontal gene transfer is currently estimated to range between 1.6 and
32.6 percent [15, 18]. Horizontal gene transfer can occur through a number of
processes such as natural transformation, conjugation, or transduction involving
the action of mobile genetic elements such as phages, retroviruses, or transposons
[19, 20]. These mechanisms are illustrated in Figure 1.1. In natural transfor-
mation, cells enter a physiological state called competence in which they actively
uptake, integrate and express genes encountered in the surrounding environment.
3
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Conjugation
Transduction
Transformation
Active uptake of DNA by the cell
Transfer of genes from cell to cell
Transfer of genes by retroviruses,
phages or transposons
Mechanisms of horizontal gene transfer
Figure 1.1: Mechanisms of horizontal gene transfer. Transformation occurs when
cells take up and express DNA from the environment. Conjugation oc-
curs between cells having specialized structures. Transduction involves
the action of mobile genetic elements such as retroviruses, phages or
transposable elements that carry some genes from the donor host to
the recipient.
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This state is usually triggered by changes in the environment. The specific trigger
varies greatly depending on the species and even among strains. The ability to
incorporate extracellular genes through natural transformation has been identified
to occur in many representatives of both the archaea domain and in many phyla
of the bacteria domains. These include Gram-positive and Gram-negative bacte-
ria, cyanobacteria, green sulphur bacteria and many human pathogenic bacteria
[21, 22]. In conjugation, genes are transferred mostly in the form of plasmids di-
rectly from one cell to another through pores or cell-to-cell junctions. For this
type of horizontal gene transfer a conjugative system must be present in the donor
microbe. While this type of transfer is more frequent between closely related micro-
bial species it is not limited by relatedness. Last, transduction involves the action
of mobile genetic elements such as phages, retroviruses or transposable elements.
These elements are able to replicate and insert themselves into new genomes. In
this process, mobile elements sometimes transport, by chance, additional genetic
material from the previous host genome to the recipient genome.
1.2.3 Genome size evolution
Sizes of genomes found in archaea and bacteria are found to be smaller and vary
less in genome sizes than eukaryotes. The former span only two orders of magni-
tude, ranging between 0.18 Mb and 13 Mb, much smaller compared to eukaryotes
which span four orders of magnitude ranging between 102 Mb and 105 Mb [23, 24].
A difference found between the genomes of archaea and bacteria compared to the
genomes of eukaryotes is that the bacterial/archaeal genomes tend to be much
more compact. In other words, the genomes of archaea and bacteria consist al-
most entirely of genes with only small intergenic regions, while the genomes of
eukaryotes have much larger intergenic regions. Several hypotheses have been put
forward to explain this feature of archaeal and bacterial genomes. One hypoth-
esis considers that there are strong deletion biases that purges any non-essential
genes [25]. In another hypothesis it is argued that purifying selection due to large
effective population sizes is sufficient to purge the genome non-essential intergenic
regions which can have a negative fitness effect [26]. Evidence supporting these
explanations can be found in the case of microbes that have become obligate para-
sites or endosymbionts. In the majority of these microbes, their genomes are seen
to have undergone a dramatic reduction in genome size [27, 28, 29, 30]. In this
process, many of the genes in the genome of such microbes start degenerating and
are purged from the genome through gene loss. Such events have been demon-
strated to occur experimentally [31]. In that study, reductions in genome size of
the bacterium Salmonella enterica were found to occur extremely quickly in just a
matter of weeks. These observations seem at odds with recent findings which show
that many bacteria are robust to gene knockouts, something that would not be
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expected if bacterial genomes carry only genes kept through selection. This topic
will be discussed further in section 1.6.2 on the robustness of microbial organisms.
1.3 Metabolism
At any given time, hundreds of chemical reactions occur inside any living cell.
These biochemical reactions allow a cell to transform the nutrients found in its
environment into the small molecules needed for its growth, maintenance and
function. This process is collectively referred to as the metabolism of a cell. In
general, the most important of these molecules (also known as metabolites) are the
units used in the building of the cell membrane (glycolipids), the transcription of
genes (RNA nucleotides), the production of proteins (aminoacids), the replication
of the genome (DNA nucleotides) and others necessary in some of these processes
(cofactors). The study of metabolism began with the observation that microbes
were responsible for the process of fermentation. Further investigation showed
that this process occurred even when adding the extracts of the microbes to a
sugar rich medium. By isolating and identifying the single components found in
these extracts, it was observed that each component (now known to be enzymes)
catalyzed a single chemical reaction in a series of reactions that used the prod-
ucts of the previous reaction as substrate for the next. These series of reactions,
that transform one metabolite into a final metabolite through several intermediate
metabolites, are known as metabolic pathways. In this manner, several pathways
such as glycolysis, the Calvin cycle, and the pentose phosphate pathway were iden-
tified that serve specific and important tasks in the life of a cell. Figure 1.2 shows
the biosynthesis pathway of the aminoacid serine starting from an intermediate of
the glycolysis pathway. These pathways were thought to exist in many different
organisms with little change, however this has recently been shown to be mostly
inaccurate, except in the case of eukaryotes [32, 33].
1.3.1 Pathway evolution
The creation of a phylogenetic tree for microbes (section 1.2.1), the recent avail-
ability of completely sequenced genomes and exhaustive gene annotations for these
genomes has made it possible to explore and test different hypotheses of pathway
evolution. A problem that any hypothesis of pathway evolution needs to solve
is the mechanism by which selection can guide the stepwise evolution of path-
ways. Only a complete pathway should confer a benefit to an organism, therefore
incomplete pathways would be left to evolve at random under no selective pres-
sure. One hypothesis proposed by Horowitz [34], also known as the retrogade
evolution hypothesis, addressed this problem by stating that pathways evolved
6
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3-phospho-glycerate
3-phosphohydroxy-pyruvate
3-phospho-serine
Serine
NAD+
NADH + H+
Glutamate
α-ketoglutarate
H2O
Pi
Figure 1.2: Biosynthesis pathway of the aminoacid serine starting from 3-
phosphoglycerate, an intermediate in the glycolysis pathway.
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through stepwise and sequential recruitment of new enzymes in the reverse order
of the pathway. In other words, enzymes were recruited when they produced the
final useful metabolite for the cell by transforming it from a previous intermediate
metabolite A. At some point another enzyme was recruited that produced metabo-
lite A from a previous intermediate metabolite B, and so on. This process would
then lead to the evolution of a complete pathway, solving the problem of how
selection would maintain the incomplete pathway. Partial pathways always pro-
duced the final beneficial metabolite from the previous intermediate metabolites
and thus selection maintained the partial pathway. However, one weakness of this
hypothesis is that it assumes that intermediate metabolites are readily available in
the environment. This is not always the case, because some chemicals have very
short lifetimes and therefore would not be taken up by a cell in the absence of
specialized transport systems. Horowitz later proposed that recruited enzymes re-
sulted from gene duplications of the enzyme coding genes which already catalyzed
reactions in a pathway [35]. A more recent hypothesis proposed by Jensen [36],
also known as the patchwork hypothesis, was put forward more than three decades
later. Jensen addressed the weaknesses in the retrograde evolution hypothesis by
arguing that enzymes are much less specific than was appreciated at the time.
Recent experiments have shown that this lack of specificity does indeed exist in
some enzymes [37, 38, 39]. Because of the lack of specificity, enzymes could cat-
alyze similar reactions using different substrates with the consequence that many
different pathways were latent even in organisms with limited enzyme resources.
Why such latent reactions were not readily observed can be due to cell regulation
which prevents unwanted reactions from occurring. However, the activity of such
latent reactions could in principle be increased by increasing the levels of enzyme
expression or by allowing substrate to reach high concentrations. When a product
of such a latent pathway becomes beneficial, then changes to the genome that
increase the production of such a metabolite will be selected. Jensen therefore
proposed that new enzymes are not recruited from within the evolving pathway
but from different pathways already present in the genome. The recent availability
of complete genome sequences has allowed these hypotheses to be tested [40, 41].
The results show that while some limited examples of retrograde evolution can be
found, the driving force of pathway evolution is the recruitment of single enzymes
from different pathways [41]. This was shown by investigating whether homologous
pairs of proteins are found more often within the same pathway or across different
pathways in the genome of an organism. Finding a homologous gene pair in a
genome indicates that the two genes diverged from a common gene after a gene
duplication event. Because genes that do not evolve a novel function or confer a
benefit to the organism tend to be purged from the genome, such genes probably
are maintained due to the recruitment of one of the copies of the gene to a novel
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function.
1.4 Genome-scale metabolic networks
The set of biochemical reactions that can occur in the metabolism of a cell can be
represented as a metabolic network. In such a network, nodes represent individual
chemical species (metabolites) and the links connecting the nodes represent the
reactions that transform a set of metabolites (substrate) into another set (prod-
ucts). Because each biochemical reaction is catalyzed by an enzyme coded in the
organism’s genome it is possible to characterize the reactions that may occur in a
cell of a microbial species by examining the set of enzymes encoded by genes in its
genome. The advent of genome sequencing and the accumulation of information
on enzyme function made it possible to go one step further and construct com-
plete genome-scale metabolic models of organisms. One of the first models was
of Haemophilus Influenzae [42], and soon after the model of Escherichia coli was
constructed [43] with many more models assembled since.
1.5 Simulation of biochemical processes
Our understanding of an organism, and indeed of any system, is only as good as
the predictive ability of the model we use. Thus, the comparison of a model’s
predictions and experimental results makes it possible for us to realize how much
is still unknown. Another reason why it is important to develop models is that
without a good model, engineering is impossible. Good models allow us to know
what needs to be done such that a desired output is obtained from a system. This
approach forms the basis of much biological research that has direct effects on the
society of today: from environmental conservation to the many biotechnological
applications. The theory that describes the dynamics of chemical reactions is
known as chemical kinetics. This theory describes how the concentrations of the
substrates and products involved in a reaction change over time. The changes
in concentrations depend only the reaction rate, which depends itself on many
variables such as the type of reaction, the concentrations of the chemical species
and the free energy difference between the substrates and the products. The most
common reaction type found in chemistry is the first order reaction:
A
k−→ B + C d[A]
dt
= −k[A], d[B]
dt
= k[A],
d[C]
dt
= k[A]. (1.1)
The reaction shown above represents a chemical species A as substrate which reacts
to give two other chemical species B and C as products. The rates of change in
9
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concentrations of the substrate [A] and products [B] and [C] vary linearly at rate
k with the concentration of the substrate.
1.5.1 Michaelis-Menten kinetics
In living organisms, the most common reaction type is not the first order reaction,
but a reaction described by the Michaelis-Menten equation. A defining charac-
teristic of these reactions is that enzymes catalyze them. Enzymes are able to
accelerate the rate of reactions in many cases by a factor of more than a million.
This is achieved by the formation of an enzyme-substrate complex that lowers the
activation energy of the reaction. To derive the Michaelis-Menten equation we
need only consider that the catalyzed reaction consists of two first order reactions:
one reaction that forms the enzyme-substrate complex and another reaction in
which the enzyme releases the products. The resulting equation can be further
simplified by assuming that the second reaction is fast, which is usually the case
for most catalyzed reactions.
E + S
k1⇀↽
k−1
ES
k2−→ E + P (1.2)
Which written in terms of rates of change of concentration becomes
d[ES]
dt
= k1[E][S]− (k−1 + k2)[ES], d[P ]
dt
= k2[ES]. (1.3)
Assuming that the concentration of the intermediate [ES] to is in the steady state
d[ES]
dt
= 0, (1.4)
allows us to obtain the following equation for [ES]:
[ES] = [E][S]
k1
k−1 + k2
. (1.5)
Additionally, the concentration of the enzyme [E] is related to the total amount
of enzyme [E]T by
[E] = [E]T − [ES]. (1.6)
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At this point it is useful to introduce two constants that characterize Michaelis-
Menten kinetics, the Michaelis constant KM and the maximal rate Vmax:
KM =
k−1 + k2
k1
Vmax = k2[E]T (1.7)
Which substituted into equation 1.5 lead us to
[ES] = [E]T
[S]
[S] +KM
. (1.8)
And finally the Michaelis-Menten equation for the reaction rate:
d[P ]
dt
= Vmax
[S]
[S] +KM
. (1.9)
The fact that the reaction depends on the amount of enzyme available has one
important consequence: at low substrate concentration the reaction is first order
and its rate is directly proportional to substrate concentration; on the other hand,
at high substrate concentration the reaction rate is almost constant depending
little on the substrate concentration.
These effects can be seen in the plot of reaction velocity versus substrate concen-
tration in Figure 1.3, where the reaction rate increases almost linearly at very low
concentration rates, and approaches the maximal velocity Vmax at higher substrate
concentrations.
When simulating more than one enzyme catalyzed reaction such as a pathway or
a larger metabolic network, the approach is to write down the set of differential
equations that describe the changes in the concentrations of all the metabolites in
the system and find the solution by numerical integration starting from a set of
initial conditions. This approach has been used successfully in studying the reac-
tion dynamics in pathways [44, 45]. In the case of large metabolic networks, this
approach has several problems: numerical methods suffer from instabilities, and
knowledge of all the kinetic rates of the reactions is required to obtain meaningful
results.
1.5.2 Flux balance analysis
For genome-scale metabolic networks, the use of simplified models such as flux
balance analysis [46] have been used successfully in the prediction of viability
and growth rate after gene knockout [47, 48, 49]. The flux balance analysis (FBA)
method considers reactions in the metabolic network to be in a steady state. In this
state, the reaction rates or fluxes and the concentrations of the metabolites remain
11
CHAPTER 1. INTRODUCTION
 0
Vmax
Vmax
2
KM
R
ea
ct
io
n 
ve
lo
ci
ty
 (d
[P
]/d
t)
Substrate concentration [S]
Figure 1.3: Plot of reaction velocity d[P]/dt as a function of the substrace
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constant in time. A consequence of this is that the production and consumption of
any metabolite, by all the reactions it is involved in, must be balanced such that
no net increase or decrease of the metabolite occurs. In mathematical terms, this
translates to
d[Mi]
dt
=
n∑
j=0
Sijvj = 0. (1.10)
Where [Mi] is the concentration of metabolite Mi, Sij is the stoichiometric coeffi-
cient of metabolite i in reaction j and vj is the reaction flux through reaction j.
Another way to write this is
S.v = 0. (1.11)
Where S is the stoichiometric matrix and v is the flux vector. The information
needed for an FBA simulation comprises only the stoichiometric coefficients of
the reactions, information that is readily available in online databases such as the
Kyoto Encyclopedia of Genes and Genomes (KEGG) [50]. Many solutions satisfy
the constraints imposed by FBA. In principle, a cell can be in any of these states.
However, many of these states do not have a biological meaning. Thus, this space
of solutions must be reduced to a more sensible set. This can be accomplished by
measuring some of the fluxes in the organism such that other fluxes in the model
are constrained. Such experiments are difficult to perform, and thus relatively
little data is available on internal fluxes in organisms. Another approach that does
not require experiments is by assuming that organisms maximize their cell growth
or biomass production. This assumption narrows the range of solutions obtained
with FBA and make predictions that are in good agreement with experiments
[51]. In cases where the predictions did not match the observed growth rates, it
has been shown that E. coli subject to selection pressure on rapid growth quickly
evolves until it reaches the optimal growth rate predicted using FBA [52]. The
adaptations are likely at the regulatory level which suggest that the regulation
of metabolism can evolve very quickly to adjust an organism’s metabolism to a
novel environment such that it achieves its maximum growth rate. To predict
the optimal growth rate a biomass reaction is needed. This reaction represents
a cell’s consumption of biomass precursors (cofactors, glycolipids, nucleotides and
amino acids). The exact coefficients of this reaction are estimated based on cellular
biomass composition [53, 54]. Finally, one needs to specify the maximum uptake
rate of nutrients, which depends on the nutrients available in the environment.
With this information one can then apply linear programming [55] to find the
13
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solution to the maximization problem corresponding to
Max(vbiomass), (1.12)
given certain bounds on the consumption of environmental available nutrients
0 ≤ vextk ≤ Ek, (1.13)
where vextk are the flux entries in v that correspond to the exchange of metabolites
with the environment and Ek is the maximum rate at which those metabolites
can be consumed. FBA has also been successful in predicting other aspects of
metabolism such as metabolite secretion, regulation of metabolism and reaction
essentiality [42, 47, 56, 51, 57, 48, 58, 59]. I have used this approach to explore two
questions regarding the evolution of metabolic networks: 1) the role of constant
phenotype networks in metabolic network evolution and 2) whether the robustness
found in E. coli is typical of random viable metabolic networks.
1.6 Genotype-phenotype maps
The discovery that DNA is the molecule that contains all the information necessary
to produce a new organism established the first link between the genotype (the
information contained in the DNA molecule) and the phenotype (the characteris-
tics of the organism produced). The development of genome sequencing methods
gave us access to the information encoded in the DNA and allowed us to inves-
tigate how this information is used when new organisms are developing. Recent
experimental techniques have enabled us to manipulate the information contained
in DNA, thereby changing the phenotype of the organism. Any function that asso-
ciates genotypes with a corresponding phenotype is called a genotype-phenotype
map [60]. While it is possible to manipulate experimentally the genetic informa-
tion of an organism, it is impossible to do this at a sufficiently large scale such
that general properties of these genotype-phenotype maps can be studied. Some
of these properties have important implications for the ability of organisms to
evolve new phenotypes, as will be discussed bellow. This experimental limitation
has been overcome using computational methods, because it is currently possible
to predict the phenotypes given a genotype for some classes of biological compo-
nents. Examples include protein structure [61], RNA secondary structure [62] and
regulatory networks [63]. I present in Chapters 2 and 3 a study of the genotype-
phenotype maps of metabolic networks and their ability to produce biomass pre-
cursors from different environments. In these studies, I show that some properties
of the genotype-phenotype maps of metabolic networks are found to be common
with other maps, while other properties are different.
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Less robust More robust
Genotypes with dierent phenotypes Single mutation
Figure 1.4: Illustration of a constant-phenotype genotype network. Nodes in the
network represent genotypes and links indicate that the connected
genotypes differ by a single mutation. Phenotypes are shown as the
colors inside the circles representing genotypes. In many biological
systems, genotypes can evolve through single mutations while keeping
their phenotype constant. This is illustrated here through the inter-
connected blue nodes. When genotypes are more robust, more muta-
tions from a single genotype lead to other genotypes with the same
phenotype.
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1.6.1 Constant-phenotype genotype networks
One property found common across the genotype-phenotype maps of biological
systems studied so far is the existence of networks of genotypes which all share the
same phenotype and can be traversed through single mutations. These constant-
phenotype genotype networks illustrated in Figure 1.4 are often referred to as
neutral networks or simply genotype networks. Genotype-phenotype maps of bi-
ological components in which such genotype networks are found are: RNA [62],
proteins [64] and regulatory networks [63]. Experimental verification of the ex-
istence of these networks is still limited in scope but has been shown in protein
evolution experiments [65, 66], and supported by phylogenetic studies of protein
function [67]. The existence and characteristics of these networks have been shown
to play a fundamental role in the ability of organisms to encounter novel pheno-
types. This point will be discussed further in section 1.6.3 on innovation. In
chapters 2 and 3, I explore the existence of these networks and their effect on the
ability to acquire innovations found in the case of metabolic networks.
1.6.2 Robustness
The second point investigated in this thesis in chapters 2 and 3, regards the origin
of biological robustness of metabolic networks. Generally, robustness refers to
the ability of a system to maintain its function despite perturbations. Biological
systems that maintain their function in spite of perturbations have an advantage
over biological systems that lose their functionality in the same case. Two types
of robustness can be observed in biological systems. One is genetic robustness,
which is the constancy of phenotype in the presence of heritable perturbation such
as mutations of the genomic information. Another is environmental robustness,
which is the buffering of perturbations that are nonheritable in origin. These
can be any external environmental factors such as temperature or salinity. The
specific mechanisms responsible for an organism’s robustness depend on the type of
perturbation and the biological system in question [68, 69]. Regulatory networks
are involved in many important functions. Examples include the response to,
and detection of, signals in chemotaxis, the control of circadian clocks, as well as
the regulation of cell cycle and organism development. The explanation for the
robustness of regulatory networks to noise can be attributed to the existence of
positive and negative feedback in the networks. In systems control engineering,
it is known that feedback mechanisms increase the signal quality. One source
of genetic robustness is the existence of alternative or fail-safe mechanisms that
provide the same function [68]. They ensure that if one mechanism fails, the others
will maintain the function as a whole. This type of robustness is also known as
redundancy. One problem that has drawn much interest in the study of robustness
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is the evolutionary explanation for its origin. There are three main views on how
robustness can arise as a product of evolution [69]. First, robustness can evolve
because a more robust genotype produces more viable offspring thereby having a
positive effect on fitness. Second, it can evolve intrinsically because the selection
acting on a trait that increases an organism’s fitness is correlated with robustness.
And third, robustness may be correlated with environmental robustness which
selection would act to maximize.
Constant-phenotype genotype networks in which some genotypes are more robust
than others have been shown to increase the average evolved robustness in an or-
ganism [70]. This occurs only when the mutation rate is high enough and when
there is a significant cost in fitness incurred from the production of inviable off-
spring. This may be the case in RNA viruses [71, 72], but it is not the case in
prokaryotic genomes where mutation rates are low. In chapters 2 and 3, I inves-
tigate the genetic robustness of randomly evolved metabolic networks. In chapter
2, the robustness of randomly evolved metabolic networks is compared to the ro-
bustness found in the metabolic network of E. coli. Here I focus on robustness to
gene knockout or loss of function point mutations. It has been shown experimen-
tally that microbes such as E. coli or S. Cerevisiae are robust to gene deletions
[47, 48, 49]. In metabolic networks, two types of mechanisms that provide ro-
bustness [73] can be found: 1) redundancy through gene duplicates or enzymes
that catalyze the same reaction and 2) through distributed robustness, in which
different pathways are able to maintain the function of a pathway that has lost its
functionality through mutation.
1.6.3 Innovation
The ability of an organism to find novel phenotypes may be heritable. This is
intuitive if we consider genotype networks. In such a network, the genotypes that a
specific genotype can reach through a single mutation consist of its first neighbors.
This neighborhood and the phenotypes associated with it do not change and are
therefore a property of the genotype. The existence of networks of interconnected
genotypes which share the same phenotype drastically increases the ability of an
organism to encounter novel phenotypes. This implies that an organism can reach a
very different genotype through single mutations while maintaining its phenotype,
potentially allowing it to encounter novel phenotypes. One important requirement
for genotype networks to facilitate innovation is that the phenotypes found in
the neighborhoods of two genotypes vary quickly with the number of mutations
between genotypes. This has been shown to be true in the biological systems
studied so far, and I show that this also occurs in the case of metabolic networks
in chapters 2 and 3.
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Less robust More robust
Novel phenotypes
Single mutation
Genotype existent in the population
Genotype not in the population
Figure 1.5: Illustration of genotypes in evolving population in two different geno-
type networks. Nodes in the network represent genotypes and links in-
dicate that the connected genotypes differ by a single mutation. Bright
colored genotypes represent genotypes existing in the population while
faded genotypes indicate the genotype is not present in the population.
In less robust genotype networks populations become less diverse and
may therefore encounter smaller numbers of novel phenotypes when
compared to more robust genotype networks.
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1.6.4 Robustness and innovation
High robustness is in principle incompatible with the ability to innovate [74]. This
observation is straightforward if we consider that robustness reduces the effect of
perturbations on a system. This reduction should then affect equally both delete-
rious phenotypes as well as novel, potentially beneficial, phenotypes. Since both
robustness and the ability to innovate can be seen to exist in biological organ-
isms, this implies that two independent and opposing evolutionary forces must
drive robustness and the ability to innovate such that a balance is reached be-
tween them [75]. One alternative explanation has been described in the case of
RNA molecules [74]. There it was shown that less phenotype diversity was acces-
sible through single mutations in the neighborhood of individual RNA molecules
with high robustness. However, when one considered the phenotype diversity ac-
cessible to a whole population of evolving sequences with conserved phenotypes
this incompatibility was resolved. In this case, robustness was seen to correlate
positively with the accessible phenotypes of all sequences of the population. The
explanation for this result can be understood with the help of Figure 1.5 and was
proposed by Wagner [76, 74]. The genotypes found in an evolving population can
be seen in the case of two different hypothetical genotype networks. In the least
robust genotype network, individuals tend to cluster around fewer genotypes due
to the more frequent production of inviable offspring. On the other hand in more
robust genotype networks, the population becomes more diverse and is capable
of exploring more genotypes and therefore encounters a greater number of novel
phenotypes. To confirm if this is indeed a general characteristic found in biological
systems, I examine here if this can also be seen in the case of metabolic networks.
If robustness and the ability to innovate are generally found to correlate this im-
plies that only one evolutionary force driving both robustness and the ability to
innovate is needed to explain the observed robustness in organisms. However, in
chapter 3 I show that this is not the result found in the case of the robustness of
metabolic networks.
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1.7 Evolution of terminal and reversible cell
differentiation
Several major transitions mark the evolution of life as we know it. During these
transitions, fundamental changes in the level at which natural selection acted on
lead to the evolution of organisms with greater complexity [77, 78, 79]. One of
these transitions was the origin of multicellularity. The fact that this transition
occurred several times in independent lineages suggests that it is an easy transition
[80]. Many evolutionary forces may have driven this transition. Some examples
are selection for larger size, group metabolic effects [81] or benefits from the ability
to differentiate once multicellularity was established.
1.7.1 Terminal and reversible differentiation
In my thesis, I concentrate in chapter 4 on the evolution of terminal and reversible
differentiation, a problem that has received little attention so far. Differentiated
multicellular organisms are composed of many cell types. In most of these organ-
isms, a precise location of the different cell types is a necessary condition for their
proper function in the organism. Consequently, the development of offspring in
differentiated organisms is more complex than in single celled organisms. Almost
all multicellular organisms are able to develop from a single cell, however in most
organisms not all cell types have the ability to originate new organisms. Instead,
usually organisms develop from a single cell type. In this type of reproduction it is
possible to make a distinction between the cells that pass the genetic information
to the next generation (germline) and the ones whose genetic information is lost
when the organism dies (somatic). In another form of reproduction, known as
vegetative reproduction or reproduction by fragmentation, different cell types or
small groups of cells are able to develop new organisms. In this form of repro-
duction, there is no distinction between germline and somatic cells. Despite the
potential benefit of this form of reproduction, it is not found in organisms as often
as would be expected. It occurs in very few animals [82, 83, 84] and while it oc-
curs in many plants, in most of them it is observed only in special conditions [82].
This observation is unexpected because in almost every organism, all different cell
types contain the complete genomic information, so no a priori reason exists that
explains why organisms would not evolve this ability. An organism’s ability to
reproduce through fragmentation is tightly connected with the ability of the com-
posing cell types to differentiate into other cell types. Cell types that are unable to
differentiate into other cell types are referred to as terminally differentiated cells.
If a cell type cannot differentiate into all other cell types, it cannot originate a new
organism and thus such organism cannot reproduce through fragments consisting
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only of terminally differentiated cells. In another case, cell types have the ability
to differentiate from one type to the other and are therefored referred to as re-
versibly differentiated. An organism composed of reversibly differentiated cells can
potentially reproduce through fragmentation consisting of any type of cells. One
question that will be further examined in chapter 4 regards the conditions that
determine which cell type becomes the germline. In that chapter, it will be shown
that the relative growth rate is the single most important factor determining the
cell type that becomes the germline. Specifically, the cell type with the fastest
growth rate evolves to acquire that role.
1.7.2 Photosynthesis and nitrogen fixation
The study presented in chapter 4 investigates the conditions that affect the evolu-
tion of these two types of cell differentiation. There, I develop a model based on
the particular setting of two interacting cell types: cells that specialize in nitro-
gen fixation, and cells that perform photosynthesis. Photosynthesis and nitrogen
fixation are two incompatible processes because oxygen irreversibly disables nitro-
genase [85]. The solution to this incompatibility requires their separation. Many
strategies have evolved in different organisms to accomplish this separation. These
range from temporal separation such as the one observed in unicellular circadian
cyanobacteria [86], to spatial separation as observed in multicellular differentiated
cyanobacteria [87, 88, 89]. Symbiotic relationships such as the one found between
most plants and cyanobacteria or rhizobia are a form of spatial separation [90].
1.7.3 Multicellular cyanobacteria
Differentiated multicellular cyanobacteria are well known organisms composed of
cells that specialize in photosynthesis and others that specialize in nitrogen fixa-
tion. Cyanobacteria in general, have evolved many different morphologies and are
found to exist as single cells, as multicellular filaments of undifferentiated cells, as
well as differentiated multicellular linear or branched filaments [91]. In the case of
reversibly differentiated cyanobacteria, only the Trichodesmium cyanobacterium
has not been observed to have terminal differentiation. While no distinction can
be made morphologically between the cells of these cyanobacteria, experiments
show that cells are differentiated in their function due to differences in protein
expression [89, 92]. In contrast, many terminally differentiating cyanobacteria are
known. Two examples are Anabaena and Nostoc. In these types of cyanobacteria
two cell types can be distinguished visually on the microscope: the vegetative cell
(germline) and the heterocyst cell (somatic). The vegetative cell is photosynthetic,
reproduces through division and differentiates into a heterocyst cell when fixed ni-
trogen is not available in the environment [93]. The heterocyst cell is larger than
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the vegetative cell, has a thicker cell wall composed of three layers, and is the cell
that performs nitrogen fixation. When fixed nitrogen is lacking in the environment,
some vegetative cells differentiate into heterocyst cells. In this manner, vegetative
cells obtain fixed nitrogen from heterocyst cells and heterocyst cells obtain fixed
carbon from the vegetative cells.
In chapter 4 I show that while the topology of cell interactions and differentiation
costs play a role in the type of differentiation evolved, differential cell growth rates
are the main factor determining the evolution of terminal or reversible differenti-
ation.
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2.1 Abstract
Genome-scale metabolic networks are highly robust to the elimination of enzyme-
coding genes. Their structure can evolve rapidly through mutations that eliminate
such genes, and through horizontal gene transfer that adds new enzyme-coding
genes. Using flux balance analysis we study a vast space of metabolic network
genotypes and their relationship to metabolic phenotypes, the ability to sustain
life in an environment defined by an available spectrum of carbon sources. Two
such networks typically differ in most of their reactions and have few essential reac-
tions in common. Our observations suggest that the robustness of the Escherichia
coli metabolic network to mutations is typical of networks with the same pheno-
type. We also demonstrate that networks with the same phenotype form large
sets that can be traversed through single mutations, and that single mutations of
different genotypes with the same phenotype can yield very different novel phe-
notypes. This means that the evolutionary plasticity and robustness of metabolic
networks facilitates the evolution of new metabolic abilities. Our approach has
broad implications for the evolution of metabolic networks, for our understanding
of mutational robustness, for the design of antimetabolic drugs, and for metabolic
engineering.
2.2 Summary
Understanding the fundamental processes that shape the evolution of bacterial
organisms is of general interest to biology and may have important applications
in medicine. We address the questions of how bacterial organisms acquire inno-
vations, including drug resistance, allowing them to survive in new environments.
We simulate the evolution of the metabolic network, the network of reactions that
can occur inside a living organism. The metabolic network of an organism depends
on the genes contained in its genome and can change by gaining genes from other
organisms through horizontal gene transfer or loss of gene activity through mu-
tations. Our observations suggest that the robustness to gene loss in Escherichia
coli is typical of random viable metabolic networks of the same size. We also find
that metabolic networks can change significantly without causing the loss of an
organism’s ability to survive in a given environment. This property allows organ-
isms to explore a wide range of novel metabolic abilities, and is the source of their
ability to innovate. Finally we present a method to find reactions that are essential
across all organisms. Drugs targeting such a reaction may avoid drug resistance
mutations that bypass the reaction.
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2.3 Introduction
Organisms, especially microbes, thrive on organic nutrients with bewildering di-
versity: the vast majority of organic molecule can mean ”food” for some species.
From a microbe’s perspective, acquiring the ability to survive on a new carbon
source can make the difference between life and death; such an acquisition can
thus be an important evolutionary innovation. We here study the properties of
metabolic systems that facilitate such innovations. The evolution of biological
macromolecules has received serious attention for decades [94]. The same is not
true for biological systems on higher levels of organization, such as regulatory
and large complex metabolic networks. One reason is a comparative paucity of
data for such networks. Another reason is the inherent difficulty in characteriz-
ing both network genotypes and network phenotypes. Recent work on genome-
scale metabolic networks reduces these limitations. First, metabolic genotypes
have recently been characterized for several model organisms [42, 95, 96]. Second,
databases of metabolic reactions inform us about a broad spectrum of chemi-
cal reactions catalyzed by enzymes in living things. Third, flux balance analysis
[97] allows us to compute metabolic phenotypes from metabolic genotypes (Fig-
ure 2.1). Taken together, these developments allow us to study the evolution of
metabolic networks in greater depth. The functions and phenotypes of biological
macromolecules are robust to genetic change. Such robustness has important im-
plications for the evolutionary plasticity of molecules, the ability of molecules to
evolve new properties. Through mutations that do not affect a molecule’s function,
vast regions of phenotype space can be explored, regions in which molecules with
novel phenotypes can lie [94, 98]. Does the same hold for genome-scale biological
networks? Can biological networks with similar phenotypes have a vast number of
interconnected and different genotypes, thus being both highly robust and having
large evolutionary plasticity? These questions currently have few answers. We
study the evolution of genome-scale metabolic networks to provide such answers.
For our purpose, a metabolic genotype is a set of chemical reactions catalyzed
by gene-encoded enzymes that take place in an organism. Any one organism’s
metabolic network exists in a much larger space of metabolic genotypes. This space
is defined by the biochemical reactions known to be realized in living cells. Any
one organism’s genotype can be thought of as a point in this space, where some
biochemical reactions occur and others are absent. Genotypes can thus be repre-
sented as binary strings whose entries indicate presence (‘1’) or absence (‘0’) of
reactions (Figure 2.1) in an organism. We define the phenotype of such a network
as its ability to sustain life in a given environment or set of environments. This
means that the network must be able to produce all biochemical precursors (amino
acids, nucleotides etc.) that are necessary to allow a free-living heterotrophic or-
ganism such as Escherichia coli to grow from environmental resources. We here
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consider 101 minimal environments that only differ in their carbon source. Specif-
ically, these environments provide only a terminal electron acceptor (O2), a source
of nitrogen (NH3), sulfate (SO4), phosphate (PO4), and one out of 101 sources C
of carbon (see section 2.7 for a complete list of all carbon sources used). We can
represent a metabolic phenotype as a binary string, whose i-th entry is equal to
one (Figure 2.1), if a network is able to sustain life when Ci is the only available
carbon source. A network able to sustain life in complex environments with multi-
ple carbon sources has phenotypes in which many of these entries are equal to one.
Metabolic phenotypes, as defined here, can be computed from metabolic genotypes
using flux balance analysis. Flux balance analysis is a computational tool that re-
lies both on stoichiometric information about chemical reactions occurring in a cell,
as well as on an objective function such as the production of biomass precursors.
For a given nutritional environment, it computes allowable rates at which individ-
ual reactions proceed in a metabolic steady state, and these rates in turn determine
whether all necessary biochemical precursors can be produced. Its qualitative pre-
dictions growth or no growth are in good agreement with experimental data for
well-studied model systems [49, 56]. We here study the evolution of metabolic net-
works in the space of the genotypes just defined. Genotypes can change through the
elimination of chemical reactions caused by loss of function mutations in enzyme-
coding genes. Many such mutations do not abolish a network’s ability to sustain
life [96, 49, 56, 99, 100, 101, 102, 103, 104, 105, 106, 107]. Genotypes can also
change through addition of chemical reactions, which occurs at appreciable rates
in prokaryotes through horizontal gene transfer [99, 17]. This motivates our choice
of a prokaryotic network that of E. coli as the departure point of our work [95].
Two further reasons compelled us to choose specifically the E. coli network. First,
it is perhaps the most prominent and well-studied example of a metabolic network
in a free-living organism. Second, more effort has been devoted to studying its ro-
bustness than for other networks [49, 56, 48, 106, 108, 109, 110, 111, 112, 113]. For
these reasons we also wanted to compare properties of the E. coli metabolic net-
work with those of the sampled networks that our approach generates. Mutations
and horizontal transfer can sometimes affect more than one enzyme-coding gene
(reaction), but we focus here on the individual reaction as the elementary unit of
change. Each such change transforms a network into one of its immediate neighbors
differing from it by one reaction. We refer to all of a network’s neighbors as a net-
work’s neighborhood. Methodologically, our approach bears resemblance to that
of an earlier study [106] which asked how minimal genomes evolve from the E. coli
genome through metabolic gene loss. However our method is new in that we do not
limit ourselves only to the elimination of chemical reactions but 1) we allow for the
addition of metabolic reactions, which allows us to explore a vast genotype space,
2) our analysis is not limited to E. coli, and 3) we also explore a very large number
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of different environments. In this context, we ask several fundamental questions
about the organization of genotype space, and about the ability of metabolic net-
works to find evolutionary innovations in this genotype space. How different can
the organization of two metabolic networks be while still preserving similar phe-
notypes? How many mutational steps are needed to get from a network with a
given phenotype to one with a very different phenotype? How different are the
new phenotypes that a network encounters in its immediate neighborhood during
evolution? The answers to these questions can not only elucidate why metabolic
networks are robust to mutations [96, 49, 56, 102, 114, 115, 116, 117, 118]. Even
more importantly, they also tell us how metabolic innovations can arise through a
metabolic network’s exploration of a vast space of possible genotypes.
2.4 Results
2.4.1 Networks supporting life in one environment can have
very different essential reactions
We begin our analysis with a simple phenotype, a metabolic network’s ability to
produce all biochemical precursors from a single carbon source, glucose, in an aer-
obic minimal medium (see section 2.7 for a list of all environmental metabolites).
The E. coli metabolic network [95], excluding 205 transport reactions, catalyzes
726 out of the universe of 5870 reactions we consider (see section 2.7 for details on
reaction compilations). Its immediate neighborhood in genotype space consists of
the 5870 networks that differ from the E. coli network by one (added or eliminated)
reaction. Addition of a reaction to a network would not impair its ability to grow
on glucose, but elimination of a reaction might. Out of the 726 E. coli reactions,
210 reactions are essential and cannot be removed without abolishing growth on
glucose minimal medium. Thus, only 3.6% (210/5870) of the entire neighborhood,
and only 29% (210/726) of those neighbors with one deleted reaction, are not able
to sustain life on glucose minimal medium. Are metabolic networks that are very
different from the E. coli network, but that can also sustain life on glucose similarly
robust? To address this question, we analyzed 1000 such networks (Figure 2.1).
These networks were the end points of 1000 long random walks of 104 mutational
steps each through genotype space that started from the E.coli network. Figure
2.6 shows the evolution of genotype distance and network size in one such random
walk. Each step consisted of the random addition or deletion of one chemical re-
action and was required to preserve the ability to sustain life on glucose minimal
medium. For brevity, we will call the end-point of such a random walk a random
viable metabolic network with a given phenotype. We emphasize that the number
of reactions in the random viable metabolic networks is similar to that of the E.
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Figure 2.1: Exploration of a vast genotype space of metabolic networks. A geno-
type can be represented in different ways: (A) as a metabolic network,
(B) as a node in a genotype network, or (C) as a binary vector listing
the reactions catalyzed. Genotypes on the genotype network (B) that
are connected differ by only one mutation. The color of the genotype
circles indicates their metabolic phenotype. Metabolic phenotypes are
computed using FBA applied to 101 environments with different car-
bon sources. They can be represented as a binary vector listing the
environments a genotype is viable in (D). Random evolutionary walks
can be seen as paths on a genotype network. Two independent ran-
dom walks are shown with the same starting genotype (G1) and two
final genotypes (GF and GF ′), passing through intermediate genotypes
(i.e.: G2) that differ by one mutation. Mutations are chosen at ran-
dom. They can be additions or deletions of individual reactions from
the corresponding metabolic network but they must not change the
phenotype. The neighborhood of each genotype can be analyzed by
characterizing the phenotype of the one mutant neighbor genotypes
(approximately 5800 neighbors per genotype). The number of geno-
types in the genotype space is 25800. Each genotype is able to catalyze
approximately 1000 out of 5800 possible reactions.
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coli metabolic network (see section 2.7 for algorithmic details). We examined the
neighborhood of each of these 1000 random viable networks to identify essential
reactions in them. Figure 2.2a shows the distribution of the number of essential
reactions. It varies across a narrow range between a minimum of 213 (26.4%) and
a maximum of 257 (32.4%) reactions. The robustness of the E. coli network lies in
the bulk of this distribution, and is thus not atypical. This suggests that for a typ-
ical metabolic network with a given phenotype, many different mutational changes
leave the network’s ability to sustain life in a given environment unchanged. How
different are the networks that can sustain life in this simple environment? We
addressed this question in two complementary ways. First, we asked how many
essential reactions differ between each network pair drawn from the 1000 random
viable networks we had generated previously. Specifically, we represented the set
of all essential reactions by a binary vector. For each of the 1000 random viable
networks, this vector contained a 1’ for a reaction that was essential in the re-
spective network, and a 0’ for a reaction that was nonessential. We calculated the
normalized Hamming distance between these vectors for each pair, which is the
fraction of entries at which these vectors have different values. This distance ranges
from zero if a network pair has completely identical essential reactions to one if a
network pair has no essential reactions in common. Figure 2.2b shows the distri-
bution of the fraction of essential reaction that two networks have in common. On
average, 32.9% of essential reactions are different in two random viable networks
with the same phenotype. If we exclude reactions from this analysis that are es-
sential in all 1000 networks, then 74% of essential reactions differ among networks.
We next ranked all reactions according to the number of networks (among 1000)
in which they were essential. Reactions essential in all 1000 networks received the
lowest rank, and reactions that were essential in successively fewer networks re-
ceived increasingly larger ranks. This ranking indirectly estimates the abundance
of alternative pathways around any given reaction in a random viable metabolic
network. If there are many alternative pathways, then the reaction will rarely
appear as essential; if there are no alternate pathways, the reaction will appear as
essential in all metabolic networks. The majority (4550) of reactions were never
essential. Among the 1420 reactions that were essential in at least one network,
only a small minority of 7.3% (103) reactions were essential in all networks. As
an example, Figure 2.3 shows a measure of the reaction rank for a small subset
of reactions, the key reactions in central energy metabolism (glycolysis, pentose
phosphate shunt, citric acid cycle) color-coded according to whether they are rarely
(blue) or frequently (red) essential. All of the 26 reactions were essential in more
than one percent of the 1000 random viable networks. Around 46 percent of the
reactions (12/26) were essential in more than 10 percent of the networks. Merely
three reactions were essential in almost all of the networks. They come from gly-
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colysis (glucose 6-phosphate isomerase), the citric acid cycle (aconitase), and from
the pentose phosphate pathway (ribulose 5-phosphate 3-epimerase,). Note that
two reactions that belong to the same (apparently unbranched) pathway of Figure
2.3 may show different essentiality. This can be understood by considering that
for each reaction there may be a different number of alternative pathways (whose
reactions are not shown in the figure) but that can compensate for the loss of the
reaction. To validate our analysis of reaction essentiality with empirical data, we
tested the following prediction: If a reaction is frequently essential in our random
viable metabolic networks, then its enzyme-coding genes should also occur in a
large number of different genomes. This is indeed the case, as we show in Figure
2.9. The figure demonstrates that the frequency of a reaction as essential and the
number of prokaryotic genomes carrying an enzyme-coding gene that catalyzes this
reaction are positively correlated (Pearson’s r = 0.45 and p = 2.2 × 10−16). For
this analysis we used the information available in the KEGG database [50, 119].
Taken together, these observations show that networks with the same phenotype
are highly plastic in their organization. Many essential reactions typically differ
between pairs of such networks. This holds even for reactions in the most central
parts of metabolism.
2.4.2 Networks supporting life in one environment can have
very different genotypes
In a second effort to characterize the plasticity of network organization, we asked
how distant from the E. coli network a network can maximally be and still preserve
the ability to sustain life on a glucose-minimal medium. To do so, we generated
1000 networks from the E.coli network through a random walk similar to that
described above, but where we forced each step of the random walk to increase the
distance to the E.coli network. Figure 2.4a shows that more than three quarters
of genotype space can be traversed without destroying the metabolic phenotype.
An environment in which metabolic networks have to synthesize every single bio-
chemical precursor is demanding. Thus, our observations might depend strongly
on the nature of this environment. However, this is not the case. We also exam-
ined a rich medium in which 36 biochemical precursors are provided for the cell
(see section 2.7 for details). In such a medium, 15.9% of reactions are essential
on average (13.5% fewer than in minimal medium) (Figure 2.2a); the percentage
of essential reactions that differ among two networks is very similar (33.8%; Fig-
ure 2.2b); the number of reactions that are essential in at least one environment
is smaller (1304 vs. 1420); a smaller percentage (5.1%; 67 of 1304) of reactions
are essential in all networks (Figure 2.2c; Table S1); and the maximal distance of
networks to the E. coli network is on average 83.9%, even larger than in minimal
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Figure 2.2: Essential reactions differ dramatically between metabolic networks
with the same metabolic abilities. (A) Distribution of the fraction
of essential reactions in 1000 random networks viable in minimal or
rich glucose containing medium. (B) Distribution of the fraction of
essential reactions shared among pairs of these 1000 random networks.
(C) Rank plot of reaction essentiality. Reactions essential in all of the
1000 random viable networks are given the lowest rank of one. (D)
The average fraction of essential reactions (vertical axis) as a function
of the number of carbon sources a network can sustain life in (hori-
zontal axis). Each point is an average of 100 networks (whiskers: 95%
confidence interval).
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medium (Figure 2.4a). Thus, evolution in a rich versus a minimal environments
does not change our results dramatically. It is instructive to examine the reactions
essential in all networks more closely. They are significantly enriched in reactions
involved in tyrosine biosynthesis (P=0.01), cell wall biosynthesis (P = 1.0×10−10),
and membrane biogenesis (P = 2.8× 10−6). Taken together, the following picture
emerges from these observations. Networks that have the ability to sustain life on
a particular carbon source have many neighbors in genotype space with the same
ability. By mutationally stepping from neighbor to neighbor (through addition
and deletion of chemical reactions) network organization can change fundamen-
tally without losing this ability. Two networks with this ability can contain very
different sets of reactions, and very different essential reactions. Because networks
with the ability to sustain life in a given environment are connected through their
neighbors in genotype space (see section 2.7 for details) this means that large
fractions of genotype space can be traversed on evolutionary time scales without
affecting any one metabolic ability.
2.4.3 Metabolic networks with complex carbon phenotypes can
also have very different organizations
We next turn to more complex phenotypes, namely the ability for a network to
sustain life if any one of multiple carbon sources is provided in an otherwise mini-
mal environment. We here focus on the 101 potential carbon sources annotated to
have associated transport reactions in E. coli. Because the requirement to sustain
life on an increasing number of carbon sources may increasingly constrain network
architecture, our observations from above may not hold for such complex pheno-
types. Figure 2.4b, however, shows that this is not the case. The figure examines
the maximal genotype distance from the E. coli network achievable for networks
with the same phenotype, as a function of the phenotype’s complexity, that is, the
number of carbon sources a network can sustain life on. This maximal distance
declines by less than 10% for networks that can sustain life on 60 carbon sources.
Thus, even if a network can sustain life in many different carbon-containing en-
vironments, its architecture is not highly constrained. The fraction of reactions
that are essential does not change dramatically either (Figure 2.2d). Specifically,
it increases modestly from a mean of 0.3 (Figure 2.2b) to 0.4 (Figure 2.2d) for
networks that can sustain life on 5 and 60 different carbon sources, respectively.
In this analysis, we used a very conservative definition of essentiality. For example,
for networks able to sustain life on 60 different carbon sources, we call a reaction es-
sential if it is required in at least one of the 60 minimal environments distinguished
by these carbon sources. If we define reaction essentiality less conservatively, then
the fraction of essential reactions actually decreases with an increasing number of
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Figure 2.3: Reaction essentiality in central metabolism. Color-coded map of re-
actions in central energy metabolism that appear rarely (blue) or fre-
quently (red) as essential in 1000 random viable metabolic networks.
The color is in logarithmic scale indicating that most reactions even
in this most central part of metabolism are essential only in a small
fraction of networks with a given metabolic phenotype.
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carbon sources (Figure 2.7).
2.4.4 Networks with different phenotypes can be found close
together in genotype space
We next studied several properties of metabolic networks that relate to their ability
to evolve new phenotypes. The first such property regards the minimum genotype
distance of two metabolic networks with arbitrary, different phenotypes. If this dis-
tance is typically large, then it would be very difficult to reach any one phenotype
from a network with a different phenotype through a modest number of genetic
changes. To determine this distance, we first created a pair (G1, G2) of metabolic
network genotypes with randomly chosen different phenotypes, as described in the
section 2.7. We then carried out a random walk that started from G1 and that
approached G2 in genotype space, while leaving G1’s phenotype unchanged. When
this random walk had reached a point where the genotype distance to G2 could no
longer be reduced, we stopped and recorded the minimal distance thus obtained.
We repeated this procedure for 1000 metabolic network pairs with different phe-
notypes. Figure 2.4c shows a histogram of this minimal distance for networks that
are required to sustain life on at least one carbon source. It is evident from the
Figure that this distance is small relative to the distance between random viable
metabolic networks with the same phenotype. It spans of the order of 10% of
metabolic network size (circa 100 reactions). We note that this distance is an
average over many and sometimes very different phenotypes, and also that it is
merely an upper bound to the minimal distance between metabolic networks with
different phenotypes. The reason is that we only minimized the distance between
G1 and G2 by changing G1. Had we changed G2 as well we would have found
even smaller minimal distances. Figure 2.4d shows how this distance depends on
the number of different carbon sources a network can sustain life on. The figure
shows, for phenotypes that can sustain life on increasing numbers of carbon sources
(horizontal axis), the mean and standard error of the minimum distance between
networks with different phenotypes. While the minimal distance increases with
increasing numbers of carbon sources, this increase is small, of the order of 2%
of the total genotype distance. Thus, complex constraints on metabolism do not
dramatically increase the difficulty networks would encounter in evolving towards
specific, novel phenotypes.
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Figure 2.4: Metabolic networks with the same phenotype can have vastly different
genotypes. (A) Distribution of maximum genotype distance between
1000 networks that are the end-points of random walks leading away
from the initial (E. coli) network while preserving the metabolic pheno-
type. (B) Maximum genotype distances (vertical axis) between initial
metabolic networks able to sustain life on a given number of carbon
sources (horizontal axis) and 1000 final random viable metabolic net-
works. For each number of carbon sources 100 random walks of 104
mutations were carried out starting from 10 different initial networks
(whiskers: 95% confidence interval). (C) The distribution of minimal
genotype distance between pairs of networks with different metabolic
phenotypes required to sustain life on at least one carbon source. (D)
Average minimal genotype distance (the mean of the distribution in
(C) as a function of the number of carbon sources. The error bars are
too short to be visible in this plot.
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Figure 2.5: Evolving networks with conserved phenotypes can access very differ-
ent novel phenotypes along their evolutionary path. (A) shows the
average cumulative number of phenotypes (vertical axis) found in the
neighborhood of an evolving network as a function of the number of
mutations (horizontal axis) the network experienced during its evolu-
tion; (B) shows the fraction of the phenotypes in the neighborhood
of the evolving network (Gt) and an initial network (G0) that differ
from one another. The diagram in the inset illustrates the increasing
number of novel phenotypes in the evolving network’s neighborhood
(gray area of the circle) that are different from the phenotypes in the
neighborhood of G0. For pairs of random viable metabolic networks
with the same phenotype; (C) shows the distribution of the fraction
of different phenotypes in the neighborhoods of these networks. (D)
shows the mean of the distribution (C) of phenotypic differences in
the neighborhood of the network pairs versus the numbers of carbon
sources they can sustain growth on. Data in (A), (B), (C) and (D)
are averages over 100 random walks of 104 mutations starting from 10
different initial networks. In (C) only pairs of networks with the same
initial network of the random walk were compared, thus 450 neighbor-
hood comparisons. In all plots whiskers represent the 95% confidence
interval.
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2.4.5 Evolving networks encounter ever-new phenotypes in
their immediate neighborhood
Does the genotypic plasticity of metabolic networks facilitate the discovery of novel
metabolic abilities? To address this question, we examined the novel metabolic
phenotypes accessible to networks that are subject to phenotype-preserving evolu-
tionary change. By phenotypes accessible to a network, we here mean all the phe-
notypes that can be found in the neighborhood of this network. These are novel
phenotypes that can be easily reached through a single, small genetic change.
Specifically, we first carried out a random walk starting from a network with a
specific metabolic phenotype, and counted the cumulative unique number of phe-
notypes that occurred in the neighborhood of this random walker. That is, if a
phenotype occurred twice, either in the neighborhood of the same network, or in
the neighborhood of a network encountered previously during the random walk,
we counted it only once. Figure 2.5a shows the cumulative number of new pheno-
types that such an evolving network encounters. This number does not saturate
and continues to increase even though the random walk shown here comprises many
thousand mutations. Second, we compared the phenotypes in the neighborhood of
(i) an evolving network Gt with unchanging phenotype, and (ii) its ancestor G0 as
a function of the number of mutations t between the two networks. Specifically, we
asked for the fraction of phenotypes that differ between the one-neighborhoods of
the two neighborhoods. If this fraction were close to one for large t, then even two
dissimilar networks might only have access to very similar metabolic phenotypes.
Figure 2.5b shows, as a function of t, the fraction of different phenotypes in the
neighborhood of G0 and Gt. It is evident that this fraction approaches a large value
very quickly, that is, even similar genotypes have access to a diverse spectrum of
phenotypes. Third, we examined the neighborhoods of multiple end points (or-
ange circle in Figure 2.1) of long phenotype-preserving random walks starting from
the same network. Doing so tells us how different the phenotypes accessible from
very different (essentially random) metabolic networks with the same phenotype
are. Figure 2.5c shows the distribution of this fraction of accessible but different
phenotypes for 4950 network pairs. Importantly, the vast majority of phenotypes
differ among these pairs. That is, phenotypes found near one network are usually
different from phenotypes near another network with the same phenotype. In sum,
three independent lines of evidence show that the metabolic phenotypes accessi-
ble to networks with the same phenotype differ dramatically even for moderately
different networks. Finally, we also examined how the accessibility of novel pheno-
types depends on the phenotypic complexity of the evolving networks themselves,
that is, on the number of carbon sources that they can support life on. In principle,
all 2101 phenotypes are accessible from any metabolic genotype through a single
mutation, regardless of the number of carbon sources the genotype is viable in (see
37
CHAPTER 2. EVOLUTIONARY PLASTICITY AND INNOVATIONS IN
COMPLEX METABOLIC REACTION NETWORKS
section 2.7 for a detailed explanation). However, Figure 2.5a and Figure 2.8 show
that networks able to sustain life on more carbon sources encounter more novel
phenotypes along their evolutionary trajectory. In addition, Figure 2.5d shows
that the fraction of metabolic phenotypes that differ between the neighborhoods
of random viable network pairs with the same phenotype is consistently large and
shows no simple dependency on the number of carbon sources.
2.5 Discussion
Metabolic networks can evolve through the elimination of individual reactions by
mutation, and through the addition of new reactions by horizontal gene transfer.
We here explored a vast space of metabolic network genotypes through random
changes of individual reactions that preserve a network’s metabolic abilities. The
ability of flux balance analysis to determine metabolic phenotypes a network’s
ability to sustain life in a well-defined environment containing specific carbon
sources allowed us to characterize the relationship between metabolic genotypes
and phenotypes. We find that metabolic networks with the same phenotype show
enormous genetic plasticity, and that this plasticity aids in the evolution of novel
metabolic abilities. Multiple experimental and computational studies show that a
large fraction of enzyme-coding genes are dispensable in genome-scale metabolic
networks. These networks continue to sustain life even upon removal of many ap-
parently central and important reactions [49, 56, 102, 48, 106, 115, 120, 121, 122,
123]. These studies raise the question whether such robustness is an evolutionary
adaptation, evolved in response to ongoing mutational pressure. Our approach of
creating multiple, essentially random viable metabolic networks with pre-defined
phenotypes suggests an answer to this question for the E. coli metabolic network.
In both a glucose-minimal and a rich environment, the fraction of reactions dis-
pensable in the E.coli network is not dramatically different from that of 1000
metabolic networks with the same metabolic phenotypes. This argues that the
high robustness to gene deletions of E. coli metabolism may not be an evolution-
ary adaptation, but is rather typical of metabolic networks of comparable size.
A caveat to this observation is that our approach allows modest fluctuations in
reaction numbers (by about 14 percent) to facilitate the sampling of metabolic
genotype space. These fluctuations may influence estimates of robustness by ap-
proximately the same amount. We will leave exploration of this influence to future
work. Our observations go beyond preceding work which showed that a reaction’s
essentiality may depend on the environment [116, 124]. We demonstrate that the
plasticity of metabolic networks is so great that even in a single environment,
different networks with the same phenotypes may show very different essential re-
actions. For example, only 7.3% of all reactions essential in at least one of 1000
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networks are essential in all networks. Excluding these reactions, two networks
with the same phenotype differ in 74% of their essential reactions. Even in path-
ways as important as central energy metabolism, the vast majority of reactions are
essential in only 1% of networks. One might think that networks able to thrive on
many different carbon sources might show vastly more essential reactions. How-
ever, this is not the case. Reaction essentiality depends only modestly on the
number of carbon sources a network can sustain life on. Gene essentiality thus
strongly depends on a network’s genotype, which is highly malleable. Even or-
ganisms with similar metabolic abilities may thus show very different dispensable
genes in a given environment. These observations have implications for the design
of antimetabolic drugs that inhibit specific metabolic reactions. Specifically, an
evolutionary approach like ours may be highly useful in identifying reactions that
are essential in most networks with a given metabolic phenotype, as a precursor to
rationally designing drugs inhibiting these reactions. The more frequently essen-
tial a reaction is, the smaller the likelihood that a cell can circumvent it through
addition or deletion [115] of other reactions. For example, the major antimetabolic
antibiotics sulfonamides and trimethoprim inhibit two different reactions (dihy-
dropteroate synthetase and dihydrofolate reductase) leading to tetrahydrofolate,
an essential precursor for nucleic acid synthesis. These two reactions, however,
are essential in only 40 percent of networks able to sustain life in rich medium.
Figure 2.10 shows some of the ways by which nonessentiality arises in this case.
Multiple bacterial species, for example, bypass the need for dihydrofolate reduc-
tase in the synthesis of nucleotide precursors, using a flavin-dependent thymidilate
synthase instead [125]. A better target in the same pathway would be the enzyme
dihydrofolate synthase, which our approach finds to be essential in all networks
(Figure 2.10) In a similar vein, it is no coincidence that a broad class of an-
tibiotics (penicillins, bacitracin, cephalosporins, carbapenems, vancomycin etc.)
target synthesis of cell walls and membranes: Among the reactions found to be
essential in all networks (Table S1), cell wall and membrane biosynthesis reac-
tions are highly enriched. Thus, our approach lends itself to a pre-screening of
metabolic reactions or reaction classes for drug targeting. Our analysis shows that
vastly different networks with the same phenotype can be connected through paths
of single mutations (reactions additions/deletions) in genotype space. Specifically,
these paths can traverse more than three quarters of genotype space without de-
stroying a given phenotype. This phenomenon does not depend strongly on the
evolutionary constraints on a metabolic network, that is, on the number of carbon
sources a network is required to sustain life on. These observations are reminis-
cent of genotype networks or neutral networks that have been characterized for
RNA, protein, and transcriptional regulation circuits [62, 64, 126, 127, 128, 63].
In these networks, genotypes with the same phenotype form large sets in genotype
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space, sets that can be connected through many single, small mutational changes.
For example, proteins with the same tertiary structure and function (phenotype)
often share a common ancestor, but their amino acid sequences (genotypes) have
diverged beyond recognition [129, 130]. The existence of such genotype networks
and the robustness it implies facilitates the evolution of new molecular functions
[131, 132, 67, 65]. We here provide two lines of evidence that genotype networks
may also facilitate the evolution of new metabolic phenotypes, the ability to sur-
vive on previously not utilizable carbon sources. First, we show that networks
with different and arbitrary phenotypes can be found close together in genotype
space. This means that from any one network, only a small fraction of genotype
space needs to be traversed to find any given, novel phenotype. Second, we also
analyze the neighborhood of different neutral networks with the same phenotype.
This neighborhood consists of all networks that differ in only one reaction from a
focal network. They are thus accessible from this network through a single muta-
tion. We find that the neighborhoods of different networks contain very different
novel phenotypes. This means that by traversing a large fraction of genotype space
without changing the phenotype, one can render different novel phenotypes acces-
sible (Figure 2.11). Put differently, even microorganisms with identical phenotypes
may be able to access very different novel phenotypes. This observation points to
the need to carefully choose organismal strains for engineering of novel metabolic
abilities, such as the production of biofuels, or the degradation of toxic compounds
in bioremediation. The right choice may mean that only a small alteration, such
as the addition of one reaction to a metabolic network, is sufficient to produce a
desired new phenotype. Consider the example of the carbon source melibiose, a
sugar similar to lactose and made of the same two monosaccharides (galactose and
glucose) but differing in the glycosidic link between them. While lactose can be
metabolized by many microbes, melibiose is a less commonly utilizable compound.
The metabolization also requires different enzymes (α-galactosidase for melibiose
and β-galactosidase for lactose). The metabolic ability to use melibiose is desir-
able, for example in yeast, where cells have been engineered to utilize melibiose to
improve efficiency and reduce waste in fermented dairy products [133]. Among the
networks with identical metabolic phenotypes that we examine, there are networks
where adding the α-galactosidase reaction is sufficient to endow the network with
melibiose utilization. In contrast, in other networks with the same phenotype the
addition of this reaction is not sufficient (even though both networks are able to
grow on glucose). The reason is that these latter networks are unable to excrete
the excess galactose from the degradation of melibiose. Another example involves
the addition to a network of a single reaction catalyzing the transfer of a phosphor
group from a phospho-histidine to galactitol. This reaction produces galactitol
1-phosphate, and it enables the network to grow on galactitol. In another network
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with the same phenotype, the addition of this reaction does not have the same
result. The reason is that the first network contains other reactions that enable
it to convert of galactitol 1-phosphate into galactose, which it can grow on. We
next motivate the choice of metabolic network sizes for our work. Flux balance
analysis has been used to show that a significant number of reactions in E. coli,
when removed, show no impact on optimal growth in several different environments
[134]. This observation might lead one to suppose that phenotype-preserving paths
through genotype space are long merely because many reactions are never essen-
tial. However, this is not the case. For example, although the fraction of essential
reactions in E. coli is merely 28% when considering a glucose minimal environ-
ment, this fraction rises to 43% when considering growth on each of the more than
81 carbon sources we examined here. In addition, when considering the influence
of the genetic background, we observe that 66% of the reactions appear as essen-
tial in at least one of the many randomized viable metabolic network in a glucose
minimal environment, and 81% of reactions become essential when we consider
the full spectrum of 81 carbon sources. This fraction of essential reactions would
undoubtedly have risen further if we had the computational means to analyze
additional carbon sources and genetic backgrounds. Taken together, these obser-
vations mean that essentiality of reactions depends on environment and genetic
background, and that there may not be a meaningful reduced reaction set that is
always under selection. These observations, and our desire to compare properties
of our sampled networks to the E. coli network prompted our choice of network
size. Flux balance analysis has limitations in how precisely it can predict growth or
by-product secretion after gene knockouts [97], which may depend on the choice of
optimization principle [135] and flux maximization method [49]. These limitations
are connected to how metabolic genes are regulated, and they do not affect our
study because we are not concerned with regulatory evolution. For our purposes,
it is sufficient to evaluate if an organism represented by a metabolic network is
viable in principle, based on the complement of enzymes it carries and the biomass
precursors it can synthesize given a spectrum of nutrients. The potential problem
of limited and likely biased information about the set of biochemical reactions
that occur in nature does not affect our results qualitatively. The reason is that
any increase in the number of known biochemical reactions will cause the appear-
ance of alternative pathways, lowering the number of essential reactions, and thus
increasing the robustness and the plasticity of metabolic networks. Aside from
these caveats, the biggest limitation of the approach presented here lies in its com-
putational demands. Determining the metabolic phenotypes of networks in the
neighborhood of a single genome-scale network for 101 carbon sources requires the
solution of 5.85× 105 (= 101× 5800) complex linear programming problems [97].
For our simulations we analyzed more than 20 000 such genomes and this was cur-
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rently at the limit of computational feasibility. This limitation will undoubtedly
be ameliorated with time. In sum, the approach proposed here can provide vari-
ous insights into the organization of metabolic networks. It demonstrates that the
architecture of such networks shows high plasticity, even for single environments,
a property that facilitates the evolution of new metabolic functions. It suggests a
method to target metabolic reactions for rational drug design, and shows that the
plasticity of metabolic networks creates both opportunities and constraints for the
evolution of novel metabolic abilities.
2.6 Methods
2.6.1 Random walks in genotype space
We explore the vast space of metabolic networks by long random walks that leave a
network’s ability to synthesize all essential biomass components unchanged. Each
step of the random walks we use has two parts. The first part consists of mutation,
the deletion of a randomly chosen reaction from a network, or the addition of a
new randomly chosen reaction from the global reaction set above. We constrain
variation in the number of reactions in this random walk by means of a bias
in the choice of mutation that depends linearly on the number of reactions in
the metabolic network (see section 2.7). With this procedure, the networks have
always approximately 1000 reactions throughout the simulations. In the second
part of a random walk’s step, we apply flux balance analysis to verify that the new
metabolic network still has the same phenotype, i.e., that it can still grow on the
same specific set of carbon sources. If so, the mutated network is accepted and
the next step of the walk starts with the mutated network; if not, the mutated
network is rejected, and the next step of the random walk starts with the previous
(unmutated) network. Methods are described in greater detail in the section 2.7.
2.7 Supplementary Text
2.7.1 Flux balance analysis
Flux balance analysis (FBA) is a computational approach to characterize the be-
havior of large (> 103 reactions) chemical reaction networks [47, 97, 51, 136, 112].
In FBA, a network is represented by a set of stoichiometric equations describing
chemical reactions. FBA takes advantage of the invariance of metabolite con-
centrations in a metabolic network that is in steady-state. This invariance implies
that only some distributions of metabolic fluxes rates at which individual reactions
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proceed do not violate the law of mass conservation. Among these allowed steady-
state fluxes, FBA can identify fluxes that have particular properties of interest in
a given environment, defined by a maximum influx of external nutrients. We are
here interested in one key property, namely whether a given metabolic network can
sustain life in a given environment. That is, can it produce all key biochemical pre-
cursors necessary to sustain growth and energy production? Flux balance analysis
allows us to answer this question. In our work we use a set of biochemical precur-
sors from E. coli [137, 138, 53] as the set of required compounds a network needs
to synthesize, by using linear programming to optimize the flux through a specific
objective function, in this case the reaction representing the production of biomass
precursors we are able to know if a specific metabolic network is able to synthesize
the precursors or not. The precursors include all 20 proteinaceous amino acids,
nucleotides, deoxynucleotides, putrescine, spermidine, 5-methyltetrahydrofolate,
coenzyme-A, acetyl-CoA, succinyl-CoA, cardiolipin, FAD, NAD, NADH, NADP,
NADPH, glycogen, lipopolysaccharide, phosphatidylethanolamine, peptidoglycan,
phosphatidylglycerol, phosphatidylserine and UDPglucose. Flux balance analysis
relies on linear programming [55] to identify network properties of interest. We
here used the packages CPLEX (11.0, ILOG; http://www.ilog.com/) and CLP (1.4,
Coin-OR; https://projects.coin-or.org/Clp) to solve the associated linear program-
ming problems. We studied metabolic networks in one main aerobic environment,
a minimal environment composed of one or more carbon sources, oxygen, am-
monia, inorganic phosphate, sulfate, sodium, potassium, iron, protons and water.
When studying different growth phenotypes of a particular metabolic network we
here focus on carbon sources, and thus vary only the carbon source in this min-
imal aerobic environment. For example, when we say that a network is able to
sustain life on five specific carbon sources, we mean that it produces all essen-
tial biosynthetic precursors (a non-zero growth flux) when each of these carbon
sources is provided as the sole carbon source in a minimal medium. This implies
of course that any subset or combination of these five carbon sources would also
suffice to sustain life. The 101 possible carbon sources we study here represent a
tiny fraction of 101/550=18.3% of all carbon-containing metabolites in E. coli, and
an even smaller fraction 101/4425=2.2% of carbon containing metabolites in our
universe of metabolites (Figure 2.6a). Many metabolites other than those from
E. coli can and do serve as carbon sources for other prokaryotes. Computational
limitations prevented us from analyzing more complex carbon phenotypes. For
some analyses, we also used a rich aerobic environment [113]. This environment is
composed of 36 metabolites, which includes the proteinaceous aminoacids , carbon
dioxide, thiamin, nicotinamide mononucleotide, pantoate, and all the metabolites
available in the minimal environment.
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2.7.2 The global reaction set
Each metabolic network is a point in a much larger genotype space of networks.
For the universe of reactions that can occur in these networks we used data from
the LIGAND database [119] of the Kyoto Encyclopedia of Genes and Genomes
(KEGG; http://www.genome.ad.jp/kegg/ligand.html) [50]. The LIGAND database
is a database of chemical compounds and reactions in biological pathways that
is compiled from pathway maps of metabolism of carbohydrates, energy, lipids,
nucleotides, amino acids and others. Also included in the database is the list
of recommended names for enzymes given by the Nomenclature Committee of
the International Union of Biochemistry and Molecular Biology (NC-IUBMB)
(http://www.chem.qmul.ac.uk/iubmb/enzyme/) which includes all categorized en-
zymes (oxidoreductases, transferases, hydrolases, lyases, isomerases and ligases).
We used specifically the REACTION and COMPOUND sections of the LIGAND
database to construct our global reaction set. From this data we pruned (i) all re-
actions involving general polymer metabolites of unspecified numbers of monomer
units (C2H6(CH2)n), or, similarly, general polymerization reactions that were of
the form An + B → An + 1, because their abstract form makes them unsuit-
able for stoichiometric analysis, (ii) reactions involving glycans, because of their
complex structure, (iii) reactions that were not stoichiometrically or elementally
balanced, and (v) reactions involving complex metabolites without chemical in-
formation about their structure. The starting point of our work is the E. coli
metabolic network (iJR904) [95] which comprises 726 reactions (excluding trans-
port reactions). We merged all reactions in the E.coli network with the reactions
in the KEGG dataset. (Only few E.coli reactions, such as specific nutrient or
waste transport reactions necessary for FBA, and some specific polymerization re-
actions were not already in the KEGG database.) After these steps of pruning and
merging, our global reaction set consisted of 5870 reactions and 4634 metabolites.
2.7.3 The set of networks able to sustain life on a given set of
carbon sources is connected
We note that two network genotypes able to sustain life on a given set of carbon
sources can be reached from one another through single mutations in genotype
space without abolishing this ability. To see this, consider the set of reactions R1
and R2 that occur in two arbitrary such networks. Denote the network formed of
the union of these reaction sets as R1 ∪ R2. Note that the addition of a chemical
reaction to any network will not abolish its ability to sustain life on any given
spectrum of carbon sources. This means that there exists a sequence of single
reaction changes (µ1, . . . , µn) that leads from R1 to R1 ∪ R2, as well as another
sequence (ν1, . . . , νm) that leads from R2 to R1 ∪ R2. Denote for any mutational
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change ν its opposite as ν. That is, if ν is the deletion of a reaction r, then ν
is the addition of the same reaction to a network that does not contain it, and
vice versa. It follows from the above considerations that the sequence of mutations
(µ1, . . . , µn, ν1, . . . , νm) lead from R1 to R2 without abolishing the ability to sustain
life.
2.7.4 Random walks in genotype space
We explore the vast space of metabolic networks by long random walks that leave
a network’s ability to synthesize all essential biomass components unchanged. In
each step of such a walk, one reaction is eliminated or added to a network. Dur-
ing a sufficiently long random walk, the reactions in a network become effectively
randomized, yet the phenotype remains constant. We are well aware that recom-
bination through unequal cross-over or horizontal gene transfer may change more
than one reaction at a time, but we focus here on individual reactions, because
they are the smallest sensible unit of change. In biological evolution, natural selec-
tion probably plays a major role in changing the structure of biological networks.
For example, the addition of a reaction to a metabolic network may become fa-
vorable in a new environment, and go to fixation without affecting the network’s
ability to sustain life in the original environment. Because the detailed modeling
of these and similar evolutionary dynamics would require us to make many ad hoc
assumptions, we instead focus on the more tractable question whether changes can
preserve metabolic phenotypes. Each step of the random walks we use has two
parts. The first part consists of mutation, the deletion of a randomly chosen reac-
tion from a network, or the addition of a new randomly chosen reaction from the
global reaction set above. We constrain variation in the number of reactions in this
random walk by means of a bias in the choice of mutation that depends linearly on
the number of reactions in the metabolic network. Specifically, the probability that
a reaction is deleted (as opposed to added) is given by pdel = R/R0−0.5, where R is
the number of reactions in the current network, and R0 is the number of reactions
in the initial network, i.e., at the start of the random walk. With this procedure
the networks have approximately 1000 reactions throughout our random walks,
because we used the E. coli network as the starting network for these random
walks. Without constraint, the number of reactions in a metabolic network would
steadily increase, because networks with more reactions are more likely to sustain
life in a given environment. We note that our approach allows an increase in the
number of reactions of roughly 14 percent relative to the starting (E.coli) network.
It would thus not bias our estimates of the robustness of randomized viable net-
works by more than that amount. In the second part of a random walk’s step, we
apply flux balance analysis to verify that the new metabolic network still has the
same phenotype, i.e., that it can still grow on a specific set of carbon sources. If
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so, the mutated network is accepted and the next step of the walk starts with the
mutated network; if not, the mutated network is rejected, and the next step of
the random walk starts with the previous (unmutated) network. In carrying out
these random walks, it is important to proceed for as many steps as are needed to
”erase” the ”memory” of the initial state. To arrive at a heuristic criterion for the
required number of steps, we determined, first, the autocorrelation function of the
growth flux [97, 95] along a random walk. This autocorrelation function decays
to a value of zero in around 500 (Figure 2.6a) mutational steps. Unless otherwise
mentioned, the number of mutational steps we use in our analysis is 104, and thus
vastly exceeds this required number of steps. Second, we recorded the (Hamming)
distances of the random walker to the initial network during random walks. This
distance first increases, and then reaches a stochastic equilibrium after about 5000
steps, a number smaller than the 104 steps we routinely used. Finally, we note
that the networks we studied have less than 103 reactions. In a random walk of
104 steps, each reaction is thus mutated many times over. Taken together, these
observations show that 104 steps are more than sufficient to effectively randomize
the initial network. We will refer to the end-point of such a random walk as a ran-
dom viable metabolic network with a given phenotype. It may be very different
from a random sample of chemical reactions from the whole set of reactions we
consider (Figure 2.6a), which may not sustain life in any environment. We call the
random walk defined above an unbiased random walk, because it does not lead
into a particular direction. To study different aspects of network evolution, we
also use several random walks with the following specific biases. First, to study
the diameter of the set of genotypes with a given phenotype, it is necessary to
obtain metabolic networks whose Hamming distance to the starting network is as
large as possible. To this end, we used a forced random walk. Here, whenever a
reaction that occurred in the initial network is removed from the network, we do
not allow it to be added again. In this manner, no individual step of the walk can
decrease the Hamming distance to an initial network. Second, to obtain networks
that grow on a specific target number kT of carbon sources (without regard to the
identity of these carbon sources), we start with a network that sustains growth
on some number k0 of carbon sources. If k0 > kT , we allow only mutations that
maintain or decrease the number of carbon sources a network is able to grow on.
Specifically, we revert a newly mutated network to its previous state whenever
the number of carbon sources that it grows on is greater than the previous state,
or smaller than the target number of carbon sources. If k0 < kT , we allow only
mutations that maintain or increase the number of carbon sources a network is
able to grow on. Third, to find a network that grows on a specific target set of
carbon sources (C0, C1, . . . , Ck), i.e., a network whose phenotype PT is a specific
binary vector (Figure 2.6), we accept new mutations only when they decrease or do
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not alter the Hamming distance between the current phenotype P and the target
phenotype PT , d(P, PT ).
2.7.5 Characterizing maximum genotype distances
To study the maximal distances of two genotypes with the same phenotype, we
began with the E. coli network, and first obtained one network expressing different
phenotypes distinguished by the number k = 5, 10, 20, 40 of carbon sources they
grow on. From each of these initial networks, we performed 100 forced random
walks of 104 mutational steps each that conserved the phenotype of the initial
network. We then recorded the distribution of the Hamming distances between
the genotype G0 of each starter network and the maximally distant network GT
at the end of the random walk, and studied the properties of this distribution as
a function of k.
2.7.6 Characterizing minimum genotypic distances for networks
with different phenotypes
To characterize the minimal genotype distance that separates a pair of genotypes
(G1, G2) with different phenotypes (P1,P2), we performed the following analysis.
For each class of phenotypes that grow on k = 5, 10, 20, 40 carbon sources, we
generated 100 pairs of random viable metabolic networks. Each network in a pair
has a different (random) phenotype, with the constraint that both networks from a
pair can sustain life on the same number of carbon sources. For each pair, we then
performed a forced random walk of 1000 steps, beginning with the first network
G1 (leaving the genotype G2 of the second network unchanged). Each mutation in
this random walk was required to (i) keep the network’s phenotype unchanged, and
(ii) not increase the Hamming distance to G1. We recorded the minimal distance
encountered in this random walk.
2.7.7 Phenotype accessibility is independent of the number of
carbon sources the metabolic network is viable in
In our simulations we always considered phenotypes based on the full spectrum of
101 carbon sources. When we perform a random walk for a network that grows on
20 carbon sources, we only allow mutations to be accepted if they leave unchanged
the phenotype (neither introduce the ability to be viable in an additional carbon
source, or lose the viability in one of the original 20 carbon sources). However
when we check the diversity of the phenotypic neighborhoods we do not limit new
phenotypes to 20 carbon sources. Instead, we consider all the 2101 phenotypes that
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101 carbon sources allow. A network that is viable in one carbon source may have
a mutant that through a reaction addition will have a phenotype viable in, for
example, 20 carbon sources. In the same manner, a network viable in 20 carbon
sources may, through a reaction deletion, become viable in only one carbon source.
This merely serves to show that all 2101 phenotypes are accessible in principle in
all our analyses. In other words, a larger number of carbon sources does not enable
more phenotypes
2.8 Supplementary Figures
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Figure 2.6: Random walks in genotype space. a) Autocorrelation function of
growth flux in an unbiased random walk of 10 000 generations starting
from the E. coli metabolic network. The autocorrelation function was
calculated for the last 5 000 generations. b) A sample trajectory of
a random walk starting from the E.coli metabolic network, showing
both the number of reactions in the evolving network, as well as the
genotype distance (normalized Hamming distance) between the evolv-
ing network and the initial network. When the genotypes of both
networks are represented by binary vectors indicating the presence or
absence of reactions (see Figure 2.1a), the normalized Hamming dis-
tance corresponds to the fraction of entries in these two vectors that
are different.
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Figure 2.7: The fraction of reactions essential in a complex environment decreases
with environmental complexity. Average fraction of essential reactions
(vertical axis) as a function of the number of carbon sources a net-
work can sustain life in (horizontal axis). A reaction is called essential
here, if it is essential in an environment that contains all of the carbon
sources a network is required to grow on. For each number of car-
bon sources 10 different initial networks were generated, as described
in Methods, and for each of these 10 networks 10 random walks were
carried out. Each circle on the plot is thus based on 100 networks
(whiskers: 95% confidence interval). See Methods for details on how
the initial networks were generated.
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Figure 2.8: Networks that can grow on more carbon sources encounter more novel
phenotype during their evolution. The average cumulative number of
phenotypes (vertical axis) found in the neighborhood of an evolving
metabolic network at the endpoints of 100 phenotype-preserving ran-
dom walks is shown as a function of the number of carbon sources
the initial networks can grow on. For each number of carbon sources
shown, the data is an average over 10 independently generated initial
networks, and over 10 random walks starting from each of these 10
networks.
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Figure 2.9: Reaction essentiality and gene appearance in prokaryotic genomes.
Correlation of frequency of reaction essentiality in random metabolic
networks and number of genomes carrying an enzyme-coding gene cat-
alyzing that reaction. Pearson’s r = 0.45; p = 2.2×1016. This analysis
uses enzyme-coding genes from 875 prokaryotic genomes in the KEGG
database.
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Figure 2.10: Reactions in tetrahydrofolate biosynthesis and their essentiality. We
found that the reaction dihydropteroate synthetase, a target of sulfon-
amides, is essential in 41% of the metabolic networks we studied, while
the other reaction producing dihydropteroate is essential in 56.1% of
networks. In the remaining 2.9% of networks, both reactions appear,
but none are essential. These observations have a straightforward ex-
planation. Dihydropteroate is an essential metabolite. Because only
two alternative reactions exist to make dihydropteroate, whenever
one of these reactions is missing, the other is an essential reaction.
Whenever both reactions are present, neither reaction is essential.
For the production of tetrahydrofolate from dihydrofolate, there ex-
ist, similarly, two parallel dihydrofolate reductase reactions. These
reactions are the target of trimethoprim. The reactions are only dis-
tinguished by the molecule that acts as the electron donor, either
NADH or NADPH. Individually, these reactions appear as essential
in only 30%40% of networks. In addition, only 66.2% of networks can-
not tolerate the removal of both reactions. The reason is that there
are alternative paths (not shown) that bypass the direct production
of tetrahydrofolate from dihydrofolate.
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Figure 2.11: The connectedness of metabolic networks with the same phenotype
facilitates access to new metabolic phenotypes. The rectangle sym-
bolizes genotype space, and the grey circles symbolize metabolic net-
works with a given metabolic phenotype. The colored circles stand for
metabolic networks with a novel phenotype. Different novel pheno-
types (different colors) are accessible from different networks (points)
in genotype space with the same phenotype.
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3.1 Abstract
A metabolism is a complex network of chemical reactions. This network syn-
thesizes multiple small precursor molecules of biomass from chemicals that occur
in the environment. The metabolic network of any one organism is encoded by
a metabolic genotype, defined as the set of enzyme-coding genes whose products
catalyze the network’s reactions. Each metabolic genotype has a metabolic pheno-
type. We define this metabolic phenotype as the spectrum of different sources of a
chemical element that a metabolism can use to synthesize biomass. We here focus
on the element sulfur. We study properties of the space of all possible metabolic
genotypes in sulfur metabolism by analyzing random metabolic genotypes that are
viable on different numbers of sulfur sources. We show that metabolic genotypes
with the same phenotype form large connected genotype networks — networks of
metabolic networks — that extend far through metabolic genotype space. How far
they reach through this space depends linearly on the number of super-essential
reactions. A super-essential reaction is an essential reaction that occurs in all
networks viable in a given environment. Metabolic networks can differ in how
robust their phenotype is to the removal of individual reactions. We find that this
robustness depends on metabolic network size, and on other variables, such as the
size of minimal metabolic networks whose reactions are all essential in a specific
environment. We show that different neighborhoods of any genotype network har-
bor very different novel phenotypes, metabolic innovations that can sustain life
on novel sulfur sources. We also analyze the ability of evolving populations of
metabolic networks to explore novel metabolic phenotypes. This ability is facili-
tated by the existence of genotype networks, because different neighborhoods of
these networks contain very different novel phenotypes. We show that the space of
metabolic genotypes involved in sulfur metabolism is organized similarly to that
of carbon metabolism. We demonstrate that the maximum genotype distance and
robustness of metabolic networks can be explained by the number of superessential
reactions and by the sizes of minimal metabolic networks viable in an environment.
In contrast to the genotype space of macromolecules, where phenotypic robustness
may facilitate phenotypic innovation, we show that here the ability to access novel
phenotypes does not monotonically increase with robustness.
3.2 Introduction
In any biological system, genotypes contain the information needed to make phe-
notypes. The relationship between genotype and phenotype is also known as a
genotype-phenotype map [60]. The ability to analyze different kinds of biologi-
cal systems computationally has allowed a detailed characterization of genotype-
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phenotype maps for different systems. One common feature of genotype-phenotype
maps is the existence of genotype networks, connected sets of genotypes that adopt
the same phenotype. They exist in systems as different as model proteins [61],
RNA secondary structures [62], regulatory circuits [63], and metabolic networks
[139, 140]. Another feature is the large phenotypic diversity that is found in differ-
ent neighborhoods of a genotype network [62, 63, 139, 140]. These two properties
facilitate the exploration of novel and potentially beneficial phenotypes in geno-
type space. By analyzing genotype-phenotype maps of different systems, one can
identify general features of genotype maps, as well as features that are specific to
a system.
In this work we concentrate on the genotype-phenotype maps of metabolic net-
works involved in the utilization of sulfur. We have two aims. Aim 1 is to examine
how general earlier observations about the genotype-phenotype map of carbon
metabolism are [139, 140]. We do so by examining if these observations also apply
to sulfur metabolism. In particular, we investigate the existence of genotype net-
works whose members share the same phenotype, and the amount of phenotypic
diversity in their neighborhoods. Aim 2 is to study how rapidly evolving popula-
tions of networks “discover” metabolic innovations in metabolic genotype space.
Specifically, we are interested in how the rate of discovery depends on the robust-
ness of a metabolic system. This robustness indicates a metabolic network’s ability
to preserve its biosynthetic capacity upon random removal of reactions. Previous
work on macromolecules showed that the robustness of a molecule’s phenotype
to mutations can accelerate the rate at which evolving populations discover new
phenotypes [141, 74]. We will ask whether the same holds for metabolic systems.
Carbon metabolism comprises so many reactions that the computational demands
of studying population processes in its genotype space are too high for current
computational technology. Sulfur metabolism, in contrast, comprises a smaller
number of chemical reactions, which renders the computational analysis of popu-
lation processes more tractable. Despite being involved in fewer reactions, sulfur
is no less essential to biological organisms than other elements, such as carbon or
nitrogen. Sulfur is a versatile and integral element in the biochemistry of organ-
isms [142, 143]. Its presence in biological organisms ranges from 0.5% to 50% of
dry weight [142]. It occurs in multiple oxidation states, ranging from the highly
oxidized S4+ to the reduced state S2−. This versatility in oxidation state may ex-
plain the diversity of sulfur metabolism and why it is involved in both anabolism
as well as catabolism. In catabolism, depending on the environment, sulfur can
be used as an electron acceptor or an electron donor, and in some cases even both
as donor and acceptor. In anabolism, sulfur must first be reduced in a sequence
of energetically expensive steps before being incorporated into biomass [142].
Sulfur is present in two major constituents of biomass, the amino-acid cysteine,
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which confers stability to proteins through disulfide bonds, and the amino acid me-
thionine, which is the first amino acid of many proteins. Sulfur is also a part of S-
adenosylmethionine (also known as AdoMet or SAM). This compound is a cysteine
metabolite that is a major methyl donor to the methyl carrier metabolite tetrahy-
drofolate, which is indispensable for amino acid synthesis, and for the methylation
of biomolecules. Furthermore, sulfur is the active element in coenzyme-A, an acyl
carrier metabolite involved in the calvin cycle and in lipid synthesis. Sulfur is also
present in the active core of iron-sulfur proteins, which are involved in a number of
important reactions. Examples include nitrogenase, which enables the fixation of
nitrogen, and hemoglobin, which enables the transport of oxygen. Another promi-
nent molecule involving sulfur is glutathione, a peptide responsible for protection
against oxidative stress in cells.
We next outline the order of our analyses in the Results section. First we introduce
two concepts that allow us to estimate some properties of genotype space orga-
nization. The first is that of a minimal metabolic network. This is a metabolic
network from which no reactions can be removed without destroying its viabil-
ity in a given environment, that is, its ability to synthesize all essential biomass
molecules. The second concept is that of a superessential reaction. For our pur-
pose, a superessential reaction is an essential chemical reaction that occurs in all
minimal networks. After these preliminary analyses, we demonstrate the existence
of long phenotype-preserving paths through metabolic genotypes space that allow
exploring this space through many single phenotype-preserving mutations (aim 1).
The maximum length of these paths and metabolic network size can be estimated
and varies linearly with the number of superessential reactions. We show that the
robustness of metabolic networks depends both on their size and on the average
size of minimal metabolic networks viable on a given number of sulfur sources.
Next, we show that the existence of neutral paths allows evolving metabolic net-
works to encounter an increasing number of novel phenotypes (aim 2). We finally
explore the relationship between robustness and a population’s ability to access
novel phenotypes through changes in a network’s reactions. In contrast to macro-
molecules, where robustness may facilitate phenotypic innovation [141, 74], we
find that the ability to find novel phenotypes in our system peaks at intermediate
robustness.
3.3 Results
3.3.1 The model
We follow an approach taken in a previous study of large-scale metabolic networks
[139]. We define a metabolic genotype as the set of biochemical reactions that
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Figure 3.1: Genotype-phenotype map of metabolic networks. Different represen-
tations of a hypothetical metabolic network (A), as a node in a geno-
type network (B), or as a binary vector (C) listing the reactions in
the network. Each genotype (circles) on the genotype network in (B)
has 1221 neighbors (not all edges are drawn) that differ by a single
mutation. Neighbors in (B) are connected by edges. The colors of
the genotypes represent different phenotypes. The phenotypes of the
metabolic networks are computed using flux balance analysis applied
to 124 environments with different sulfur sources. Two hypothetical
phenotypes are represented in (D) as binary vectors listing the envi-
ronments a genotype is viable in (D). Random evolutionary walks can
be seen as paths on a genotype network that stay on genotypes with
the same phenotype (represented as the genotype color). “Mutations”
correspond to additions or deletions of individual reactions from the
metabolic network. The number of genotypes in the genotype space is
21221.
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may take place in an organism, and that are catalyzed by gene-encoded enzymes.
The set of all reactions used in this work is a subset of 1221 reactions out of
5871 reactions we curated previously [139] from the Kyoto Encyclopedia of Genes
and Genomes (KEGG) [50]. These reactions comprise all elementally-balanced
reactions that involve sulfur containing metabolites (see methods section 3.6 for
details). A metabolic genotype can be represented in at least 2 different ways
(Figure 3.1). The first views it as a metabolic network graph whose nodes are
metabolites. Reactions are represented as directed links from substrate metabo-
lites to product metabolites (Figure 3.1A). The second views it as a list of reactions
(Figure 3.1C), or, equivalently a binary vector whose length — 1221 reactions in
our case — corresponds to the number of reactions in a known reaction “universe”.
Each position i in this vector corresponds to a reaction. Its values (‘0’) or (‘1’)
at position i indicate the inability or ability of the organism to catalyze the corre-
sponding reaction (Figure 3.1C). We define the phenotype of a metabolic network
as the subset of sulfur sources (out of 124 possible sources we consider, see methods
section 3.6) that allow the network (metabolic genotype) to synthesize all biomass
components, if one of the sulfur sources is provided as the sole sulfur source to
the organism. We represent this phenotype as a binary vector of length 124 whose
entry at position i indicates viability if sulfur source i is the sole sulfur source
(Figure 3.1D). This is not the only way to define a metabolic phenotype, but it is
appropriate for our purpose. An obvious alternative phenotype definition would
count the number of biomass metabolites that a network can produce in a given
environment. However, because all these metabolites are essential for survival of an
organism, networks that cannot synthesize some of them are of limited biological
relevance. Additional advantages of the phenotype definition we chose are that it
allows a straightforward and systematic comparison of phenotypes, and enables us
to study metabolic innovation in a biologically sensible way. Using this phenotype
definition, a metabolic innovation is the ability to synthesize biomass metabolites
from a new, previously unusable sulfur source. To determine metabolic phenotypes
from genotypes, we use flux balance analysis [46], a computational method that
finds a growth-maximizing steady-state metabolic flux through all reactions in a
metabolic network. This method requires information about the stoichiometry of
every metabolic reaction, a maximally allowed flux of each metabolite in and out
of the environment, and information about an organism’s biomass composition
(see methods section 3.6 for details). We focus on a metabolic network’s quali-
tative ability to produce all sulfur-containing biomass precursors. We will study
networks that are able to do so from each one of a specific set of sole sulfur sources.
For brevity, we call such networks viable. We will also refer to the number S of
sulfur sources that a metabolic network must be viable on as the environmental
demand imposed on the network. We next introduce the concept of a genotype
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network for metabolic networks (Figure 3.1B) [139]. The nodes in this network
correspond to individual genotypes (metabolic networks) with the same phenotype.
Two genotypes are linked — they are neighbors — if they differ in a single reac-
tion. A genotype network thus is a network of metabolic networks. This concept is
useful when we examine the evolution of metabolic networks through the addition
and elimination of metabolic reactions, which can occur, for example, by horizon-
tal gene transfer [17, 99], or through loss-of-function mutations in enzyme-coding
genes. Consider the metabolic network genotype G1 of some organism. This geno-
type is a node on the genotype network associated with this genotype’s phenotype.
If some variant G2 of this network — obtained through an addition or a deletion
of a reaction — has the same phenotype as G1, it will be a neighbor of G1 on the
same genotype network. In this manner, one can envision phenotype-preserving
evolutionary change of metabolic genotypes as a path through a genotype network.
Such paths correspond to successive hops from genotype to genotype, by way of
the edges connecting neighboring genotypes (Figure 3.1B). For our analysis, it will
be useful to define a distance D between two metabolic network genotypes as the
fraction of reactions in which two metabolic networks differ, or
D = 1− 2RC
N1 +N2
, (3.1)
where Rc is the number of reactions shared by both networks, and N1 and N2 are
the total numbers of reactions in networks G1 and G2, respectively. This formula
simplifies to D = 1−RC/N when both networks have the same size N .
3.3.2 Minimal viable metabolic networks can be diverse and
contain many superessential reactions.
We begin with an analysis of minimal viable networks, which provides insights into
the reactions that are essential to utilize a specific set of sulfur sources. A minimal
metabolic network is a network in which all reactions are essential and none can be
removed without rendering it inviable. For any one given phenotype P , there may
be multiple viable minimal networks. Random minimal networks can be generated
by starting from a network comprised of all 1221 reactions — which is viable on
all sulfur sources — and eliminating randomly chosen reactions one-by-one, until
no reactions can be further removed without rendering the network inviable on
the sulfur sources defined by P . We note that a minimal network is not the same
as the network with the smallest possible number of reactions with a given pheno-
type, which could be very difficult to find in a vast metabolic genotype space. We
generated 1000 random minimal metabolic networks viable on a given number S
of sulfur sources (see methods section 3.6). Specifically, we generated 100 minimal
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Figure 3.2: (A) Distribution of genotype distance between pairs of minimal
metabolic networks viable under the same environmental demands.
(B) Average size (closed circles) and average number of superessen-
tial reactions (open circles) of 1000 minimal metabolic networks as a
function of environmental demands S on a network. The number of
superessential reactions was obtained by counting the number of reac-
tions common to 100 minimal metabolic networks generated with the
same set of sulfur sources. For each data point, we used 10 different
sets of sulfur sources with size S. Error bars represent the standard
deviations of the distributions.
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networks for 10 random sets of sulfur sources with the same number S — but not
necessarily identity — of sources. We note in passing that such networks often also
happen to be viable on additional sulfur sources that we did not require them to be
viable on (Figure 3.6). Figure 3.2A shows the distribution of genotype distances
for pairs of minimal metabolic networks viable on S = 1, 20, 60 sulfur sources. The
figure demonstrates that, first, random minimal metabolic networks can be very
different from one another. Their genotype distance may exceed D = 0.8, mean-
ing that they may share fewer than 20 percent of reactions. Second, their average
distance depends on the number of sulfur sources a network needs to be viable
on. Specifically, the average genotype distance is largest Davg = 0.6 for minimal
metabolic networks viable on S = 1 sulfur source, and decreases to Davg = 0.3
for networks viable on S = 60 sulfur sources. Third, the distribution of genotype
distances is much wider for metabolic networks subject to few environmental de-
mands (S = 1) where it ranges from Davg = 0.2 to Davg = 0.8, than for metabolic
networks subject to many environmental demands (S = 60) where it ranges from
Davg = 0.2 to Davg = 0.4. Figure 3.2B (filled circles) shows the average size of
minimal networks Nmin as a function of the number of sulfur sources they are
viable on. It ranges from Nmin = 14 reactions for S = 1 to Nmin = 87 reactions for
S = 60. By definition, all reactions in a minimal network are essential, but some
of these reactions are special because they occur in all minimal networks viable
on a given set of sulfur sources. We call these reactions superessential reactions
[140]. The open circles in Figure 3.2B shows the number of superessential reac-
tions as a function of the environmental demands S on a network. The number of
superessential reactions RSE increases with S, but it is generally much lower than
the total number of reactions in a minimal metabolic network. For example, at
S = 1, 4 out of 14 reactions are superessential. At S = 60, 44 out of 87 reactions
are superessential. We will show that the number of superessential reactions plays
an important role in one of our analyses below.
3.3.3 Many viable sulfur metabolic network genotypes are
connected via paths that lead far through metabolic
genotype space.
We next extended our previous work on carbon metabolism to ask about the
existence of genotype networks in the space of sulfur-involving reactions, and of
neutral paths that traverse such networks while preserving a metabolic phenotype.
We define a neutral path as a series of mutations (reaction additions or deletions)
that leave a phenotype intact (Figure 3.1B). We emphasize that we do not use
the term neutrality in its meaning of unchanged fitness in the field of molecular
evolution [144], but merely for brevity, in the sense of preserving viability on a
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Figure 3.3: Maximum genotype distances and robustness depend strongly on the
number of superessential reactions and the sizes of minimal metabolic
networks. (A) Average maximum genotype distance for metabolic net-
works of different sizes and subject to different environmental demands
after random walks of 10 000 accepted reaction changes. (B) Robust-
ness of random metabolic networks with different sizes and subject to
different environmental demands. Each data point is an average over
200 random walks (20 random walks for 10 different sets of environ-
mental demands with the same number S of sulfur sources).
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specific set of sulfur sources. Changes to metabolic networks such as additions or
deletions of chemical reactions can potentially have a positive or negative effect
on fitness. The addition of a chemical reaction may have a beneficial effect if it
increases the rate at which biomass is synthesized, or it may have a deleterious
effect if it generates metabolites that interfere with cell physiology. Similarly,
the deletion of a reaction may have both beneficial and deleterious fitness effects
[145]. Studies on compensatory mutations in macromolecules, mutations that
compensate for the fitness effects of previous mutations with negative effects, show
that fitness neutrality is not a prerequisite for a population’s genetic change on
a genotype network [146, 147]. We are especially interested in two questions.
How far does a neutral path typically lead through genotype space? And how
does this distance depend on the number N of reactions in a network, and on the
environmental demands on the network? To answer these questions, we performed
200 random walks of 10 000 mutations each for metabolic networks of various sizes,
and for various environmental demands. Specifically, for networks of each size we
performed 20 random walks for each of 10 different sets of S of sole sulfur sources
that we required the network to be viable on. Each random walk started from
a random initial viable metabolic network comprising N reactions (see methods
section 3.6 for details). We allowed N to vary by no more than one reaction
during the random walk. Moreover, each step in the random walk had to preserve
viability. Finally, none of the steps was allowed to decrease the distance to the
starting network, in order to maximize the distance from this network (see methods
section 3.6 for details). Figure 3.3A shows the maximum genotype distance Dmax
obtained in such random walks for networks up to 300 reactions, where we required
viability on S = 1, 5, 10, 20, 40, 60 different sole sulfur sources. This distance is in
general large. For example, Dmax is greater than 0.7 for all metabolic networks
with more than 200 reactions. For each value of S, the data point at the smallest
value of N (horizontal axis) corresponds to the minimal metabolic networks we
discussed earlier. Perhaps surprisingly, these minimal networks can not only be
very diverse, as we saw earlier, but neutral paths starting from any one such
network can also reach far through genotype space. For example, the maximal
length of neutral paths is Dmax = 0.65 for minimal metabolic networks viable on
S = 1 sulfur source, and still a sizeable Dmax = 0.38 for metabolic networks viable
on S = 60 sulfur sources. To provide a point of reference, the E. coli metabolic
network has 142 reactions involving sulfur. Random viable metabolic networks
of this size would have maximum genotype distances between Dmax = 0.96 (for
S = 1) and Dmax = 0.60 (for S = 60).
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3.3.4 Maximal genotype distance and robustness of metabolic
networks are well approximated by simple properties of
minimal networks.
We asked whether the maximal genotype distance of networks of a given size, as
well as their robustness to reaction removal can be predicted from properties of
the underlying minimal networks. The answer is yes. Figure 3.3A shows that the
maximal possible genotype distance Dmax between metabolic networks of the same
size increases with metabolic network size N . The solid lines show the relationship
between the maximal genotype distance Dmax and metabolic network size N as
predicted by the equation
Dmax = 1− RSE
N
. (3.2)
Here, RSE is the number of reactions that are super-essential for a given envi-
ronmental demand S. We had estimated this number in our previous analysis
of minimal networks (Figure 3.2B). The simple relationship of equation (3.2) fits
our numerical data (Figure 3.3A) remarkably well and corresponds exactly to our
distance function when the number of superessential reactions RSE replaces the
number of common reactions RC between networks of the same size. This im-
plies that the only common reactions between maximally distant networks are
the superessential reactions. Therefore, as the size of a network increases, more
phenotype-preserving changes become possible. For networks of the smallest size,
Dmax, systematically overestimates the maximal genotype distance, but it does so
by no more than 10% percent. We note that our estimates of maximum genotype
distances are only lower bounds, such that this discrepancy may result from our
limited ability to find maximal genotype distances accurately. In sum, a simple,
linear function of the number of superessential reactions at any one environmental
demand S approximates the maximal genotype distance between networks well.
Next we examined how network robustness depends on the size of metabolic net-
works and on environmental demands. We define robustness as the fraction of
non-essential reactions in a metabolic network. Figure 3.3B shows the robustness
of metabolic networks as a function of network size N and varying environmental
demands S on a network. Large metabolic networks with 200 reactions or more
have a robustness ρ > 0.6 for all values of S. For smaller metabolic networks
(N < 200), robustness ranges from ρ = 0.9 under low environmental demands
(S = 1) to ρ = 0.2 under high environmental demands (S = 60). The relationship
between ρ and network size N can be explained by noting that ρ = 1 − Ress/N
where Ress is the number of essential reactions. We find that Ress decreases lin-
early with increasing metabolic network size (Figure 3.7) and is described by the
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function Ress = Nmin(1 + m)−Nm, In this equation, Nmin is the average size of
minimal metabolic networks (estimated above for given S) and m is the rate at
which the number of essential reactions decreases with increasing metabolic net-
work size (estimated from data in Figure 3.7). The question why the number of
essential reactions Ress decreases with increasing size has a simple answer. As one
increases the size of a metabolic network by adding reactions and entire pathways
to minimal metabolic networks, some reactions may become non-essential because
the added reactions create alternative pathways for biomass metabolite synthesis.
Describing ρ in terms of N , Nmin and m, we arrive at the following relation
ρ = 1 +m− Nmin
N
(1 +m)., (3.3)
which is plotted as the solid lines in Figure 3.3B and fits the data very well.
This relationship means that network robustness is a linear function of the ratio
Nmin/N , whose inverse indicates how much larger a given network is than a min-
imal network for a given S, and of the rate at which reaction essentiality declines
(robustness increases) with increasing N .
3.3.5 The diversity of phenotypes found in the neighborhood of
two metabolic networks changes rapidly with their
genotype distance.
Thus far, we have concentrated on the characteristics of individual sets of geno-
types viable on a given number S of sulfur sources, and on the genotype networks
they form. Long paths through a genotype network can contribute to evolutionary
innovation in metabolic phenotypes, if many novel phenotypes can be encountered
near such a path. We next asked whether this is the case, and how this number of
novel phenotypes depends on environmental demands on a network. We consider
a phenotype to be novel if it confers viability in a set of new sulfur sources, in ad-
dition to those required by the environmental demands imposed on the metabolic
network. We first introduce the notion of a (1-mutant) neighborhood around a
metabolic network genotype, which comprises all networks that differ from the
genotype by a single reaction (Figure 3.1B). Because our genotype space has 1221
metabolic reactions, each metabolic network has 1221 neighbors. Of all these
neighbors, some will be inviable in any given environment (these are the mutants
that have lost an essential reaction), some will maintain the same phenotype, and
some will have a novel phenotype while being viable in this environment. That is,
they will have gained viability on a new sulfur source. We focus on the latter class
of neighbors in this section. We asked how different are the novel phenotypes in
the neighborhood of two metabolic networks G and Gk on the same genotype net-
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work, where Gk is a metabolic network derived from G through k random reaction
changes. That is, we determined the fraction of novel phenotypes that occurred
in the neighborhood of only one but not the other network. Below we refer to it
as the fraction of novel phenotypes unique to one neighborhood. If this fraction is
very small even for large k, then networks in different regions of a genotype space
will have mutational access to similar novel phenotypes. Figure 3.4 shows that the
opposite is the case. We obtained the data shown during phenotype-preserving
random walks starting from an initial network, by recording the fraction of novel
phenotypes that occur in the neighborhood of the changing metabolic network,
but not of the initial network. Every data point is an average over 20 random
walks each for 10 different initial metabolic networks (thus, 200 random walks in
total) at every value of S. Figure 3.4 shows that the fraction of unique novel phe-
notypes reaches high values for modest distance between two metabolic networks
— small compared to the maximum genotype distance — and does not depend
much on the number of sulfur sources S on which viability is required. It also does
not depend strongly on metabolic network size (results not shown). In sum, the
neighborhood of moderately different metabolic networks contains very different
novel phenotypes.
3.3.6 The ability of metabolic networks to encounter novel
phenotypes does not depend monotonically on their
phenotypic robustness.
The question of how robustness relates to phenotypic variability has raised consid-
erable interest in recent years [148, 75]. Macromolecules — RNA and protein —
whose phenotypes are more robust to mutations can access more novel phenotypes
than less robust phenotypes [141, 74]. This holds for both large and small evolving
populations of such molecules, at least in RNA [74]. We next asked whether these
observations are specific to macromolecules, or whether they hold more generally,
that is, also for the genotype-phenotype map of metabolic networks. Above we
considered the robustness of a metabolic genotype as its fraction of non-essential
reactions. Analogously, we now consider the robustness of a metabolic phenotype
as the average fraction of non-essential reactions of all networks with this pheno-
type [74]. We showed that robustness decreases as networks are required to be
viable on more and more sulfur sources (Figure 3.3B). That is, for networks of any
given size, the number S of sulfur sources on which they are viable can serve as
a proxy for phenotypic robustness. The greater a phenotype’s S is, the smaller
is its robustness. When analyzing how evolving populations explore a genotype
network, we need to distinguish between two different kinds of populations. The
first are populations where the product of population size and mutation rate is
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Figure 3.5: Metabolic networks have diverse phenotypes in their neighborhood.
(A) Cumulative number of novel phenotypes encountered in the neigh-
borhoods of evolving metabolic networks of different sizes and subject
to different environmental demands. (B) The average pairwise geno-
type distance found in populations of evolving metabolic networks.
Each population consists of 100 individual metabolic networks. (C)
Number of novel phenotypes found in the (1-mutant) neighborhood of
random metabolic networks of different size N and subject to different
environmental demands S. Each data point is an average over 200
metabolic networks (20 random walks for 10 different sets of environ-
mental demands, with the same number S of required sulfur sources).
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much smaller than one. For brevity, we refer to such populations here as small
populations. The second are populations where this product is much greater than
one. We refer to these as large populations. Small populations are genotypically
monomorphic most of the time [144], and effectively explore a genotype network
much like a single changing network would, i.e., through a random walk on the
genotype network. During such a random walk, the changing network encounters
different phenotypes in its neighborhood. We determined the cumulative number
of different novel phenotypes found in the neighborhood of a random walker. That
is, if a phenotype was encountered twice, either in the same neighborhood, or in
a neighborhood encountered during an earlier step, we counted it only once. We
did so for networks of varying size N and number of sulfur sources S. Specifically,
for each N and S, we carried out 200 random walks of 10 000 mutations each (20
walks for 10 different sets of sulfur sources at each S). Figure 3.5A shows the
resulting data. The cumulative number of novel phenotypes is a unimodal func-
tion of S, indicating that metabolic networks under few and many environmental
demands encounter fewer novel phenotypes than under an intermediate number of
environmental demands (S ≈ 20). The cumulative number of novel phenotypes
depends strongly on metabolic network size for S < 20, where larger metabolic
networks encounter more novel phenotypes throughout the random walk. It is not
sensitive to N for larger values of S. We next examine large evolving populations.
Such populations are polymorphic most of the time. To model their evolution-
ary dynamics, one needs to track every individual in the population, unlike for
monomorphic populations. We determined the cumulative number of novel phe-
notypes that are mutationally accessible to a population of metabolic networks
evolving on (and restricted to) a specific genotype network. This number can be
determined by examining, for each generation, the neighborhood of each individual
in the population, and by counting the total number of different novel phenotypes
encountered. We simulated populations of 100 individuals evolving for 2000 gener-
ations (see methods section 3.6 for details). Figure 3.8 shows the average number
of cumulative unique novel phenotypes accessible to a population through gener-
ation 2000. Each data point represents an average and standard deviation over
200 simulations (20 simulations for 10 random sets of sulfur sources at a given
S). Qualitatively, the figure resembles our observations for a single random walk
(Figure 3.5A), except that the absolute number of cumulative unique phenotypes
encountered is higher in evolving populations. Taken together, these observations
show that the number of novel phenotypes accessible to a population does not
increase monotonically with phenotypic robustness. It decreases with increasing
robustness (decreasing S) for low values of S, and it increases with robustness at
higher values of S. Figure 3.9 demonstrates this relationship in a 3D plot of the
number of novel phenotypes versus robustness and network size (A) or environmen-
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tal demands (B). We next examined two candidate explanations of this pattern.
The first is that environmental demands and network size affect how rapidly a
population can diversify on its genotype network, and thus also how many novel
phenotypes it can access. To find out whether this diversification rate matters,
we examined the average pairwise genotype distance of our evolving populations.
The smaller this difference is, the more slowly a population diversifies. Figure 3.5B
shows a plot of pairwise genotype distances, averaged over an entire population, at
the end of 2000 generations. One can see that populations of smaller networks are
less diverse. However, environmental demand (S) influences genotypic diversity
only weakly, and not in the same unimodal way as seen in Figure 3.8. Thus, pop-
ulation dynamic processes alone cannot explain the pattern observed in Figures
3.5A and 3.8. The second candidate explanation is that the patterns of Figures
3.5A and 3.8 may simply reflect how the number of novel phenotypes in the neigh-
borhood of random metabolic networks varies with N and S. Figure 3.5C shows
the number of novel phenotypes in the neighborhood of random viable metabolic
networks of varying size, and with varying environmental demands on the network.
This figure is based on random samples of 200 metabolic networks (see methods
section 3.6) for every value of N and S (20 metabolic networks for 10 different sets
of sulfur sources at each S). The vertical axis of this figure shows the mean and
standard deviation of the number of unique novel phenotypes in the neighborhood
of the examined networks. It shows similar unimodal characteristics as the data
in Figures 3.5A and 3.8. The figure demonstrates that the number of novel pheno-
types depends strongly on metabolic network size for environments with S < 20.
In this regime, larger metabolic networks have more novel phenotypes in their
neighborhood than smaller networks. For S > 20, the dependency on metabolic
network size disappears and the number of accessible novel phenotypes declines
again. In sum, the different accessibility of novel phenotypes in evolving popula-
tions, at least qualitatively, emerges from how novel phenotypes are distributed in
genotype neighborhoods, and how this distribution depends on S and N .
3.4 Discussion
The genotype-phenotype map we characterized here shows both similarities and
differences to previously characterized such maps [61, 62, 63, 139, 140]. One sim-
ilarity is the existence of connected genotype networks that extend far through
genotype space, and that link genotypes having the same phenotype. Connected
sets of metabolic networks viable on the same set of sulfur sources exhibit large
maximum genotype distances Dmax. For example, networks with as few as 200
reactions can show Dmax > 0.7, meaning that they share fewer than 30 percent
of their reactions. A second similarity regards phenotypic innovations, genotypes
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whose phenotypes allow viability on novel sulfur sources. The neighborhoods of
two genotypes G1 and G2 tend to contain very different phenotypic innovations,
even if G1 and G2 are only moderately different. Both features, taken together,
facilitate the exploration of novel phenotypes. They would allow a population of
organisms (networks) to explore different regions of genotype space, preserving
their phenotype while exploring many novel phenotypes. A major difference to
previously studied genotype-phenotype maps regards the relationship between a
phenotype’s robustness to mutation and a population’s ability to explore novel
phenotypes. In macromolecules, this relationship appears to be positive: Greater
robustness facilitates innovation [141, 74]. Although robust molecules can access,
on average, fewer novel phenotypes in their mutational neighborhoods, popula-
tions of robust molecules can spread faster through genotype space. In balance,
the second process dominates and allows evolving populations to access more novel
phenotypes through mutations. In sulfur metabolism, we do not see this relation-
ship. Robust phenotypes in this context are characterized by viability on few
sulfur sources. They are less easily disrupted through eliminations of individual
reactions. We found that the number of phenotypic innovations such phenotypes
can access in their neighborhood — through changes of single reactions — is high-
est at intermediate robustness, that is, for phenotypes viable on approximately
20 out of 60 carbon sources we examined. (It can also depend on metabolic net-
work size, being lowest for small networks.) This phenomenon cannot solely be
explained by the evolutionary dynamics of evolving populations, partly because
populations whose members have intermediate robustness do not spread fastest
through genotype space. Instead, the phenomenon is a simple consequence of how
many novel phenotypes occur in the neighborhoods of individual genotypes. This
number peaks for genotypes whose phenotypes have intermediate robustness. It
shows the same qualitative dependence on robustness as the number of novel phe-
notypes accessible to populations. Thus, in this case, population dynamics do
not dominate the process of novel phenotype exploration. We note that the total
number of possible novel phenotypes decreases exponentially with the number S
of sulfur sources on which a network is already viable. If we took this exponential
decrease into account, for example by determining the cumulative fraction instead
of the number of novel phenotypes accessible to evolving population, this fraction
would decrease with increasing S. These observations raise the question whether
they are unique to sulfur metabolism or whether they occur in other metabolic
systems. As we stated earlier, part of our motivation to study sulfur metabolism
was to avoid the much larger number of reactions of carbon metabolism, which
render population approaches like ours computationally intractable. Nonetheless,
very limited analyses for carbon metabolism are possible. Figures 3.10A and 3.10B
show the results of such an analysis, based on a small number of populations of
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networks at moderate size. The analysis has large uncertainties, but it shows a
pattern that is at least reminiscent of sulfur metabolism: Innovation peaks at in-
termediate robustness (the number of alternative carbon sources a phenotype is
viable on). Taken together these analyses show that the organization of different
phenotypes in genotype space can differ greatly among different classes of biolog-
ical systems, such as proteins and metabolic networks. And these differences can
affect the ability of a system to explore novel phenotypes in this genotype space.
A third class of analyses regards features that have not been studied previously,
partly because they are unique to metabolic systems and our representation of
them. One of them regards the analysis of networks with different sizes (num-
bers of reactions). Our genotype representation can accommodate and allows us
to compare networks of different sizes, whereas commonly used representations of
other systems — molecules or regulatory circuits — cannot. For example, proteins
of different length form genotype spaces of different dimensions, making their com-
parison challenging [149]. When analyzing metabolic networks of different sizes,
we found that populations of small networks can explore fewer novel phenotypes
(Figures 3.5A and 3.8). This observation is easily explained if one considers that
populations of such networks are less robust. Their genotype can thus be al-
tered less easily. In consequence, they are genotypically less diverse (Figure 3.5B),
which restricts their access to novel phenotypes (Figure 3.5B). Another analysis
focusing on network sizes is our characterization of minimal metabolic networks,
networks in which all reactions are essential. While the process of genome and
metabolic network reduction leading to small networks has been studied for spe-
cific biological networks [106], our approach does not start from such a network
and can thus provides a more systematic exploration of genotype space. In our
analysis of random minimal metabolic network viable on the same sulfur sources,
we found that such networks can have large genotype distance. We can explain
part of this observation through reactions that are very similar but differ in one
of several highly related metabolites. For example, in many types of reactions in-
volving the phosphorylation of a metabolite, the phosphor group donor can be any
of ATP, ADP, AMP or even other phosphorylated nucleotide bases. This allows
single reactions to be substituted by similar reactions that only use another group
donor metabolite. Also, many alternate pathways require only the swapping of
two reactions allowing metabolic networks with very little robustness to substitute
some of their reactions. However, these may not be the only explanations of dif-
ferent network architectures, because minimal metabolic networks viable on the
same sulfur sources can have dramatic pathway differences (results not shown).
Whether such differences can be bridged through series of single reaction changes
is a question for future exploration. Properties of minimal networks are also useful
in explaining the maximal genotype distance in a genotype network. For example,
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for metabolic networks of a given size N and viability on S sulfur sources, the
maximum genotype distance within a genotype network is well approximated by
one minus the fraction of superessential reactions in minimal metabolic networks.
These are reactions found in all minimal networks viable on a given number of
sulfur sources. We currently have no mechanistic explanation for this relationship
and it, also, remains a subject for future work. Studies like ours have several lim-
itations. One of them is that we focus on biomass synthesis phenotypes, and not
on other aspects of metabolism, such as secondary metabolite production. The
reason is that biomass synthesis has the most immediate impact on an organism’s
survival. Other limitations include that the addition and deletion of reactions may
have effects on fitness even if they do not affect biomass synthesis, that our knowl-
edge of the reaction universe is limited, and that we face uncertainty about the
biologically most important sulfur sources, about thermodynamic properties of in-
dividual metabolic reactions, and about the role of cellular compartmentalization
in guiding sulfur metabolism. Our study, even though it uncovers generic features
of genotype-phenotype maps with demonstrated relevance for evolutionary adap-
tation and innovation in other biological systems [141, 150], is thus best viewed as
a modest beginning in characterizing a complex metabolic genotype space.
3.5 Conclusions
We demonstrate that metabolic networks in sulfur metabolism with the same phe-
notype form large genotype networks that reach far through metabolic genotype
space. How far they reach through this space is a linear function of the number of
super-essential reactions specific to the environment. We show that the robustness
of metabolic networks depends on the size of a metabolic network, on the aver-
age size of minimal networks viable in a given environment, and on how rapidly
the proportion of essential reactions decrease with increasing network size. The
neighborhoods of two metabolic networks on the same genotype network typically
contain different novel phenotypes. In evolving populations of metabolic networks,
robustness facilitates the discovery of novel phenotypes only up to some modest
value of robustness, beyond which populations discover fewer novel phenotypes.
The difference in the role of robustness in the evolution of metabolic networks
compared to its role in the evolution of macromolecules shows that phenotypic in-
novations may not occur according to the same principles in all biological systems.
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3.6 Methods
3.6.1 Global set of sulfur-involving reactions
To obtain the global set of reactions involving sulfur-containing metabolites that
can be present in the metabolic networks we studied, we used data from the
LIGAND database of the Kyoto Encyclopedia of Genes and Genomes (KEGG;
http://www.genome.ad.jp/kegg/ligand.html) [50]. The LIGAND database is a
database of chemical compounds and reactions in biological pathways that was
compiled from pathway maps of metabolism of carbohydrates, energy, lipids, nu-
cleotides, amino acids and others. Also included in the database are the list of
catalyzed reactions categorized by the Nomenclature Committee of the Interna-
tional Union of Biochemistry and Molecular Biology (NC-IUBMB) which includes
all enzymes with known classification [151]. Specifically, we used the REACTION
and COMPOUND sections of the LIGAND database to construct our global reac-
tion set. From this dataset we pruned (i) all reactions involving general polymer
metabolites of unspecified numbers of monomer units (C2H6(CH2)n), or, similarly,
general polymerization reactions that were of the form An + B → An+1, because
their abstract form makes them unsuitable for stoichiometric analysis, (ii) reactions
involving glycans, because of their complex structure, (iii) reactions that were not
stoichiometrically or elementally balanced, and (v) reactions involving complex
metabolites without chemical information about their structure. In addition, we
merged all the reactions existing in the E. coli metabolic network model (iJR904)
[95] that involve sulfur containing compounds. After these steps of pruning and
merging, our global reaction set consisted of 1221 reactions.
3.6.2 Flux balance analysis
Flux balance analysis is a computational method used to find a set of fluxes through
all metabolic reactions that maximize biomass production in a given metabolic
network, assuming it is in a steady state [46]. This assumption means that the
concentrations of internal metabolites does not change over time. To compute
the maximum biomass growth using this method, one needs to know the stoi-
chiometric coefficients of each reaction, the chemical environment of the cell (the
set of upper bounds on the fluxes of external metabolites into the cell), and the
biomass composition, which represents metabolite consumption during cell growth.
This consumption is reflected in a “biomass growth reaction”, for which we chose
the reaction defined in the E. coli iJR904 metabolic model [95]. This biomass
growth reaction includes all 20 proteinaceous amino acids, nucleotides, deoxynu-
cleotides, putrescine, spermidine, 5-methyltetrahydrofolate, coenzyme-A, acetyl-
CoA, succinyl-CoA, cardiolipin, FAD, NAD, NADH, NADP, NADPH, glycogen,
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lipopolysaccharide, phosphatidylethanolamine, peptidoglycan, phosphatidylglyc-
erol, phosphatidylserine and UDPglucose. For the purpose of this study we con-
centrated only on the ability of a metabolic network to synthesize the sulfur con-
taining biomass precursors, which are the two amino-acids cysteine and methio-
nine, coenzyme-A, acetyl-CoA and succinyl-CoA. We thus allowed the metabolic
networks to uptake any metabolites not containing sulfur. We consider a metabolic
network to be viable in a given environment if it can sustain a biomass growth rate
greater than 1.0 × 10−3. In essence, the approach we take is equivalent to asking
whether all the necessary sulfur containing biomass precursors are synthesizable
given a metabolic network in a specified environment. Flux balance analysis relies
on linear programming [55] to compute the maximum biomass production rate.
We used the packages CPLEX (11.0, ILOG; http://www.ilog.com/) and CLP (1.4,
Coin-OR; https://projects.coin-or.org/Clp) to solve the associated linear program-
ming problems.
3.6.3 Environments and phenotypes
We here considered 124 different environments that differed in the chemical com-
pound that could serve as the sole source of sulfur. These 124 sources were all
the sulfur containing metabolites in the 1221 reactions of our global reaction set.
We provided any metabolite not containing sulfur in the environment, in effect
making it a rich environment limited by sulfur containing metabolites only. Also,
we allowed cells to secrete all metabolites. We define a metabolic phenotype as the
set of environments (each with a different sole sulfur source) in which a metabolic
network is viable. The environmental demands imposed on a metabolic network
correspond to the set of sulfur sources that the metabolic network must at least
be viable in.
3.6.4 Essential and super-essential reactions
We define a reaction as essential if its removal from a metabolic network renders
the metabolic network inviable on at least one of the sulfur sources that it had
previously been viable on. We called a reaction super-essential if it occurred
in all minimal metabolic networks generated under a given set of environmental
demands.
3.6.5 Generating random and minimal metabolic networks
We generated random viable metabolic networks as follows. First, we generated a
random environmental demand, that is, we required viability in some given number
X of sulfur sources. To this end, we first created a binary vector of length 124
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(each of whose entries corresponds to one sulfur source), initialized all its entries to
the value zero, and then randomly changed X of these entries to one. These entries
represent the set of sulfur sources on which we required our metabolic networks to
be viable.
We then generated random viable metabolic network of N reactions as follows. We
started from a metabolic network that contained all 1221 reactions (this networks
is viable on all 124 sulfur sources) and sequentially removed randomly chosen
reactions, while ensuring viability on the set of X sulfur sources chosen previously,
until we had reached a network with the target number N of reactions.
We define a minimal metabolic network as a network where not a single reaction
can be removed without destroying viability. To generate a (random) minimal
metabolic network we used the same procedure until no reactions could be removed
without destroying viability.
3.6.6 Metabolic network random walk maintaining viability in
the environmental demands
We generated random walks for metabolic networks of given reaction numbers N
and viability on a given number of sulfur sources by first generating a random
metabolic network of this size, as just described. We then generated a series of
steps (“mutations”) in metabolic genotype space, each one either an addition or
a deletion of a reaction. After each step, we recomputed the phenotype of the
metabolic network. If the metabolic network was still viable on the same set of
sulfur sources, we accepted the mutation and proceeded to the next mutation; if
not, we rejected the mutation and repeated the process from the metabolic net-
work prior to the mutation. We continued the resulting random walk for 10 000
accepted mutations. We kept the size of the metabolic network in the narrow
interval (N,N + 1) by ensuring that accepted mutations alternated between reac-
tion additions and deletions. In a variation on this procedure, we also carried out
forced random walks through genotype space. Their aim was to obtain metabolic
networks that are as different (in terms of genotype distance) as possible from the
initial metabolic network. In a forced random walk, we required that any reaction
addition did not involve a reaction that had been part of the initial network at the
start of the walk.
3.6.7 Population dynamics
Populations where the product of population size and mutation rate is much
greater than one are polymorphic most of the time, and show evolutionary dynam-
ics different from those of small populations [12]. To understand their evolution,
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one needs to simulate them explicitly. To this end, we implemented a Fisher-
Wright model of evolution [152] in populations of 100 metabolic networks. We
initialized each population with 100 copies of a single viable metabolic network,
and then exposed it to repeated “generations” of mutation (one reaction addition
or deletion per network and generation) and selection. Specifically, for the selec-
tion procedure, we chose 100 viable individuals at random with replacement to
form the next generation. If a mutation had rendered a network inviable, it could
not be chosen. Our simulations proceeded for 2000 generations.
3.7 Supplementary Figures
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Figure 3.6: Average number of sulfur sources that random metabolic networks are
actually viable in, for varying environmental demands S, and vary-
ing metabolic network size N . The figure demonstrates that random
metabolic networks required to be viable on a given number S of sul-
fur sources (as generated by the procedures described in Methods) are
generally viable on more than S sulfur sources. Each data point rep-
resents an average over 200 random metabolic networks (20 random
metabolic networks generated under 10 different sets of environmental
demands with the same number S of required sulfur sources). Error
bars correspond to one standard deviation.
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Figure 3.7: Number of essential reactions found in random metabolic networks
of different size and for different environmental demands (S). Each
data point represents an average over 200 random metabolic networks
(20 random metabolic networks generated under 10 different sets of
environmental demands with the same number S of required sulfur
sources).
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Figure 3.8: Cumulative number of novel phenotypes encountered in the neighbor-
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Figure 3.10: Plot of the cumulative number of novel phenotypes found in the neigh-
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(C) Number of novel carbon utilization phenotypes found in the neigh-
borhood of random metabolic networks. Metabolic networks in these
simulations had 931 reactions, the same as the size of the E. coli
iJR904 model [95, 139].
84
4 Differential cell growth drives the
evolution of terminal and
reversible differentiation
Joa˜o F. Matias Rodrigues, Daniel J. Rankin, Valentina Rossetti, Andreas Wagner,
and Homayoun C. Bagheri
[submitted, 2010]
85
CHAPTER 4. DIFFERENTIAL CELL GROWTH DRIVES THE EVOLUTION OF
TERMINAL AND REVERSIBLE DIFFERENTIATION
4.1 Abstract
Multicellular differentiated organisms are composed of different cell types that de-
velop from a single pluripotent germ cell. In many organisms, a proportion of cells
differentiated into somatic cells. Whether these cells maintain their pluripotency
and are able to reverse their differentiated state has important consequences. Re-
versibly differentiated cells can potentially regenerate parts of an organism and
allow reproduction through fragmentation. In many organisms however, differen-
tiation is terminal, thereby restricting the developmental paths to reproduction.
The reason why terminal differentiation is a common developmental strategy re-
mains unexplored. To understand the conditions that affect the evolution of termi-
nal versus reversible differentiation, we develop a computational model inspired by
differentiating cyanobacteria. We simulate the evolution of a population of two cell
types —nitrogen fixing or photosynthetic— that exchange resources. The traits
that control differentiation rates between cell types are allowed to evolve in the
model. We find that although the topology of cell interactions and differentiation
costs can play a role in the evolution of terminal and reversible differentiation,
the most important factor is the difference in growth rates between cell types.
Specifically, faster growing cells always become the germ line. Our results provide
insights as to why some multicellular differentiated cyanobacteria are composed of
reversibly differentiated cells, while other cyanobacteria have terminally differen-
tiated cells. We further observe that symbioses involving two cooperating lineages
can evolve under conditions where aggregate size, connectivity, and differentiation
costs are high. This may explain why plants engage in symbiotic interactions with
diazotrophic bacteria. The results are robust with regard to the type of resource
exchange considered and can apply to a range of other systems.
4.2 Introduction
The reproduction and development of differentiated multicellular organisms fol-
lows a complex iterative pattern. Almost all differentiated multicellular organisms
develop from a single pluripotent germ cell that divides and differentiates. The
ability of differentiated cell-types to produce other cells through reversible dif-
ferentiation determines an organism’s mode of reproduction. Many organisms are
composed of both germ cells and terminally differentiated somatic cells. The latter
lose their ability to differentiate into other cell types. Although terminally differen-
tiated somatic cells contain all the necessary genetic information to produce whole
organisms [153, 154, 155], they are unable to do so despite the potential cost in
reproductive opportunities for the organism. In contrast, organisms composed
of reversibly differentiated cells can reproduce through fragmentation or budding.
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Examples include most plants, and some animals such as corals, hydra, planarians,
several echinoderms, and some annelid worms able to reproduce by fragmentation
[84, 82, 83, 156]. In these organisms, each fragment regenerates the missing parts
of the organism, resulting in several complete new organisms. During such regen-
eration, somatic cells in the fragments can sometimes de-differentiate and form a
blastema (a group of undifferentiated cells) that regenerates the missing parts [83].
This means that somatic cells undergo reversible differentiation, because they are
able to revert back to their undifferentiated forms.
Multicellular cyanobacteria are some of the simplest multicellular organisms known.
They are of particular interest because in some species, cells are terminally differen-
tiated [88], while in others, terminally differentiated cells have not been observed.
Cyanobacterial species exist in many different morphologies. They are found as
single cells, multicellular filaments of undifferentiated cells, and differentiated mul-
ticellular filaments (with or without branching) [91]. In differentiated multicellular
cyanobacteria, some cells specialise in photosynthesis while others specialise in ni-
trogen fixation. Only one genus of cyanobacteria that could potentially exhibit
reversible differentiation (Trichodesmium) is known [89, 92]. In contrast, several
terminally differentiating cyanobacteria are known, of which two examples are the
genera Anabaena and Nostoc. These cyanobacteria are composed of two cell types:
the vegetative cell (germline) and the heterocyst cell (somatic). The vegetative
cell is photosynthetic, reproduces through division and is able to differentiate into
heterocyst cells [93]. The heterocyst cell is larger than the vegetative cell, has a
thicker cell wall composed of three layers, and performs nitrogen fixation. In this
manner, vegetative cells obtain fixed nitrogen from heterocysts, and heterocysts
obtain fixed carbon from the vegetative cells. It has been suggested that the rea-
son for heterocysts to be terminally differentiated is a consequence of their thicker
cell membrane. However, the existence of a species of cyanobacteria such as Tri-
chodesmium where cells perform nitrogen fixation and are capable of cell division
[89, 92], suggests the possibility of other explanations.
The reasons why multicellularity or cell differentiation have evolved have received
some attention recently [77, 78, 79, 81, 157, 158], but the evolutionary forces that
drive the evolution of terminal versus reversible differentiation remain unexplored.
Terminal differentiation can be seen as a case in which the differentiated individual
pays a cost (in terms of lost reproduction) in order to confer a benefit on other
cells nearby. This could be regarded as altruism sensu Hamilton [159]. Because
selection acts at the level of the individual, altruism is vulnerable to cheating when
interacting individuals are not closely related. However, as will be elaborated in
the discussion section, some of the expectations based on such an interpretation
do not match our results.
Using a spatially explicit approach we model the evolution of differentiation.
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Our model follows assumptions about multicellular cyanobacterial species, but
is nonetheless sufficiently general to apply to other systems. We assume that the
physiological interaction of cells with neighbouring cells affects their reproductive
success. We find that the topology of interactions, the differentiation costs, and the
relative growth rate between different cell types can all play a role in the evolution
of terminal or reversible differentiation. In addition, we find that some conditions
can lead to the “speciation” of a multicellular organism into a symbiotic pair. In
this case, the different cell types separate into two lineages evolving independently
from each other. Our approach helps to identify some of the principal factors that
led to the evolution of the diverse differentiation strategies seen in cyanobacteria.
4.3 Model
For this model we draw inspiration from the exchange of resources between cells
in differentiated cyanobacteria. We consider a finite population of individuals
or cells arranged in linear chains or filaments that exchange carbohydrates and
fixed nitrogen in each iteration with some of their neighbours (Figure 4.1). After
each round of interactions, the fitness of each individual is computed. Then the
evolution of the population proceeds in a series of iterations composed of two
steps. First, an individual is randomly selected for reproduction with a probability
proportional to its fitness. Second, another individual is selected randomly for cell
death, irrespective of its fitness.
An individual can be one of two cell types, either a photosynthetic cell or a nitrogen
fixing cell. Each cell type produces only one type of resource (carbohydrates or
fixed nitrogen). Because cells are composed of both carbon and nitrogen, they
need both elements in order to grow and divide. Since the cell composition ratio of
carbon to nitrogen (C:N) has been estimated to be around 6:1 for bacterioplankton
[160] and a typical molecule of sugar produced in photosynthesis contains 6 carbon
atoms, we consider the biomass composition to be 1 unit of carbohydrates to 1
unit of fixed nitrogen. Assuming that this ratio of biomass remains constant in
the cell, and that cells require carbohydrates and fixed nitrogen in equal parts,
their growth rate will therefore be limited by the least available resource. Since
nitrogen fixation requires a large amount of energy we assume that nitrogen fixing
cells require carbohydrates to perform nitrogen fixation. This stands in contrast
to photosynthetic cells which are able to produce carbohydrates irrespective of the
amount fixed nitrogen received.
To investigate the effect of differences in growth rates between the two cell types
we define the parameter α which expresses how much faster a photosynthetic cell
grows relative to a nitrogen fixing cell. Differences in cell growth rate may result
from differences in cell composition or cellular structures or from other factors
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Figure 4.1: (a) Cells can be of two types, either photosynthetic (P) or nitrogen
fixing (N). Every cell has 4 traits gP , dP , gN , dN . Depending on the
cell type, only two of the traits have an effect on its phenotype. In
the photosynthetic cell, trait gP is the fraction of fixed carbon kept
for the reproduction of the cell, the remainder, 1− gP , is given out to
neighbouring nitrogen fixing cells. The trait dP defines the frequency
with which photosynthetic cells differentiate into nitrogen fixing cells.
In a nitrogen fixing cell, the traits gN , dN define similar behaviours as
in the photosynthetic cell: gN is the fraction of fixed nitrogen kept
and dN the fraction nitrogen fixing cells that differentiate. (b) The
elementary steps in the model are cell death and cell division. Cells
are chosen for division based on their fitness. When a cell divides, the
offspring is inserted between the parent cell and a random neighbour.
For cell death, cells are chosen at random without regards to their
fitness. (c) Two different filament topologies were investigated. The
connected topology, in which all cells remain connected after a cell
death. And the broken chain topology, in which a cell death results in
the separation of its neighbours. (d) The effects of interaction range
were investigated by increasing the number of connections between the
cells and their nearest neighbours.
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such as cell size [161], the rate of biomass production, maintenance costs of the
cell [162], or even regulatory effects. For example, such differences are observed
in the case of grass leafs which grow slower when they contain larger amounts of
cellulose and lignin [163].
In the model, every cell is characterised by four evolvable traits (gP , dP , gN , dN)
which may have any value in the range [0, 1] (Figure 4.1a). Of these four traits, two
traits (gP , dP ) affect only photosynthetic cells, while the other two (gN , dN) affect
only nitrogen fixing cells. The traits gP or gN control how much of the resources
produced by a cell are kept for its own growth, while the remaining fraction 1−gP
or 1 − gN is given away to neighbouring cells. The traits dP or dN control the
fraction of offspring cells that differentiate into the other cell type. For example, if
a photosynthetic cell has the trait dP = 1 then all its offspring will differentiate into
nitrogen fixing cells. The individuals in our simulations evolve through mutation.
This can occur every time a cell reproduces at which time traits in the offspring
may mutate with probability µ = 0.01, changing by a random amount uniformly
distributed in the range [−0.1, 0.1].
Cell reproductive fitness is determined by growth rate in the model. Although
we refer only to cell growth rates, the latter is synonymous with cell division
rate in this case. A cell’s growth rate depends on the amount of carbohydrates
and fixed nitrogen produced and received from other cells. While the amount of
resources received from other cells will depend on other factors such as the cell
interaction topology, the interaction range and the traits of the other cells (Figure
4.1). Given these considerations, we define the fitnesses of a photosynthetic cell i
and a nitrogen fixing cell j as
fPi = αmin(gPi , RNi) + fbase (4.1)
fNj =
gNjRCj
2
+ fbase. (4.2)
The coefficient α expresses the difference in relative growth rates between the
photosynthetic cells and the nitrogen fixing cells. The parameter fbase is a small
constant that represents the base fitness and serves only to prevent the fitness from
being zero. In our simulations we have used a value of fbase = 0.001. RNi and
RCj are, respectively, the amounts of resources received by the photosynthetic cell
i and the nitrogen fixing cell j from its neighbours and can be written as
RCj =
kPj∑
i
1− gPi
kNi
(4.3)
90
4.4. RESULTS
RNi =
kNi∑
j
(1− gNj)RCj
kPj
. (4.4)
The term kNi is the number of nitrogen fixing neighbours of the photosynthetic
cell i, and kPj is the number of photosynthetic cells in the neighbourhood of the
nitrogen fixing cell j.
To study the effects of differentiation costs we have modelled such costs as a
reduction in the fitness of a differentiated cell by a fraction (C) such that the fitness
of the cell becomes f ′P = fP (1−C). After the first time a cell is chosen for division,
this cost is removed. Differentiation costs are considered because the process
of differentiation is known to incur costs in higher order organisms [164]. Such
costs can also be expected to exist in differentiating cells because differentiation
requires a cell to degrade the proteins corresponding to its previous phenotype.
The degradation of these proteins therefore incurs a cost of energy or materials.
The existence of such costs is suggested by the fact that in terminally differentiating
cyanobacteria, the cells which differentiate into nitrogen fixing heterocysts are the
smaller ones resulting from asymmetric division of photosynthetic vegetative cells
[88, 165, 166].
Fitness in our model is translated into a proportional probability that the cell will
be chosen for reproduction every iteration. This probability is given by Pi = fi/fT
where fi is the fitness of a cell and fT is the sum over all the fitnesses of the cells
in a population.
In this model, cells are arranged in linear chains. When a cell reproduces, a new
cell with the same traits is inserted in the chain between its parent and a neighbour
(Figure 4.1b). We investigate two filament topologies that result as a consequence
of the type of cell death considered (Figure 4.1b and 4.1c). In the broken chain
topology, the chain is broken in two parts when a cell chosen for death is removed,
hence separating some of the neighbours of the removed cell. In the connected
topology, a cell chosen for death is simply removed from the chain, with one of
the neighbours taking the place of the removed cell. In addition, we study the
effects of varying the number of interactions by increasing the interaction range
(K) between cells (Figure 4.1d).
A notable characteristic of the model is that while in cyanobacteria the vegetative
cells are the germline and the heterocysts are the somatic cells, this distinction is
not fixed here but is instead an evolvable property which depends on the traits
that control the cell type’s reproduction and differentiation rate. This allows us
to investigate the conditions under which different types of differentiation evolve.
91
CHAPTER 4. DIFFERENTIAL CELL GROWTH DRIVES THE EVOLUTION OF
TERMINAL AND REVERSIBLE DIFFERENTIATION
 0
 0.2
 0.4
 0.6
 0.8
 1 gPgPdPgNgNdN
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  1000  2000  3000  4000  5000
gPgPdPgNgNdN
gPgPdPgNgNdN
 0  1000  2000  3000  4000  5000
gPgPdPgNgNdN
Evolution of
terminal differentiation
with photosynthetic germline (I)
Evolution of
reversible differentiation (III)
Evolution of
symbiosis/speciation (IV)Evolution of
terminal differentiation
with nitrogen fixing germline (VI)
Broken chain topology Connected topology
α=1.1,C=0.2α=1/3,C=0
α=1.1,C=0α=3,C=0
Generation Generation
a b
c d
Av
era
ge
 tr
ait
 va
lue
s
Av
era
ge
 tr
ait
 va
lue
s
Figure 4.2: Examples of the evolution of the population trait averages (gP , gP .dP ,
gN , gN .dN) of 400 cells over 5000 generations under different conditions
of relative growth rate α, filament topology, and differentiation costs
C. Results shown in panels (a) and (c) correspond to the broken
chain topology and differ only in the relative growth rates (α = 3) and
(α = 1/3), respectively. Results shown in panels (b) and (d) correspond
to the connected topology and differ only in the differentiation cost
(C = 0) and (C = 0.2), respectively. All simulations were carried out
with interaction range (K = 22).
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4.4 Results
We analysed the evolution of the variable traits (gP , dP , gN , dN) in populations
of 400 cells starting with a given set of initial values for all cells with the variable
traits (gP = 0.5, dP = 0.5, gN = 0.5, dN = 0.5). Initially all cells were placed in a
circular connected filament. Cells were randomly assigned as photosynthetic or ni-
trogen fixing with equal probability. The four panels in Figure 4.2 show examples
of the evolution of the population average of each trait in four different conditions.
Each generation corresponds to 400 cell deaths and divisions. Instead of the dif-
ferentiation rates dP and dN , the products gP .dP and gN .dN are plotted because
these express the effective rate of differentiation after cell division. In all simula-
tions shown in Figure 4.2, it can be seen that the average variable traits evolve
rapidly in the first generations until a point were they start fluctuating around a
certain state that depends on the parameters of the simulation. Simulations using
random initial variable traits, different population sizes and lower mutation rates
did not affect the final states of the simulations. The parameters investigated are
the relative growth rate α, differentiation cost C, filament topology, and interac-
tion range K. Using the averages of the variable traits we classify the evolved
developmental strategy of the population at each generation using Table 4.1. For
the purpose of classification, we consider trait values bellow the threshold of 0.05
to be effectively 0. Figure 4.2a shows the evolution of the averages of variable
traits (gP , gP .dP , gN , gN .dN) over 5000 generation of an evolving population using
a broken chain topology, where photosynthetic cells have a relative grow rate three
times faster (α = 3) than nitrogen fixing cells, and with no differentiation costs
(C = 0). We can see that in the final generation, photosynthetic cells keep half of
the produced carbohydrates (gP = 0.5) for their own cell growth and differentiate
at a rate of (gP .dP = 0.2), while the nitrogen fixing cells do not keep any fixed
nitrogen (gN ≈ 0) and therefore do not grow nor differentiate (gN .dN ≈ 0). Using
Table 4.1 we can classify this strategy as terminal differentiation with a photo-
synthetic germline (I). Figure 4.2c shows a simulation in the same conditions as
in Figure 4.2a except that the photosynthetic cells grow three times more slowly
(α = 1/3). In this case we observe that the final strategy is terminal differentiation
with a nitrogen fixing germline (VI). Figures 4.2b and 4.2d show simulations in
the connected topology with slightly faster growing photosynthetic cells (α = 1.1).
In Figure 4.2b there are no differentiation costs (C = 0) and the final strategy
corresponds to reversible differentiation (III). In Figure 4.2d there is a differenti-
ation cost (C = 0.2) and the final strategy corresponds to the case of symbiosis
(IV) (the different cell types evolve into separate lineages).
Next we investigate whether different developmental strategies may evolve in the
same conditions. Figure 4.3 shows the plots of frequencies of the evolution of each
developmental strategy when 50 stochastic simulations are carried out in the same
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Developmental strategy gP dP gN dN
I. Terminal differentiation
+ + 0 ∗with photosynthetic germline
II. Terminal differentiation
+ + + 0with photosynthetic germline with somatic division
III. Reversible differentiation + + + +
IV. Symbiotic/Speciation + 0 + 0
V. Terminal differentiation
+ 0 + +with nitrogen fixing germline with somatic division
VI. Terminal differentiation
0 ∗ + +with nitrogen fixing germline
Table 4.1: Developmental strategy classification based on variable traits
(gP ,dP ,gN ,dN). gP and gN correspond to the trait that determines the
fraction of produced carbohydrates or fixed nitrogen kept for cell growth
by the photosynthetic or the nitrogen fixing cell, respectively. dP and
dN correspond to the traits that control the differentiation rate of photo-
synthetic and nitrogen fixing cells, respectively. The sign (+) indicates
that the trait value has to be greater than zero in that strategy. The
asterisk (*) indicates that the trait may have any value. For the pur-
poses of classification, we considered trait values bellow the threshold
of 0.05 to be effectively 0.
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Figure 4.3: Frequency of evolved developmental strategies. The plots show the
frequency of each strategy for varying relative growth rates α (50 sim-
ulations per α value). The frequency of each strategy is colour coded
according to the key on the bottom. Two different cases are shown:
(a,b) broken chain topology with no differentiation costs (C = 0), (c,d)
connected topology with differentiation costs (C = 0.2). Each case is
shown for two different interaction ranges (K = 4, 24) corresponding
to the panels on the left, and right, respectively. Each simulation was
performed with 400 cells over 5000 generations.
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conditions. Each plot shows how the frequencies change with varying relative
growth rate. The panels on the top (Figure 4.3a and 4.3b) show the results in
the case of the broken chain topology with no differentiation costs (C = 0). And
the plots on the bottom (Figure 4.3c and 4.3d) show the case of the connected
topology with differentiation costs (C = 0.2). Each of filament topologies (Figure
4.3) were simulated with two different cell interaction range (K = 4, 24) which
correspond to the plots on the left (Figures 4.3a and 4.3c), and right (Figures 4.3b
and 4.3d), respectively.
In all the panels in Figure 4.3, generally only a single strategy is seen to evolve
under a set of conditions with other strategies occurring only seldomly. However,
some cases where two or more strategies evolve at appreciable frequencies can be
observed. This is specially the case at points in which there is a transition in the
most frequent strategy. For example, at α = 1/2 in Figure 4.3a (broken chain
topology, K = 4), a transition of the most frequently evolving strategies can be
seen between terminal differentiation with nitrogen fixing germline (VI, red) and
reversible differentiation (III, green). Another case is seen at α slightly larger than
1 in Figure 4.3d (connected topology, K = 24), where many strategies can be seen
to evolve with some frequency.
An observation common to all the panels in Figure 4.3 is that at large differentials
in growth rates (α << 1 or α >> 1), when one cell grows much faster than the
other, terminal differentiation without somatic division evolves. Furthermore, it
is the faster growing cell type that becomes the germline. Hence, at low relative
growth rates (α << 1), when nitrogen fixing cells are the faster growing, termi-
nal differentiation with a nitrogen fixing germline (VI, red) is the most frequently
evolved strategy. While at high relative growth rates (α >> 1), when photo-
synthetic cells are the faster growing, terminal differentiation with photosynthetic
germline (I, violet) is the most frequently evolved strategy.
The cases shown in Figure 4.3 and two other cases (the broken chain topology with
differentiation costs C = 0.2 and the connected topology with no differentiation
costs C = 0) are shown in Figure 4.5 for three different interaction ranges (K =
4, 12, 24).
To further examine the conditions which determine the most frequently evolved
developmental strategies, we performed simulations for different relative growth
rates (α) ranging from α = 1/3 to α = 3, interaction ranges (K) ranging from
K = 2 to K = 24, using the two different filament topologies (broken chain and
connected), and two values of differentiation costs (C = 0 and C = 0.2). The
panels in Figure 4.4 show the most frequently evolved strategies, represented as
colours classified in panel (a), for each combination of parameters α and K in sim-
ulations repeated 50 times. All cases shown confirm that terminal differentiation
(I, violet and VI, red) evolves at the extremes of relative growth rate in which the
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Figure 4.4: (a) Developmental strategies classified based on the final trait averages
(gP , dP , gN , dN). The arrows that point from one cell type to itself
represent investment in growth (gP or gN) while the arrows between
cell types represent differentiation (dP or dN). Six possible develop-
mental strategies exist: I. terminal differentiation with photosynthetic
germline and non-dividing nitrogen fixing soma (violet), II. terminal
differentiation with photosynthetic germline and dividing nitrogen fix-
ing soma (blue), III. Reversible differentiation (green), IV. symbiosis
(yellow), V. terminal differentiation with nitrogen fixing germline and
dividing photosynthetic soma (orange), and VI. terminal differentiation
with nitrogen fixing germline and non-dividing photosynthetic soma
(red). The four panels on the right show the most frequently evolved
developmental strategies depending on the cell interaction range (K)
and the relative growth rate of photosynthetic cells (α). Panels (b) and
(d) show the results simulated in the broken chain topology with no
differentiation costs (C = 0) and with differentiation costs (C = 0.2),
respectively. Panels (c) and (e) show the results in the connected
topology with the same two differentiation costs. Simulations were re-
peated 50 times for each parameter combination, and the population
size was 400. The colour represents the strategy found to evolve most
frequently, with colour codes as in panel (a) (see also Table 4.1).
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fastest growing cell becomes the germline.
In the broken chain topology, both with no differentiation costs C = 0 (Figure
4.4b) and with differentiation costs C = 0.2 (Figure 4.4d), only three develop-
mental strategies can be observed in the conditions we examined. These are dif-
ferentiation with a photosynthetic germline (I, violet), reversible differentiation
(III, green), and terminal differentiation with a nitrogen fixing germline (VI, red).
In both cases it can be seen that the main factor influencing the evolved devel-
opmental strategy is the relative growth rate (α), with little dependency on the
interaction range of the cells (K). In Figure 4.4b, where no differentiation costs
were included, fast growing photosynthetic cells (α > 2) result in the evolution of
terminal differentiation with photosynthetic cells as the germline (I, violet). Slow
growing photosynthetic cells (α < 0.6) also lead to the evolution of terminal differ-
entiation, but in this case the nitrogen fixing cells become the germline (VI, red).
For intermediate relative growth rates (2 > α > 0.6), reversible differentiation (III,
green) is the evolved strategy.
When a differentiation cost C = 0.2 is considered (Figure 4.4d), the range under
which reversible differentiation (III, green) evolves is reduced to 1.2 > α > 0.9.
Conversely, the range of α values under which terminal differentiation (I, violet
and VI, red) evolves increases.
For the connected topology, with no differentiation costs C = 0 (Figure 4.4c) the
result is qualitatively similar to the one observed for the broken chain topology
with C = 0 (Figure 4.4b). In both cases only three strategies are observed to
evolve most frequently, the two types of terminal differentiation without somatic
division (I, violet and VI, red) and reversible differentiation (III, green).
Remarkably, when considering differentiation costs C = 0.2 (Figure 4.4e), all devel-
opmental strategies evolve in some range of conditions. Reversible differentiation
(III, green) is reduced to a very narrow range of conditions with intermediate val-
ues of interaction ranges (4 < K < 12) and slightly faster growing photosynthetic
cells (α ≈ 1.1). The range of conditions previously occupied by reversible differ-
entiation (III, green) is replaced by terminal differentiation with somatic division
(II, blue and V, orange) at shorter interaction ranges (K < 20), and symbiosis
(IV, yellow) at longer interaction ranges (K > 20).
4.5 Discussion
4.5.1 Importance of differential growth rate
The results shown here establish a strong link between the relative growth rate of
different cell types and the cell type that becomes the germline in a multicellular
organism. The results in Figures 4.3 and 4.4 at high growth rate differences indi-
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cate that when one cell type grows faster than the other, it evolves to become the
germline in the organism. This result is found to be independent of the differen-
tiation costs (C), filament topology, and interaction range (K) that characterise
the organism. The reason can be explained intuitively by noting that an organism
that requires both cell types will grow faster when the fastest growing cell type is
the one that produces the other cell type as needed. Hence the faster growing cell
types are the ones which remain pluripotent. For example this pattern is seen in
plants, where cells in the apical meristems which generate shoots and roots consist
of rapidly growing undifferentiated cells [167, 168]. Equivalently, one can interpret
this as a situation in which cells that have a higher fitness at the individual level
are the ones that become the germline.
When growth rates of the different cell types are comparable and C = 0, our
model shows that reversible differentiation (III, green) evolves (Figures 4.4b and
4.4c). This corresponds to the case of differentiated cells that have the ability to
de-differentiate into another cell type. Such cases are known to occur in many
plants and in some animals capable of regeneration [84, 83].
The model indicates that although terminal differentiation is found to evolve in
the widest range of conditions, reversible differentiation can evolve in conditions
where the growth rates of different cell types are comparable. The latter can
happen even in the absence of selection for the ability to regenerate or reproduce
by fragmentation (Figures 4.4c,e).
It is important to note that large differences in cellular growth rates are a necessary
but insufficient condition for a cell type to become the germline. The fast growth
rate of a cell type must not harm the fitness of the organism as a whole, otherwise
fast growing cells such as cancer cells would become the germline more often. Such
an eventuality has occurred in only rare occasions [169, 170].
4.5.2 Role of filament topology and interaction range
Cell interaction affects developmental strategies in two ways. First, the broken
chain topology increases the range of conditions under which reversible differen-
tiation (III, green) evolves when compared with the connected topology (Figure
4.4b). The reason can be understood if we consider that reversible differentiation
increases the survival of filaments in response to fragmentation. By ensuring that
either cell type can produce the other cell type, the probability that a fragment
will carry only non-differentiating cells is reduced. A similar argument can be
made to explain why symbiosis (IV, yellow) does not evolve in the broken chain
topologies under any conditions (Figures 4.4b and 4.4d). In these topologies, bro-
ken fragments never come into contact again, meaning that once a symbiotic pair
within a filament is split, it will be condemned to death. Hence, such mutants can
never become fixed in the population.
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The effect of interaction range (K) is mainly seen in connected topologies. In this
case, all possible developmental strategies evolve in at least one set of conditions
(Figure 4.4c,e). For example, the symbiotic state (IV, yellow) that was not found in
broken chain topologies, occurs in the connected topology when interaction ranges
(K) are sufficiently high (K > 20) and there are differentiation costs (C = 0.2).
In the case with differentiation costs, increasing the interaction range leads to a
decrease in the range of relative growth rates under which terminal differentiation
evolves, while the range for other strategies expands (Figure 4.4e). Higher inter-
action ranges (24 <= K <= 40) in the connected topology are shown in Figure
4.7. They lead to a slight increase in the range of relative growth rates in which
symbiosis (IV, yellow) and terminal differentiation with a nitrogen fixing germline
and somatic division (V, orange) occur.
It is well known that topologies with few interactions promote cooperative be-
haviour, while fully connected topologies, where all individuals interact with each
other, result in the invasion of cheaters [171, 172]. This has already been shown to
be the case in a model of cyanobacteria [157], in which populations of vegetative
and heterocyst cells are driven to extinction in the fully connected case. Here,
we have analysed topologies that are far from the fully connected case and where
several forms of cooperation are stable.
Why a terminally differentiated cell forfeits its reproduction can in principle be
explained by commonly accepted conditions that favour cooperation. Hence, the
notion of inclusive fitness [159] may help explain why terminal differentiation arises
instead of reversible differentiation. However, by varying the relative growth rate,
the model shows that several developmental strategies such as reversible differ-
entiation and symbiosis can evolve in the same filament topology and interaction
range (Figure 4.4). These developmental strategies are neither altruistic nor self-
ish since both cell types can divide. Hence, the mapping of our present results to
established concepts in social biology may require further work.
4.5.3 Correspondence to developmental strategies in
cyanobacteria
Multicellular cyanobacteria have evolved several of the developmental strategies
seen in this model. Terminally differentiating cyanobacteria such as Anabaena or
Nostoc have filamentous forms composed of two different cell types: vegetative
cells that are photosynthetic, divide and differentiate into the other cell type, and
heterocyst cells, that fix nitrogen and are unable to divide. The latter can be dis-
tinguished by their larger size and thicker cell walls [88]. Our model provides clues
to why heterocystous cyanobacteria form heterocysts by terminal differentiation
without heterocyst division. An ad-hoc explanation that is frequently used is that
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a heterocyst’s thicker cell wall impedes it from undergoing cell division. However,
our results provide an alternative explanation. In light of this model, a thicker
cell wall corresponds to added costs and therefore a slower growth rate. Under
this condition, the developmental strategy that maximises the organism’s fitness
is terminal differentiation without somatic division (I, violet and VI, red) (Figure
4.4d). This means that the reason why heterocysts do not divide is not necessarily
due to mechanistic constraints, but rather a result of evolutionary constraints.
The only known example of potentially reversibly differentiated cyanobacteria are
Trichodesmium. In species of this genus, different cell types are morphologically
indistinguishable. However, differences at the level of expression of nitrogenase
exist, and nitrogen fixation is shown to occur in distinct cells found across the
filaments [92]. Although cells are differentiated in their expressed protein and
function, both cell types maintain their ability to divide [173, 174]. While no
direct experiment has shown that cells in Trichodesmium reversibly differentiate,
the fact that the fraction of nitrogen fixing cells varies with daily rhythmicity,
reaching a maximum of 24% during the day and a minimum of 5% before dawn,
suggests that the nitrogen fixing cells may reversibly differentiate into photosyn-
thetic cells [175]. In this case again, our results provide some insights as to why
cells that are specialised in nitrogen fixation (therefore similar to heterocysts) are
not terminally differentiated, but are still capable of dividing and of reverting back
to a photosynthetic phenotype. Because both cell types are structurally similar,
they can be expected to have similar growth rates. The results shown in Figures
4.3a and 4.4b predict that reversible differentiation (III, green) should be the most
frequently evolved developmental strategy in this case.
So far, no known examples of multicellular cyanobacteria exist in which terminally
differentiating nitrogen fixing cells (heterocysts) are capable of cell division (II,
blue). While this can simply reflect our incomplete knowledge, our results suggest
that such developmental strategies are evolutionarily unstable (Figure 4.4b-e).
4.5.4 Symbiosis/speciation
The finding that symbiosis evolves in a connected topology under several condi-
tions of relative cell growth rate and differentiation costs points to some interesting
evolutionary possibilities. One is that some organisms may have speciated as a
result of changing conditions that initially selected for terminal or reversible dif-
ferentiation, but later changed to favour a symbiotic state. Potential support for
this idea comes from a recently sequenced cyanobacterium named UCYN-A that
is closely related to a member species of the genus Cyanothece [176]. Cyanothece
are unicellular circadian cyanobacteria capable of photosynthesis and nitrogen fix-
ation by temporally separating the two processes. The newly sequenced relative
of Cyanothece lacks the genes necessary to perform photosynthesis found in Cyan-
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othece species [176]. Instead, it has only the genes necessary for nitrogen fixation.
Because it is unable to perform photosynthesis, it is dependent on obtaining its
carbohydrates from the environment or from other organisms. This suggests that
a scenario in which cyanobacteria speciate into symbiotic or interacting collectives
is possible. In effect, chloroplasts, which are endosymbionts that descended from
cyanobacteria, are a likely endpoint of such a scenario. In the latter case, chloro-
plasts provide the host plant with fixed carbon while the plant is the intermediary
that provides fixed nitrogen.
Plants have never evolved the ability to fix nitrogen. They absorb it from the envi-
ronment or rely instead on symbiotic diazotrophic bacteria such as the cyanobac-
terium Nostoc to fix nitrogen in exchange for carbohydrates produced by the plant
through photosynthesis. The vascular system of plants changes the topology of
cell interactions from a chain to a connected topology with high interaction ranges,
which suggests that all the photosynthetic cells in the plant are able to exchange
nutrients with the nitrogen fixing cyanobacteria in the roots of the plant. Our
results show that in such conditions (Figures 4.3d and 4.4e), a symbiotic relation-
ship (IV, yellow) where the nitrogen fixing cells evolve independently from the
photosynthetic cells is the most frequent evolved strategy. The range of α values
in which symbiosis evolves is seen to increase with higher differentiation costs and
interaction ranges (Figures 4.6 and 4.7, respectively). These results suggest that
the symbiotic relationship between plants and cyanobacteria may be evolutionar-
ily more stable than the alternative scenario, in which plants would fix their own
nitrogen.
4.5.5 Generality of the model
While this model draws inspiration from differentiated cyanobacteria, the results
found here may apply to a wider range of biological systems. In essence, the model
describes the evolution of a multicellular organism or population with two types
of individuals that produce different resources, but require both to reproduce.
Hence, these individuals need to interact and exchange resources. By considering
the exchange of fitness benefits as a form of resource exchange, a cell type in
an organism that serves a structural function can also be analysed using such a
model. One assumption we have made that may not apply to other systems is
that the nitrogen fixing cells are only able to fix nitrogen provided they obtain
some carbohydrates from photosynthetic cells. This results in an asymmetry in
the model because photosynthetic cells do not require fixed nitrogen to perform
photosynthesis. We show in Figure 4.8 that the results presented here do not
qualitatively change when we modify the model to enable nitrogen fixing cells to
fix nitrogen independently of the carbohydrates received. This suggests that the
results are robust with regard to the specific type of resource exchange considered.
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Hence the framework presented here may be sufficiently general to apply to other
systems.
4.5.6 Conclusion
We have shown that the topology of interactions, the interaction range and the
relative growth rate between cells in an organism all play a role in the type of
differentiation that evolves. However, the relative growth rate, and hence differ-
ential rates of cell division, was found to play the most important role. Not only
is differential cell growth the main factor determining the type of differentiation
that evolves, but it also determines the cell type that becomes the germline. Dif-
ferential growth rates can be influenced by many factors such as physiological and
environmental conditions, or be internally regulated. If our results serve as an in-
dication of what can be expected in organisms with more than two cell types, then
it implies that the evolution of different forms of differentiation in multicellular
organisms is subject to constraints based on the maximum relative growth rates
between cell types.
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4.6 Supplementary Information
4.6.1 Frequency of evolved developmental strategies for
different filament topologies, interaction ranges, and
differentiation costs
Figure 4.5 shows the plots of frequencies of the evolution of each developmental
strategy when 50 stochastic simulations are carried out in the same conditions.
Each plot shows how the frequencies change with varying relative growth rate.
The panels in row (a) in Figure 4.5 show the results in the case of the broken
chain topology with no differentiation costs (C = 0). The panels in row (b) in
Figure 4.5 show the broken chain topology with differentiation costs (C = 0.2).
The panels in row (c) in Figure 4.5 show the case of the connected topology with
differentiation costs (C = 0.2). Each of these four cases (Figure 4.5) were simulated
with a varying cell interaction range (K = 4, 12, 24) which correspond to the plots
on the left, middle, and right columns, respectively.
4.6.2 Higher differentiation costs (C) and interaction ranges (K)
favor symbiosis in the connected topology
In Figure 4.6 we examined the effect of increasing the differentiation costs (C =
0.3) in the connected topology. Here we compare these results to the case where
the differentiation costs are lower (C = 0.2), as shown in Figure 4e. First, we
observe that higher differentiation costs reduce the range of conditions under which
terminal differentiation without somatic division (violet and red) evolves. Instead,
the symbiotic strategy (yellow), and terminal differentiation with somatic division,
where the heterocyst is the germline (orange) evolve under a broader range of
conditions. As a result, the dependency on interaction range becomes stronger,
where increasing interaction ranges lead to a higher probability that one of these
strategies evolves.
In Figure 4.7 we show the evolved developmental strategies at longer interaction
ranges (K = 24 to K = 40) in the connected topology, in the cases of no differenti-
ation costs (C = 0) and modest differentiation costs (C = 0.2). Longer interaction
ranges in the case of no differentiation costs (Figure 4.7a) do not change the re-
sults seen at shorter interaction ranges (Figure 4c). In the case with differentiation
costs, longer interaction ranges (Figure 4.7b) increase slightly the range of relative
growth rates under which symbiosis (yellow) and terminal differentiation with so-
matic division and a heterocyst germline (orange) occur when compared to shorter
interaction ranges (Figure 4e).
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4.6.3 Qualitatively similar results are found in the symmetric
model
In the model presented, the fitness of a photosynthetic cell and a nitrogen fixing cell
is described by equations (3) and (4) in the main text. These equations describe a
model that assumes that a nitrogen fixing cell can only perform its function when
it is supplied with carbohydrates. One can also consider a different case where
the ability to fix nitrogen is independent of the supply of carbohydrates. The
latter assumption leads to symmetric fitness functions for the photosynthetic and
nitrogen fixing cells where:
fPi = αmin(gPi , RNi) + fbase (4.5)
fNj = min(gNj , RCj) + fbase. (4.6)
Because the photosynthetic cells are no longer the only source of energy in the
system, both cells become equal partners needing the products from each other.
In Figure 4.8 we show the developmental strategies that evolve in this symmetric
model, in comparable conditions to the asymmetric model (Figure 4 in the main
text). The results are qualitatively similar. However, in this case the evolved
strategies symmetric around the relative cell growth rate (α). In addition, we find
that the symbiotic strategy is found to be restricted to a much narrower set of
conditions characterised by high differentiation costs (C = 0.6).
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4.7 Supplementary figures
K=4 K=12 K=24
I. Terminal differentiation P germline IV. Symbiosis P and N germline
II. Terminal differentiation P germline (with somatic division) V.  Terminal differentiation N germline (with somatic division)
III. Reversible differentiation P and N germline VI. Terminal differentiation N germline
Connected
topology
(C=0)
 0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1  0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1
 0
 10
 20
 30
 40
 50
 1  0
 10
 20
 30
 40
 50
 1
Broken chain
topology
(C=0)
Broken chain
topology
(C=0.2)
Connected
topology
(C=0.2)
Relative growth rate (α) Relative growth rate (α) Relative growth rate (α)
a
b
c
d
Fr
eq
ue
nc
y
Fr
eq
ue
nc
y
Fr
eq
ue
nc
y
Fr
eq
ue
nc
y
 1/2 1/2  22  1/2 2
 1/2 1/2  22  1/2 2
 1/2 1/2  22  1/2 2
 1/2 1/2  22  1/2 2
Figure 4.5: Frequency of evolved developmental strategies. The plots show the fre-
quency of each strategy with varying relative growth rates α (50 sim-
ulations per α value). The frequency of each strategy is colour coded
according to the key on the bottom. Four different cases are shown:
(row a) broken chain topology with no differentiation costs (C = 0),
(row b) broken chain topology with differentiation costs (C = 0.2),
(row c) connected topology with no differentiation costs (C = 0), and
(row d) connected topology with differentiation costs (C = 0.2). The
plots in the three different columns correspond to different interaction
ranges (K = 4, 12, 24), as shown above each column. Simulations were
performed with 400 cells over 5000 generations.
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Figure 4.6: Most frequently evolved developmental strategies in the connected
topology. The simulations were performed with varying cell interaction
range K and photosynthetic cell relative growth rate α with differen-
tiation cost (C = 0.3). Simulations were repeated 50 times for each
parameter combination and the population size was 400. The colour
represents the most frequently evolved strategy coded according to
Figure 4a in the main text.
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Figure 4.7: Most frequently evolved developmental strategies in the connected
topology with high interaction ranges K between (K = 24) and
(K = 40). The two panels show the results of the simulations (a)
with no differentiation costs (C = 0) and (b) with differentiation costs
(C = 0.6). Simulations were repeated 50 times for each parameter
combination, and the population size was 400. The colour represents
the most frequently evolved strategy coded according to Figure 4a in
the main text.
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Figure 4.8: Most frequently evolved developmental strategies in simulations where
different cell types have symmetric fitnesses. Panels (a) and (c) show
the results of the broken chain topology. Panels (b) and (d) show
the results in the connected chain topology. The simulations were
performed with varying cell interaction ranges K and photosynthetic
cell relative growth rates α, (a,b) with no differentiation costs (C =
0) and (c,d) with differentiation costs (C = 0.6). Simulations were
repeated 50 times for each parameter combination, with population
sizes of 400. The colour represents the most frequently evolved strategy
coded according to Figure 4a in the main text.
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5 Conclusion
In my thesis I have modeled the evolution of two different aspects of microbes.
The first aspect of microbial evolution I study in my thesis concerns the evolution
of metabolism. I develop a model in which the evolution of metabolic networks
occurs through horizontal gene transfer and loss of function mutations or gene
deletion. Using this model I show that the existence of constant-phenotype geno-
type networks are found also in metabolism. These genotype networks facilitate
the encounter of novel potentially beneficial phenotypes by allowing organisms to
evolve while maintaining a constant phenotype. Because such genotype networks
have been found in other biological systems, these results strengthen the idea that
constant-phenotype genotype networks are a general property of evolvable systems.
I also find that not all properties found in other biological systems are found in the
genotype-phenotype map of metabolic networks. In the genotype-phenotype map
of RNA sequences and structures, it was found that more robust phenotypes are
correlated with a higher number of encountered novel phenotypes. However, this is
not observed in metabolism, where metabolic networks of intermediate robustness
encounter the highest number of novel phenotypes.
The second aspect of microbial evolution that I study in my thesis concerns the
evolution of differentiation in a multicellular organism or in a population of cells
that exchange resources. Specifically, I develop a model that describes a popula-
tion of interacting cells that require both fixed carbon and fixed nitrogen to grow
and reproduce but in which each cell is unable to produce both resources at the
same time. I find that differences between the two cell types that affect their rel-
ative cell growth rate, the physiological conditions in which the cells interact, and
differentiation costs favor the evolution of different developmental strategies. This
is the first model capable of explaining the different developmental strategies ob-
served in extant multicellular cyanobacterial species. These results may also shed
some insight on how development evolves in higher organisms and also explain
why some cell types become terminally differentiated while others are reversibly
differentiated.
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