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Abstract— We propose a simple, fast, and flexible framework
to generate simultaneously semantic and instance masks for
panoptic segmentation. Our method, called PanoNet, incorpo-
rates a clean and natural structure design that tackles the prob-
lem purely as a segmentation task without the time-consuming
detection process. We also introduce position-sensitive embed-
ding for instance grouping by accounting for both object’s
appearance and its spatial location. Overall, PanoNet yields
high panoptic quality results of high-resolution Cityscapes
images in real-time, significantly faster than all other methods
with comparable performance. Our approach well satisfies the
practical speed and memory requirement for many applications
like autonomous driving and augmented reality.
I. INTRODUCTION
Things and stuff have long been studied separately: the
former formulated as tasks known as object detection or
instance segmentation, the latter formulated as tasks known
as semantic segmentation. To find an effective design of a
unified vision system that generates rich and coherent scene
segmentation, panoptic segmentation [1] was introduced, and
it becomes particularly important in autonomous driving and
augmented reality [2].
The uniqueness of panoptic segmentation lies in two
aspects: First, this task should be solved efficiently since it
needs to be fast in real applications. Second, it unifies the
feature presentation and network architecture for semantic
segmentation and instance segmentation. However, to our
best knowledge, there are no methods satisfying both prop-
erties at the same time. Although semantic segmentation and
instance segmentation are highly relevant, very dissimilar
methods were adopted for each task. For semantic segmenta-
tion, FCNs with specialized backbones enhanced by dilated
convolutions [7], [8] dominate popular leader boards [9],
[10]. For instance segmentation, region-based Mask R-CNN
[11] with a Feature Pyramid Network (FPN) [12] backbone
has been used as a foundation for all top entries in recent
recognition challenges [13], [14], [15]. To make full use
of these top-performing methods, most previous works use
two parallel branches, one for instance-level recognition with
RPN [16] and one for semantic-level segmentation [17], [5],
[1]. However, neither inference efficiency and the correlation
between these two highly relevant tasks is considered. In
these proposed methods, only the feature extraction backbone
is shared. Panoptic FPN [5] predicts instance segmentation
masks without using any semantic segmentation result. Simi-
larly, BiSeg [17] runs R-FCN [18] multiple times and applies
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Fig. 1. Panoptic quality (PQ) vs inference speed on Cityscapes validation
set (full scale 1024 × 2048 high-resolution image). The listed methods:
Li et al.[3], Mask R-CNN and PSPNet (MR-CNN-PSP) [1], [4], Panoptic
FPN [5], UPSNet [4], DeepLab [6] variants and our PanoNet. Our model
runs significantly faster than other methods with comparable performance.
a max operation to produce the per-pixel likelihood of the
object category.
To alleviate the time inefficiency caused by re-
segmentation, our goal is designing a one-stage panoptic
segmentation algorithm using FCNs as backbone. Previous
work [19] has shown that semantic segmentation frameworks
can also be used to distinguish different instances by training
the network with a discriminative loss function and then
clustering pixel-wise feature embedding into masks of in-
stances. However, it does not take positional information
into consideration because of the translational invariance of
FCNs. Thus, this approach is unable to segment instances
with similar appearance and feature (e.g., two cars of the
same model).
We argue that both appearance and position of objects
are important when using pixel-wise embedding to cluster
instance masks. Inspired by Liu et al. [20], we add spacial
information as additional input and train the network to
be position-sensitive. Experimental results show that the
position-sensitive feature embedding leads to significant im-
provement of performance. With light-weight backbone like
ICNet [21], we achieve real-time performance and accuracy
comparable with the state-of-the-art. Fig. 1 shows the speed-
accuracy trade-off of panoptic segmentation methods. To the
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best of our knowledge, our method is the first approach
achieving real-time performance on high-resolution images
on a single GPU.
Our key contributions are listed below:
• We propose a one-stage panoptic segmentation method
(called PanoNet) using highly similar structure and
sharable parameters for both semantic and instance
segmentation branches. The design of the PanoNet is
much simpler than that of other state-of-art solutions.
• PanoNet utilizes position of objects on top of their
feature embedding for segmentation without region pro-
posals. We develop a unique training procedure that
allows the network to learn how the position-sensitive
information should be encoded, resulting in significant
performance improvement.
• PanoNet has excellent speed-accuracy trade-off in terms
of both memory and time consumption. With less than 3
GB memory used, PanoNet achieves real-time inference
speed (20 FPS) on high-resolution 2048×1024 images.
On the other hand, PanoNet still has decent performance
both visually and on the panoptic quality metrics.
II. RELATED WORKS
A. Semantic Segmentation:
Semantic segmentation is a classical and well-studied
computer vision problem. Convnets have been long used
to exploit the contextual information for segmentation [22],
[23], [24], [25], [26], [27]. Recently, a prevalent fam-
ily of approaches based on Fully Convolutional Networks
(FCNs) [28] have demonstrated state-of-art performance on
several benchmarks [10], [9], [14], [13]. Four great ideas
have been proposed among these methods. The first idea
is fusing multi-scale feature [29], [30], [31], [32], since
higher-layer feature contains more semantic meaning but less
local information, and combining multi-scale features can
improve the performance. The second idea is using dilated
convolution to increase local information and enlarge the
receptive field at the same time [33], [8], [34], [35]. The third
idea is to adopt probabilistic graphical models (e.g. CRFs) to
refine the segmentation result [33], [8], [36], [37]. However,
this post-processing is time-consuming and breaks the end-
to-end modeling. Fourth idea is the usage of Encoder-decoder
networks [38], [39], [40], [41], [42]. Previous works [35]
show that it can help to obtain sharper segmentations.
B. Instance Segmentation
Instance segmentation task is to predict the boundary of
each object in the scene. We categorize current instance
segmentation methods into two categories: detection-based
methods and segmentation-based methods.
For detection-based methods, most models adopt RPN [16]
to generate instance proposals. FCIS [43] and MaskLab [44]
utilize the ‘position-sensitive score map’ idea proposed by
R-FCN [18]. Mask R-CNN [11] extends Faster R-CNN by
adding a branch for predicting object masks. PANet [45] adds
a bottom-up path to the FPN backbone aiming at enhancing
the localization capability of the entire feature hierarchy and
demonstrates outstanding performance.
The other approach is segmentation-based. The methods
that fall into this category always need to learn spatial
transformation for instance clustering. Many methods at-
tempt to predict link relationship between each pixel with
its neighbors [46], [47], [48] through graphical models [49],
[50], embedding vectors [51] or discriminative loss [19].
InstanceCut [52] predicts object boundary while Water-
shed [53] predicts the watershed energy through an end-
to-end convolutional neural network and applies multi-cut.
Instances are also separated by exploiting depth ordering
within an image patch [54], [55]. However, this method
requires ground-truth depth maps during training which we
do not assume that we have.
Other works focus on fast prediction speed to achieve real-
time performance. Box2Pix [56] relies on a single FCN [28]
to predict object bounding boxes, pixel-wise semantic object
classes and offset vectors toward object centers. However,
because of the single architecture and delicate offset vector
prediction, the final result is not competitive.
C. Panoptic Segmentation
Normally, instance segmentation only focuses several se-
mantic classes (such as humans and cars, usually referred as
things) and ignores the other (such as road and sky, usually
referred as stuff ). On the other hand, semantic segmentation
cannot provide masks of each individual objects. The idea
of combining instance and semantic segmentation together
is first proposed by Kirillov et al. [1]. The new task, called
panoptic segmentation, requires the output to contain both
pixel-wise semantic prediction and object boundaries for
things classes. A simple solution to this problem is proposed
in [1] by heuristically combining the instance segmentation
results from a Mask R-CNN and semantic segmentation
results from a PSPNet. Recently, many works are aimed
to find a unified network for the two sub-tasks. Panoptic
FPN [5] slightly modifies Mask-RCNN by enabling it to
also generate pixel-wise semantic segmentation prediction.
UPSNet [4] designs a panoptic head with a single network
as backbone. However, these methods all rely on a region-
proposal based object detector and fail to run in real-time.
In contrast to those methods, we proposed a framework
that exploits the strong correlation between detection and
segmentation tasks. We use information in both spacial and
feature embedding domain for instance grouping to alleviate
the inefficiency caused by detection-based segmentation. Our
design is simple yet effective. With ICNet [21] as backbone,
we achieve ∼20-fps inference speed on Cityscapes’ full scale
images (resolution: 2048 × 1024) with decent prediction
accuracy in both semantic and instance segmentation tasks.
III. PANONET
A. Network Structure
We choose ICNet [21] (originally designed for semantic
segmentation) as the backbone of PanoNet. ICNet uses
cascade feature fusion unit and cascade label guidance
Fig. 2. The PanoNet framework for panoptic segmentation. The top branch takes normal images as input and outputs semantic segmentation results. The
lower branch takes original images along with additional XY coordinate map and outputs instance segmentation results. The outputs of the two branches
can be merged into panoptic segmentation directly without requiring any additional procedures
to speed up low-speed segmentation network (PSPNet50)
while still maintaining decent accuracy. We modify ICNet
by adding an extra branch that takes additional coordinate
input channels and outputs an pixel-wise embedding map
for instance segmentation. The whole structure of PanoNet
is shown in Fig. 2.
For semantic segmentation task, we simply adopt the same
design as the original ICNet. For instance segmentation, the
input and the final output layers of the ICNet framework
are modified. Two more layers of normalized horizontal and
vertical coordinates are appended to the RGB color channels
as the input of this branch, and the final output is a 12-
channel position-sensitive instance embedding map. In post-
processing, a fast version of mean-shift clustering algorithm
is applied class-wise to generate the instance segmentation
map. More details of the PanoNet structure are discussed in
the following sections.
B. Loss Function
We design the overall loss function by dividing it into
two sub-terms, one for each branch of the PanoNet. For
the semantic segmentation branch, we follow the ICNet’s
weighted softmax cross entropy loss design. Because there
are T = 3 scales of reference guidance, the loss can be
defined as
Lsem =
T∑
t=1
λtLsce,t (1)
Lsce,t denotes the softmax cross entropy loss of each scale,
and λt are the weighting factors.
For instance segmentation, we adopts the idea of discrim-
inative loss [19] proposed by Kirillov et al. The loss pulls
the pixel embeddings closer to the mean of their cluster and
pushes different clusters away from each other. We define
that C is the number of clusters, Nc, µc is the number of
pixels and mean of cluster c, xi is the embedding vector,
and δv, δd, δr are the margins of the variance, distance and
regularization loss terms. [x]+ = max(0, x) denotes the
hinge function and ‖·‖ denotes the L2 distance. Then our
modified instance segmentation loss can be expressed as
Lvar = 1
C
C∑
c=1
1
Nc
Nc∑
i=1
[‖µc − xi‖ − δv]2+ (2)
Ldist = 1
C(C − 1)
C∑
ca=1
C∑
cb=1
ca 6=cb
[2δd − ‖µca − µcb‖]2+ (3)
Lreg = 1
C
C∑
c=1
1
Nc
[‖µc‖ − δr]2+ (4)
Linst,t = αLvar,t + βLdist,t + γLreg,t (5)
Linst =
T∑
t=1
λtLinst,t (6)
C. Position-Sensitive Embedding
Previous embedding-clustering based approach does not
take the position of different instances into consideration.
When there are two instances with similar appearance in
a same image, such model often fails. Inspired by Liu et
al. [20], we propose to add coordinate maps in addition
to the origianl RGB image as the input of the network.
However, achieving a weighting balance between the two
aspects (position and appearance) of the final fused embed-
ding can be tricky. Through experiments, we observe that
directly training such network from scratch may cause the
network to overuse the coordinate information such that the
network’s learned embedding does not generalize very well
and performs poorly on validation set. To address this issue,
we apply a two-stage training technique. More specifically,
Fig. 3. Visual prediction of PanoNet on Cityscapes dataset. First and third column: overlayed results; second and fourth column: corresponding panoptic
segmentation results. The last row shows some failure mode.
method PQ SQ RQ PQTh SQTh RQTh PQSt SQSt RQSt mIoU AP runtime (ms)
Li et al. [3] 53.8 - - 42.5 - - 62.1 - - 71.6 28.6 7000
MR-CNN-PSP [1] 58.0 79.2 71.8 52.3 77.9 66.9 62.2 80.1 75.4 75.2 32.8 1105
Panoptic FPN [5] 58.1 - - 52.0 - - 62.5 - - 75.7 33.0 500
UPSNet [4] 59.3 79.7 73.0 54.6 79.3 68.7 62.7 80.1 76.2 75.2 33.3 236
PanoNet 55.1 77.5 67.9 46.8 74.6 60.9 60.5 79.6 72.9 74.6 23.1 50
TABLE I
PANOPTIC SEGMENTATION RESULTS ON CITYSCAPES VALIDATION SET. SUPERSCRIPTS TH AND ST STAND FOR THINGS AND STUFF. RUNTIMES, IF
NOT STATED IN THE ORIGINAL PAPER, ARE GUESSED IN FAVOR OF THE METHOD. METRICS THAT ARE NOT REPORTED ARE LEFT AS ‘-’.
we first train the network with discriminative loss by us-
ing the pretrained semantic segmentation weights and re-
initializing last few layers. After converging, the network
is trained again with the two coordinate input layers added.
This approach allows the network to learn how to effectively
utilize the coordinates to segment different instances and fuse
the position-sensitive information into the final embedding
vector.
D. Clustering
In the discriminative loss function, if we choose the
margins such that δd > δv , the embedding will move each
vector xi closer to its own cluster center than to all other
clusters. To get the instance masks, we need to choose a
clustering method to group the vectors xi into their respective
clusters. As the number of instances, i.e., the number of
clusters in the embedding space of xi’s, is unknown, the
mean-shift algorithm [57] is a good fit in this case. Mean-
shift is controlled by a single ‘bandwidth’ parameter in lieu
of the number of clusters. The bandwidth can be viewed
as the distance threshold for determining whether a point
belongs to the neighbourhood of a cluster center. Because
the δv term in the loss function plays a similar role as the
bandwidth, we choose it as the base value of the bandwidth,
and we search within a small range for an optimal value of
each semantic category on the training set. This is because
we cannot train the discriminative loss to zero in practice,
so that the actual optimal bandwidth value for clustering is
slightly larger than δv . The search process is one-time and
straightforward (usually takes few hours to complete). We
also accelerate the mean-shift algorithm with discretized bin-
seeding (seeds are chosen from a grid of original points).
The clustering process adds minimal overhead to the whole
pipeline and does not affect the real-time inference speed.
E. Implementation Details
We set the hyperparameters of the loss function as τ1 =
1, τ2 = 0.4, τ3 = 0.16 for the three layer of cascade guidance
(1/4, 1/8, 1/16 scale of original image), δv = 0.25, δd =
1, δr = 6 for the margins and α = 1, β = 1, γ = 0.1 for the
weights of discriminative loss. For training on Cityscapes
dataset, we choose Adadelta with the learning rate of 0.003
and polynomial decay policy.
IV. EXPERIMENTS
We train the PanoNet on the Cityscapes train set (2975
images) and test the model on the validation set (500 im-
ages). For both training and testing, we use the original high-
resolution images without down-sampling. The inference
speed measurement is conducted on a single Titan X GPU.
a) Panoptic Segmentation: We report the panoptic
segementation results on Cityscapes together with other
state-of-art methods in Table I. Only our method requires
no object detectors or region proposals. We show that
the PanoNet runs much faster than all other methods and
achieves decent panoptic quality score at the same time. Our
inference time is 50 ms, less than 1/4 of the fastest UPSNet.
On the other hand, our PQ score is 55.1, which is even better
than one method that does not pay attention to the speed.
Some visual examples are shown in Fig. 3. Because our
method does not need to handle the conflicts of semantic and
instance segmentation like other two-stage solutions, there is
no large black (unlabeled) area in the images as observed in
those methods. The PanoNet is also able to properly group
non-connected regions, which cannot be properly segmented
by some other instance clustering approaches. The last row
illustrates some failure modes of our solution. The left image
shows semantic segmentation error of some trash cans, and
the right one shows a hard instance segmentation case where
there are crowded humans with occlusion.
b) Influence of Semantic Segmentation on Instance
Segmentation: As our method does instance clustering on
semantic segmentation results, error may accumulate during
this process. Compared with the UPSNet, we observe higher
performance gap for instance segmentation (things) than
semantic segmentation (stuff). To further understand the in-
fluence of semantic segmentation on instance segmentation,
we replace the semantic segmentation map with a) prediction
from a more complex model - DeepLabv3+ [8] and b) ground
truth. These results are reported in Table II. We can see
that the average precision is significantly higher when the
ground truth semantic segmentation is given. This shows
that our method is highly efficient on the instance clustering
task. The AP is higher on bus and train class because there
are usually only one or two instances of these classes in a
single image (little clustering work is needed). When using
semantic prediction instead of the ground truth, instance seg-
mentation is very prone to error especially when some small
regions are incorrectly mislabeled. One of such examples is
shown in Fig. 4. The highlighted regions are mislabeled as
‘bicycle’ class and clustered into three instances. Though
these small regions won’t affect the semantic segmenta-
tion metrics much, they significantly degrade the instance
performance because of the introduced false positives. The
‘car’ class has the smallest performance gap without the
ground truth semantic segmentation, because this class has
the most training examples in the dataset. Last, we show
that, more accurate semantic segmentation methods, such
as DeepLabv3+, does not necessarily lead to performance
improvement. The semantic segmentation models that are
conservative on ‘things’ categories and predict fewer false
positives tend to result in better instance segmentation.
Fig. 4. Zoomed-in view of mislabeled semantic regions. The highlighted
regions are all mislabeled as ‘bicycle’ class by the semantic segmentation
branch. They are clustered into three ‘bicycle’ instances, resulting in three
false positives.
c) Position-Sensitive Embedding: To study whether
adding position-sensitive component to the embedding leads
to any improvement on instance segmentation task, we train
a variant of PanoNet under the same settings but without
providing position information (i.e., removing coordinate
map from input). The results are reported in Table III. We
observe that position-sensitive embedding increases the aver-
age precision. Even with a much more light-weight backbone
(ICNet compared to ResNet38), PanoNet outperforms the
baseline model.
Position information is especially useful in scenarios
where two instances have similar or the same appearance.
Fig. 5 shows such an example. The image was created by
mirroring the left half of the original image to the right half.
If we use pure feature embedding to cluster instances, the
two mirrored cars cannot be distinguished from each other
as expected. But when position information is provided, all
the four instances can be correctly predicted as shown in the
figure.
d) Runtime and Memory Analysis: We report the com-
putational complexity of our model in Table IV. PanoNet
shows excellent performance-accuracy trade-off. To our best
knowledge, PanoNet is the first panoptic segmentation model
that runs in real time on a single GPU with 2-mega-pixel
high-resolution input images.
Our model has advantages over other methods for three
main reasons. First, for applications such as autonomous
driving and augmented reality, real-time performance is
highly desired. The inference speed of PanoNet is at 20 fps
semantic segm. AP AP0.5 person rider car truck bus train mcycle bicycle
ICNet[21] 23.1 42.3 8.8 8.2 29.6 29.3 45.3 45.4 9.3 8.5
DeepLabv3+[8] 19.6 40.1 11.9 14.2 28.2 14.4 39.6 22.9 13.1 12.7
ground truth 59.7 77.3 41.8 73.2 31.8 78.6 76.8 71.9 58.0 45.6
number of instances in train set 17.9k 1.8k 26.9k 0.5k 0.4k 0.2k 0.7k 3.7k
TABLE II
INFLUENCE OF SEMANTIC SEGMENTATION RESULTS ON INSTANCE SEGMENTATION PERFORMANCE. THE LAST ROW SHOWS THE TOTAL NUMBER OF
TRAINING INSTANCES IN THE CITYSCAPES DATASET.
method backbone AP APGT
Discriminative Loss[19] ResNet38 21.4 37.5
PanoNet w/o pos. ICNet 20.5 58.9
PanoNet ICNet 23.1 63.7
TABLE III
PERFORMANCE OF INSTANCE SEGMENTATION. APGT MEANS THE
AVERAGE PRECISION OF INSTANCE SEGMENTATION GIVEN THE GROUND
TRUTH SEMANTIC SEGMENTATION.
Fig. 5. Instance segmentation on an artificially created image (mirrored
about the axis in the middle). Left: prediction result of non-position-sensitive
embedding, the two mirrored cars are grouped into one single instance; right:
prediction result of position-sensitive embedding.
and significantly faster than all other approaches, making
it favorable especially when hardware resources are limited.
Second, the highest-end GPUs on the market usually have 12
GB memory, while many other consumer GPU products have
only 4 GB to 8 GB memory. For high-resolution images, the
listed models usually have to crop the image into several
smaller sub-images to process separately simply because the
model cannot be fit into the GPU’s memory. This makes
PanoNet stand out as it only requires 3GB memory for
images as large as 2048× 1024. Thus, our whole model can
be easily fit into most GPUs so that the output of a complete
image is generated in a single shot. Last, PanoNet is easy to
train beacause of it contains many fewer parameters. Most
other panoptic segmentaion models use 16 GPUs or more
[4] to train, while our training process only takes 4 GPUs
thanks to the compactness of the model.
e) Sharable Weights: Currently our PanoNet model
consists of two independent ICNet branches. However, it
is possible for these two branches to share the weights of
shallow layers to further compress the model. We train a
variant of PanoNet with shared weights except for the final
three layers leading to the prediction. This yields 52.3 PQ,
which is 5% lower than the baseline. As PanoNet is already
light-weight and fast, further study on weight sharing and
model compression is beyond the scope of this paper.
method PQ # p. mem. fps
Li et al. [3] 53.8 - 48 GB < 0.5
MR-CNN-PSP [1] 58.0 92M > 12 GB 0.9
Panoptic FPN [5] 58.1 - > 12 GB 2
UPSNet [4] 59.3 46M - 4.2
DeeperLab (Xception-71) [6] 56.5 - - 3.2
DeeperLab (Wider MNV2) [6] 52.3 - - 6.7
DeeperLab (Light Wider MNV2) [6] 48.1 - - 10.2
DeeperLab (Light Wider MNV2) [6] 39.3 - - 24
PanoNet 55.1 12M 3 GB 20
TABLE IV
PANOPTIC QUALITY (PQ) AND COMPUTATIONAL COMPLEXITY
COMPARISON OF PANONET AND OTHER METHODS ON FULL-SCALE
CITYSCAPES IMAGES. ‘# P.’ MEANS THE NUMBER OF PARAMETERS OF
THE MODEL. METRICS THAT ARE NOT REPORTED ARE LEFT AS ‘-’.
V. CONCLUSION
In this paper, we have proposed a real-time panoptic
segmentation method PanoNet. It utilizes same network
structure for both semantic and instance segmentation. Be-
cause of the simplicity of its framework and effectiveness
of position-sensitive embedding, PanoNet significantly in-
creases inference speed without much performance sacrifice.
Our work provides a practical solution to many real-world
tasks that require fast scene segmentation on high-resolution
images. In the future, we would like to explore better training
strategies and framework design to increase the robustness
of instance segmentation to semantic segmentation error.
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