Unbiased forward genetic screens for mutations causing increased gross chromosomal rearrangement (GCR) rates in Saccharomyces cerevisiae are hampered by the difficulty in reliably using qualitative GCR assays to detect mutants with small but significantly increased GCR rates. We therefore developed a bioinformatic procedure using genome-wide functional genomics screens to identify and prioritize candidate GCR-suppressing genes on the basis of the shared drug sensitivity suppression and similar genetic interactions as known GCR suppressors. The number of known suppressors was increased from 75 to 110 by testing 87 predicted genes, which identified unanticipated pathways in this process. This analysis explicitly dealt with the lack of concordance among high-throughput datasets to increase the reliability of phenotypic predictions. Additionally, shared phenotypes in one assay were imperfect predictors for shared phenotypes in other assays, indicating that although genome-wide datasets can be useful in aggregate, caution and validation methods are required when deciphering biological functions via surrogate measures, including growth-based genetic interactions.
DNA damage | DNA repair | systems biology G enetic instability is a characteristic of most cancers (1) that may play a critical role in driving the accumulation of genetic changes that underlie tumorigenesis (2) . A number of observations are consistent with this view, including the following: a number of cancer predisposition syndromes have been identified that are associated with inherited defects in genes involved in suppressing genome instability, and inactivation of some of these genes has been observed in sporadic cancers (3, 4) ; p53, which promotes cell cycle arrest or apoptosis in response to DNA damage, is inactivated in roughly 50% of human cancers, and p53 defects allow cells to tolerate the accumulation of genome rearrangements (5); and genomic instability has been observed to precede the transition to the carcinogenic state or to be associated with the development of cancers in mouse model systems (6) .
The investigation of model systems in the study of genome instability has the potential to identify and understand novel genes and pathways relevant to human cancer. A genetic assay developed in the yeast Saccharomyces cerevisiae has been used to identify genes and pathways that suppress gross chromosomal rearrangements (GCRs) mediated by single-copy DNA sequences (7) . In this assay, selection against two genetic markers, CAN1 and URA3, placed on a nonessential end of the left arm of chromosome V selects for the loss of these two genes that results as a consequence of the formation of GCRs that delete the left arm of chromosome V. The types of GCRs that have been observed with this assay include terminal deletions healed by de novo telomere addition, translocations, isoduplications and other types of dicentric translocation chromosomes, interstitial deletions, circular chromosomes, and complex GCRs resulting from multiple cycles of rearrangement, usually as a result of the formation of unstable dicentric translocations (8) (9) (10) (11) . Using this assay, oxidative defense pathways, the replication machinery, DNA repair pathways, cell cycle checkpoint pathways, telomere maintenance pathways, and chromatin modification and assembly pathways have been shown to function in concert to prevent genome rearrangements (reviewed in 12). Modifications of the original GCR assay demonstrated that suppression of GCRs mediated by segmental duplications and Ty elements involves additional genes and pathways that do not suppress single-copy sequence-mediated GCRs (13) (14) (15) . Interestingly, homologs of some GCR-suppressing genes and pathways suppress the development of cancer in mammals (16) . Most of the genes that suppress GCRs have been identified through a candidate gene approach. Some studies have screened collections of arrayed S. cerevisiae mutants for mutations that cause increased GCR rates and have identified additional genes of interest (17) (18) (19) (20) , although the mutations identified in each screen only had a small overlap with each other. Consequently, it is probable that not all the genes and pathways that suppress GCRs have been identified.
The promise of genome-wide protein-protein interaction, genetic interaction, and drug sensitivity datasets developed using S. cerevisiae is that these data can be used for predicting gene and gene product functions (e.g., ref. 21) . Despite the fact that these datasets contain useful information, high-throughput methods are prone to both false-positive and false-negative errors. Consequently, different datasets generated using similar approaches to screen the same mutant collection show a substantial lack of concordance (22) . Here, we show that combining these types of data identified additional genes involved in suppressing genome stability based on the hypothesis that these additional genes will share aspects of their phenotypes with known genes. Using these data, we have generated a set of 1,041 gene deletion mutations that have genetic interactions and drug sensitivity profiles matching those mutations known to affect the rate of accumulating GCRs; 787 of them are characterized by dense genetic interactions, and the remaining 254 have limited genetic interactions. To validate this approach, we investigated a subset of the predicted genes and found that deletions of 35 of the 87 genes selected from clusters containing known GCRsuppressing genes for analysis increased the rate of accumulating GCRs, which represents a 200-fold higher efficiency for identifying new GCR-suppressing genes compared with that seen in genomewide screens. This experimental validation identified genes that had not been previously implicated in suppressing GCRs and demonstrated that components of the nuclear pore, the proteasome, and the morphogenesis and septin checkpoint, as well as proper control of the anaphase-promoting complex/cyclosome (APC/C), play roles in suppressing GCRs. Thus, the resulting gene lists are enriched for genes that function to suppress genome stability. Importantly, our results indicate that identification of genes based on analysis of DNA damaging agent sensitivity and growth-based genetic interaction patterns was an imperfect predictor for identifying genes that suppress GCRs, which has important implications for attempts to reconstruct pathways by computationally combining data from systematic genetic and physical interaction studies.
Results
Bioinformatic Identification of Candidate Genome Stability Genes.
Genes identified as suppressing genome rearrangements. To identify candidate genes that suppress GCRs (Fig. 1) , we first analyzed over 700 published GCR rates of strains with single or multiple mutations. This identified 75 mutations that increased GCR rates by fivefold or more as single mutants and/or caused synergistic increases in rate in combination with other mutations (SI Appendix, Table S1 and Dataset S1) and 40 mutations that did not increase GCR rates (SI Appendix, Table S2 ). The analysis considered the effect of all pair-wise interactions; for example, the GCR rate of the mre11 lig4 tlc1 triple-mutant strain was compared with the GCR rates of the pairs of strains mre11 and lig4 tlc1, lig4 and mre11 tlc1, and tlc1 and mre11 lig4. Interestingly, many of the mutations that increased the GCR rates also increased GCR rates synergistically in combination with other mutations, whereas many of the mutations tested that did not increase GCR rates suppressed the increased GCR rates caused by other mutations.
Genes identified as suppressing sensitivity to DNA damaging agents.
Mutations in many of the 75 known GCR-suppressing genes caused increased sensitivity to DNA damaging agents (SI Appendix, Table S1 ). Therefore, we analyzed the results of 155 screens of the S. cerevisiae gene deletion collection against DNA damaging agents (SI Appendix, Table S3 ). Combined, 4,414 mutations (affecting over 90% of the nonessential genes in the S. cerevisiae genome) were reported to cause some level of increased sensitivity in at least one screen; this number was reduced to 4,143 mutations by treating deletions of dubious ORFs that overlapped verified genes as alleles of the verified genes ( Fig. 2A and Dataset S2). The large number of reported mutations causing sensitivity to DNA damaging agents reflected the low reproducibility of different screens of the same damaging agents (Fig. 2E) ; hierarchal agglomerative clustering analysis grouped screens by laboratory rather than by DNA damaging agent, indicative of "batch effects" in these high-throughput datasets (22) . Regardless, the most commonly identified mutations affected genes known to be involved in DNA repair (Fig. 2B ). For example, mms4Δ, rad5Δ, mus81Δ, rad59Δ, and rad10Δ were identified in 119, 118, 106, 96, and 91 screens, respectively (Dataset S2). Over 60% of all mutations were identified in 5 or fewer screens, and 16% were observed in only 1 screen. Using random computer simulations (Materials and Methods), we calculated p nhit P values, which was the statistical significance of identifying a gene n times, and found that mutations identified eight times (n = 8) were significant (p nhit < 0.01).
We also analyzed mutations identified a statistically significant number of times (p nhit < 0.01) that caused sensitivity to specific DNA damaging treatments using the program GOstat (23) to identify statistically significant gene ontology terms (24) . This analysis primarily identified terms related to DNA repair, DNA damage signaling, chromatin, and chromosome organization and biogenesis (Dataset S3). Some unexpected pathways were also identified: ubiquitin-dependent protein catabolism of the multivesicular body pathway [2-dimethylaminoethyl chloride (DMAEC), hydroxyurea (HU), mitomycin c, and tirapazamine]; osmotic stress (cisplatin and mitomycin c); vesicle-mediated transport (bleomycin, HU, and oxaliplatin); peroxisome function [methylmethane sulfonate (MMS)]; and secretory pathways, membrane invagination, and glycoprotein biosynthesis (bleomycin). In contrast, genes associated with UV light and ionizing radiation (IR) resistance were predominantly associated with DNA repair, damage signaling, and chromatin remodeling. One implication of these results is that some pathways involved in resistance to chronic drug treatments but not UV or IR treatment might function by means of drug detoxification, drug export, or amelioration of damage to cellular components other than DNA.
Because we were interested in common DNA damage responses, we developed a statistical test to identify mutations with biased distributions to screens of specific treatments and specific laboratories (Materials and Methods). We applied this test to all 4,143 mutations, which reduced the number to 1,446 mutations. Most mutations eliminated were observed in four or fewer screens (Fig.  2C ). In addition, the test eliminated frequently observed mutations that were specific to a particular laboratory, such as yll032cΔ, rpl15bΔ, gal1Δ, and tma46Δ, which were observed 52, 50, 49, and 49 times, respectively, in a single laboratory or were specific to a particular damaging agent, including hxk2Δ, ybr242wΔ, ald6Δ, atg12Δ, and ylr064wΔ, which were observed 10, 9, 9, 8, and 8 times, respectively, almost exclusively in cisplatin sensitivity screens. Although the eliminated mutations had no obvious role in the DNA damage response, we tested 45 of these mutations, including the laboratory-specific examples cited above, for their affect on chronic exposure to HU, MMS, 4-nitroquinoline 1-oxide (4NQO), and/or Breakdown of genes that suppress and have no effect in suppressing GCRs as a function of if these genes were present in the list of genes suppressing GCRs, sensitivity to DNA damaging agents, or both, or were from the list of 10 related genes. Dark bars indicate genes whose roles in GCRs were tested here, and white bars indicate genes whose GCR status was previously known.
camptothecin. Forty-four of the 45 mutations caused no drug sensitivity (P < 0.0001, hypergeometric test), whereas yll032cΔ caused weak MMS sensitivity. Retaining only those mutations identified in a significant number of screens (p nhit < 0.01) from the 1,446 mutations resulted in 928 mutations, which included 44 of 75 mutations increasing GCR rates ( Fig. 2D and Dataset S1).
Genes identified by genetic congruence. To find genes that had been missed but with related functions, we scored all the genes in the genome on the basis of their genetic similarity or "congruence" (25) with previously identified genes using reported growth-based genetic interactions. The growth-based genetic data also have imperfect concordance; the mean overlap for a reported subset of genetic interactions in S. cerevisiae by different groups has been estimated at less than 50% (26) , potentially due to errors in scoring growth phenotypes, escape of diploids during haploid selection (27, 28) , additional mutations present in strains in the deletion collection (29, 30) , and/or the presence of an incorrect mutation due to cross-contamination, which we have tested for and corrected in our copy of the genome deletion collection. Therefore, our strategy to improve the robustness of this step was to score the genetic congruence of each candidate mutation using the combined genetic signature of the interactions of the 75 mutations causing increased GCR rates and the 928 mutations causing DNA damaging agent sensitivity with each gene in the rest of the genome (∼6,000 genes; SI Appendix, SI Materials and Methods). Congruence scores could range from 0 (no congruence) to 1 (complete congruence), and random simulations were performed to identify statistically significant congruence score cutoffs.
Using the 75 GCR genes, the maximum congruence score was 0.115 for SRS2 (Dataset S4), and the cutoff of 0.040 (P < 0.01, random simulation) selected 227 genes, which included 44 starting genes and 183 new genes. Forty-two of the 44 recovered starting genes were reidentified by congruence selection even when the gene was removed from the initial list. Of the 227 GCR congruent genes, 71 suppressed GCR formation (61% of those tested) and 46 did not when including the experimental results described below, suggesting an enrichment for GCR-suppressing genes (P = 1 × 10 −102 if the 110 GCR-suppressing genes identified previously and below are the only ones that exist and P = 2 × 10 −20 if all 1,041 candidates identified here suppress GCRs, hypergeometric test). Merging the 75 starting genes and 227 congruent genes produced a merged GCR list of 258 genes (Fig. 1) .
Using the 928 DNA damaging agent genes, the maximum congruence score was 0.063 for SWR1 (Dataset S4) and the cutoff of 0.046 (P < 0.01, random simulation) selected 148 genes, which included 114 starting genes and 34 new genes. One hundred five of the 114 starting genes were identified even when removed from the initial list. Thirty-two of the 34 new genes were nonessential, 31 were previously identified in at least one screen, and deletion of 20 of these 32 nonessential new genes caused at least some sensitivity when tested against chronic exposure to HU, MMS, 4NQO, and/or camptothecin (P < 1 × 10
, hypergeometric test; Dataset S5). Because most newly identified genes suppressed drug sensitivity, we generated a merged list of 962 genes from the starting genes and the genetically congruent genes (Fig. 1) .
Merging the 258 GCR genes and 962 DNA damaging agent genes implicated in this study generated a merged list of 1,031 genes ( Fig. 1 and Dataset S1). One hundred eighty-nine genes were shared between the merged GCR gene and merged DNA damaging agent lists: 69 were unique to the merged GCR gene list, and 773 were unique to the merged DNA damaging agent list. Additionally, we noted 10 genes (RTT105, IRC15, IRC3, DOT1, DPB3, MLH1, NAS6, PAP2, UMP1, and VAC7) that fell below statistical cutoffs in our analysis but were related to and clustered with bona fide GCR-suppressing genes (see below), and we added them to the final list, resulting in a total of 1,041 genes. Robustness of the method. A computational test of the robustness of our method was performed by determining if the method could identify genes found in three different systematic screens using modified GCR assays to identify genes that suppress GCRs (17) (18) (19) when those genes were removed from the original list of GCRsuppressing genes that anchored the analysis. This analysis recovered 7 of 8 (P < 0.0001, hypergeometric test), 8 of 11 (P < 0.0004), and 13 of 16 (P < 7 × 10 −7
) of the genes reported in these screens, respectively (SI Appendix, Table S4 ), although it should be noted that some of these genes that were not identified by our analysis only played small roles in suppressing GCRs and that many of the genes experimentally verified here were not identified by these screens (see below). Despite these differences, the robustness with which these genes from these screens were identified suggests that the final list is enriched in genes involved in preventing genome stability.
Computational Analysis and Prioritization of Candidate Genome
Stability Genes. The 1,041 genes implicated by this analysis were large enough to be problematic for gene-by-gene validation. In addition, the identification of potential drug detoxification mechanisms suggested that not all these genes directly suppress genome instability. Thus, to prioritize the final list of 1,041 genes for subsequent experimental analysis, the genes were subjected to agglomerative hierarchical clustering analysis ( Fig. 3 and Dataset S6) using congruence scores calculated from reported growth-based genetic interactions (SI Appendix, SI Materials and Methods). This analysis divided the list into 74 clusters (comprising 787 genes) with an additional "unclustered" group (comprising 254 genes) that contained those genes that did not cluster with other genes due to lack of shared genetic interactions (Fig. 4) .
Many clusters were enriched in genes involved in specific cellular functions. For example, cluster 1 was enriched in polarity determination and vesicle-mediated transport; cluster 2 was enriched in mitotic nuclear and chromosome migration; cluster 3 was enriched in chromatin modification and transcription; and cluster 4 was enriched in the DNA damage response, particularly those genes involved in double-strand break (DSB) repair (Dataset S6). Within each cluster, genes encoding protein complexes or belonging to known pathways tended to group together and to have few interactions with each other, consistent with these genes belonging to single epistasis groups. Furthermore, genetic interactions between genes within an individual cluster (Fig. 4A) were consistent with the presence of multiple epistasis groups. Together, these observations indicated that the clustering captured important aspects of at least some of the functions of these genes.
Some biological functions were divided between multiple clusters. DNA damage response genes were divided between cluster 4 ( Fig. 3 ) and cluster 32 (SI Appendix, Fig. S1 ), as well as the smaller clusters 53, 55, 59, and 60 (Dataset S6). Clusters 4 and 32 have high GCR congruence scores (Fig. 4B ) and moderate DNA damaging agent congruence scores (Fig. 4C) , and they contain many of the genes implicated in suppressing sensitivity to many different DNA damaging agents (Fig. 4D ) and in playing important roles in suppressing GCRs (Fig. 4E) . Examination of the interactions of these two clusters suggests that the major reason the clustering algorithm split these genes into two clusters was that cluster 32 had fewer interactions with cluster 3 (chromatin modification) than cluster 4 did. In contrast, genes biased toward interactions with cluster 32 but not with cluster 4 did not define clear pathways or groups.
Remarkably, genes involved in a number of well-characterized pathways, such as base-excision repair, nucleotide-excision repair, and mismatch repair, tended not to be present in either cluster 4 or 32 ( Fig. 3 and SI Appendix, Fig. S1 ), and genes from these pathways were frequently divided between multiple clusters. The lack of clustering of these genes is consistent with their general paucity of genetic interactions relative to DSB repair genes in the absence of DNA damaging agents (Fig. 4 A and B and Dataset S5). However, the importance of these genes in the presence of DNA damaging agents is emphasized by the number of screens in which these genes were identified (Datasets S2 and S6) and is consistent with the known roles of these gene products. We note that the inability of unperturbed growth to capture the roles of these types of genes can be anticipated from decades of classic genetic studies as well as a recent report of changes in genetic interactions measured in a high-throughput manner due to the presence of MMS (31) .
Experimental Validation of the Enrichment of Genome Stability
Genes. We selected a subset of 87 genes from the final list of 1,041 genes to analyze their potential roles in suppressing GCRs. Given that some clusters might be more important for drug detoxification or export than genome stability per se, these genes were primarily selected from clusters that contained known GCR-suppressing genes. None of these genes had been tested for a role in suppressing GCRs at the time this analysis was initiated, although, subsequently, the results of studies of some of the selected genes have been reported by others. We also surveyed genes from a number of other clusters. Overall, we tested the effects of 87 different single-gene deletion mutations in our standard GCR assay that measures GCRs mediated by single-copy sequences (Table 1 and SI Appendix, Table  S5 ) and found that 35 (40%) caused at least a modest but significant threefold or higher increase in the spontaneous GCR rate, which suggests a substantial enrichment for genes that suppress genome instability in the higher scoring clusters generated by the bioinformatic analysis. The presence of a newly tested gene in clusters 4, 32, 53, 55, 59, and 60 did not have a statistically significant bias for suppressing GCRs (P = 0.2, Fisher exact probability), and the presence of new genes in these clusters did not correlate with a higher GCR rate (P = 0.3, Mann-Whitney U test).
The newly identified genes that function in the suppression of genome instability could be divided into three classes. The first class of genes encoded subunits of complexes or components of pathways already known to be involved in maintaining genome stability. These included RMI1, which encodes a subunit of the Sgs1/Rmi1/Top3 complex (34); SAE2, which encodes a factor that acts in conjunction with the Mre11/Rad50/Xrs2 complex (35); RTT109, which is involved in the ASF1-dependent acetylation of K56 of histone H3 (36); and HST3, ARP8, RSC2, and HTA1, which function in chromatin assembly and remodeling pathways, processes known to prevent genome instability (37) . The second class of genes has been implicated by other analyses as suppressing genome stability but had never been analyzed in the GCR assay at the time this analysis was initiated. This group of genes included CDC73, CLB2, CLB5, CSM3, DOT1, ESC2, MMS1, MRC1, MPH1, NUP84, NUP133, NUP60, REV7, RTT107 (ESC4), SLX5, SLX8, and TOF1. The third class of genes lacks known functions or has not previously known to play a role in maintaining genome stability. These genes include CDH1, CTF4, DST1, HSL1, IRC3, IRC15, LRS4, PIN4, RTT105, RML2, and RPN10. Unlike the case of RPN10, which encodes a proteasome subunit (38) , deletion of the nonessential proteasome-related genes NAS6, RPN4, and UMP1 did not increase the GCR rate (SI Appendix, Table S5 ).
In contrast, 52 identified genes did not increase rates in our standard GCR assay when mutated (SI Appendix, Table S5 ). A number of these genes were from clusters 4 and 32, which contained many genes that caused substantially increased GCR rates when mutated (Fig. 4E) . Defects in some of these genes were previously reported to show significant numbers of genetic interactions with defects in DNA repair, including the genes encoding the Ard1-Nat1 N-terminal acetyltransferase complex (39) and the Get1-Get2 complex involved in transporting tail-anchored proteins to the endoplasmic reticulum (40) . Moreover, a number of other genes that were previously implicated as functioning in DNA repair and DNA damage responses, including CCR4, WSS1, PPH3, DOA1, and CSM1, did not appear to act in suppressing GCRs. Although it is possible that these genes play no role in maintaining genome stability, it is also possible that they suppress GCRs not detected by our standard GCR assay. Multiple genes, MRC1  TOF1  CTF8  CTF18  DCC1  CTF4  POL32  RAD27  ASF1  MMS22  DIA2  RAD50  XRS2  MRE11  RAD52  RAD51  RAD54  RAD55  RAD57  SGS1  SRS2  RTT107  MMS1  RTT101  ELG1  MUS81  RAD53  RAD18  RAD5  TSA1  DUN1  CCS1  SOD1  SWI6  SLX5  SLX8  RTT109  NAT1  ARD1  POP2  CCR4  CDC20  YNG2  EPL1  ARP4  ESA1  EAF1 Fig. 3 . Annotated genes from cluster 4. The GCR rate column identifies mutations tested in the GCR assay: Circles were previously tested, squares were tested in this study, crosses were essential genes, solid symbols increased GCR rates as single mutants, half filled-in symbols only synergistically increased GCR rates in combination with other mutants, and open symbols did not increase GCR rates. "Inclusion" indicates if a gene was identified in the GCR rate (GCR Rate), genetic congruence to GCR genes (GCR Similar), DNA damaging agent (Drug), or genetic congruence to DNA damaging agent genes (Drug Similar) stage of the bioinformatics analysis. "IRC" indicates those genes causing increased recombination centers (48) . "TL" indicates mutations identified in two telomerelength screens by Askree et al. (60) 
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− ) or increased (Ty1 + , Ty3 + ) transposition (49, 62, 63) . "CST" indicates mutations identified as affecting chromosome stability by several assays (64, 65) . LOH indicates mutations increasing loss of heterozygosity by several assays (66) . Sensitivity to each DNA damaging agent is indicated by vertical bars, with different treatments having alternate colors.
including RAD6, do not suppress GCRs in the standard assay but do in other GCR assays (13, 14) . Other genes, such as MRC1 and TEL1, play redundant roles in suppressing GCRs, whose role can only be observed when combined with other mutations (41) ( Table  1) , whereas other genes do not increase GCRs because they are required for producing GCRs.
Reiterating the Analysis with Newly Identified GCR Suppressors. The 35 newly validated GCR-suppressing genes from this analysis (see below) were combined with the initial list of 75 GCR-suppressing genes to generate a starting list of 110 GCR-suppressing genes. This newly identified set of starting genes was then reanalyzed by our bioinformatics pipeline. Two hundred twenty-three genes, rather than 227 genes from the original analysis, were identified as having statistically significant genetic congruence scores (score >0.046; P < 0.01), which included 67 of the 110 starting genes. Compared with the original analysis, 18 genes were omitted (CDC6, MSH2, PBY1, PEP3, PPM1, RDH54, RFA1, RNH201, RPN6, SAE2, SGO1, SLK19, SPT4, SUM1, THP2, UBP14, ULP1, and VPS36), and 14 genes were included (ASC1, CSE2, EAF5, HOS2, MNN10, NUP188, PHO23, RTT103, SEC22, SIF1, SIN3, SNF4, SRC1, and YKE2). Mutations in PBY1, SGO1, and SPT4, which were eliminated from the list, do not increase the GCR rate (SI Appendix, Table S5 ). Mutations in MSH2, RDH54, RFA1, and SAE2, which were also eliminated, cause only modest increases in the GCR rate as single mutations (msh2Δ, rdh54Δ, and sae2Δ; Table 1 and SI Appendix, Table S1 ), are complicated by their causing increased rates of point mutations in addition to GCRs (msh2Δ) (32), or are complicated by the existence of different hypomorphic alleles that cause different phenotypes (rfa1) (33) . However, all these mutations were retained in this second analysis through their presence in the initial GCR list and/or by effects on sensitivity to DNA Table S5 were arbitrarily assigned the WT GCR rate (3.5 × 10
) for display purposes.
damaging agents. Thus, these results suggest that adding more data will further refine the results.
Discussion
Systematic genetics using the S. cerevisiae deletion and hypomorphic allele collections has been well established. However, the ability to screen these mutants readily for complex phenotypes or phenotypes requiring involved quantitative assays, such as GCR assays, can be difficult and subject to significant error. Thus, we designed a bioinformatic protocol for identifying unanticipated genes involved in suppressing GCRs, which involved handling numerous genome-wide datasets affected by both false-positive and false-negative errors. This analysis identified genes that were successfully enriched for genes involved in genome stability, as evidenced by independent identification of most previously known genes (17) (18) (19) and by the experimental validation of 40% of 87 identified genes that were tested for a role in suppressing GCRs (Table 1 and SI Appendix, Table S5 ), including genes in unexpected pathways. Our analysis of these 87 genes resulted in the identification of more GCR suppressing genes than resulted from three genome-wide screens involving the analysis of more than 14,000 mutants, which is consistent with a 200-fold enrichment in GCR-suppressing genes relative to the whole-genome screens. In addition, the observed gene validation frequency is likely to be higher than reported here because many mutations only cause increased GCR rates in conjunction with other mutations, such as tel1, or in segmental duplication GCR assays, such as rad6 (13, 41) . A critical next step in our analysis is to test these mutations in multiple GCR assays that probe different chromosomal features and combine these mutations with other mutations. Importantly, this approach is generally applicable; these methods allowed the analysis to be performed multiple times as more data have become available, and the nature of the starting set of well-characterized genes and genome-wide screens need not be tied to the problem of genome stability and can readily accommodate RNAi data generated in mammalian systems. Experimental verification of the implicated genes revealed a number of interesting pathways. Genome instability was increased by deletion of genes involved in synchronizing multiple phases of the cell cycle, including CLB2, CLB5, HSL1, PIN4, and particularly CDH1, which encodes a subunit of the APC/C complex that degrades proteins during mitosis and G1, this role for CDH1 is consistent with observations in vertebrates (42) . Genes encoding two different subcomplexes of the nuclear pore, the Nup84 complex (NUP84, NUP133, NUP120, NUP145, NUP85, SEH1, and SEC13) (43) and NUP60, suppressed genome instability; studies n.a., not applicable. *Deletions constructed in RDKY3615 [MATα leu2Δ1 his3Δ200 trp1Δ63 ura3-52 ade2Δ1 ade8 lys2ΔBgl hom3-10 hxt13::URA3]. † Number in parentheses corresponds to fold increase in rate over the wild-type rate.
performed while this work was in progress suggest a role in suppressing accumulation of DSBs via sumoylation of DNA repair enzymes (44) and direct recruitment of DSBs to the nuclear pore (45) . We also identified genes that may suppress GCRs by indirectly aiding DNA replication, including CTF4, which may link DNA synthesis to sister chromatid cohesion, and DST1, which potentially reduces collisions between RNA and DNA polymerases. In addition, we found a role for RPN10, which encodes a non-ATPase base subunit of the 19S regulatory particle of the 26S proteasome, in suppressing genome instability, suggesting that the proteasome may play roles in genome instability outside of nucleotide excision repair (38) , consistent with recent reports linking the proteasome to DSB repair in S. cerevisiae (46) and vertebrates (47) . Interestingly, deletion of other genes related to the proteasome, including DOA1, NAS6, UMP1, UBP6, and especially RPN4, which encodes a transcription factor that stimulates proteasome gene expression and has a similar genetic interaction profile to RPN10, did not cause increased GCR rates. Thus, the defect in rpn10Δ strains might involve a specific feature or function of the proteasome (or the regulatory particle) that is not affected by eliminating other nonessential proteasome components. Taken together, this bioinformatics procedure has successfully identified tested components of genome stability pathways, untested components of tested genome stability pathways, untested genome stability pathways, and genes in other pathways that are beginning to be implicated in suppressing genome instability. These successes encourage further characterization of genes whose roles in suppressing genome instability might currently be less clear, including IRC3, IRC15, RML2, and RTT105 (48, 49) .
This bioinformatic scheme rested on three assumptions: (i) Systematically generated genome-wide data are of sufficient quality to be useful, (ii) novel genes that suppress GCRs share some phenotypes with known genes that suppress GCRs, and (iii) genetic interactions reported on the basis of change in nonperturbed growth provide a reasonable surrogate for other biological processes. The above assumptions are sufficiently true that combining these independent sources of information yielded unexpected genes of interest that were validated at high frequency. The most problematic assumption, however, was that genetic interactions based on growth phenotypes were a reasonable measure of similarity for roles in suppressing genome instability. One of the stronger counterexamples that can be cited is the observation that deletion of 12 of 31 tested genes in a high-scoring DNA damage cluster (cluster 4) did not cause increased GCR rates as single mutations. Sufficient genetic data exist for genes in cluster 4 to suggest that nonperturbed growth-based genetic interactions are only a crude surrogate for measuring similarity in suppressing GCRs, which is consistent with the substantial changes in synthetic lethal interactions between deletion mutations caused DNA damaging agents (31) . Additionally, because only pair-wise interactions are typically identified, other kinds of important genetic results cannot be identified, such as suppression of the lethality of srs2Δ sgs1Δ double mutants by mutations causing homologous recombination defects (50) , and because more complex genetic redundancies, which are particularly important in higher eukaryotes, cannot be handled. Together these factors argue that although these data can be extraordinarily useful in aggregate as we have demonstrated here, caution is called for in any attempt to use these kinds of data exclusively to derive biological pathways de novo. This is particularly true when growth is used as a surrogate marker for measuring a specific phenotype, because growth defects may not be directly related to the phenotype of interest. We are presently implementing an approach in which systematically generated double-mutant strains designed to query the enriched gene lists described here will be analyzed using multiple GCR assays to define better the pathways that suppress GCRs implied by the bioinformatic analysis presented here. We anticipate that human orthologs of verified GCR genes identified here will also play roles in suppressing genome instability and may be important for suppressing cancer initiation and progression.
Materials and Methods
Bioinformatic Analysis. The bioinformatic analysis described here has been implemented in the integration of multiple orthogonal datasets (IMOD) program package. IMOD and associated documentation and data files are available at http://sourceforge.net/projects/imod-gene. IMOD consists of command-line programs and shell scripts. IMOD readily compiles and runs in UNIX (uniplexed information and computing service) system-like operating systems. A detailed description of the methods is provided in SI Appendix, SI Materials and Methods. Analysis of DNA damaging agent sensitivities. Mutations deemed as causing sensitivity to different DNA damaging agent treatments were included based on the recommendations of the authors of the individual studies (SI Appendix, Table S3 ). Deletions of genes deemed "dubious ORFs" by the Saccharomyces Genome Database that overlapped validated genes were treated as mutant alleles of the validated genes; for example, ybr099cΔ was treated as an mms4 mutation. The full list of overlaps used is available as part of the data distributed with the IMOD software. The p nhit P values for observing a mutation in n of the N DNA damaging screens were calculated using probabilities from 1,000,000 random simulations (SI Appendix, SI Materials and Methods). Determination if the distribution of any particular mutation was significantly biased toward a group of screens, such as those belonging to a specific laboratory or a specific DNA damaging agent, was calculated by a ratio test of likelihoods (SI Appendix, SI Materials and Methods). Calculation of genetic distance and genetic congruence. Growth-based genetic interactions were measured using a modified BioGRID database derived from version 2.0.60 (51) , including the interaction categories "synthetic lethality," "synthetic growth defect," and "haploinsufficiency," as well as "phenotypic enhancement" data specifically derived from E-MAP studies (52) (53) (54) (55) . We also added 8,102 and 191,890 E-MAP interactions from additional studies published during the course of this analysis (56, 57) . The interaction data were used to calculate genetic distances via the composite angle distance, which is similar to the Jaccard distance (58) but has a number of advantages for analysis of multiple genes (SI Appendix, SI Materials and Methods). We scored genetic congruence of each gene in the genome against the list of genes of interest using the composite angle distance and performed over 100,000 random simulations to calculate P values (SI Appendix, SI Materials and Methods). Clustering. Genes were clustered on the basis of their genetic congruence using agglomerative hierarchical clustering (59) (SI Appendix, SI Materials and Methods).
Yeast Genetics. S. cerevisiae strains were constructed in the RDKY3615 background (MATa leu2Δ1 his3Δ200 trp1Δ63 lys2ΔBgl hom3-10 ade2Δ1 ade8 ura3-52 hxt13::URA3) using standard PCR-based mutagenesis methods. The media and protocol for strain propagation and measuring GCR rates were essentially as described previously (7) .
