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Selection problems of Z2-periodic
entropy solutions and viscosity solutions
Kohei Soga ∗
Abstract
Z
2-periodic entropy solutions of hyperbolic scalar conservation laws and Z2-periodic
viscosity solutions of Hamilton-Jacobi equations are not unique in general. How-
ever, uniqueness holds for viscous scalar conservation laws and viscous Hamilton-
Jacobi equations. Ugo Bessi [4] investigated the convergence of approximate
Z
2-periodic solutions to an exact one in the process of the vanishing viscosity
method, and characterized this physically natural Z2-periodic solution with the
aid of Aubry-Mather theory. In this paper, a similar problem is considered in the
process of the finite difference approximation under hyperbolic scaling. We present
a selection criterion different from the one in the vanishing viscosity method, which
exhibits difference in characteristics between the two approximation techniques.
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1 Introduction
We consider hyperbolic scalar conservation laws and the corresponding Hamilton-Jacobi
equations
ut +H(x, t, c+ u)x = 0,(1.1)
vt +H(x, t, c+ vx) = h(c),(1.2)
where c, h(c) ∈ R are given constants. Here, the function H(x, t, p) is assumed to satisfy
the following (H1)–(H4):
(H1) H(x, t, p) : T2 × R→ R, C2,
(H2) Hpp > 0,
(H3) lim
|p|→+∞
H(x, t, p)
|p| = +∞,
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where T := R/Z. T is identified with [0, 1), and a function defined on T is regarded as
a 1-periodic function defined on R. We say that a function f(x, t) is Z2-periodic, if it
is 1-periodic in both x and t. It follows from (H1)–(H3) that the Legendre transform
L(x, t, ξ) of H(x, t, ·) is well-defined, and is given by
L(x, t, ξ) = sup
p∈R
{ξp−H(x, t, p)}.
Note that the function L satisfies
(L1) L(x, t, ξ) : T2 × R→ R, C2,
(L2) Lξξ > 0,
(L3) lim
|ξ|→+∞
L(x, t, ξ)
|ξ| = +∞.
The final assumption for H is:
(H4) There exists α > 0 such that |Lx| ≤ α(|L|+ 1).
A flux function H satisfying (H1) and (H2) is common in continuum mechanics. A
function H satisfying (H1)–(H4) is common in Hamiltonian dynamics, and is called a
Tonelli Hamiltonian. Note that (H4) implies completeness of the Euler-Lagrange flow
generated by L, and hence the Hamiltonian flow generated by H . Aubry-Mather theory
extensively investigates the Hamiltonian dynamics and Lagrangian dynamics generated
by a Tonelli Hamiltonian H and its Legendre transform L. Weak KAM theory unifies
Aubry-Mather theory, Z2-periodic entropy solutions of (1.1) and Z2-periodic viscosity
solutions of (1.2), providing many useful tools for the analysis of the PDEs and dynamical
systems [8], [9], [7].
We briefly explain the background of our selection problem in terms of the large-time
behaviors of entropy solutions and viscosity solutions. It is well-known that the initial
value problems

ut +H(x, t, c+ u)x = 0 in T× (0, T ],
u(x, 0) = u0(x) ∈ L∞(T) on T,
∫
T
u0(x)dx = 0,
(1.3)
{
vt +H(x, t, c+ vx) = h(c) in T× (0, T ],
v(x, 0) = v0(x) ∈ Lip(T) on T,(1.4)
are uniquely solvable in the sense of entropy solutions and viscosity solutions, where u ∈
C0((0, T ], L1(T)) and v ∈ Lip(T× (0, T ]), respectively. In the spatially one-dimensional
case, (1.3) and (1.4) are equivalent in the sense that the entropy solution u or viscosity
solution v is derived from the other if u0 = v0x. In particular, we have u = vx (see,
e.g., [2]). From now on we assume that u0 = v0x, and that an entropy solution u ∈
C0((0, T ], L1(T)) means the representative element given by vx.
The viscosity solution v of (1.4) exists for T → +∞ and tends to a time-periodic
viscosity solution of (1.2) with a period greater or equal to one as t → ∞ [3] (and
the references cited there). The periodic state may depend on initial data, namely,
time-periodic viscosity solutions with each period are not unique with respect to c in
general. Since the entropy solution u is equal to vx, similar large-time behaviors and
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the multiplicity of periodic states hold for (1.3) and (1.1) [2]. In particular, Z2-periodic
entropy solutions of (1.1) and Z2-periodic viscosity solutions of (1.2) are not unique with
respect to c in general. Note that for these large-time behaviors, h(c) must be a special
value called the “effective Hamiltonian”. Otherwise v has linear growth in time. The
effective Hamiltonian is C1 in one-dimensional problems. For details on the effective
Hamiltonian, see [2]. From now on, h(c) is assumed to be the effective Hamiltonian.
It is common to approximate the entropy solution u of (1.3) and viscosity solution v
of (1.4) by the smooth solutions of the following parabolic equations with ν > 0, the
periodic boundary condition and the same initial data as the above,
uνt +H(x, t, c+ u
ν)x = νu
ν
xx,(1.5)
vνt +H(x, t, c+ v
ν
x) = h
ν(c) + νvνxx.(1.6)
Within each bounded time interval, the convergence uν → u and vν → v as ν → 0
can be proved. This is called the vanishing viscosity method. For each initial data, the
solutions uν and vν exist for T → +∞, and tend to time-periodic solutions u¯ν of (1.5)
and v¯ν of (1.6) as t → ∞, respectively. Unlike the inviscid problems, u¯ν and v¯ν are
unique with respect to c and their period is exactly equal to one (to be precise, v¯ν is
unique up to constants). Note that we need to choose an appropriate constant hν(c)
for the asymptotic behavior. hν(c) is also called the effective Hamiltonian, and tends
to h(c) as ν → 0. From the family {u¯ν}ν>0 (resp. {v¯ν}ν>0 (adding a constant to v¯ν , if
necessary)), we can take a convergent subsequence, whose limit is a Z2-periodic entropy
solution of (1.1) (resp. Z2-periodic viscosity solution of (1.2)) [12], [4]. Since Z2-periodic
entropy solutions and viscosity solutions are not necessarily unique with respect to c,
an interesting problem arises: Does {u¯ν}ν>0 (resp. {v¯ν}ν>0) accumulate on a single Z2-
periodic entropy solution u¯ (resp. Z2-periodic viscosity solution v¯) as ν → 0? If this is
the case, how can u¯ and v¯ be characterized? This problem is partially solved in [12], [4].
Selection problems arise also in higher dimensional stationary problems
H(x, t, c+ v¯x) = h(c) in T
n,(1.7)
where the viscosity solutions are not unique in general with respect to c ∈ Rn. The
vanishing viscosity method also works with the elliptic equation
H(x, t, c+ v¯νx) = h
ν(c) + ν∆v¯ν in Tn,(1.8)
which is uniquely (up to constants) solvable for each ν > 0 and c. From the family
{v¯ν}ν>0 (adding a constant to each v¯ν , if necessary), we can take a convergent subse-
quence, whose limit is a viscosity solution of (1.7). The selection problem in (1.7) and
(1.8) is partially solved in [1]. There is another approximation method called the ergodic
approximation with the discounted Hamilton-Jacobi equation
εvε +H(x, t, c+ vεx) = h(c) in T
n.(1.9)
This is also uniquely solvable for each ε > 0 and c. From the family {v¯ε}ε>0, we can
take a convergent subsequence, whose limit is a viscosity solution of (1.7). The selection
problem in (1.7) and (1.9) is partially solved in [11] and then almost completely in
[6], based on weak KAM theory. Recently, another approach to this selection problem
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is announced in [14] based on the nonlinear adjoint method, which covers degenerate
viscous Hamilton-Jacobi equations as well.
The finite difference approximation is also a common technique to obtain the entropy
solution u of (1.3) and viscosity solution v of (1.4), which is a simple and realistic ap-
proximation available on a computer. In the case of a Tonelli Hamiltonian, however,
it is not easy to verify the stability and convergence of finite difference schemes for
T → +∞ and to study large-time behaviors of difference solutions for possible peri-
odic states. Recently, the author announced a new approach to the Lax-Friedrichs finite
difference scheme based on probability theory and calculus of variations, and obtained
new results on time-global stability, large-time behaviors, error estimates, existence of
periodic difference solutions, etc., with lots of useful details in application of the scheme
to weak KAM theory [18], [19]. These arguments pose a selection problem of Z2-periodic
entropy solutions and viscosity solutions as well. A Lax-Oleinik type operator for the
Lax-Friedrichs scheme, which is introduced in [18], [19], is the basic tool for the investi-
gation of the selection problem. We discretize (1.3) with the Lax-Friedrichs scheme and
(1.4) with a scheme so that the following two difference equations are equivalent:
uk+1m+1 − (u
k
m+u
k
m+2)
2
∆t
+
H(xm+2, tk, c+ u
k
m+2)−H(xm, tk, c+ ukm)
2∆x
= 0,(1.10)
vk+1m − (v
k
m−1+v
k
m+1)
2
∆t
+H(xm, tk, c+
vkm+1 − vkm−1
2∆x
) = h∆(c),(1.11)
We will give details on the discretization in Section 3. It is proved that the two schemes
are globally stable with fixed ∆ = (∆x,∆t), if λ := ∆t/∆x < λ1 with an appropriate
number λ1 and if h∆(c) is chosen properly. h∆(c) is also called the effective Hamiltonian
for the difference Hamilton-Jacobi equation, and tends to h(c) as ∆→ 0. Furthermore,
any solutions ukm and v
k
m+1, tend to periodic difference solutions u¯
k
m of (1.10) and v¯
k
m+1
of (1.11) as the time-index k → +∞, respectively. u¯km and v¯km+1 are unique (up to
constant for v¯km+1) with respect to c, and have the period one. Let u¯∆ be the step
function derived from u¯km, and let v¯∆ be the linear interpolation of v¯
k
m. Then, from
the family {u¯∆}∆x>0,∆t=λ∆x (resp. {v¯∆}∆x>0,∆t=λ∆x (adding a constant to each v¯∆, if
necessary)) with hyperbolic scaling: 0 < λ0 ≤ λ < λ1 (λ is fixed), we can take a
convergent subsequence, whose limit is a Z2-periodic entropy solution of (1.1) (resp.
Z
2-periodic viscosity solution of (1.2)). Here is the selection problem:
Selection problem. Does {u¯∆}∆x>0,∆t=λ∆x (resp. {v¯∆}∆x>0,∆t=λ∆x) accumulate on a
single Z2-periodic entropy solution u¯ (resp. Z2-periodic viscosity solution v¯) as ∆ → 0
under hyperbolic scaling? If this is the case, how can u¯ and v¯ be characterized?
It follows from [16] that if we take diffusive scaling, i.e., ∆x → 0 with ∆x2/∆t = O(1),
then u¯∆ and v¯∆ tend to the unique Z
2-periodic solutions of (1.5) and (1.6), respectively,
and no selection problem arises.
The purpose of this paper is to present an answer to the selection problem above,
comparing it with the selection problem in the vanishing viscosity method [4]. The
contributions of this work are:
(1) This is the first attempt to formulate and solve the selection problem of Z2-periodic
entropy solutions and viscosity solutions in the finite difference approximation,
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(2) Mathematically and physically new aspects of the finite difference approximation
are made clear in contrast with the vanishing viscosity method, particularly from
the viewpoints of scaling limit of random walks,
(3) Our result leads to better understanding of various numerical experiments.
2 Result
Throughout this paper, u¯ denotes a Z2-periodic entropy solution of (1.1), v¯ a Z2-periodic
viscosity solution of (1.2), u¯km a Z
2-periodic difference solution of (1.10), v¯km+1 a Z
2-
periodic difference solution of (1.11), u¯∆ the step interpolation of u¯
k
m and v¯∆ the linear
interpolation of v¯km+1. In order to specify the value c, the notation u¯
(c), v¯(c), u¯
(c)
∆ , v¯
(c)
∆ ,
u¯km(c), v¯
k
m+1(c), etc., is sometimes used. Define quotient maps
pr : R ∋ x 7→ x mod 1 ∈ T,
pr : R2 ∋ (x, s) 7→ (x mod 1, s mod 1) ∈ T2,
pr : R3 ∋ (x, s, y) 7→ (x mod 1, s mod 1, y) ∈ T2 × R.
In this paper, we use the term “projection” for the operation of pr (it does not mean
“T× R ∋ (x, y) 7→ x ∈ T”).
According to weak KAM theory, we have a characteristic curve γ : (−∞, t] → R of
v¯(c) or u¯(c) = v¯
(c)
x such that
γ(t) = x and γ′(s) = Hp(γ(s), s, c+ u¯
(c)(γ(s), s)), s < t
for each x, t ∈ R. Furthermore, γ falls into a global characteristic curve γ∗ : R → R as
s → −∞ (otherwise γ is a part of a global characteristic curve). The curve γ∗ has the
rotation number
lim
|s|→∞
γ∗(s)
s
= h′(c).
For each c, the set
M(c) :=
⋃
γ∗
{pr(γ∗(s), s) | s ∈ R} ⊂ T2
is called the Aubry-Mather set for c, where the union is taken over all the global char-
acteristic curves γ∗ of all Z2-periodic entropy solutions or viscosity solutions with c. It
is known that, if the rotation number h′(c) is irrational, u¯(c) and v¯(c) are unique (up to
constants for v¯(c)) [7]. Hence, we consider the case where h′(c) is rational. In particular,
we deal with the situation where the global characteristic curves yielding M(c) form
smooth hyperbolic stable/unstable manifolds, and the graph of each u¯(c),
graph(c+ u¯(c)) := {(x, t, c+ u¯(c)(x, t)) | x, t ∈ T},
consists of parts of these stable/unstable manifolds. It is easy to see an example of such
a situation with non-uniqueness of u¯ and v¯ through explicitly solvable problems given
by Hamiltonians of the form H(x, t, p) = 1
2
p2 − F (x). Here are the assumptions for our
selection problem: Throughout this paper, λ = ∆t/∆x is fixed with 0 < λ0 ≤ λ < λ1,
where λ1 is from the stability analysis of (1.10) and (1.11) and λ0 is arbitrary.
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(A1) For all c ∈ [c0, c1], the Aubry-Mather set M(c) consists of common hyperbolic
periodic orbits γ∗1 , . . . , γ
∗
I with a rational rotation number p/q, q ∈ N, p ∈ Z, where
0 ≤ γ∗1(0) < γ∗2(0) < · · · < γ∗I (0) < 1 and {pr(γ∗i (s), s) | s ∈ R} 6= {pr(γ∗j (s), s) | s ∈
R} for i 6= j.
(A2) If c = c0 (resp. c1), graph(c+u¯
(c)) coincides with the lower separatrix (resp. the up-
per separatrix) formed by the projected C1-stable/unstable manifolds of γ∗1 , . . . , γ
∗
I .
(A3) Let U iloc(δ) denote the unstable manifold of γ∗i restricted to
U i(δ) := {(x, t) ∈ R2 | |x− γ∗i (t)| ≤ δ}.
Let ζ i(x, t) be a C2-generating function of the local unstable manifold U iloc(δ), i.e.,
{(x, t, ζ ix(x, t)) | (x, t) ∈ U i(δ)} = U iloc(δ), and set
Γi :=
∫ q
0
{ζ ixx(γ∗i (s), s)− λ2ζ itt(γ∗i (s), s)}ds, i = 1, . . . , I.
Then, mini Γ
i is attained by only one i = i∗.
(A4) If the limit u¯(c) of a convergent subsequence {u¯(c)∆ } satisfies graph(c + u¯(c)) ⊃
prU iloc(δ) for small δ > 0, then u¯(c)∆ is equi-Lipschitz with respect to x on U i(δ),
i.e.,
|u¯km+2(c)− u¯km(c)| ≤ θ0 · 2∆x for all (xm, tk), (xm+2, tk) ∈ U i(δ),
with θ0 independent of ∆, c and the choice of the subsequence.
We refer to known results on u¯
(c)
∆ and v¯
(c)
∆ in Section 3. Before stating our result, we
recall the Peierls barriers, which play an important role in Aubry-Mather theory. For
each c, the Peierls barrier h
(c)
p (x, t; y, τ) : T2 × T2 → R is defined as
h(c)p (x, t; y, τ) := lim inf
T∈N,T→∞
[
inf
∫ τ+T
t
{L(κ(s), s, κ′(s))− cκ′(s) + h(c)}ds
]
,
where the infimum is taken over all absolutely continuous curves κ : [t, τ + T ]→ T with
κ(τ + T ) = y and κ(t) = x. For details on the Peierls barrier, see [13], [9]. Our main
result is:
Theorem 2.1. Suppose that (A1)–(A4) hold and that c ∈ (c0, c1). Add a constant to
v¯
(c)
∆ so that v¯
(c)
∆ (γ
∗
i∗(0), 0) = 0. Then, as ∆→ 0 with 0 < λ0 ≤ ∆t/∆x = λ < λ1,
(1) v¯
(c)
∆ converges to h
(c)
p (γ∗i∗(0), 0; ·, ·) uniformly,
(2) u¯
(c)
∆ converges to u¯
(c) = (h
(c)
p (γ∗i∗(0), 0; ·, ·))x pointwise a.e. and in the C0(T;L1(T))-
norm. A geometrical characterization of u¯(c) is that there exists δ > 0 such that
graph(c+ u¯(c)) contains prU iloc(δ) only for i = i∗.
We compare our result with the one in the vanishing viscosity method [4]. Our setting
given by (A1) and (A2) is essentially the same as the one in [4]. In both of the cases,
the basic ingredients are stochastic Lax-Oleinik type operators for (1.6) and (1.11), and
estimates for the rate of the law of large numbers realized in the operators as ν → 0 and
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∆ → 0. In [4], the standard framework of the stochastic Lax-Oleinik type operator for
viscous Hamilton-Jacobi equations [10] is used. We will see our stochastic Lax-Oleinik
type operator for (1.11) in Section 3. Although the mechanisms of the selection are
similar to each other, the selection criteria are different. Roughly speaking, our case also
relies on the so-called numerical viscosity of the Lax-Friedrichs scheme, which causes
diffusive effect similar to that of the artificial viscosity term νvνxx. However, the speed of
the diffusion caused by the numerical viscosity is ∆x/∆t = λ−1, and due to hyperbolic
scaling, it is finite for ∆ → 0. This leads to the different selection criterion. In fact,
(A3), which gives our selection criterion, is different from the one in [4]. For the vanishing
viscosity method, the values
Γ˜i :=
∫ q
0
ζ ixx(γ
∗
i (s), s)ds, i = 1, . . . , I
appear, and v¯ν(c) selects h
(c)
p (γ∗i˜∗(0), 0; ·, ·) with i˜∗ that minimizes Γ˜i. In our case, the
selection criterion contains the discretization parameter λ(≥ λ0 > 0) and we may change
the selection by varying λ, which means that our finite difference method with hyperbolic
scaling is more “flexible” or “closer” to the exact hyperbolic problem than the vanishing
viscosity method. Our method does not always select the physically natural solutions
selected by the vanishing viscosity method. If we choose λ > 0 small enough, then our
selection is the same as the one in the vanishing viscosity method. This is an interesting
difference between the two methods, since they are often regarded as mathematically
similar due to their diffusive effects. At the current stage, the regularity assumption
(A4) plays an essential role yielding an appropriate estimate for the rate of the law
of large numbers, whereas there is no such assumption in [4]. This is due to different
structures of the stochastic Lax-Oleinik type operators. In the case of the vanishing
viscosity method, it is enough to deal with the standard Brownian motions. In our case,
we have to investigate continuous limits of space-time inhomogeneous random walks with
hyperbolic scaling. It is not easy to prove the law of large numbers and to estimate its
rate for such random walks [17]. As far as the author knows, justification of (A4) is an
open question, though computer simulations imply that it would be true. Particularly,
in the case of entropy solutions with finite number of shocks, their Lipschitzian parts
seem to be approximated in equi-Lipschitzian ways (see, e.g., [15]).
3 Preliminaries
We state several known facts on Z2-periodic entropy solutions, Z2-periodic viscosity
solutions and our difference schemes, as well as space-time inhomogeneous random walks
arising in the difference equations.
3.1 Z2-periodic viscosity solution
Let v¯ = v¯(c) be a Z2-periodic viscosity solution of (1.2) which is periodically extended to
R
2. Then, v¯ satisfies the following equality for each x, t ∈ R and τ < t (the deterministic
Lax-Oleinik type operator):
v¯(x, t) = inf
γ∈AC, γ(t)=x
{∫ t
τ
L(c)(γ(s), s, γ′(s))ds+ v¯(γ(τ), τ)
}
+ h(c)(t− τ),(3.1)
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where AC is the family of all absolutely continuous curves γ : [τ, t]→ R and
L(c)(x, t, ξ) := L(x, t, ξ)− cξ
is the Legendre transform of H(x, t, c+ ·). There is a minimizing curve γ∗, which is a C2-
backward characteristic curve of v¯, and solves the Euler-Lagrange equation generated by
L(c). Moreover, v¯ is differentiable with respect to x on the minimizing curve, satisfying
the relation
γ∗′(s) = Hp(γ
∗(s), s, c+ v¯x(γ
∗(s), s)) for τ ≤ s < t.(3.2)
Note that, if v¯x(x, t) exists, s = t is included in (3.2) and γ
∗ is the unique minimizing
curve for (3.1). Each Z2-periodic viscosity solution v¯(c) belongs to Lip(T2), and each
Z
2-periodic entropy solution u¯(c) belongs to Lip(T;L1(T)). We have u¯(c) = v¯
(c)
x and
v¯(c)(x, t) = U¯ (c)(x, t)−
∫ t
0
∫ 1
0
{U¯ (c)t (x, τ) +H(x, τ, c+ U¯ (c)x (x, τ))}dxdτ(3.3)
+h(c)t,
where U¯ (c)(x, t) :=
∫ x
0
u¯(c)(y, t)dy. For more details, see [5], [2], [9], [7].
3.2 Discretization
Here are some details of our discretization and results on the difference equations ob-
tained in [18], [19]. Let K,N be natural numbers with N ≤ K. The mesh size
∆ = (∆x,∆t) is defined by ∆x := (2N)−1 and ∆t := (2K)−1. Set λ := ∆t/∆x,
xm := m∆x for m ∈ Z and tk := k∆t for k = 0, 1, 2, . . .. Let (∆xZ) × (∆tZ≥0) be the
set of all (xm, tk), and let
Geven ⊂ (∆xZ)× (∆tZ≥0) (resp. Godd ⊂ (∆xZ)× (∆tZ≥0))
be the set of all (xm, tk) with k = 0, 1, 2, . . . and m ∈ Z such that m + k is even (resp.
odd), which is called the even grid (resp. odd grid). For x ∈ R and t > 0, the notation
m(x), k(t) denotes the integers m, k for which x ∈ [xm, xm + 2∆x) on Geven or Godd and
t ∈ [tk, tk + ∆t), respectively. Note that m(x) on Geven and m(x) on Godd are different
for the same x. We discretize (1.1) on Geven by the Lax-Friedrichs scheme as (1.10). We
also discretize (1.2) in Godd as (1.11). We introduce the following notation:
Dtw
k+1
m :=
wk+1m − w
k
m−1+w
k
m+1
2
∆t
, Dxw
k
m+1 :=
wkm+1 − wkm−1
2∆x
.
Note that (1.10) and (1.11) are equivalent. In particular, if vkm satisfies (1.11), then
ukm := Dxv
k
m+1 satisfies (1.10). Throughout this paper, we follow the convention that
the sum of the super-script and sub-script of variables defined on Geven (resp. Godd) is
always even (resp. odd) in the notation u¯km, u¯
k
m(x), v¯
k
m+1, v¯
k
m(x), etc. We say that u¯
k
m and
v¯km+1 are Z
2-periodic, if they satisfy
u¯km±2N = u¯
k+2K
m = u¯
k
m, v¯
k
m+1±2N = v¯
k+2K
m+1 = v¯
k
m+1 for all m, k.
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Let u¯∆ be the step function derived from a Z
2-periodic difference solution u¯km, i.e.,
u¯∆(x, t) := u¯
k
m for (x, t) ∈ [xm−1, xm+1)× [tk, tk+1).
Let v¯∆ be the linear interpolation with respect to the space variable derived from a
Z
2-periodic difference solution v¯km+1, i.e.,
v¯∆(x, t) := v¯
k
m−1 +Dxv¯
k
m+1 · (x− xm−1) for (x, t) ∈ [xm−1, xm+1)× [tk, tk+1).
Note that v¯∆(x, ·) is a step function for each fixed x and that (v¯∆)x = u¯∆.
We sometimes use a phrase like “a convergent subsequence {v¯∆} which tends to v¯ as
∆ → 0”, meaning “a convergent sequence {v¯∆j}j∈N with ∆j → 0 which tends to v¯ as
j →∞”.
Proposition 3.1 ([19]). Let [c0, c1] be an arbitrary interval. There exist λ1 > 0 and
δ1 > 0 such that for any ∆ = (∆x,∆t) with ∆x < δ1 and λ = ∆t/∆x < λ1 we have the
following statements for each c ∈ [c0, c1]:
(1) There exists one and only one number h∆(c) for which (1.11) has the unique (up
to constants) Z2-periodic difference solution v¯km+1.
(2) There exists the unique Z2-periodic difference solution u¯km = Dxv¯
k
m+1 of (1.10),
which is uniformly bounded with respect to m, k, ∆ and c with the entropy condition
u¯km+2 − u¯km
2∆x
≤ M for all k,m,
where M > 0 is independent of ∆ and c. In particular, the stability condition
(CFL-condition) is verified:
|Hp(xm, tk, c+ u¯km)| ≤ λ−11 < λ−1.
If c < c˜, then c+ u¯km(c) < c˜+ u¯
k
m(c˜) for all k,m.
As ∆→ 0 under hyperbolic scaling, i.e., 0 < λ0 ≤ λ < λ1,
(3) h∆(c) converges to the exact effective Hamiltonian h(c) uniformly on [c0, c1] with
the order
√
∆x.
(4) Adding a constant to each v¯∆ if necessary, we can subtract a convergent subse-
quence, which tends to a function v¯ uniformly. v¯ is a Z2-periodic viscosity solution
of (1.2).
(5) Let {v¯∆} be the convergent subsequence in (4). Then u¯∆ = (v¯∆)x converges to
the Z2-periodic entropy solution u¯ = v¯x pointwise except for the points of non-
differentiability of v¯ and also in the C0(T;L1(T))-norm. In particular, u¯∆ converges
to u¯ uniformly in the outside of an arbitrary neighborhood of shocks.
We remark that u¯ and v¯ are obtained as a result of large-time behaviors of any other
difference solutions [19].
9
We show the stochastic and variational structure of (1.11). First, we introduce space-
time inhomogeneous random walks in Godd, which play the role of “characteristic curves”
for (1.10) and (1.11). For each point (xn, tl+1) ∈ Godd, we consider backward random
walks γ that start from xn at tl+1 and move by ±∆x in each backward time step ∆t:
γ = {γk}k=l′,l′+1,...,l+1, γl+1 = xn, γk+1 − γk = ±∆x.
More precisely, for each (xn, tl+1) ∈ Godd we introduce the following objects:
Xk := {xm+1 | (xm+1, tk) ∈ Godd, |xm+1 − xn| ≤ (l + 1− k)∆x} for k ≤ l + 1,
G :=
⋃
l′<k≤l+1
(
Xk × {tk}
) ⊂ Godd,
ξ : G ∋ (xm+1, tk) 7→ ξkm+1 ∈ [−λ−1, λ−1], λ = ∆t/∆x,
ρ¯ : G ∋ (xm+1, tk) 7→ ρ¯km+1 :=
1
2
− 1
2
λξkm+1 ∈ [0, 1],
ρ¯ : G ∋ (xm+1, tk) 7→ ρ¯km+1 :=
1
2
+
1
2
λξkm+1 ∈ [0, 1],
γ : {l′, l′ + 1, . . . , l + 1} ∋ k 7→ γk ∈ Xk, γl+1 = xn, γk+1 − γk = ±∆x,
Ω : the family of the above γ.
The value ρ¯km+1 (resp. ρ¯
k
m+1) is regarded as the probability of transition from (xm+1, tk)
to (xm+1 +∆x, tk −∆t) (resp. from (xm+1, tk) to (xm+1 −∆x, tk −∆t)). The function
ξ is a control for random walks, which plays the role of a velocity field on the grid. We
define the density of each path γ ∈ Ω as
µ(γ) :=
∏
l′<k≤l+1
ρ(γk, γk−1),
where ρ(γk, γk−1) = ρ¯km(γk) (resp. ρ¯
k
m(γk)) if γ
k − γk−1 = −∆x (resp. ∆x). The density
µ(·) = µ(·; ξ) yields a probability measure for Ω, i.e.,
prob(A) =
∑
γ∈A
µ(γ; ξ) for A ⊂ Ω.
The expectation with respect to this probability measure is denoted by Eµ(·;ξ), namely,
for a random variable f : Ω→ R we have
Eµ(·;ξ)[f(γ)] =
∑
γ∈Ω
µ(γ; ξ)f(γ).
We use γ as the symbol for random walks or a sample path. If necessary, we write
γ = γ(xn, tl+1; ξ) in order to specify its initial point and control.
We state several important results on the scaling limit of such inhomogeneous random
walks, obtained in [17]. Note that the variance σk := Eµ(·;ξ)[|γk − γ¯k|2] with γ¯k :=
Eµ(·;ξ)[γ
k] is of the order O(1) for inhomogeneous random walks in general, whereas
it is of the order O(∆x) for space homogeneous cases (see Remak 3.3 of [17]). Let
η(γ) = {ηk(γ)}k=l′,l′+1,...,l+1, γ ∈ Ω be a random variable that is induced by a random
walk γ = γ(xn, tl+1; ξ) as
ηl+1 := γl+1, ηk(γ) := γl+1 −
∑
k<k′≤l+1
ξ(γk
′
, tk′)∆t for l
′ ≤ k ≤ l.(3.4)
Set σ˜k := Eµ(·;ξ)[|γk − ηk(γ)|2] and d˜k := Eµ(·;ξ)[|γk − ηk(γ)|] for l′ ≤ k ≤ l + 1.
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Proposition 3.2 ([17]). (1) For any control ξ, we have
(d˜k)2 ≤ σ˜k ≤ tl+1 − tk
λ
∆x.
(2) If a control ξ satisfies the Lipschitz condition at γ¯: |ξkm+1 − ξk∗ | ≤ θ|xm+1 − γ¯k|
with ξk∗ := ξ
k
m(γ¯k) +
ξk
m(γ¯k)+2
−ξk
m(γ¯k)
2∆x
(γ¯k − xm(γ¯k)) for all k,m, then we have
σk ≤ e
4θ(tl+1−tk)
4θλ
∆x.
If we take the hyperbolic scaling limit ∆ = (∆x,∆t) → 0 with 0 < λ0 ≤ λ = ∆t/∆x <
λ1, then (d˜
k)2 and σ˜k always tend to zero with O(∆x), and so does σk with the above
Lipschitz condition. (A4) will be used to verify the Lipschitz condition.
Let v¯km+1 be a Z
2-periodic difference solution of (1.11) that is periodically extended
on the whole of Godd. Then v¯km+1 satisfies the following equality for each n, l and l′ < l
(our stochastic Lax-Oleinik type operator) [18]:
v¯l+1n = inf
ξ
Eµ(·;ξ)
[ ∑
l′<k≤l+1
L(c)(γk, tk−1, ξ
k
m(γk))∆t+ v¯
l′
m(γl′ )
]
+ h∆(c)(tl+1 − tl′),(3.5)
where the infimum is taken over all controls bounded by λ−1. We can find the unique
minimizing control ξ∗. This satisfies with λ1 in Proposition 3.1,
|ξ∗k+1m | ≤ λ−11 < λ−1 and ξ∗k+1m = Hp(xm, tk, c+Dxv¯km+1).
The equality (3.5) is the key tool for our proof of Theorem 2.1.
3.3 Construction of Z2-periodic solution
We observe how to construct Z2-periodic entropy solutions and viscosity solutions with
the given position and number of singularities under the assumptions (A1) and (A2).
This is necessary in Section 4. For k = 0, . . . , q − 1, define
Θi,k := pr[γ
∗
i (k), γ
∗
i+1(k)], i = 1, . . . , I − 1,
ΘI,k := pr[γ
∗
I (k), γ
∗
1(k + 1)], if q > 1,
ΘI,0 := pr[γ
∗
I (0), γ
∗
1(0) + 1], if q = 1.
Note that ∪i,kΘi,k = T. Let C+i,k (resp. C−i,k) be the segment of the upper (resp.
lower) separatrix restricted to Θi,k × {t = 0}. For each i, choose arbitrarily either
{C+i,0, . . . , C+i,q−1} or {C−i,0, . . . , C−i,q−1}. Then, our choice yields a curve C = {(x, U0(x)) | x ∈
T} that consists of C+i,k or C−i,k on each Θi,k. Let c :=
∫ 1
0
U0(x)dx and let u0 := U0 − c.
Then, the solution of (1.3) with this c and u0 is a Z
2-periodic entropy solution without
any shock.
Suppose that {C+i,0, . . . , C+i,q−1} was chosen in the above C for some i. Fix arbitrarily
k0 ∈ {0, . . . , q − 1} and take y0 ∈ Θi,k0. Let C˜ = {(x, U˜0(x)) | x ∈ T} be the curve such
that C˜ = C on T \Θi,k0 and C˜ switches from C+i,k0 to C−i,k0 at y0 as x increases in Θi,k0.
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Let c˜ :=
∫ 1
0
U˜0(x)dx and let u˜0 := U˜0− c˜, where ∆c := c− c˜→ 0 as y0 tends to the right
boundary of Θi,k0. Then the solution u˜ of (1.3)|u0=u˜0,c=c˜ is a q-periodic entropy solution
with a single shock. In fact, u˜(·, 1) has only one jump at y1 ∈ Θi,k0+1; u˜(·, 2) has only
one jump at y2 ∈ Θi,k0+2; . . . ; u˜(·, q) has only one jump at yq ∈ Θi,k0+q = Θi,k0; yq = y0
due to the conservation law
∫ 1
0
{c˜+ u˜(x, t)}dx ≡ c˜ for all t.
With the above notation, consider the curve C¯ = {(x, U¯0(x)) | x ∈ T} such that
C¯ = C on T \ ∪0≤k<qΘi,k and C¯ switches from C+i,k0+k to C−i,k0+k at yk as x increases in
Θi,k0+k for k = 0, . . . , q − 1, where k0 + k is replaced by k0 + k − q, if k0 + k ≥ q. Let
c¯ :=
∫ 1
0
U¯0(x)dx = c − q∆c and let u¯0 := U¯0 − c¯. Then, the solution u¯ of (1.3)|u0=u¯0,c=c¯
is a 1-periodic entropy solution, i.e., a Z2-periodic entropy solution.
In this way, we can construct a Z2-periodic entropy solution for each c, choosing the
position and number of shocks, and therefore the corresponding viscosity solution via
(3.3).
4 Proof of result
First, we briefly state our strategy. The key point is that our discretization scheme is
of the first order, namely, for a C2-solution v of (1.2) such that |Hp(z, t, c + vx(x, t))| ≤
λ−11 < λ
−1 and for vkm+1 := v(xm+1, tk) defined on Godd, we have
Dtv
k+1
m +H(xm, tk, c+Dxv
k
m+1) = h(c)−
∆x
2λ
A(xm, tk) + ε(xm, tk),
A(x, t) = vxx(x, t)− λ2vtt(x, t), ε(xm, tk) = o(∆x).
In fact, this follows from the following Taylor expansions around (xm, tk)
Dtv
k+1
m = vt(xm, tk)−
∆x
2λ
A(xm, tk) + o(∆x), Dxv
k
m+1 = vx(xm, tk) + o(∆x).
It follows from a similar reasoning to obtain (3.5) (see Proposition 2.2 of [18]) that vkm+1
satisfies for any n, l, l′ < l,
vl+1n = inf
ξ
Eµ(·;ξ)
[ ∑
l′<k≤l+1
{L(c)(γk, tk−1, ξkm(γk))−
∆x
2λ
A(γk, tk−1)(4.1)
+ε(γk, tk−1)}∆t+ vl′m(γl′ )
]
+ h(c)(tl+1 − tl′).
By comparing (3.5) and (4.1) near γ∗i , we obtain upper and lower estimates for h(c) −
h∆(c) in terms of A and so on. Since the law of large numbers holds for the minimizing
random walk, where it tends to γ∗i , we obtain Γ
i through A in the estimates. This leads
to our criterion. Of course Z2-periodic viscosity solutions v¯ are only Lipschitz, and our
argument is more complicated with additional terms. In the estimates for h(c)− h∆(c),
the term ∆xΓi appears as well as other terms. In order to keep ∆xΓi as the principle term
in the estimates, we need sharper estimates for the others with the aid of Proposition 3.2.
The main difficulty is that Chebychev’s inequality in our random walks yields estimates
of the oder O(∆x) at best – the same order as ∆xΓi. We will refer to this point in the
proof.
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We say that a Z2-periodic entropy solution of u¯(c) or Z2-periodic viscosity solution
v¯(c) of (1.2) has “transition points” at γ∗i , if graph(c + u¯
(c)) or graph(c + v¯
(c)
x ) contains
prU iloc(δ) for small δ > 0 (“transition” means that the graph continuously switches from
the lower separatrix to the upper one along γ∗i ). The following fact is used in [4], but for
the reader’s convenience we repeat it with a proof.
Proposition 4.1. Let c ∈ (c0, c1), i ∈ {1, 2, . . . , I}, and v¯(c) be a Z2-periodic viscosity
solution of (1.2) with transition points only at γ∗i . Then, such a v¯
(c) is unique (up to
constants) and coincides with h
(c)
p (γ∗i (0), 0; ·, ·).
Proof. Let v¯ = v¯(c), vˆ = vˆ(c) be Z2-periodic viscosity solutions of (1.2) with transition
points only at γ∗i . Adding a constant if necessary, we have
v¯(γ∗i (0), 0) = vˆ(γ
∗
i (0), 0) = 0.(4.2)
We will prove v¯ = vˆ. Take any (y, τ) ∈ T2. Since v¯ has transition points only at γ∗i and
every minimizing curve yields a trajectory on the projected stable/unstable manifolds,
we have the following two cases and in both of the cases we obtain v¯(y, τ)− vˆ(y, τ) ≥ 0:
Let a ∈ Z and let γ0 : (−∞, τ ]→ R be a minimizing curve for v¯(y, τ).
(i) {pr(γ0(s), s, c+ v¯x(γ0(s), s))}s<τ is on the projected unstable manifold of γ∗i . Then,
there exists b ∈ Z, |b| < q for which γ0 satisfies
prγ0(aq + b)→ γ∗i (0) as a→ −∞.
Hence, it follows from (3.1) that v¯(y, τ)−vˆ(y, τ) ≥ v¯(γ0(aq+b), aq+b)−vˆ(γ0(aq+b), aq+b)
for any a. It follows from (4.2) that v¯(γ0(aq + b), aq + b)− vˆ(γ0(aq + b), aq + b) → 0 as
a→ −∞. Therefore, we obtain v¯(y, τ)− vˆ(y, τ) ≥ 0.
(ii) Otherwise. Then there exist x1, . . . , xk ∈ {prγ∗j (t) | t = 0, . . . , q − 1, j 6= i}, k ≥ 1
for which we have the heteroclinic chain connecting y and γ∗i (0) that consists of the
following curves:
γ0 : (−∞, τ ]→ R, the minimizer for v¯(y, τ), prγ0(aq)→ x1 as a→ −∞;
γ1 : R→ R, prγ1(aq)→ x2 (resp. x1) as a→ −∞ (resp. +∞);
...(4.3)
γk−1 : R→ R, prγk−1(aq)→ xk (resp. xk−1) as a→ −∞ (resp. +∞);
γk : R→ R, prγk(aq + b)→ γ∗i (0) as a→ −∞ with b ∈ Z, |b| < q,
prγk(aq)→ xk as a→ +∞,
with
γ′j(s) = Hp(γj(s), t, c+ v¯x(γj(s), s)) for j = 0, . . . , k,
which means that restrictions of γ0, . . . , γk within any finite time interval are minimizing
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curves for v¯. Hence, we have
v¯(y, τ) =
∫ τ
aq
{L(c)(γ0(s), s, γ′0(s)) + h(c)}ds+ v¯(γ0(aq), aq)
= lim
a→−∞
∫ τ
aq
{L(c)(γ0(s), s, γ′0(s)) + h(c)}ds+ v¯(x1, 0),
v¯(x1, 0) = lim
a→+∞
v¯(γ1(aq), aq)
= lim
a→+∞
[∫ aq
−aq
{L(c)(γ1(s), s, γ′1(s)) + h(c)}ds+ v¯(γ1(−aq),−aq)
]
= lim
a→+∞
∫ aq
−aq
{L(c)(γ1(s), s, γ′1(s)) + h(c)}ds+ v¯(x2, 0),
...
v¯(xk, 0) = lim
a→+∞
v¯(γk(aq), aq)
= lim
a→+∞
[∫ aq
−aq+b
{L(c)(γk(s), s, γ′k(s)) + h(c)}ds+ v¯(γk(−aq + b),−aq + b)
]
= lim
a→+∞
∫ aq
−aq+b
{L(c)(γk(s), s, γ′k(s)) + h(c)}ds+ v¯(γ∗i (0), 0).
Therefore, we obtain
v¯(y, τ) = lim
a→−∞
∫ τ
aq
{L(c)(γ0(s), s, γ′0(s)) + h(c)}ds(4.4)
+
k−1∑
j=1
lim
a→+∞
∫ aq
−aq
{L(c)(γj(s), s, γ′j(s)) + h(c)}ds
+ lim
a→+∞
∫ aq
−aq+b
{L(c)(γk(s), s, γ′k(s)) + h(c)}ds+ v¯(γ∗i (0), 0).
On the other hand, the variational property of vˆ implies
vˆ(y, τ) ≤ lim
a→−∞
∫ τ
aq
{L(c)(γ0(s), s, γ′0(s)) + h(c)}ds
+
k−1∑
j=1
lim
a→+∞
∫ aq
−aq
{L(c)(γj(s), s, γ′j(s)) + h(c)}ds
+ lim
a→+∞
∫ aq
−aq+b
{L(c)(γk(s), s, γ′k(s)) + h(c)}ds+ vˆ(γ∗i (0), 0).
Thus, we conclude that v¯(y, τ)− vˆ(y, τ) ≥ v¯(γ∗i (0), 0)− vˆ(γ∗i (0), 0) = 0.
Since vˆ has transition points only at γ∗i , we have the same argument, obtaining v¯(y, τ)−
vˆ(y, τ) ≤ 0 and v¯ = vˆ.
Next, we see that v¯(y, τ) = h
(c)
p (γ∗i (0), 0; y, τ). Note that
h(c)p (γ
∗
i (0), 0; y, τ) = lim inf
T∈N,T→∞
[
inf
∫ τ
−T
{L(c)(γ(s), s, γ′(s)) + h(c)}ds
]
,(4.5)
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where the infimum is taken over all absolutely continuous curves γ : [−T, τ ] → R with
γ(τ) = y and prγ(−T ) = γ∗i (0). Let γT : [−T, τ ] → R be a minimizing curve for the
infimum in (4.5). Then, we have for any T ∈ N,
v¯(y, τ) ≤
∫ τ
−T
{L(c)(γT (s), s, γ′T (s)) + h(c)}ds+ v¯(γ∗i (0), 0)
=
∫ τ
−T
{L(c)(γT (s), s, γ′T (s)) + h(c)}ds.
Therefore, we obtain v¯(y, τ) ≤ h(c)p (γ∗i (0), 0; y, τ).
Define γ : [−(2k + 1)aq + b, τ ]→ R with a ∈ N, ε > 0, γ0, . . . , γk and b in (4.3) as
γ(s) :=


γ0(s) for s ∈ J0 = [−aq + ε, τ ],
linear line connecting γ0(−aq + ε) and γ1(aq − ε)
for s ∈ J˜0 = [−aq − ε,−aq + ε],
γ1(s+ 2aq) for s ∈ J1 = [−3aq + ε,−aq − ε],
linear line connecting γ1(−aq + ε) and γ2(aq − ε),
for s ∈ J˜1 = [−3aq − ε,−3aq + ε],
...
γk(s + 2kaq) for s ∈ Jk = [−(2k + 1)aq + b+ ε,−(2k − 1)aq − ε],
linear line connecting γk(−aq + b+ ε) and γ∗i (−aq)
for s ∈ J˜k = [−(2k + 1)aq + b,−(2k + 1)aq + b+ ε].
Then, we have
h(c)p (γ
∗
i (0), 0; y, τ) ≤ lim inf
a∈N,a→+∞
∫ τ
−(2k+1)aq+b
{L(c)(γ(s), s, γ′(s)) + h(c)}ds
= lim inf
a∈N,a→+∞
[ k∑
j=0
∫
Jj
{L(c)(γ(s), s, γ′(s)) + h(c)}ds
+
k∑
j=0
∫
J˜j
{L(c)(γ(s), s, γ′(s)) + h(c)}ds
]
.
We can take ε → 0+ according to a→ +∞ so that the term on the third line tends to
zero. The term on the second line tends to the right-hand side of (4.4) as ε→ 0+. Thus,
we conclude that h
(c)
p (γ∗i (0), 0; y, τ) ≤ v¯(y, τ), obtaining v¯(y, τ) = h(c)p (γ∗i (0), 0; y, τ).
The following proposition is a key fact:
Proposition 4.2. Let c ∈ (c0, c1). If the limit v¯(c) of a convergent subsequence {v¯(c)∆ }
has transition points at γ∗i and γ
∗
j , then Γ
i = Γj.
Proof. Set v¯ = v¯(c) and v¯∆ = v¯
(c)
∆ . There exists δ > 0 for which we have graph(c+ v¯x) ⊃
prU iloc(δ), prU jloc(δ) and v¯ is smooth on U i(δ)∪U j(δ) including its boundary. Throughout
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this paper, ǫ1(∆), ǫ2(∆), . . . are numbers that tend to 0 as ∆ → 0, and b1, b2, . . . are
constants. Since (v¯∆)x → v¯x a.e. as ∆→ 0, we have with small ǫ > 0,
sup
R2
|v¯∆ − v¯| < ǫ1(∆) and sup
U i(δ+ǫ)∪Uj(δ+ǫ)
|(v¯∆)x − v¯x| < ǫ1(∆).(4.6)
Now we investigate the solutions around γ∗i . The same investigation is possible around
γ∗j . Take a Z
2-periodic C2-function v : R2 → R with the derivatives uniformly bounded
in R2 such that
v|U i(δ) = v¯|U i(δ) and |Hp(x, t, c+ vx(x, t))| ≤ λ−11 in R2.
Set
g(x, t) := vt +H(x, t, c+ vx(x, t))− h(c),
where g = 0 on U i(δ). Then, vkm+1 := v(xm+1, tk) solves the difference equation
Dtv
k+1
m +H(xm, tk, c+Dxv
k
m+1) = h(c)−
∆x
2λ
A(xm, tk) + g(xm, tk) + ε(xm, tk),(4.7)
A(x, t) = vxx(x, t)− λ2vtt(x, t), ε(xm, tk) = o(∆x),
and therefore it satisfies the equality for any n, l, l′ < l
vl+1n = inf
ξ
Eµ(·;ξ)
[ ∑
l′<k≤l+1
{L(c)(γk, tk−1, ξkm(γk))−
∆x
2λ
A(γk, tk−1)(4.8)
+g(γk, tk−1) + ε(γ
k, tk−1)}∆t+ vl′m(γl′ )
]
+ h(c)(tl+1 − tl′).
Let v¯km+1 denote the difference solution that yields v¯∆. Define w
k
m+1 on Godd as
wkm+1 :=


v¯km+1 on U˜
i(δ) := U i(δ) ∩ Godd
vkm+1 + v¯
k
m∗(k)+1 − vkm∗(k)+1 for m∗(k) < m,
vkm+1 + v¯
k
m∗(k)+1
− vkm∗(k)+1 for m < m∗(k),
where (xm∗(k)+1, tk) and (xm∗(k)+1, tk) stand for the right end and left end of U˜
i(δ)|t=tk ,
respectively. Note that difference between space variables of the nearest two end points
of U˜ i(δ) is ±∆x, due to |γ∗i ′(s)| = |Hp(γ∗i (s), s, c + v¯x(γ∗i (s), s))| < λ−1. It follows from
(4.6) that
|wkm+1 − vkm+1| < ǫ1(∆) on Godd.(4.9)
Set
f(xm, tk) := Dtw
k+1
m +H(xm, tk, c+Dxw
k
m+1)− h∆(c),
where f(xm, tk) = 0 for m such that (xm±1, tk) ∈ U˜ i(δ). Then, wkm+1 solves the difference
equation
Dtw
k+1
m +H(xm, tk, c+Dxw
k
m+1) = h∆(c) + f(xm, tk)(4.10)
and therefore it satisfies for any n, l, l′ < l
wl+1n = inf
ξ
Eµ(·;ξ)
[ ∑
l′<k≤l+1
{L(c)(γk, tk−1, ξkm(γk)) + f(γk, tk−1)}∆t+ wl
′
m(γl′ )
]
(4.11)
+h∆(c)(tl+1 − tl′).
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We will show
|f(xm, tk)− g(xm, tk)| < ǫ2(∆) on Geven.(4.12)
For m∗(k), denoted by m∗, we have the following two cases:
(i) (xm∗ , tk+1) 6∈ U˜ i(δ), which implies (xm∗+2, tk+1) ∈ U˜ i(δ). Then, for m ≤ m∗, we
have
Dxw
k
m+1 =
1
2∆x
{(vkm+1 + v¯km∗+1 − vkm∗+1)− (vkm−1 + v¯km∗+1 − vkm∗+1)}
= Dxv
k
m+1,
Dtw
k+1
m =
1
∆t
{
vk+1m + v¯
k+1
m∗+2 − vk+1m∗+2
−1
2
(vkm−1 + v¯
k
m∗+1 − vkm∗+1 + vkm+1 + v¯km∗+1 − vkm∗+1)
}
= Dtv
k+1
m +Dtv¯
k+1
m∗+2 −Dtvk+1m∗+2 + λ−1(Dxv¯km∗+3 −Dxvkm∗+3).
Hence, with (4.7) and (4.10), we obtain
f(xm, tk)− g(xm, tk) = H(xm∗+2, tk, c+Dxvkm∗+3)−H(xm∗+2, tk, c+Dxv¯km∗+3)(4.13)
+λ−1(Dxv¯
k
m∗+3 −Dxvkm∗+3)−
∆x
2λ
A(xm, tk) + ε(xm, tk)
+
∆x
2λ
A(xm∗+2, tk)− ε(xm∗+2, tk).
(ii) (xm∗ , tk+1) ∈ U˜ i(δ). Then, for m ≤ m∗, we have
Dxw
k
m+1 =
1
2∆x
{(vkm+1 + v¯km∗+1 − vkm∗+1)− (vkm−1 + v¯km∗+1 − vkm∗+1)}
= Dxv
k
m+1,
Dtw
k+1
m =
1
∆t
{
vk+1m + v¯
k+1
m∗ − vk+1m∗
−1
2
(vkm−1 + v¯
k
m∗+1 − vkm∗+1 + vkm+1 + v¯km∗+1 − vkm∗+1)
}
= Dtv
k+1
m +Dtv¯
k+1
m∗ −Dtvk+1m∗ + λ−1(Dxv¯km∗+1 −Dxvkm∗+1).
Hence, with (4.7) and (4.10), we obtain
f(xm, tk)− g(xm, tk) = H(xm∗ , tk, c+Dxvkm∗+1)−H(xm∗ , tk, c+Dxv¯km∗+1)(4.14)
+λ−1(Dxv¯
k
m∗+1 −Dxvkm∗+1) +
∆x
2λ
A(xm, tk)− ε(xm, tk)
−∆x
2λ
A(xm∗ , tk) + ε(xm∗ , tk) + g(xm∗ , tk),
where g(xm∗ , tk)→ g(xm∗+2, tk) = 0 as ∆→ 0.
Similar calculation is possible withm∗(k). Therefore, noting thatDxv
k
m+1 = vx(xm, tk)+
o(∆x) and Dxv¯
k
m+1 = (v¯∆)x(xm, tk), we obtain (4.12) through (4.6).
We state the law of large numbers for the minimizing random walks for (4.8) and
(4.11), where they tend to genuine minimizing curves for exact viscosity solutions.
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Lemma 4.3. (1) For each x ∈ X := {x ∈ R | |x − γ∗i (0)| ≤ δ˜ < δ}, t < 0 and ε > 0,
define
L(r) :=
∫ 0
t
{L(c)(r(s), s, r′(s)) + g(r(s), s)}ds+ v(r(t), t) + h(c)(−t),
γ∗x: minimizer for inf
γ∈AC,γ(0)=x
L(γ),
Dεx := {r : [t, 0]→ R | |r′(s)| < λ−1, r(0) = x,L(r)− L(γ∗x) ≤ ε}.
Then, we have
sup
x∈X
sup
r∈Dεx
‖ r − γ∗x ‖C0([t,0])→ 0 as ε→ 0.
(2) Let η∆(γ) denote the linear interpolation of (3.4). For each xn+1 ∈ X such that
(xn+1, 0) ∈ Godd, ν > 0 and the minimizing random walk γ = γ(xn+1, 0; ξ∗) within [tl′ , 0]
for v0n+1 or w
0
n+1, define
Ων∆(xn+1) := {γ ∈ Ω | ‖ η∆(γ)− γ∗xn+1 ‖C0([tl′ ,0])≤ ν}.
Then, we have for each fixed ν > 0,
inf
xn+1
prob(Ων∆(xn+1))→ 1 as ∆→ 0.
In particular, the linearly interpolated averaged path γ¯∆ of the minimizing random walk
(γ¯∆ is also the average of η∆(γ). See Theorem 3.2, [17]) satisfies ‖ γ¯∆−γ∗xn+1 ‖C0([tl′ ,0])→
0 as ∆→ 0, uniformly with respect to xn+1.
Remark. Since v(x, 0) = infγ∈AC,γ(0)=x L(γ) and v = v¯, g = 0 on U i(δ) with dif-
ferentiability of v¯, the minimizer γ∗x for infγ∈AC,γ(0)=x L(γ) coincides with the unique
minimizer γ∗ for v¯(x, 0) within a small time interval [ǫ, 0]. Since the dynamics on the
unstable manifold implies that γ∗(s) tends to γ∗i (s) as s → −∞, the points (γ∗x(s), s)
never come out of U i(δ). Hence γ∗x is equal to γ
∗ on [t, 0], and is the unique minimizer
for infγ∈AC,γ(0)=x L(γ). It follows from hyperbolicity of γ∗i that there exists b1 > 0 for
which we have for s ≤ 0,
|γ∗x(s)− γ∗i (s)| ≤ |γ∗x(0)− γ∗i (0)|eb1s.(4.15)
Proof. (1) Proceeding by a proof via contradiction, we assume that there exists a se-
quence εj → 0 as j →∞ for which we have b2 > 0 such that
sup
x∈X
sup
r∈D
εj
x
‖ r − γ∗x ‖C0≥ 3b2 for all j.
We can take xj ∈ X and rj ∈ Dεjxj such that
‖ rj − γ∗xj ‖C0≥ 2b2 for all j.
We have a convergent subsequence of {xj}, still denoted by {xj}, that tends to x♯ ∈ X
as j → ∞. Since γ∗xj ′(0) = Hp(xj , 0, c + v¯x(xj , 0)) → γ∗x♯ ′(0) = Hp(x♯, 0, c + v¯x(x♯, 0))
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as j → ∞, we have γ∗xj → γ∗x♯, γ∗xj ′ → γ∗x♯ ′ uniformly and L(γ∗xj) → L(γ∗x♯), as j → ∞.
Hence, we see that
|L(rj)− L(γ∗x♯)| ≤ |L(rj)− L(γ∗xj)|+ |L(γ∗xj)−L(γ∗x♯)|
≤ εj + |L(γ∗xj)− L(γ∗x♯)| → 0 as j →∞.
Therefore, we have a subsequence of {rj}, still denoted by {rj}, that tends to a curve r♯
uniformly as j →∞ with L(r♯) = L(γ∗x♯). Since
‖ r♯ − γ∗x♯ ‖C0≥ − ‖ r♯ − rj ‖C0 + ‖ rj − γ∗xj ‖C0 − ‖ γ∗xj − γ∗x♯ ‖C0≥ b2,
there are two minimizing curves, which is a contradiction.
(2) For the minimizing random walk γ = γ(xn+1, 0; ξ
∗) for v0n+1, we have with (1) of
Proposition 3.2,
v0n+1 = Eµ(·;ξ∗)
[ ∑
l′<k≤0
{L(c)(γk, tk−1, ξkm(γk)) + g(γk, tk−1)
−∆x
2λ
A(γk, tk−1) + ε(γ
k, tk−1)}∆t+ v(γl′, tl′)
]
+ h(c)(−tl′)
= Eµ(·;ξ∗)
[ ∑
l′<k≤0
{L(c)(ηk(γ), tk−1, ξkm(γk)) + g(ηk(γ), tk−1)}∆t
+v(ηl
′
(γ), tl′)
]
+ h(c)(−tl′) + ǫ4(∆)
= Eµ(·;ξ∗)
[ ∫ 0
tl′
{L(c)(η∆(γ)(s), s, η∆(γ)′(s)) + g(η∆(γ)(s), s)}ds
+v(η∆(γ)(tl′), tl′)
]
+ h(c)(−tl′) + ǫ5(∆)
= Eµ(·;ξ∗)
[
L(η∆(γ))
]
+ ǫ5(∆).
On the other hand, v0n+1 = v(xn+1, 0) = L(γ∗xn+1). Hence, we have
0 ≤ Eµ(·;ξ∗)
[
L(η∆(γ))− L(γ∗xn+1)
]
≤ ǫ6(∆).(4.16)
Here, ǫ6(∆) > 0 are independent of xn+1. Set
Ω+ := {γ ∈ Ω | L(η∆(γ))− L(γ∗xn+1) ≥ ǫ6(∆)
1
2}.
Then, by (4.16), we have prob(Ω+) ≤ ǫ6(∆)1/2. It follows from (1) of this lemma that
there exists ε0(ν) > 0 for which, if |∆| is small enough to realize ǫ6(∆)1/2 ≤ ε0(ν), we
have ‖ η∆(γ)−γ∗xn+1 ‖C0≤ ν for all γ ∈ Ω\Ω+. Therefore, we obtain Ω\Ω+ ⊂ Ων∆(xn+1)
and 1− ǫ6(∆)1/2 ≤ prob(Ων∆(xn+1)).
Similarly, for the minimizing random walk γ = γ(xn+1, 0; ξ
∗) for w0n+1, we have
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with(4.9), (4.12) and (3) of Proposition 3.1,
w0n+1 = Eµ(·;ξ∗)
[ ∑
l′<k≤0
{L(c)(γk, tk−1, ξkm(γk)) + f(γk, tk−1)}∆t + wl
′
m(γl′ )
]
+h∆(c)(−tl′)
= Eµ(·;ξ∗)
[ ∑
l′<k≤0
{L(c)(γk, tk−1, ξkm(γk)) + g(γk, tk−1)}∆t+ v(γl
′
, tl′)
]
+h(c)(−tl′) + ǫ7(∆)
= Eµ(·;ξ∗)
[
L(η∆(γ))
]
+ ǫ8(∆),
|w0n+1 − v0n+1| = |w0n+1 −L(γ∗xn+1)| ≤ ǫ1(∆).
Therefore we have an estimate similar to (4.16), and we may follow the same way as the
above.
Now, we compare (4.8) and (4.11). Take n so that w0n+1 − v0n+1 is equal to
max
U˜ i(δ/3)|k=0
(w0m+1 − v0m+1).
Let T ∈ N be such that qT > 1
b1
log 4, let l′ := −qT · 2K and let γ∗xn+1 : [−qT, 0]→ R be
the minimizing curve for v(xn+1, 0). Then, (4.15) implies
|γ∗xn+1(−qT )− γ∗i (−qT )| ≤
1
4
|γ∗xn+1(0)− γ∗i (0)|.(4.17)
Let ξ∗ be the minimizer for v0n+1. Then, it follows from (4.8) and (4.11) that
w0n+1 − v0n+1 ≤ Eµ(·;ξ∗)
[ ∑
l′<k≤0
{
f(γk, tk−1)− g(γk, tk−1) + ∆x
2λ
A(γk, tk−1)
−ε(γk, tk−1)
}
∆t + (wl
′
m(γl′ )
− vl′
m(γl′ )
)
]
+ (h∆(c)− h(c))qT
=
∆x
2λ
∫ 0
−qT
A(γ∗xn+1(s), s)ds
+
∆x
2λ
Eµ(·;ξ∗)
[ ∫ 0
−qT
A(η∆(γ)(s), s)ds
]
− ∆x
2λ
∫ 0
−qT
A(γ∗xn+1(s), s)ds(4.18)
+
∆x
2λ
Eµ(·;ξ∗)
[ ∑
l′<k≤0
A(γk, tk−1)∆t−
∫ 0
−qT
A(η∆(γ)(s), s)ds
]
(4.19)
−Eµ(·;ξ∗)
[ ∑
l′<k≤0
ε(γk, tk−1)∆t
]
(4.20)
+Eµ(·;ξ∗)
[ ∑
l′<k≤0
{f(γk, tk−1)− g(γk, tk−1)}∆t
]
(4.21)
+Eµ(·;ξ∗)
[
(wl
′
m(γl′ )
− vl′
m(γl′ )
)− (w0n+1 − v0n+1)
]
(4.22)
+(w0n+1 − v0n+1) + (h∆(c)− h(c))qT.
The terms in (4.18)–(4.22) are denoted by R1, . . . , R5, respectively. Note that A(x, t)
is uniformly continuous. By (2) of Lemma 4.3 and continuity of A, we obtain R1 ≤
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ǫ11(∆)∆x. It follows from (1) of Proposition 3.2 that
prob{γ ∈ Ω | |ηk(γ)− γk| > ∆x 14} ≤ b3∆x 14 ,
and hence we obtain R2 ≤ ǫ9(∆)∆x. Since ε = o(∆x), we have R3 ≤ ǫ10(∆)∆x. Since
the minimizer ξ∗ is given as ξ∗k+1m = Hp(xm, tk, c +Dxv
k
m+1) and satisfies the Lipschitz
condition in (2) of Proposition 3.2, Chebychev’s inequality yields for each α > 0,
prob{γ ∈ Ω | |γk − γ¯k| > α} ≤ σ
k
α2
≤ b4∆x
α2
for all l′ ≤ k ≤ 0.(4.23)
Since the averaged path γ¯∆ of the minimizing random walk is C
0-close to γ∗xn+1, and
γ∗xn+1 tends to γ
∗
i , the points (γ¯∆(s), s) always stay in U
i(4δ/9) for small ∆. Hence, we
have {(x, s) ∈ R2 | |x− γ¯∆(s)| ≤ δ/2} ⊂ U i(δ). With the fact f(γk, tk−1)−g(γk, tk−1) = 0
on U˜ i(δ), (4.12) and (4.23) with α = δ/2, we obtain
R4 ≤ ǫ12(∆) ∆x
(δ/2)2
.
Due to the choice of n, we have (wl
′
m(γl′ )
− vl′
m(γl′ )
)− (w0n+1− v0n+1) < 0 for γ such that γl′
is contained in the δ/3-neighborhood of γ∗i (−qT ). We see that the δ/6-neighborhood of
γ¯∆(−qT ) is contained in the δ/3-neighborhood of γ∗i (−qT ). In fact, it follows from (4.17)
that we have |γ∗xn+1(−qT )−γ∗i (−qT )| ≤ δ/12, and hence we have |γ¯∆(−qT )−γ∗i (−qT )| ≤
1.5δ/12 for small ∆. By (4.9) and (4.23) with α = δ/6, we obtain
R5 ≤ ǫ13(∆) ∆x
(δ/6)2
.
It follows from (4.15) and the relation vxx = ζ
i
xx, vtt = ζ
i
tt on U
i(δ) that∣∣∣∣
∫ 0
−qT
A(γ∗xn+1(s), s)ds− TΓi
∣∣∣∣ ≤ ν(δ),
where ν(δ) comes from the modulus of the continuity of A. Therefore we obtain
(h(c)− h∆(c))qT ≤ TΓi∆x
2λ
+ ν(δ)
∆x
2λ
+
ǫ14(∆)
δ2
∆x+ ǫ15(∆)∆x.(4.24)
We remark that if we do not introduce wkm+1, or if we do not choose the above n, it is
not easy to see that Γi is the principle term in (4.24).
Next, we will obtain a converse estimate with the minimizer ξ∗ for w0n+1, where we
take n so that w0n+1 − v0n+1 is equal to
min
U˜ i(δ/3)|k=0
(w0m+1 − v0m+1).
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It follows from (4.8) and (4.11) that
w0n+1 − v0n+1 ≥ Eµ(·;ξ∗)
[ ∑
l′<k≤0
{
f(γk, tk−1)− g(γk, tk−1) + ∆x
2λ
A(γk, tk−1)
−ε(γk, tk−1)
}
∆t + (wl
′
m(γl′ )
− vl′
m(γl′ )
)
]
+ (h∆(c)− h(c))qT
=
∆x
2λ
∫ 0
−qT
A(γ∗xn+1(s), s)ds
+
∆x
2λ
Eµ(·;ξ∗)
[ ∫ 0
−qT
A(η∆(γ)(s), s)ds
]
− ∆x
2λ
∫ 0
−qT
A(γ∗xn+1(s), s)ds
+
∆x
2λ
Eµ(·;ξ∗)
[ ∑
l′<k≤0
A(γk, tk−1)∆t−
∫ 0
−qT
A(η∆(γ)(s), s)ds
]
−Eµ(·;ξ∗)
[ ∑
l′<k≤0
ε(γk, tk−1)∆t
]
+Eµ(·;ξ∗)
[ ∑
l′<k≤0
{f(γk, tk−1)− g(γk, tk−1)}∆t
]
+Eµ(·;ξ∗)
[
(wl
′
m(γl′ )
− vl′
m(γl′ )
)− (w0n+1 − v0n+1)
]
+(w0n+1 − v0n+1) + (h∆(c)− h(c))qT.
Since the averaged path γ¯∆ of the minimizing random walk is C
0-close to γ∗xn+1, and
γ∗xn+1 tends to γ
∗
i , the points (γ¯∆(s), s) always stay in U
i(4δ/9) for small ∆. Hence, by
(A4), the minimizer ξ∗, which is given by ξ∗k+1m = Hp(xm, tk, c +Dxw
k
m+1), satisfies the
Lipschitz condition in (2) of Proposition 3.2. Therefore, with the estimate σk = O(∆x),
we can repeat the same argument as the above for the lower bound of each term. In
particular, due to the choice of the n, we have (wl
′
m(γl′ )
−vl′
m(γl′ )
)−(w0n+1−v0n+1) > 0 for γ
such that γl
′
is contained in the δ/3-neighborhood of γ∗i (−qT ), and the δ/6-neighborhood
of γ¯∆(−qT ) is contained in the δ/3-neighborhood of γ∗i (−qT ). Thus we obtain
(h(c)− h∆(c))qT ≥ TΓi∆x
2λ
− ν(δ)∆x
2λ
− ǫ14(∆)
δ2
∆x− ǫ15(∆)∆x.(4.25)
In this way, we also obtain for γ∗j ,
(h(c)− h∆(c))qT ≤ TΓj∆x
2λ
+ ν(δ)
∆x
2λ
+
ǫ14(∆)
δ2
∆x+ ǫ15(∆)∆x,(4.26)
(h(c)− h∆(c))qT ≥ TΓj∆x
2λ
− ν(δ)∆x
2λ
− ǫ14(∆)
δ2
∆x− ǫ15(∆)∆x.(4.27)
If Γi 6= Γj and if we take small δ > 0, there is a contradiction in (4.24),(4.25),(4.26) and
(4.27) as ∆→ 0. This ends the proof of Proposition 4.2.
Currently, we do not have any appropriate estimate of σk without (A4) for the rate
of the law of large numbers in the minimizing random walk for w0n+1. A possible way to
remove (A4) would be to sharpen Chebychev’s inequality. However, this seems not easy,
because our random walk is not the sum of i.i.d. random variables.
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Next we show that, for certain values of c, the limit of any convergent subsequence
{v¯(c)∆ } has transition points at γ∗i∗. For this purpose, we introduce the following symbols:
Let x+k (resp. x
−
k ) ∈ {prγ∗i (0), . . . , prγ∗i (q−1)}i 6=i∗ be the nearest point to prγ∗i∗(k) on the
right (resp. left) for k = 0, . . . , q−1 (if γ∗i∗(0) = 0, x−0 is the point of {prγ∗i (0), . . . , prγ∗i (q−
1)}i 6=i∗ that is nearest to 1). Let U±k (reps. S±k ) be the segment between prγ∗i∗(k) and x±k
of the projected unstable (resp. stable) manifold at t = 0 of γ∗i∗ . Set
d± :=
∑
0≤k<q
[area surrounded by U±k and S±k ].
It follows from Subsection 3.3 that, for each c ∈ J− := [c0, c1−d−], there exists v¯(c) such
that graph(c + v¯
(c)
x )|t=0 ⊃ ∪0≤k<qU−k . Similarly, for each c ∈ J+ := [c0 + d+, c1], there
exists v¯(c) such that graph(c + v¯
(c)
x )|t=0 ⊃ ∪0≤k<qU+k . Since there exists v¯(c) such that
graph(c+ v¯
(c)
x )|t=0 ⊃ ∪0≤k<q(U−k ∪ U+k ), we see that J− ∩ J+ 6= φ.
Proposition 4.4. For each c ∈ J− ∩ J+, the limit of any convergent subsequence {v¯(c)∆ }
has transition points at γ∗i∗.
Proof. Let c ∈ J−∩J+. Suppose that there exists a convergent subsequence {v¯∆ = v¯(c)∆ }
whose limit v¯ does not have transition points at γ∗i∗. The following is our strategy: Since
v¯ has transition points at some γ∗i (i 6= i∗), we have the lower estimate (4.25). Since
v¯ does not have transition points at γ∗i∗, the upper estimate (4.24) with i = i
∗ is not
directly available. However, due to the choice of c and uniqueness of the value h(c), we
have the Z2-periodic viscosity solution vˆ = vˆ(c) of (1.2) such that vˆ(γ∗i∗(0), 0) = 0 and
graph(c+ vˆx)|t=0 ⊃
⋃
0≤k<q
(U−k ∪ U+k ).
Then, we can compare v¯∆ and vˆ with modification of the argument in Proposition 4.2,
obtaining the upper estimate (4.24) with i = i∗. (A3) yields contradiction as ∆→ 0.
Adding constants if necessary, we have v¯∆(γ
∗
i∗(0), 0) = v¯(γ
∗
i∗(0), 0) = 0. The entropy
condition of v¯x implies the following three cases: graph(c+ v¯x)|t=0 contains
(i) S−k and a part of U+k for k = 0, . . . , q − 1,
(ii) a part of U−k and S+k for k = 0, . . . , q − 1,
(iii) S−k and S+k for k = 0, . . . , q − 1.
Take small δ > 0 so that
(i) ⇒ graph(c+ v¯x) ⊃ prU i∗loc(δ)|{(x,t)∈R2 | γ∗i∗ (t)≤x≤γ∗i∗ (t)+δ},
(ii) ⇒ graph(c+ v¯x) ⊃ prU i∗loc(δ)|{(x,t)∈R2 | γ∗i∗ (t)−δ≤x≤γ∗i∗ (t)},
(iii) ⇒ δ ≤ min{mint∈R |γ∗i∗−1(t)− γ∗i∗(t)|,mint∈R |γ∗i∗(t)− γ∗i∗+1(t)|}.
Following the proof of Proposition 4.2, we define a Z2-periodic C2-function v with vˆ,
instead of v¯, so that
(i) ⇒ v = vˆ on V (δ) := {(x, t) ∈ R2 | γ∗i∗−1(t) ≤ x ≤ γ∗i∗(t) + δ},
(ii) ⇒ v = vˆ on V (δ) := {(x, t) ∈ R2 | γ∗i∗(t)− δ ≤ x ≤ γ∗i∗+1(t)},
(iii) ⇒ v = vˆ on V (δ) := {(x, t) ∈ R2 | γ∗i∗−1(t) ≤ x ≤ γ∗i∗+1(t)} (independent of δ).
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Let v¯km+1 denote the difference solution that yields v¯∆. We also define w
k
m+1 from v¯
k
m+1
and v with V˜ (δ) := V (δ) ∩ Godd as
wkm+1 :=


v¯km+1 on V˜ (δ)
vkm+1 + v¯
k
m∗(k)+1 − vkm∗(k)+1 for m∗(k) < m,
vkm+1 + v¯
k
m∗(k)+1
− vkm∗(k)+1 for m < m∗(k),
where (xm∗(k)+1, tk) and (xm∗(k)+1, tk) stand for the right end and left end of V˜ (δ)|t=tk ,
respectively. Then we may have g and f , as well as the difference equations for vkm+1 :=
v(xm+1, tk) and w
k
m+1, in the same way as that of the proof of Proposition 4.2.
Since v¯x = vˆx on the boundary ∂V (δ), we have for the ǫ16(∆)-neighborhood of ∂V (δ),
denoted by B(∆),
sup
B(∆)
|v¯x − vˆx| ≤ ǫ17(∆).
Since (v¯∆)x → v¯x uniformly on V (δ) including its boundary as ∆→ 0, it follows from the
continuity of vx on ∂V (δ) and the relation |(v¯∆)x−vx| ≤ |(v¯∆)x− v¯x|+ |v¯x− vˆx|+ |vˆx−vx|
that we have
sup
B(∆)
|(v¯∆)x − vx| ≤ ǫ18(∆).
Hence, (4.13) and (4.14) imply that (4.12) holds in all the cases (i)–(iii). Note that we
fail to have (4.12), if we simply follow the proof of Proposition 4.2 with U˜ i
∗
(δ) in the
definition of wkm+1. We now do not have the estimate |w0m+1−v0m+1| < ǫ19(∆) on Godd|k=0.
However, due to the choice of vˆ and the normalization of vˆ, v¯, v¯∆ at γ
∗
i∗(0), it follows from
the relation v¯(x, 0)− vˆ(x, 0) = ∫ x
γ∗
i∗
(0)
(v¯x(y, 0)− vˆx(y, 0))dy that we have
(i)⇒ v¯(x, 0)− vˆ(x, 0) =
{
0 for γ∗i∗(0) ≤ x ≤ γ∗i∗(0) + δ,
negative for γ∗i∗−1(0) ≤ x < γ∗i∗(0),
(ii)⇒ v¯(x, 0)− vˆ(x, 0) =
{
0 for γ∗i∗(0)− δ ≤ x ≤ γ∗i∗(0),
negative for γ∗i∗(0) < x ≤ γ∗i∗+1(0),
(iii)⇒ v¯(x, 0)− vˆ(x, 0) =
{
0 for x = γ∗i∗(0),
negative for γ∗i∗−1(0) ≤ x ≤ γ∗i∗+1(0) and x 6= γ∗i∗(0).
Since v¯∆ → v¯ uniformly as ∆→ 0 and
w0m+1 − v0m+1 = v¯0m+1 − vˆ(xm+1, 0)
≤ ǫ19(∆) + v¯(xm+1, 0)− vˆ(xm+1, 0) on V˜ (δ),
w0m+1 − v0m+1 = v¯0m∗(0)+1 − v0m∗(0)+1
≤ ǫ19(∆) + v¯(xm∗(0)+1, 0)− vˆ(xm∗(0)+1, 0) for m∗(k) < m,
w0m+1 − v0m+1 = v¯0m∗(0)+1 − v0m∗(0)+1
≤ ǫ19(∆) + v¯(xm∗(0)+1, 0)− vˆ(xm∗(0)+1, 0) for m < m∗(k),
we have in all the cases (i)–(iii),
w0m+1 − v0m+1 < ǫ19(∆) on Godd|k=0.
Take n so that w0n+1 − v0n+1 is equal to
max
U˜ i∗(δ/3)|k=0
(w0m+1 − v0m+1).
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Here, “maxU˜ i∗(δ/3)|k=0” is not “maxV˜ (δ/3)|k=0”. Note that
−ǫ20(∆) < w0n+1 − v0n+1,
because
w0n+1 − v0n+1 = v¯∆(xn+1, 0)− v¯(xn+1, 0) + v¯(xn+1, 0)− vˆ(xn+1, 0)
≥ v¯∆(xm(γ∗
i∗
(0)), 0)− v¯(xm(γ∗
i∗
(0)), 0) + v¯(xm(γ∗
i∗
(0)), 0)− vˆ(xm(γ∗
i∗
(0)), 0),
v¯∆ − v¯ → 0 on U˜ i∗(δ/3)|k=0 and v¯(γ∗i∗(0), 0) − vˆ(γ∗i∗(0), 0) = 0. Then, we can estimate
w0n+1 − v0n+1 from the above with the minimizer ξ∗ for v0n+1 in the same manner as that
of the proof of Proposition 4.2, obtaining
(h(c)− h∆(c))qT ≤ TΓi∗∆x
2λ
+ ν(δ)
∆x
2λ
+
ǫ21(∆)
δ2
∆x+ ǫ22(∆)∆x.(4.28)
On the other hand, by the argument in the proof of Proposition 4.2, we have for γ∗i
(i 6= i∗) at which v¯ has transition points,
(h(c)− h∆(c))qT ≥ TΓi∆x
2λ
− ν(δ)∆x
2λ
− ǫ23(∆)
δ2
∆x− ǫ24(∆)∆x.
Thus, by (A3), we reach a contradiction as ∆→ 0.
We extend Proposition 4.4:
Proposition 4.5. For each c ∈ (c0, c1), the limit of any convergent subsequence {v¯(c)∆ }
has transition points at γ∗i∗.
Proof. Let c∗ := max J− ∩ J+. Then, Proposition 4.4 implies that the limit v¯(c∗) of any
convergent subsequence {v¯(c∗)∆ } has transition points at γ∗i∗ . By (A3) and Proposition
4.2, v¯(c
∗) has transition points only at γ∗i∗. It follows from Subsection 3.3 and the choice
of c∗that we may have the Z2-periodic viscosity solution vˆ(c
∗) such that graph(c∗ +
vˆ
(c∗)
x )|t=0 ⊃ ∪0≤k<q(U−k ∪ U+k ) and graph(c∗ + vˆ(c
∗)
x )|t=0 \ ∪0≤k<qU−k is a part of the upper
separatrix at t = 0. It is clear that vˆ(c
∗) has transition points only at γ∗i∗ . By Proposition
4.1, v¯(c
∗) and vˆ(c
∗) must coincide (up to constants) with the Peierls barrier. Therefore
we see that
graph(c∗ + v¯
(c∗)
x )|t=0 =graph(c∗ + vˆ(c
∗)
x )|t=0.
Suppose that there exists c ∈ (c∗, c1) for which (∗) does not hold:
(∗) The limit of any convergent subsequence {v¯(c)∆ } has transition points at γ∗i∗ .
Then, we have a convergent subsequence {v¯(c)∆ } whose limit v¯(c) does not have transition
points at γ∗i∗ . It follows from (2) of Proposition 3.1 that we have c
∗ + (v¯
(c∗)
∆ )x < c +
(v¯
(c)
∆ )x a.e., obtaining c
∗ + v¯
(c∗)
x |t=0 ≤ c + v¯(c)x |t=0 a.e. Hence, if graph(c + v¯(c)x )|t=0 does
not contain S−k , then v¯(c) must have transition points at γ∗i∗ . Therefore, we see that
graph(c + v¯
(c)
x )|t=0 ⊃ ∪0≤k<qS−k . However, this means that graph(c + v¯(c)x )|t=0 coincides
with the whole upper separatrix at t = 0, which is only allowed for c = c1. Therefore,
(∗) holds for all c ∈ (c∗, c1).
We have the lower extension with c∗ := min J
− ∩ J+ in the same manner.
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Proof of Theorem 2.1. By Proposition 4.5, the limit v¯(c) of any convergent subsequence
must have transition points at γ∗i∗. By (A3) and Proposition 4.2, v¯
(c) has transition
points only at γ∗i∗ . By Proposition 4.1, such v¯
(c) is unique up to constants and co-
incides with h
(c)
p (γ∗i∗(0), 0; ·, ·). Therefore, with the normalization, we conclude that
v¯
(c)
∆ → h(c)p (γ∗i∗(0), 0; ·, ·) as ∆ → 0 in the whole sequence. By (5) of Proposition 3.1,
this implies that u¯
(c)
∆ → (h(c)p (γ∗i∗(0), 0; ·, ·))x as ∆→ 0 in the whole sequence.
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