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A Simultaneous Balanced Truncation Approach to
Model Reduction of Switched Linear Systems
Nima Monshizadeh, Harry L. Trentelman, Senior Member, IEEE, and M. Kanat Camlibel, Member, IEEE
Abstract—This paper deals with model reduction by balanced
truncation of switched linear systems (SLS). We consider switched
linear systems whose dynamics, depending on the switching signal,
switches between finitely many linear systems with a common state
space. These linear systems are called the modes of the SLS. The
idea is to seek for conditions under which there exists a single state
space transformation that brings all modes of the SLS in balanced
coordinates. As a measure of reachability and observability of the
state components of the SLS, we take the average of the diagonal
gramians. We then perform balanced truncation by discarding the
state components corresponding to the smallest diagonal elements
of this average balanced gramian. In order to carry out this pro-
gram, we derive necessary and sufficient conditions under which
a finite collection of linear systems with common state space can
be balanced by a single state space transformation. Among other
things, we derive sufficient conditions under which global uniform
exponential stability of the SLS is preserved under simultaneous
balanced truncation. Likewise, we derive conditions for preserva-
tion of positive realness or bounded realness of the SLS. Finally,
in case that the conditions for simultaneous balancing do not hold,
or we simply do not want to check these conditions, we propose to
compute a suitable state space transformation on the basis of min-
imization of an overall cost function associated with the modes of
the SLS. We show that in case our conditions do hold, this trans-
formation is in fact simultaneously balancing, bringing us back to
the original method described in this paper.
Index Terms—Model reduction, simultaneous balanced trunca-
tion, switched linear systems.
I. INTRODUCTION
S EEKING for simpler descriptions of highly complexor large-scale systems has resulted in the development
of many different model reduction methods and techniques.
Models of lower complexity provide a simpler description,
better understanding, and easier analysis of the system. In addi-
tion, models of lower complexity make computer simulations
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more tractable, and simplify controller design. Two important
issues in model reduction are to obtain good error bounds, and
to preserve important system properties like stability, positive
realness, or bounded realness. To achieve this, extensive re-
search, and many approaches are reported in the literature on
model reduction of linear time-invariant finite-dimensional
systems (for an extensive overview of the literature, see [1]).
One of the most well-known techniques is model reduction
by balanced truncation, first introduced in [18], and later ap-
pearing in the control system literature in [17] and [21]. In
this approach, first the system is transformed into a balanced
form, and next a reduced order model is obtained by truncation.
There are other types of balancing approaches available in
the literature. Instances of those are stochastic and positive
real balancing, proposed in [3], and bounded real balancing,
proposed in [20]. In addition, frequency weighted balancing
has been developed to approximate the system over a range of
frequencies. In [5], [16], [25] and [27], different schemes are
proposed for frequency weighted balancing. Another category
of model reduction approaches is formed by Krylov-based
methods, based on moment matching. Among the pioneering
work in this direction, we refer to [6], [8], and [12].
Despite the considerable research effort on model reduction
for ordinary linear systems, developing methods for model
reduction of systems with switching dynamics has only been
studied in very few papers up to now (see, e.g., [2], [7], [24]).
A switched linear system, typically, involves switching
between a number of linear systems, called the modes of the
switched linear system. Hence, to apply balanced truncation
techniques to a switched linear system, we may seek for a
basis of the (common) state space such that the corresponding
modes are all in balanced form. A natural question that arises
here is under what conditions such a basis exist. In this paper,
necessary and sufficient conditions are derived for the existence
of such basis. The results obtained are not limited to a certain
type of balancing, but are applicable to different types such as
Lyapunov, bounded real, and positive real balancing.
It may happen that some state components of the switched
linear system are difficult to reach and observe in some of the
modes yet easy to reach and observe in others. In that case, de-
ciding how to truncate the state variables and obtain a reduced
order model is not trivial. A solution to this problem is proposed
in this paper. By averaging the diagonal gramians of the indi-
vidual modes in the balanced coordinates, a new diagonal ma-
trix is obtained. This average balanced gramian can be used
to obtain a reduced order model. In the case of Lyapunov bal-
ancing, the average balanced gramian assigns an overall degree
of reachability and observability to each state component. In
0018-9286/$31.00 © 2012 IEEE
MONSHIZADEH et al.: SIMULTANEOUS BALANCED TRUNCATION APPROACH TO MODEL REDUCTION OF SLS 3119
TABLE I
COMMON TYPES OF BALANCING
this way, one can decide which state components should be dis-
carded in order to obtain a reduced order switched linear system.
Another interesting issue is, in case that the original switched
linear system is stable, how to ensure that the reduced order
switched linear system retains this stability. It is well-known
that the existence of a common quadratic Lyapunov function
(CQLF) is a sufficient condition for global uniform exponential
stability of the switched linear system, see [15]. In this paper,
we will establish conditions under which the reduced order
switched linear system inherits a CQLF from the original
switched linear system, thus preserving global uniform expo-
nential stability.
Similarly, one may be interested in preserving positive real-
ness or bounded realness of the original switched linear system
in the reduced order model after applying simultaneous posi-
tive real or bounded real balanced truncation. Conditions for
preserving these properties are proposed in this paper. The pro-
posed conditions are similar to those obtained for stability pre-
serving yet with a different interpretation.
It turns out that, the higher the number of modes of the orig-
inal switched linear system, the more restrictive the proposed
conditions are. Therefore, in addition to simultaneous balanced
truncation, we develop a more general balanced truncation-like
scheme as well. Independent of the number ofmodes of the orig-
inal switched linear system, preserving desired properties like
stability, positive realness or bounded realness is then guaran-
teed upon the satisfaction of a single condition.
This paper is organized as follows. In Section II, some pre-
liminaries and basic material needed in this paper are discussed.
Section III is devoted to characterizing all balancing transfor-
mations for a single linear system. It is shown how to obtain all
balancing transformations for a given pair of gramians, starting
from a single transformation that diagonalizes the product of
these gramians. In Section IV, we solve the problem of simul-
taneous balancing, and give necessary and sufficient conditions
for the existence of a single balancing transformation for mul-
tiple pairs of gramians. In Section V, we apply our results on
simultaneous balancing to model reduction by balanced trun-
cation of switched linear systems. We also address the issues
of preservation of stability, positive realness, and bounded real-
ness. Since the conditions for the existence of simultaneous bal-
ancing transformations can be rather restrictive, in Section VI
we propose a truncation method that is generally applicable,
and, importantly, reduces to simultaneous balanced truncation
if possible. Section VII is devoted to a numerical example to il-
lustrate the methods introduced in this paper. The paper closes
with conclusions in Section VIII.
II. PRELIMINARIES
In this section, we will review some basic material on bal-
ancing and on simultaneous diagonalization. Consider the finite
dimensional, linear time-invariant system
(1)
where , , , and .
Assume that the system is internally stable, i.e., the matrix
has all its eigenvalues in the open left half plane. Also assume
is controllable and is observable. We shortly de-
note this system by . Basically, balancing
the system means to find a nonsingular state space transfor-
mation that diagonalizes appropriately chosen positive defi-
nite matrices and in a covariant and contravariant manner,
respectively. This means that transforms to and
transforms to , and the transformed matrices should
be diagonal, or diagonal and equal. Important special cases of
balancing are classical Lyapunov balancing, bounded real (BR)
balancing, and positive real (PR) balancing. In Lyapunov bal-
ancing the matrices and are the reachability and observ-
ability gramian associated with the system , while in BR and
PR balancing and are the minimal real symmetric solutions
of a pair of algebraic Riccati equations, see Table I. Also, one
could do balancing based on positive definite solutions of Lya-
punov inequalities, instead of equations (see [4]), or use alterna-
tive solutions, not necessarily minimal, of the Riccati equations
in Table I.
In this paper, we will study the concept of balancing without
referring to a particular underlying system. Instead, we will start
off with a given pair of positive definite matrices, and study how
to find a suitable transformation for this pair. Thus, let ,
be real symmetric positive definite matrices. Then, the
concepts of essentially balancing and balancing transformations
are defined as follows.
Definition II.1: Let be nonsingular. We call an
essentially-balancing transformation for if and
are diagonal. In this case, we say essentially bal-
ances . We call a balancing transformation for
if , where is a diagonal matrix. In
this case, we say balances .
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Note that essentially balancing transformations have been
also referred to as contragredient transformations in the lit-
erature (see [14]). It is well-known, see for example [28],
that for any pair of real symmetric positive definite matrices
there exists a balancing transformation. It is clear
that the diagonal elements of the matrix in Definition II.1
coincide with the square roots of the eigenvalues of . In
the case of Lyapunov balancing, the diagonal elements of
the corresponding are the nonzero Hankel singular values
(HSV) of the system. Similarly, in the case of bounded real
and positive real balancing, the diagonal elements of are the
nonzero bounded real and positive real characteristic values,
respectively (see [10], [19], [20], [23], [26]). Next, we will
address the issue of simultaneous diagonalization of matrices.
Definition II.2: Let be diagonalizable. Then the
nonsingular matrix is called a diagonalizing trans-
formation for if is diagonal. In this case, we say
diagonalizes . Two diagonalizable matrices ,
are said to be simultaneously diagonalizable if there exists a
nonsingular matrix such that and
are both diagonal.
A necessary and sufficient condition for simultaneous diago-
nalizability of two given matrices is well-known, and is stated
in the following lemma [11]:
Lemma II.3: Let , be diagonalizable matrices.
Then and are simultaneously diagonalizable if and only if
they commute, i.e., .
The generalization of the above result to the case of three or
more matrices is straightforward. In fact, a finite set of diago-
nalizable matrices is simultaneously diagonalizable if and only
if each pair in the set commutes.
III. BALANCING TRANSFORMATIONS FOR A PAIR OF
POSITIVE DEFINITE MATRICES
In this section, we will show how we can obtain all balancing
transformations for a given pair of real symmetric positive def-
inite matrices by using a single diagonalizing transfor-
mation of the product . In the first part of this section we will
deal with the (generic) case that the eigenvalues of the product
are all distinct. In the second part, we will extend our re-
sults to the general case of repeated eigenvalues of .
A. Distinct Eigenvalue Case
Let and be real symmetric positive definite matrices and
assume that the eigenvalues of are all distinct. Let be
a balancing transformation for the pair , and denote the
corresponding diagonal matrix by ,
where . We note that the diagonal elements
are not necessarily ordered in a decreasing manner. Clearly,
satisfies
and hence the columns of are eigenvectors of corre-
sponding to the distinct eigenvalues , . Since
the eigenvalues of are real, there exists that di-
agonalizes . Now, it is easy to observe that can be written
as where is a nonsingular diagonal
matrix and is a permutation matrix. Clearly, the transforma-
tion given by also balances . Therefore,
we can always obtain a balancing transformation for by
scaling a diagonalizing transformation of .
The following lemma states that there is a one-to-one cor-
respondence between diagonalizing transformations and essen-
tially balancing transformations.
Lemma III.1: Let and be real symmetric positive definite
matrices. Assume that the eigenvalues of are all distinct.
Then, the matrix is an essentially-balancing trans-
formation for if and only if it is a diagonalizing transfor-
mation for .
Proof: First, assume that is an essentially-balancing
transformation for . Then, by definition,
and are diagonal. Consequently, the product
is diagonal. Hence, is a
diagonalizing transformation for .
Conversely, suppose is a diagonalizing transformation for
. Then, by using the distinct eigenvalue assumption, it fol-
lows from the introduction to this subsection that there exists a
nonsingular diagonal matrix such that
balances . Hence, by Definition II.1, we have
Consequently, and are diagonal ma-
trices, and is, therefore, an essentially balancing transforma-
tion for .
Based on the previous discussion and Lemma III.1, the fol-
lowing theorem characterizes balancing transformations for a
given pair of positive definite matrices .
Theorem III.2: Let and be real symmetric positive def-
inite matrices. Assume the eigenvalues of are all distinct.
Let be a diagonalizing transformation for with
corresponding diagonal matrix . Then is a balancing trans-
formation for with corresponding diagonal matrix if
and only if where is a diagonal ma-





Proof: First, we show that (2), (3), and (4) are equivalent.
Clearly, we have
(5)
By Lemma III.1, is an essentially balancing transformation
for ; therefore, and are diagonal.
Hence, (5) yields . Consequently,
(3), and (4) are equivalent. In addition, their product results
in (2). So, it remains to show that (2) implies (3) or (4). By
(5), (2) can be rewritten as . Hence,
. The last implication is due to the fact that
a positive definite matrix has a unique positive definite square
root.
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Now, let be a diagonal matrix satisfying (2). By
(2), we have
(6)
Since and are diagonal, (6) can be written
as
(7)
Hence, is a balancing transformation for .
Clearly, the corresponding diagonal matrix is .
To prove the converse, let be a balancing transformation
for with corresponding diagonal matrix . Clearly, the
columns of and are eigenvectors of . Hence,
can be written as for some nonsingular diagonal
matrix . By Definition II.1, we have
(8)
By Lemma III.1, and are diagonal. There-
fore, by changing the order of multiplications in (8) we obtain
(9)
which simplifies to (2).
The above theorem provides a straightforward method for
computing balancing transformations. Given real symmetric
positive definite matrices and , we compute, first, a diago-
nalizing transformation for . Obviously, this transformation
can be obtained directly from the eigenvectors of . Then,
as stated in the theorem, a balancing transformation can be
obtained by scaling the diagonalizing transformation, and the
scaling matrix can be taken as any nonsingular real diagonal
matrix satisfying (2), (3), or (4). Note that computation of is
simple and merely requires the multiplication of two diagonal
matrices.
B. Case of Possibly Repeated Eigenvalues
We will now deal with the general case that may have
repeated eigenvalues. The following lemma is crucial for the
proof of the subsequent results.
Lemma III.3: Let be a diagonalizing transformation
for with corresponding diagonal matrix . Let be a
balancing transformation for with corresponding diag-
onal matrix . Then, commutes with , , and
.
Proof: Clearly, we have and
. Hence, . There-
fore, commutes with . Thus, and also
commute. In addition, we have
Hence, . Thus,
. Since and commute, we ob-
tain . Hence, is
symmetric, and commutes with . In a similar fashion,
we obtain . Consequently,
and commute.
The following theorem now provides an extension to the re-
peated eigenvalue case of Theorem III.2:
Theorem III.4: Let and be real symmetric positive defi-
nite matrices. Let be a diagonalizing transformation
for with corresponding diagonal matrix . Then is a bal-
ancing transformation for with corresponding diagonal
matrix if and only if where is a non-
singular matrix which commutes with , and satisfies one, and,




Proof: First, we show that (10), (11), and (12) are equiva-
lent. Clearly, we have
(13)
By Lemma III.3, we obtain .
Hence, (11), and (12) are equivalent. In addition, the
product of (11) and (12) results in (10). So, it remains to
show (10) implies (11) or (12). By (13), we can rewrite
(10) as . Hence, we obtain
. Note that and are
positive definite matrices.
Now, assume is a balancing transformation for .
Clearly, we can write as for a nonsingular matrix
. Hence,
which simplifies to (11) by Lemma III.3.
To prove the converse, assume that the nonsingular matrix
satisfies , (11), and, equivalently, (12). Clearly, ,
, and also commute with . Hence, we have
Now, it is easy to observe that the transformation given by
, balances with corresponding diagonal
matrix .
The above theorem is valid for any choice of diagonalizing
transformation , where repeated eigenvalues do not neces-
sarily have to be grouped together on the diagonal of . We will
apply the statement of this theorem in this form in our subse-
quent results on simultaneous balancing. If, however, we would
restrict ourselves to diagonalizing transformations that do
group together repeated eigenvalues on the diagonal of , we
obtain the following more specific result:
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Corollary III.5: Let and be real symmetric positive defi-
nite matrices. Let be a diagonalizing transformation






with for , and where is the algebraic mul-
tiplicity of , and is the identity matrix of size ,
. Then is a balancing transformation for
with corresponding diagonal matrix if and only if
where is a nonsingular block-diagonal matrix with
square blocks of sizes , respectively, and
satisfies one, and, hence, all of the equivalent equalities (10),
(11), and (12).
Proof: Obviously, an matrix commutes with the
diagonal matrix in (14) if and only if is blockdiagonal with
diagonal blocks of size . Therefore, the result of The-
orem III.4 simplifies to Corollary III.5.
IV. SIMULTANEOUS BALANCING FOR MULTIPLE PAIRS OF
POSITIVE DEFINITE MATRICES
In this section, we will study the question under what condi-
tions multiple pairs of real symmetric positive definite matrices
can be simultaneously balanced by one and the same transfor-
mation. We will start off by considering the problem for two
pairs of positive definite matrices and .
Before stating and proving the main result of this section, we
give the following instrumental lemma:
Lemma IV.1: Let be a real symmetric positive
definite matrix. Let be a Cholesky decomposition of ,
that is, where is a lower triangular matrix
with positive diagonal entries. Then, commutes with if and
only if commutes with .
Proof: The proof of the “if” part is trivial. To prove the
“only if” part, assume that commutes with . Clearly, we
have . Hence,
(15)
Now, since the left-hand side of (15) is upper triangular and the
right hand side is lower triangular, they should be equal to a
diagonal matrix. Clearly, this diagonal matrix must be equal to
. Hence, we have which yields .
The following theorem gives necessary and sufficient condi-
tions for the existence of a transformation that simultaneously
balances and .
Theorem IV.2: Let and be pairs of real
symmetric positive definite matrices. There exists a transforma-
tion that balances both and if and only if
the following two conditions hold:
i) and commute,
ii) .
Proof: Assume is a balancing transformation for both
and . Clearly, is a diagonalizing transfor-
mation for both and . Hence, by Lemma II.3,




Conversely, assume that the conditions i) and ii) hold. Since
and commute, there exists a nonsingular matrix
that simultaneously diagonalizes and with corre-
sponding diagonal matrices and , respectively. Clearly,
we have
(17)
By condition ii), we have . Hence, (17) can be
rewritten as . Consequently, we have
. Now, since has only posi-
tive eigenvalues, we obtain . Therefore,
which, by Lemma III.3, yields
(18)
Since (18) is a real symmetric positive definite matrix, it admits
a Cholesky decomposition
(where is a lower triangular matrix with positive diagonal en-
tries). Now, again by Lemma III.3, the identical terms in (18)
commute with both and . Hence, by Lemma IV.1,
commutes with both and . Thus, by Theorem III.4,
simultaneously balances and .
For the sake of simplicity, the above result and conditions
have been stated for two pairs of positive definite matrices
and . The generalization of the results to
pairs of positive definite matrices, with is straightfor-
ward, and is stated in the following corollary.
Corollary IV.3: Let , be
pairs of real symmetric positive definite matrices. There ex-
ists a transformation that simultaneously balances ,
if and only if the following conditions
hold:
i) and commute for all .
ii) for all .
It is worth mentioning that in the particular case where for
each the eigenvalues of are all distinct, the first condi-
tion of Corollary IV.3 by itself already implies the existence
of a simultaneous essentially-balancing transformation for the
pairs , . This follows immediately from
Lemma III.1.
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V. MODEL REDUCTION OF SWITCHED LINEAR SYSTEMS BY
SIMULTANEOUS BALANCED TRUNCATION
A. Balanced Truncation of Switched Linear Systems
Wewill now apply our previous results to model reduction by
balanced truncation of switched linear systems. As indicated be-
fore, in the context of model reduction of linear systems, the ma-
trices and can be taken to be the solutions of the Lyapunov
equations, or the minimal solutions of the bounded real or pos-
itive real Riccati equations (see Table I). Consequently, the re-
sults stated in the previous sections cover different types of bal-
ancing of a single linear system, and, moreover, indicate the pos-
sibility of simultaneous balancing for multiple linear systems.
Thus, simultaneous balancing, if possible, provides a straight-
forward approach to model reduction of certain hybrid systems.
Except from having the same state space dimension, no assump-
tion is needed regarding the relation of the individual modes of
the hybrid system.
In this section, we will first treat the and matrices as
reachability and observability gramians, thus applying our
results to Lyapunov balanced truncation of switched linear
systems.
A typical switched linear system (SLS) is described by (see
[15]):
(19)
where is a piecewise constant function of time, , taking its
value from the index set , and ,
, , for all . Let
denote the th mode of the given
SLS. Assume that is internally stable, controllable, and
observable for every . Let and be the reachability
and observability gramians of , respectively. Now, if the
conditions of Corollary IV.3 hold for the pairs of gramians
, then there exists a single
state space transformation that simultaneously bal-
ances all modes of the given SLS. Consequently, by applying
to the individual modes of (19) and truncating, reduced order
modes can be obtained.
As mentioned in the introduction, it may occur that some
states are relatively difficult to reach and observe in some of
the modes, yet easy to reach and observe in others. In order to
measure the degree of reachability and observability of each of
the state components of the overall SLS, we propose to take the
average over all modes of the corresponding Hankel singular
values. More precisely:
Definition V.1: Assume that simultaneous balancing of the
modes of the SLS (19) is possible, and let be
the gramians of the modes of (19) after simultaneous balancing.
Then we define the average balanced gramian, denoted by ,
as
(20)
Note that the average balanced gramian is unique up to permu-
tation of its diagonal elements. Now, the diagonal matrix
indicates which states of the SLS are important and which are
negligible, and can be used to obtain a reduced order SLS. In
fact, the th diagonal element of assigns an overall degree of
reachability and observability to the th state component of the
balanced representation. Suppose that are
the distinct diagonal elements of the average balanced gramian,
where appears times, . Let be
an integer. By discarding the state components corresponding
to the smallest distinct diagonal elements of we can
reduce the order by and obtain a reduced order SLS
with state space dimension . This leads to a re-
duced-order SLS
(21)
with modes , where
, , , and .
In the particular case that for each the product has
distinct eigenvalues, equivalently mode has distinct Hankel
singular values, it is a well-known fact that the individual trun-
cated modes preserve the property of internal stability of the
original modes for all . In the case of repeated
Hankel singular values, internal stability of the truncated indi-
vidual modes is only guaranteed if, for each mode, all state com-
ponents corresponding to a repeated, to be discarded, HSV are
truncated in that mode. Preservation of internal stability of the
individual modes is in fact not the kind of stability preservation
that we are looking for in SLS. Instead, in Section V-B we will
address the issue of preservation of global uniform exponential
stability, of the SLS.
Remark V.2: If the individual modes of the given SLS are not
of equal importance, or if some information on the switching
signal is available, the overall balanced gramian can be defined
as aweighted average of the gramians of the individual modes in
balanced coordinates. In this way one can take into account the
importance of the different modes by adjusting the weighting
coefficients.
Of course, our results on simultaneous balancing can also be
applied to positive real and bounded real balancing, see [10],
[20], [26]. The single linear system (1) with is positive
real if and only if the linear matrix inequality (LMI)
(22)
has a real symmetric positive definite solution . It is well
known that in that case the LMI has extremal real symmetric
solutions and , and . In the con-
text of PR balancing we take and , and
(1) is called PR balanced if is diagonal. If is
invertible, then and coincide with the minimal solutions of
the PR Riccati equations in Table I.
For bounded real balancing the same holds. The system (1) is
bounded real if the LMI
(23)
has a real symmetric positive definite solution . In that case,
the LMI has extremal real symmetric solutions and
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satisfying . Again we take
and , and (1) is called BR balanced if is
diagonal. If is invertible, then and coincide with
the minimal solutions of the BR Riccati equations in Table I.
Now, again consider the SLS (19) with modes
. Similar as in the case of Lyapunov balancing,
both in the PR and the BR case we denote the diagonal matrices
obtained after simultaneously (PR or BR) balancing the pairs
corresponding to the modes by , and define the
average balanced gramian by (20).
In Section V-C, we will review the concepts of positive real-
ness and bounded realness of switched linear systems, and study
the preservation of these properties under simultaneous PR and
BR balanced truncation of the individual modes of the SLS.
Remark V.3: In the context of model reduction for a single
linear system, error bounds, in the sense of gain of the error
dynamics, have been extensively studied in the literature (see
[1] for details). These bounds are, typically, stated in terms of
the neglected HSV, BR or PR characteristic values, depending
on the model reduction technique adopted. In a similar fashion
to the linear case, one can take the -gain of the switched
linear system associated with the error dynamics as a measure
of model reduction error. The most plausible condition guaran-
teeing finiteness of the -gain of a given SLS with respect to
arbitrary switching is to require that each individual subsystem
has a finite -gain established by a common storage function
(see [9, Th. 1]). Such -gain based error bounds have recently
been studied in [22] under the assumption that the individual
subsystems admit common (generalized) gramians. On the other
hand, one could consider developing simultaneous balancing
techniques in the discrete time domain, and try to establish error
bounds similar to those already available in the literature (see,
e.g., [2], [13]).
B. Preservation of Stability Under Arbitrary Switching
As already observed in the previous subsection, suitable si-
multaneous balanced truncation of the individual modes of a
switched linear system yields a reduced-order switched linear
system whose individual modes are internally stable. Of course,
this does not mean that the SLS itself is stable. In the present
subsection we will obtain conditions under which simultaneous
balanced truncation preserves the stability of the SLS.
The concept of stability that we will use here is that of global
uniform exponential stability. We call the SLS given by (19)
globally uniformly exponentially stable if there exist positive
constants and such that the solution of
for any initial state and any switching signal satisfies
for all (see [15]). A sufficient
condition for global uniform exponential stability of an SLS is
that the state matrices of the individual modes share a common
quadratic Lyapunov function (CQLF) (see [15]). That is, there
exists a real symmetric positive definite matrix such that
for all . Assuming that the
state matrices of the modes of the given SLS enjoy this property,
we seek for conditions under which this property is preserved in
the reduced order SLS. This leads us to the following theorem.
Theorem V.4: Consider the switched linear system (19) with
modes , . Assume that
there exists such that for all
. Let and be the reachability and observability
gramians, respectively, of the th mode . Suppose that the
following conditions hold:
i) and commute for all .
ii) for all .
iii) for all .
Then there exists a state space transformation that simultane-
ously balances all modes for . Moreover, let
be the distinct diagonal elements of the
average balanced gramian, where appears times. Then,
for each positive integer , the truncated SLS of order
given by (21) is globally uniformly exponentially
stable.
Proof: By Corollary IV.3, simultaneous balancing is pos-
sible upon satisfaction of conditions i) and ii). By condition iii)
we have
Hence, is symmetric. In addition, condition
i) implies that and com-
mute for all . Therefore, there exists an orthog-
onal matrix which diagonalizes , for all
(see [11, p. 103]). Hence, is a diagonal-
izing transformation for , . Consequently,
based on the proof of Theorem V.4, a simultaneous balancing
transformation can be obtained as for some
nonsingular real matrix . Without loss of generality, we as-
sume that the corresponding diagonal matrix given by (20)
is in form of (14). Otherwise, we can multiply by a permu-
tation matrix from the left to achieve so. Applying to the in-
dividual modes of the given SLS, the state matrices in the new
coordinates are given by
(24)
By our assumption regarding the CQLF, we have
for all . Hence, for all we have
which yields
This can be rewritten as
which, by (24), simplifies to
(25)
Since is a simultaneous balancing transformation,
by Lemma III.3 commutes with for all .
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Hence, commutes with . Therefore, and com-
mute with . Since is in the form of (14), will
have a block-diagonal structure compatible with the multiplici-
ties of the diagonal elements of . Clearly, any principal
submatrix of the positive definite matrix is positive def-
inite. Hence, the state matrices of the reduced order SLS (21)
share a CQLF. Consequently, the th-order reduced SLS model
is globally uniformly exponentially stable.
Note that in the above theorem, the first two conditions in
Theorem V.4 implies the possibility of simultaneous balancing
whereas the third condition guarantees the existence of a CQLF
for the reduced order model.
C. Preservation of Passivity and Contractivity Under
Arbitrary Switching
It is well known that PR or BR balanced truncation of a single
linear system preserves positive realness or bounded realness.
As was the case with stability, this does not mean that positive
realness or bounded realness of a SLS is preserved under simul-
taneous balanced truncation. In the present subsection we will
address this issue.
We first give a definition of dissipativity for switched linear
systems. Consider the SLS (19), and let be a
given function. This function is called the supply rate.
Definition V.5: We call the SLS (19) dissipative with respect
to supply rate if there exists a nonnegative function
such that the dissipation inequality
(26)
holds for all , for all switching signals and trajectories
which satisfy the system equations. Any nonnegative
function that satisfies (V.5) is called a storage function.
Then, we call the SLS (19) positive real if and if it
is dissipative with respect to the supply rate . Simi-
larly, we call the SLS (19) bounded real if it is dissipative with
respect to the supply rate . It is easy to ob-
serve that if the individual modes of the SLS possess a common
quadratic storage function (CQSF) for a given supply rate ,
then the overall SLS is dissipative with respect to . By applying
this fact to the special cases of positive realness and bounded re-
alness, we find that SLS (19) is positive real if there exists a real
symmetric positive definite matrix such that the following
LMI’s hold for all :
(27)
Similarly, the SLS (19) is bounded real if there exists a real
symmetric positive definite matrix such that
(28)
holds for all . In both cases, (27) and (28), we
denote by and the extremal real symmetric solu-
tions to the th LMI.
Assuming the original SLS is PR or BR, it is desirable to pre-
serve these properties in the reduced order SLS. The following
theorem deals with this issue:
Theorem V.6: Consider the switched linear system (19) with
modes , . Assume there
exists such that the LMI (27) (the LMI (28)) holds for
all . Define and .
Suppose that the following conditions hold:
i) and commute for all .
ii) for all .
iii) for all .
Then there exists a state space transformation that simul-
taneously PR balances (BR balances) all modes for
. Moreover, let be the
distinct diagonal elements of the average balanced gramian
, where appears times. Then, for each positive integer
, the truncated SLS of order given by
(21) is positive real (bounded real).
Proof: We only give the proof for the PR case, the BR
case is similar. By Corollary IV.3, simultaneous balancing is
possible if the first two conditions hold. Using the third condi-
tion, and following a similar argument as in the proof of The-
orem V.4, a simultaneous balancing transformation is given by
for some nonsingular real matrix and an
orthogonal matrix . Again, without loss of generality, we as-
sume that the corresponding diagonal matrix , given by (20),
is in the form (14). Applying to the individual modes of the
given SLS, the state space representations of the modes in the
new (balanced) coordinates are given by
where
(29)
for . By assumption, there exists a single positive





Using (29), the inequality (31) simplifies to
(32)
Let , , , , and
be the matrices obtained by truncating , , ,
, and , respectively. Since this truncation is done based on
, has a block diagonal structure with respect to the
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multiplicities of the diagonal elements of (see the proof
of Theorem V.4). Hence, the modes of the reduced order SLS,
, satisfy
(33)
for all , due to the fact that (33) is a principal
submatrix of (32). Therefore, the th order reduced SLS model
is positive real.
Remark V.7: For each , let and be defined as in The-
orems V.4 (Theorem V.6). It can be proven that if there exists
at least one such that has distinct eigen-
values, then the constraints involved in the third condition of
Theorem V.4 (Theorem V.6) can be replaced by the single con-
straint . In fact, this
new condition guarantees that the gramian (the gramian )
will be diagonal in the balanced coordinates, which suffices to
ensure preservation of GUES (positive/bounded realness).
VI. MODEL REDUCTION OF SLS BY MINIMIZING
AN OVERALL COST FUNCTION
As discussed in the previous section, if certain conditions
are satisfied, the technique of simultaneous balanced truncation
can be applied to switched linear systems (see Theorems V.4
and V.6). Although conceptually attractive as a model reduction
method, in general the conditions are rather restrictive. In many
cases, like electrical circuits with certain switching topologies,
the state matrices of the different modes are not completely arbi-
trary, and satisfy certain conditions to comply with Kirchhoff’s
laws. This may decrease the restrictiveness of the obtained con-
ditions in practice.
On the other hand, the number of conditions stated in The-
orem V.4 depends on the number of modes of the original SLS.
Clearly, increasing the number of modes makes it harder for all
conditions to be satisfied. This motivates us to propose a more
general model reduction approach for the case where simulta-
neous balancing cannot be achieved.
It is well-known that the problem of finding a balancing trans-
formation for a single linear system can be given a variational
interpretation, and can be formulated as finding a nonsingular
matrix such that the following cost function is minimized (see
[1]):
(34)
In a SLS with modes, thus, we deal with minimizing the fol-
lowing cost functions with respect to :
(35)
Clearly, if and only if the conditions of Corollary IV.3 hold,
simultaneous balancing is possible, and there exists a trans-
formation which simultaneously minimizes for all
. Otherwise, simultaneous balancing is not possible,
and we should seek for a single transformation that makes the
above cost functions simultaneously as small as possible. For
this, we propose to introduce a single overall cost function.
Since the essence of “trace” is summation, a natural choice for
this overall cost function is the sum or, equivalently, the average
of the cost functions of the individual modes. Hence, we define
an overall cost function as
(36)
It is interesting to note that in the case of balancing for a single
linear system, we seek for a basis so that the sum of the eigen-
values of the positive definite matrices and takes its min-
imum value [see (34)], while in the case of balancing for SLSwe
seek for a basis in which the sum of the sum of the eigenvalues
of and over all modes is minimal [see (36)]. Hence, min-
imizing the proposed overall cost function provides a natural
extension of classical balancing to the case of SLS.




Therefore, the transformation which minimizes the proposed
overall cost function is exactly the one which balances the pair
of average gramians. Consequently, can be con-
veniently computed by the use of Corollary III.5 with respect to
.
By applying to the individual modes and truncating, a re-
duced order model can be obtained. Clearly, after the transfor-
mation , the new state space descriptions of the individual
modes are not necessarily balanced, but are expected to be rel-
atively close to being balanced. It is of course desirable that in
case where simultaneous balancing is possible, minimizing the
proposed cost function yields a transformation that simultane-
ously balances all modes. This important issue is addressed in
the following Proposition:
Proposition VI.1: Let be
pairs of positive definite matrices. Assume that there exists a si-
multaneous balancing transformation for these pairs. Assume
that the product of the average gramians (38) has all
distinct eigenvalues. Then any balancing transformation for
, with corresponding diagonal matrix , simultane-
ously balances for all . Moreover,
(39)
where is the corresponding diagonal matrix obtained after
applying to .
Proof: Let be a simultaneously balancing transformation
for , . Clearly, we have
(40)
for certain diagonal matrices , . Hence,
Consequently, the transformation balances . Ob-
viously, is also a diagonalizing transformation for .
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Thus, by Theorem III.2, it is easily verified that can be written
as for some permutation matrix and a sign
matrix (note that, in fact, the diagonal matrix in (2) of
Theorem III.2 satisfies ; hence, is obtained as a sign
matrix in this case). Now, multiplying (40) from the left by
and from the right by , we obtain
(41)
where , . Therefore, simulta-
neously balances for all . By (41), we
obtain
Therefore, is given by
By Proposition VI.1, balancing and truncation based on the
average gramians contains the simultaneous balancing problem
as a special case. In fact, in case that simultaneous balancing
is possible, the transformation which balances also
balances for all . Moreover in that case,
the diagonal matrix obtained by balancing is equal
to the average balanced gramian defined in (20).
The state space transformation obtained in this way can
be used for model reduction of switched linear systems. After
applying the transformation , the new state space descriptions
of the individual modes are not necessarily balanced, but are, in
a sense, relatively close to being balanced. Then, the truncation
decision is carried out on the basis of the eigenvalues of the
product , and a reduced-order SLS model is obtained.
Of course, the question remains whether this method preserves
the properties of the original SLS in the reduced order model.
Indeed, the following theorem gives a sufficient condition for
preserving the property of global uniform exponential stability:
Theorem VI.2: Consider the switched linear system (19) with
modes , . Assume that
there exists such that for all . Let be
a balancing transformation for with corresponding
diagonal matrix of the form (14). Then for each positive in-
teger the truncated SLS of order
given by (21) is globally uniformly exponentially stable if
(42)
Proof: The proof is analogous to that of Theorem V.4. By
(42) we have
Hence, is a symmetric matrix.
Thus, there exists an orthogonal matrix such that
. Since is a di-
agonalizing transformation for , by Theorem III.4
can be written as for some nonsingular real
matrix . Applying to the individual subsystems of the given
SLS, the state matrices in the new coordinates are given by
(43)
By a similar argument as in the proof of TheoremV.4, we obtain
Hence, the th order reduced order SLS is globally uniformly
exponentially stable.
According to Theorem VI.2, regardless of the number of
modes in the original SLS, the reduced order SLS model
preserves globally uniform exponentially stability upon a
satisfaction of the single condition (42).
The analog of the result of Theorem VI.2 holds in the case
of positive real and bounded real balancing. We state the result
without proof:
Corollary VI.3: Consider the switched linear system (19)
with modes , . Assume
that there exists such that the LMI (27) [the LMI (28)]
holds for all . Define and . Let be
a balancing transformation for with corresponding
diagonal matrix of the form (14). Then for each positive in-
teger the truncated SLS of order
given by (21) is positive real (bounded real) if
(44)
Remark VI.4: Instead of taking the average cost function
(36), we can, more generally take a weighted average
(45)
where the ’s are scalars satisfying , and
. Clearly, this simplifies to
(46)
where and . Hence,
in this case, a minimizing is a balancing transformation
for where and are corresponding
weighted averages of the gramians. For example, in case that
the individual modes are not of equal importance, or some
information regarding the switching signal is available, an ap-
propriate overall cost function can be chosen by manipulating
the values of ’s. In addition it might be possible to tune the
parameters in such a way that the condition (42) is satisfied.
VII. NUMERICAL EXAMPLE
In this section, we will apply the results of this paper to a con-
crete example. We will first work out an example of a switched
linear system with two modes in which simultaneous balancing
is possible. Next, we will modify the SLS so that it no longer
allows simultaneous balancing. Then we will apply the method
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of Section VI and transform the modes of the system using a
balancing transformation for the average gramians.
Consider the bimodal SLS
(47)
where is piecewise constant, taking its values in , and
where the state equations of the modes are given by
where . We now distinguish between two cases.
Case 1: : Our aim is to derive a reduced order
model for the given SLS. Let , and , denote the
reachability and observability gramians of the first and second
mode, respectively. We compute
Computation shows that the following conditions hold:
(48)
(49)
Therefore, by Theorem IV.2, there exists a transformation that
simultaneously balances and . By computing
eigenvectors, a diagonalizing transformation for and
is computed as
Consequently, a simultaneous balancing transforma-
tion can be obtained as where
is obtained by solving the
(2). The corresponding diagonal matrices obtained by applying
the simultaneous balancing transformation to and
are obtained as
and , respectively.
Hence, the average balanced gramian is computed as
by (20). Note that the
smallest diagonal element 0.5000 corresponds to the first state
component of the SLS.
Computation shows that the state matrices and com-
mute, and they, therefore, share a common quadratic Lyapunov
function (see [15]). Hence, the given SLS is globally uniformly
exponentially stable. Our intention is to compute a simultane-
ously balanced truncation of the SLS that preserves stability.
For this, we should seek for a CQLF for and such that
the constraints of Theorem V.4 are satisfied. It can be verified
computationally that the positive definite matrix given by
satisfies the constraints
Note that we do not need to check the constraint
in view of Remark V.7. Therefore, by Theorem V.4,
the reduced SLS model obtained by applying the state space
transformation to the individual modes and discarding the first
state component will be globally uniformly exponentially
stable. The resulting second order SLS is computed as
(50)
where
It can be computed that satisfies
for . Hence, as expected, global uniform
exponential stability is preserved in the reduced-order SLS.
A step input is applied to the first and second input channel
of the original and reduced order SLS model for two different
switching signals taking values 1 or 2, randomly. For simplicity,
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Fig. 1. Method of simultaneous balanced truncation: step responses of the
original SLS (solid line) and reduced-order SLS (dotted line) from first
input to first output, and second input to second output for switching signal
(above) and switching signal
(below).
switching between the two subsystems takes place at integer
instances of time. The corresponding outputs of the original SLS
and those of the reduced order SLSmodel are sketched in Fig. 1.
Case 2: : After computing the reachability and
observability gramians , , and , of the first and
second mode, it can be checked that and do not
commute and, hence, a simultaneous balancing transformation
does not exist. Therefore, we apply the approach developed in
Section VI.
The average reachability and observability gramians and
are computed to be
A balancing transformation for , denoted by , is
computed as
The corresponding diagonal matrix is obtained as
. Note that the state compo-
nent corresponding to the smallest diagonal element is .
As noted earlier, and commute and, therefore, share
a CQLF, . To guarantee preservation of global uniform
exponential stability in the reduced order model, we should look
for a positive definite matrix which satisfies the following
constraints:
Fig. 2. Method of minimizing the overall cost function: step responses of
the original SLS (solid line) and reduced-order SLS (dotted line) from first
input to first output, and second input to second output for switching signal
(above) and switching signal
(below).
It is easy to verify that satisfies the above constraints
and, hence, based on Theorem VI.2, the reduced order SLS
model obtained by applying the state space transformation to
the individual modes and discarding the third state component
is globally uniform exponentially stable. The corresponding




A step input is applied to the first and second input channel
of the original and reduced order SLS model for two different
switching signals taking values 1 or 2, randomly. For simplicity,
switching between the two subsystems takes place at integer
instances of time. The corresponding outputs of the original SLS
and those of the reduced-order SLSmodel are sketched in Fig. 2.
VIII. CONCLUSION
In this paper, a generalization of the balanced truncation
scheme is investigated for model reduction of switched linear
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systems. Characterizations of all balancing transformations for
a single linear system are given. Clearly, making multiple linear
systems balanced in general is not possible with a single state
space transformation. Hence, necessary and sufficient condi-
tions for simultaneous balancing of multiple linear systems are
derived. These conditions do not depend on the particular type
of balancing, and are in terms of commutativity of products
of the gramians. The results obtained are applied to balanced
truncation of switched linear systems. We then address the issue
of preservation of stability under simultaneous balanced trun-
cation of switched linear systems. Starting from the assumption
that the original SLS has a common quadratic Lyapunov
function, we establish conditions under which global uniform
exponential stability of the SLS is preserved after simultaneous
balanced truncation. In a similar way, the proposed conditions,
with a different interpretation, are adopted for positive real and
bounded real balancing. It is shown that positive realness and
bounded realness of the SLS are preserved in the reduced order
SLS if these conditions are satisfied.
To overcome the restrictiveness of the derived conditions, a
more general balanced truncation scheme for SLS is developed
based on minimizing an overall cost function. This more gen-
eral approach involves balancing the average gramians rather
than simultaneously balancing all the gramians corresponding
to the individual modes, and, hence, the required conditions to
guarantee stability, positive realness, or bounded realness are
less restrictive. In case that a simultaneous balancing transfor-
mation does exist, our more general scheme reduces to the si-
multaneous balanced truncation scheme studied before in this
paper. The proposed methods are illustrated by means of an ex-
tended numerical example.
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