ABSTRACT. In this paper, we give the characterization of S -essential spectra, we define the S -Riesz projection and we investigate the S -Browder resolvent. Finally, we study the S -essential spectra of sum of two bounded linear operators acting on a Banach space.
If no such integer exists, we shall say that A has infinite ascent or infinite descent. In [24] , A. E. Taylor proved that, if ascent and descent are finite, then asc(A) = desc(A). Two important classes of operators in Fredholm theory are given by the classes of semi-Fredholm operators which possess finite ascent or finite descent. We shall distinguish two classes of operators. The class of all upper semi-Browder operators on a Banach space X that is defined by: B + (X) = A ∈ Φ + (X) : asc(A) < ∞ and the class of all lower semi-Browder operators that is defined by:
The class of all Browder operators (known in the literature also as Riesz-Schauder operators) is defined by:
B(X) = B + (X) ∩ B − (X).

A complex number λ is in B + A,S , B − A,S or B A,S if λS − A is in B + (X), B − (X) or B(X) respectively. It is well known that Φ(X), Φ + (X) and Φ − (X) are open semigroups in B(X) and it is less known that B + (X) and B − (X) are open subsets in B(X).
An operator F ∈ L(X) is called a Fredholm perturbation, upper semi-Fredholm perturbation and lower semi-Fredholm perturbation, if A + F ∈ Φ(X), A + F ∈ Φ + (X) or A + F ∈ Φ − (X) whenever A ∈ Φ(X), A ∈ Φ + (X) and A ∈ Φ − (X), respectively. The sets of Fredholm, upper semi-Fredholm and lower semi-Fredholm perturbations are denoted by F (X), F + (X) and F − (X),
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respectively. An operator A ∈ L(X) is called left (resp. right) essentially invertible, if there exists S ∈ L(X) and K ∈ K(X) such that SA = I + K (resp. AS = I + K). Next, we give the definition of Kato There are several and in general non-equivalent definitions of the essential spectrum of a bounded linear operator on a Banach space. For a self-adjoint operator in a Hilbert space, there seems to be only one reasonable way to define the essential spectrum: The set of all points of the spectrum that are not isolated eigenvalues of finite algebraic multiplicity.
In this paper, we are concerned with the following S -essential spectra:
where
Note that if S = I, we recover the usual definition of the essential spectra of a bounded linear operator A. The subsets σ e1,I (·) and σ e2,I (·) are the Gustafson and Weidmann essential spectra [2] , σ e3,I (·) is the Kato essential spectrum [15] , σ e4,I (·) is the Wolf essential spectrum [2-5, 9, 25, 26] , σ e5,I (·) is the Schechter essential spectrum [2, [6] [7] [8] [9] 20, 21] , σ e6,I (·) denotes the Browder essential spectrum [2, 9, 10, 13, 18] , σ e7,I (·) was introduced by V. Rakocević in [19] and designates the essential approximate point spectrum and σ e8,I (·) is the essential defect spectrum and was introduced by V. Schmoeger [23] .
They can be ordered as
A. Jeribi and N. Moalla proved in [11] that
The first purpose of this work is inspired by [17] where the author studied the various types of S -essential spectra of linear bounded operators on a Banach space X. We begin the analysis by characterizing the S -essential spectra. Second, we investigate the S -Browder, S -upper semi-Browder and S -lower semiBrowder essential spectra of bounded linear operator on a Banach space X and we introduce the S -Riesz projection. Finally, motivated by the analysis started in [1] we extend their results to various types of S -essential spectra. In fact, we give the the S -essential spectra of the sum of two bounded linear operators.
We organize our paper in the following way: In Section 2, we give the characterization of different S -essential spectra of bounded linear operator. In Section 3, we study the stability of S -Browder, S -upper semi-Browder and S -lower semi-Browder essential spectra and we define the S -Browder resolvent. Finally, in Section 4, we investigate the sum of S -essential spectra of two bounded linear operator.
Characterization of S -essential spectra
In this section we give the characterization of different S -essential spectra of bounded linear operator on a Banach space X. Our first result is the following theorem.
Ì ÓÖ Ñ 2.1º Let S and A be two bounded linear operators on a Banach space X. Then
To prove the inverse inclusion of Eq. (2.1). Suppose λ / ∈ σ e5,S (A) then there exists K ∈ K(X) such that λ ∈ ρ S (A + K), hence A − λS + K ∈ Φ(X) and i(A − λS + K) = 0. Now, the operator A − λS can be written in the form ÈÖÓÔÓ× Ø ÓÒ 2.2º Let S and A ∈ L(X) such that S = A then:
Therefore λ / ∈ σ e4,S (AS) and λ / ∈ σ e4,S (SA). Therefore σ e4,S (SA) ⊂ σ e4 (A) and σ e4,S (AS) ⊂ σ e4 (A). Hence, by Eqs. (2.3) and (2.4) we conclude that
The S -Browder essential spectrum
In this section we investigate the S -Browder essential spectrum of a bounded linear operator on a Banach space X. We begin with the following theorem.
Ì ÓÖ Ñ 3.1º Let S and A be two bounded linear operators on a Banach
where acc σ S (A) stands for the accumulation S-spectrum of A.
To prove the inverse inclusion of Eq.
The statements for the upper semi-Browder and lower semi-Browder spectrum can be proved similarly.
ÈÖÓÔÓ× Ø ÓÒ 3.2º Let A, S and B ∈ L(X) such that r e (B) = 0, where r e (B) = max{|z| : z ∈ σ e6,I (B)} and B commute with S and A. Then 
The opposite inclusion of Eq. (3.2) follows by symmetry, it suffices to replace A and B by A + B and −B. 
The opposite inclusion of Eq. (3.3) follows by symmetry. Statement (iii) can be checked in the same from the assertion (ii).
Remark 2º If K ∈ K(X) or K is quasinilpotent and K commute with S and
A. Then, we have 
is onto. We consider the operator K defined by K = I ⊕ 0 is even finite rank operator commuting with A and S such that A − λS + K is onto. Also there
In the following, we will denote the complement of a subset Ω ⊂ C by CΩ. (ii) The inclusion σ e5,S (A) ⊂ σ e6,S (A) is known, it suffices to show that σ e6,S (A) ⊂ σ e5,S (A). which is equivalent to
Suppose that Cσ e5,S (A) ∩ σ e6,S (A) = ∅ then there exist λ 0 ∈ Cσ e5,S (A) ∩ σ e6,S (A). Let λ ∈ Cσ e5,S (A), since it follows from Proposition 4(iii) that
To show that λ ∈ σ e6,S (A). We suppose that λ / ∈ σ e6,S (A)
, which contradicts the assumption that λ 0 ∈ σ e6,S (A). This implies that Cσ e5,S (A) ⊂ σ e6,S (A). Therefore
which impossible. Hence, we infer that Cσ e5,S (A) ∩ σ e6,S (A) = ∅. Therefore
(iii) It easy to check that σ e1,S (A) ⊂ σ e7,S (A). For the second inclusion we take µ ∈ Cσ e1,S (A), then
Hence, we will discuss the following two cases: • If µ ∈ (Φ +A,S \ Φ A,S ), then α(A − µS) < ∞, and β(A − µS) = +∞. So,
Thus, we obtain from the above
Similarly, we obtain the second equality.
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Let A be a bounded linear operator on X and λ 0 be isolated point of σ S (A). For an admissible contour Γ λ 0 as described above,
is called the S -Riesz integral for A, S and λ 0 .
ÈÖÓÔÓ× Ø ÓÒ 3.5º Let A, S ∈ L(X) and λ 0 is isolated point of σ S (A). Let
P λ 0 ,S be the S-Riesz integral for A, S and λ 0 .
(i) P λ 0 ,S is a projection.
(iii) If the hypotheses of (ii) is satisfied, X is a Hilbert, A and S self-adjoint, then P λ 0 ,S in the orthogonal projection onto N (A − λ 0 S).
P r o o f.
(i) Let Γ λ 0 andΓ λ 0 be two admissible contours for defining P λ 0 ,S . Let us suppose that Γ λ 0 is contained in the interior of the region bounded byΓ λ 0 . In view of the S -resolvent identity we obtain
We apply the residue theorem [16] to the first integral in Eq. (3.4) to obtain
For the second integral, let us observe that
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since, the integrals are absolutely convergent and 1 λ−µ is analytic and inside Γ λ 0 . To this end, it follows from Eq. (3.5) that
We show that
is an admissible contour and take λ = λ 0 + re iθ then
Upon repartitioning with θ 1 = −θ, we easily find that
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Finally, we must show that N (A−λS) = R(P λ 0 ,S ), which, by part (ii) requires that we show N (A − λS) ⊃ R(P λ 0 ,S ). We compute
is an analytic, operator valued function and satisfies the bound
where d(x, y) is the distance between x and y. Now, we take the diameter of Γ λ 0 small form standard results that (λ − λ 0 )(AS −1 − λ) −1 extends to analytic function on U λ 0 and hence by Cauchy's theorem, we get
This establishes that
The S -discrete spectrum of A denoted σ d S (A), is just the set of isolated points λ ∈ C of the spectrum such that the corresponding S -Riesz projectors P λ,S are finite dimensional. Another part of the spectrum, which is generally larger than σ 6,S (A), is σ S (A)\σ d S (A). We will also use this terminology here and the notation The largest open set on which the resolvent is finitely mesomorphic is precisely
the points of σ d S (A). For λ ∈ ρ B,S (A), let P λ,S (A) respectively P λ,S denote the corresponding (finite rank) S -Riesz projector with range and Kernel denote by
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R λ,S and K λ,S , respectively S -Riesz projectors. Because P λ,S -invariant we may define the operator
with respect to the decomposition
We have just cut off the finite-dimensional part of A − λS in the S -Riesz decomposition. Since
A λ,S has bounded inverse denoted by R B (A, λ) and called the S-Browder resol-
This clearly extends the usual resolvent R S (A, λ) from ρ S (A) to ρ B,S (A) and retains many of its important properties.
ÈÖÓÔÓ× Ø ÓÒ 3.6º Let A and S ∈ L(X). Then for λ, µ ∈ ρ B,S (A) we have:
where N(·, ·) is a finite rank operator with the following expression
S -essential spectra of sum of bounded linear operators
P r o o f. We note that: 
Since, A and S are one to one and onto, then by the Eq. (4.1),
This shows that λ ∈ Φ +A,S (resp. Φ −A,S ) if and only if
and by the Eq. (4.2). Therefore:
The following theorem gives a relation between the S -essential spectra of the sum of two bounded linear operators and the S -essential spectra of each of these operators where their products are Fredholm or semi-Fredholm perturbations in X. 
If, further, BA ∈ F(X), β(S) < ∞ and SB = BS, then
(ii) If the hypotheses of (i) is satisfied and β(S) = α(S), then 
Moreover, if the complement of σ e4,S (A) is connected, then
If, further, BA ∈ F + (X) and R(S) is closed in X, then 
If, further, Φ A,S is connected and BS
If further, BA ∈ F − (X) and S ∈ Φ − (X), then 
If, further, Φ A,S is connected, then
σ e8,S (A + B)\{0} = [σ e8,S (A) ∪ σ e,S (B)] \{0}. (4.7) (vii) If AB ∈ F + (X) ∩ F − (X), α
(S) < ∞ and S is commuted with A and B, then
We can write 
Since, S ∈ Φ + (X) then S(A + B − λS) ∈ Φ + (X) and (A + B − λS)S ∈ Φ + (X). Since AB ∈ F + (X) and BA ∈ F + (X), and applying Eqs. (4.8), (4.9) and [11: Lemma 2.1(ii)], we have 
