We consider the convolution model where i.i.d. random variables Xi having unknown density f are observed with additive i.i.d. noise, independent of the X's. We assume that the density f belongs to either a Sobolev class or a class of supersmooth functions. The noise distribution is known and its characteristic function decays either polynomially or exponentially asymptotically.
Introduction. We consider the convolution model,
where the random variables X i , ε i are independent. We denote the common unknown density of X i , i = 1, . . . , n, by f . Let Φ(u) = e ixu f (x) dx denote its characteristic function. We observe only the Y i , i = 1, . . . , n.
We consider the following nonparametric classes of density functions f : R → R + with f = 1 and belonging to L 2 . A Sobolev class of density functions This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2007 , Vol. 35, No. 5, 1907 -1930 . This reprint differs from the original in pagination and typographic detail. with smoothness β > 0 and radius L > 0 is defined by
A class of supersmooth density functions for α, r, L > 0, constants, is defined by
Let the noise be i.i.d. with known probability density g and characteristic function Φ g . Then the resulting observations have common density p = f ⋆ g and characteristic function Φ p = Φ · Φ g . We also consider noise having a nonnull Fourier transform, Φ g (u) = 0, ∀ u ∈ R. Typically two different behaviors are distinguished in nonparametric estimation, polynomially smooth (or polynomial) noise
and exponentially smooth (or supersmooth or exponential) noise
The first problem considered in this paper is nonparametric minimax goodness-of-fit testing from noisy data; that is, for a given density f 0 in the smoothness class W (β, L 0 ), respectively, S(α, r, L 0 ) with L 0 < L, decide whether
from observations Y 1 , . . . , Y n , for some fixed C > 0 and ψ n > 0. Many important applications of this problem can be found in biology, medicine and physics, where errors-in-variables models have been extensively used.
In genomics, it is appropriate to admit that microarray data contain errors from non-biological sources. Gene expression is measured by scanning the fluorescence intensity of the microarray (see, e.g., Speed [29] ). Software packages give slightly different results due to different correction and normalization methods. Testing the underlying fluorescence density from the scanned measurements provides a calibration method to the practitioner's particular microarray and scanner.
In medicine, many measurements are known to be subject to additive errors. In particular, the National Health and Nutrition Examination Survey (1976) (1977) (1978) (1979) (1980) , NHANES II, is a large dataset source of many studies of errorsin-variables models; see, for example, Carroll, Ruppert and Stefanski [7] for a previous study, NHANES I, and Delaigle and Gijbels [9] . The logdaily saturated fat intake is known to be a typical variable subject to error measurement and its probability density was estimated in the convolution model, with errors having either a Laplace or a Gaussian law. This variable is used to predict breast cancer, so the study is limited to women aged from 25 to 50. It was noted that the underlying density is symmetric, very smooth and has tails heavier than a normal distribution. Goodness-of-fit testing would help to choose between different types of densities.
Another important application of our testing procedure is to mixing location families {g(· − θ)} θ with unknown mixing probability density f . The observation Y therefore has probability density p(y) = g(y − θ)f (θ) dθ = f ⋆ g, as in the convolution model.
Moreover, we suggest use of this methodology for determining K, the unknown number of components in a finite mixture model. The astronomy dataset from Roeder and Wasserman [28] , consisting of velocities (×10 −2 ) at which 82 galaxies from Corona Borealis spread away from our galaxy, was thoroughly studied in a K-mixture model with unknown K; see, for example, Stephens [31] and Richardson and Green [27] . Let θ 1 , . . . , θ K be the unknown states with the finite mixing probabilities {p 1 , . . . , p K }. In order to fit into our theoretical framework, we suggest replacing the finite probability by a continuous law having density f 0K = p k K k=1 f 0 (· − θ k ), with f 0 a peaked, supersmooth density. A preliminary estimation for different values of K = 1, . . . ,K provides estimators for {θ k } k=1,...,K and {p k } k=1,...,K . Then use goodness-of-fit testing as described later to test H 0 : f = f 0K iteratively for K =K, . . . , 1 until the null is accepted.
All the previous examples, among many other applications, fit our setting for different values of parameters associated with the underlying density and the noise. These examples were treated from the point of view of estimating the deconvolution density, not that of the testing problem. To our knowledge this is the first time minimax testing is performed from data contaminated with errors. We give here simulation results showing very good testing properties between densities of the same families. As expected, testing quality is improved as the noise distribution becomes less smooth and/or has smaller variance. The test statistic has amazing convergence quality.
In the convolution model (1), the problem of nonparametric estimation of the deconvolution density f has been intensively studied over the past two decades. In this paper, in order to surpass difficulties of estimation we address different issues, principally the goodness-of-fit test from noisy data in the L 2 norm. Definition 1. For a given 0 < ξ < 1, a test statistic ∆ * n is said to attain the testing rate ψ n over the smoothness class if there exists C * > 0 such that
for all C > C * . The rate ψ n is called the minimax rate of testing, if there exists C * > 0 and lim inf
for all 0 < C < C * , where the inf is taken over all test procedures ∆ n .
Moreover, if C * = C * we call ψ n the exact (or sharp) minimax rate of testing.
We recall that the usual procedure is to construct the test statistic ∆ * n such that (6) holds, also called the upper bound of the testing rate, and then prove the minimax optimality of this procedure, that is, the lower bounds in (7) . If the test procedure does not depend on the smoothness of the unknown functions (which may vary in some interval), it is called adaptive to the smoothness and ψ n is the minimax adaptive rate.
Minimax and adaptive theory of testing has been extensively developed in density, regression and Gaussian white noise models when direct observations are available. For nonparametric minimax rates in goodness-of-fit testing in different setups we refer to Ingster [18] , Ermakov [11] and references therein. Exact minimax rates have been found; see, for example, Lepski and Tsybakov [22] for the regression model with pointwise and sup-norm distances. The first adaptive rates were given by Spokoiny [30] . Exact minimax rates of testing for supersmooth functions are known only in the case r = 1 and for the Gaussian white noise model (see Pouet [26] ) with pointwise and sup-norm distances. A further development consists of a goodness-of-fit test for a parametric composite null hypothesis and adaptive to the smoothness as in Fromont and Laurent [14] and Gayraud and Pouet [15] . Goodness-offit tests can be based on the distribution function rather than the density function of our data. In view of results by Fan [12] the n −1/2 rates are still not feasible when estimating the distribution function in the convolution model. In view of numerous practical applications of testing, we expect the same problem in the context of data contaminated with errors to find similar extensive use in applied problems.
Here, the goodness-of-fit problem is considered in quadratic norm, ( (f − f 0 ) 2 ) 1/2 . As we can expect, the testing problem is easier than deconvolution density estimation, that is, the testing rates are faster as they appear in Table 2 . Note that minimax L 2 testing can be performed at nearly the parametric rate (log n) (σ+1/4)/r n −1/2 for supersmooth densities and polynomial noise.
We actually give exact minimax rates of testing in setups with densities less regular than the noise: Sobolev densities and exponential noise, supersmooth densities less smooth than the corresponding exponential noise (r < s).
The natural test statistic in this context is an estimator of (f − f 0 ) 2 , where f 0 is given, from noisy data. Therefore, the second important problem treated in this paper is the estimation of the quadratic functional d := f 2 , where f is the density in the convolution model (1).
Definition 2. An estimator d n of d is said to attain the rate ϕ n over the smoothness class W (β, L), respectively, S(α, r, L), if there exists a constant C > 0 such that
and this rate is called minimax if no other estimator attains better rates uniformly over the class lim inf
for some c > 0, depending on fixed known parameters, where the supremum is taken over all densities in the smoothness class and the infimum over all estimatorsd n .
In some cases n −1/2 -consistent estimators of d exist and we prove the asymptotic efficiency Cramér-Rao bound for such estimators (also called efficient estimators).
Moreover, it attains the asymptotic efficiency Cramér-Rao bound if for any f 0 in the Sobolev class W (β, L), respectively, in S(α, r, L), and a family of shrinking neighborhoods
for any other estimatord n of d. When direct observations are available, it is well established that parametric rates can be achieved for smooth enough densities belonging, for example, to the Hölder class. Lower bounds for slower rates were found by Bickel and Ritov [1] for smoothness values less than 1/4. In this context, Laurent [20] gave efficient estimation at the parametric rate and Birgé and Massart [2] proved nonparametric lower bounds for estimating more general quadratic functionals. The study of general functionals was completed by Kerkyacharian and Picard [19] for minimax rates and Tribouley [32] for adaptive estimation. Nemirovski [25] gave asymptotically efficient estimators of less smooth functionals, one or two times continuously differentiable.
In this paper, we give minimax results for setups in the nonparametric "regime" and efficiency constant in the sense of the theory of Ibragimov and Khas'minskii [17] and Levit [23] for asymptotically normal, n −1/2 -consistent estimators (see Table 1 ).
Moreover, it is possible to generalize these results to models with partially known noise distribution. Following results by Butucea and Matias [5] , we can consider noise distributions with unknown scaling parameter (some more assumptions are needed in order to insure identifiability in the model). Current work is addressing the question of finding test procedures that will require even less information about the noise distribution.
These procedures can also be made adaptive, that is, free of the smoothness parameters, in some setups. We conjecture a loss of √ log n due to adaptation to β for estimating d (see Efromovich and Low [10] ), respectively, √ log log n for testing in the setup of Sobolev classes and polynomial noise. On the contrary, the testing procedure can be made fully data dependent with no loss in the rate for Sobolev densities and exponential noise and we expect the same to happen for estimating d. For supersmooth densities, computing the loss for adaptation is still an open problem.
The structure of the paper is as follows. In Section 2 we introduce the estimator d n of f 2 and the test statistic ∆ * n and give some simulation results. In Section 3 we indicate the choice of the bandwidth in a functional's estimator in order to prove either upper bounds in the minimax sense, or asymptotic normality and efficiency, according to different setups. In Section 4 we deal with the goodness-of-fit testing problem and, for each setup, we compute upper bounds for testing rates. Finally, in Section 5 we describe the approach unifying the proofs of minimax nonparametric lower bounds from Sections 3 and 4 and prove them for nonparametric setups of Sobolev classes of densities and polynomial, respectively, exponential noise, and for the bias dominated setup of supersmooth densities less smooth than exponentially smooth noise (r < s). We have provided detailed proofs for one setup (Sobolev densities and polynomial noise) and put all other proofs in the Appendix that the interested reader may find in a longer version of this paper [4] .
2. Methodology and numerical results. In the described model, we consider the problem of estimating d = f 2 , from available observations (Y i ) i=1,...,n , where the density f of observations (X i ) i=1,...,n is unknown. Let us denote the deconvolution kernel K n defined via its Fourier transform as
where
and the bandwidth h = h n → 0 when n → ∞ will be specified later.
Define d n , a bias-reduced estimator of d, by
In the sequel, we denote the L 2 scalar product of two functions M and N by M, N = M (x)N (x) dx and the complex conjugate of N by N .
In direct models, such a kernel based estimator can be found in Hall and Marron [16] . A biased-reduced kernel estimator first appeared in Bickel and Ritov [1] , who proved that it is efficient for Hölder type smoothness values greater than 1/4. Projection estimators were defined in Fan [13] , Efromovich and Low [10] and Laurent [20] .
Let us construct a test statistic from noisy data. It is natural to suggest as a test statistic |T * n | the optimal estimator of the quadratic functional
where h ց 0 with n and K n is defined in (10) . Define the test procedure
for a constant C * > 0 and some threshold t n > 0 depending on the setup.
In this paper, we chose the sinc kernel K, which has optimality properties. We stress the fact that for numerical implementation better choices are available, as was discussed in Butucea and Tsybakov [6] . Indeed, truncation of the Fourier transform gives a kernel K n which has |K n | = ∞. It is enough to smooth Φ K into a continuous trapezoidal-shaped function to get an absolutely integrable kernel. We actually use
an infinitely differentiable function with compact support. The resulting deconvolution kernel has as many finite moments as g, the density of the noise, and the same optimality properties as our kernel K n . We note that the power of the tests improves with the smoothness of tested densities, but it degrades with the smoothness of errors (when the signal to noise ratio is constant). These tests benefit from remarkable estimation properties of the test statistic T * n , as we can see from the boxplots in Figure 1 . We also note that the results are very satisfactory for detecting a onemode density against a mixture of two identical densities. On the contrary, it is difficult to detect a heavier tailed density than f 0 when all other parameters are identical. This is due to the choice of the L 2 norm, and this drawback is known in the testing literature. It would therefore be interesting and it is still an open problem to design tests with different distances (L ∞ , Kullback or χ 2 distance in the alternative) in this model.
3. Estimation of f 2 in the convolution model. In this section we present convergence properties of d n in (11) together with corresponding optimal choice of tuning parameters in each setup. Rates are summed up in Table 1 .
Definition 4. Let d n in (11) be the estimator of d with bandwidth h > 0. We call the bias and the variance of this estimator, respectively, 3.1. Sobolev densities and polynomial noise. We study in detail the case where the underlying densityf belongs to a Sobolev class W (β, L), with β, L > 0, defined in (2) , and the noise is polynomial as defined in (4). class W (β, L) , the estimator d n in (11) with bandwidth h > 0, h → 0 as n → ∞ is such that
Proposition 1. For any density function f in the Sobolev
where Ω g (f ) ≥ 0 is defined later in (13) and the sequences e n and E n do not depend on f but depend only on β, L and the noise density g, such that e n → 0 as n → ∞, and E n bounded.
In order to define Ω g (f ), let us note that for any f in the Sobolev class W (β, L) and g a noise density satisfying (4) with β ≥ σ, we have Φ/Φ g a continuous function which is absolutely and quadratically integrable (see Lemma 4) . Then we can define the function
which is real-valued and uniformly continuous, but not necessarily a density function. It is known (see Lukacs [24] ) that if both characteristic functions Φ and Φ g are analytic around 0, then their quotient cannot be the characteristic function of any distribution function. Nevertheless, this function is bounded and its L 2 norm is uniformly bounded over densities f in the Sobolev class by M F depending only on β, L and the fixed given density g. Let
which is therefore a real number.
Remark 1. Note that (13) says that 4Ω 2 g (f ) = 4V (F (Y )
). This is heuristically similar to the results by given Laurent [20] . She estimates f 2 from direct observations and obtains the efficiency constant 4V (f (X)) = 4 f 3 − 4( f 2 ) 2 when β ≥ 1/4. In Theorems 1 and 2 we describe the same change of "regime" when β ≥ σ + 1/4, respectively, β < σ + 1/4. Similarities between deconvolution with σ-polynomial noise and the derivative of order σ have been noticed before. Indeed, we actually estimate
here, where F ⋆ g = f , whenever the function F exists, and F is as difficult to estimate as the σ-derivative of the function f .
Proof of Proposition 1. Let us note that
By the Plancherel formula and equation (14) B
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As for the variance let us first write
The variables in S 1 and in S 2 are uncorrelated and all of them are centered.
We have
. Similarly to Butucea [3] , we have
where M n (x) = K n (z + x)K n (z) dz. Next, use the facts that p is at least (β + σ − 1/2)-Lipschitz continuous and uniformly bounded (Lemma 3 in the Appendix [4] ) to find C and M Y , positive constants depending only on β, L and σ, such that
where o(1) → 0 as h → 0, depending only on β, L and the density g. We choose ǫ → 0 such that ǫ/h → ∞ so that (1)). Note that we should again split the integration domain and evaluate the dominant term in the previous integral.
On the other hand, let us deal now with
In Lemma 4 in the Appendix [4] we prove that Φ/Φ g is absolutely integrable if β ≥ σ. Then by the Lebesgue convergence theorem we see that there exists a function
which is uniformly continuous and bounded such that
Thus, we obtain
Finally,
by the bias computations.
Thus, from (15), (17) and (18) we get
Use (17) and (18) to get
The upper bound for the variance follows from (19) and (20) for the case β ≥ σ.
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For the case β < σ, go back to (16) : (19) and (21) we obtain the upper bound for the variance when β < σ.
An easy consequence of Proposition 1 is that if the underlying unknown density is smoother enough than the noise (β > σ + 1/4) our parameter can be estimated at the parametric rate. We establish next asymptotic normality and a Cramér-Rao type of asymptotic efficiency bound. 
is an asymptotically normally distributed estimator of d, that is,
Moreover, it is asymptotically efficient, attaining the Cramér-Rao bound.
Proof. Let us decompose the risk of the estimator as
and then use Proposition 1. Indeed, if β > σ + 1/4 and if n −1 h −(4σ+1) ≪ 1 we see that 4Ω 2 g (f )/n(1 + o (1)) is the dominant term in the variance. Let us take h = o(n −1/(4β) ) such that the bias is infinitely smaller,
The second term of the sum on the right-hand side term tends to 0 and the asymptotic normality of the first term can be deduced from Butucea [3] . It is in this case a classical central limit theorem for U -statistics of order 1. For the Cramér-Rao bound, we follow the lines of proof in Laurent [20] . Similar results were given by Bickel and Ritov [1] following the theory of Ibragimov and Khas'minskii [17] and Levit [23] . A first step of the proof is to compute the Fréchet derivative of the functional f 2 = F · p at the likelihood p 0 = f 0 ⋆ g,
Next, consider the space orthogonal to the square root of the likelihood √ p 0 , H = {k : k √ p 0 = 0} and the projection operator onto this space:
In the following theorem we compute the rate on the nonparametric side (0 < β ≤ σ + 1/4). We prove in Section 4 that this rate is optimal in the minimax approach under the following additional assumption on the noise distribution.
Assumption (P). The distribution of the polynomial noise in (4) is such that Φ g is at least three times continuously differentiable. Moreover there exist
Theorem 2. If 0 < β ≤ σ + 1/4, the estimator d n of d defined in (11) with bandwidth h * satisfies the upper bound (8) for the rate ϕ n , where
Moreover, under Assumption (P) this rate is minimax.
Proof of (8) for Theorem 2. If 0 < β ≤ σ + 1/4, p 2 2 /(π(4σ + 1)n 2 h 4σ+1 * ) is the dominant term in the variance, whether β ≥ σ or β < σ. The bandwidth h * minimizes the bias plus the variance. The upper bound of the normalized mean error is less than C = max{L, 2M p /(π(4σ + 1)}; see Lemma 3 in the Appendix [4] .
The other setups.
In the case where the densities are smoother than the noise, we can always define the function F as the inverse Fourier transform of Φ/Φ g . The next theorem gives us the bandwidth h * so that d n is an asymptotically normal and efficient estimator. In the case where the noise is exponentially smooth and smoother than the underlying density estimation is always difficult, that is, only nonparametric slower rates are attained. We prove the lower bounds (9) , under the following additional assumption, which is not very restrictive.
Assumption (E). The exponential noise distribution in (5) has a continuously differentiable Fourier transform such that
for large enough |u| and some fixed constant A ∈ R.
Theorem 4. Let the noise be exponentially smooth. The estimator d n of d defined in (11) with bandwidth h * satisfies the upper bound (8) for the rate ϕ n , where:
moreover, under Assumption (E) this rate is minimax. 
Note. h * is the solution of (22).
(2) If f belongs to S(α, r, L) and, either r < s or r = s and α ≤ γ, h * is the solution of
and ϕ n = L exp(−2α/h r * ); moreover, under Assumption (E) this rate is minimax when r < s.
Note that when the density and the noise are both exponentially smooth, the rates are faster than any logarithm but slower than any polynomial in n; except when r = s and α = γ, the rate is nearly parametric, ϕ n = c 3 (log n) r/2 / √ n for h the solution of h r−1 exp(4α/h r ) = cn.
4. Goodness-of-fit tests. Let us give here the convergence rates for the testing procedure in (12) and optimal choice of tuning parameters. The rates are given in Table 2 . Note that for setups where we prove the lower bounds for the testing rate we need to assume that the density f 0 in the null hypothesis is such that
Let us note immediately that we have a similar property for p 0 = f 0 * g. Indeed, let A > 1 be large enough such that
We choose to work under the assumption (23) for simplicity. Notice that we can as well solve the problem if f 0 decays asymptotically like a polynomial (faster than 1/|x| 2 ), but for technical reasons we would need to assume Table 2 Rates for testing in L2-norm from indirect observations
Note. h * is defined in (22) .
that the characteristic function of the noise is smoother than C 1 . Another way of proving the lower bounds consists of assuming (24), which is less restrictive, but then we have to modify the construction of perturbation functions according to the actual asymptotic behavior of f 0 .
Sobolev densities and polynomial noise.
Though two rates were attainable in the same setup for estimating d, only one minimax rate for testing is possible. This phenomenon is similar to the case of testing with direct observations. Theorem 5. The test procedure ∆ * n defined in (12) for the threshold t n attains the rate ψ n and, under Assumption (P) and (23), ψ n is a minimax rate of testing over the class W (β, L), where
Proof of (6) for Theorem 5. Let us bound from above successively the first and second type errors. Note that, for a fixed density f 0 ∈ W (β, L),
similarly to the proof of Proposition 1. In order to compute the variance let us write
Note that the previous sum is null, since for all k = 1, . . . , n, (1)), where S = 2/(π(4σ + 1)). So the first type error can be written as
for C * large enough. For the second type error, consider a density f in
The bias can be bounded from above as
, for the fixed density f 0 . In order to evaluate the variance, let us write
say. As in Proposition 1, the last two terms are uncorrelated, so
. Similar computation leads for h = h * to the upper bound
Let us note that whenever β > σ, we find M > 0 large enough such that
where C is a constant depending only on β, L and the fixed noise probability density g. This inequality is useful for the limit cases in H 1 where f − f 0 2 → 0. So, the second type error can be bounded as Either 0 < β ≤ σ + 1/4, when the probability above is less than c 2 1 (C − C * − L) −2 ≤ ξ/2 for C > C * large enough, or β > σ + 1/4, when
for C > C * large enough. The upper bounds in (6) are proved. For the lower bounds in (7) see Section 5.
The other setups.
We know now that in some setups we can estimate d at the parametric n −1/2 rate. We shall see next that the minimax testing rate is necessarily nonparametric.
Theorem 6. The test procedure ∆ * n defined in (12) for the bandwidth h * , the threshold t n and the constant C * satisfies the upper bound (6) for the rate ψ n , where:
(1) If f belongs to S(α, r, L) and the noise is polynomially smooth, h = h * = log n 2α − 2σ + 1/2 2αr log log n −1/r , t n = ψ n = 1 √ n log n 2α moreover, under Assumption (E), ψ n is an exact (C * = C * = 1) minimax rate of testing for the case r < s.
We prove in the Appendix [4] exact lower bounds for the case r < s, but the same proof provides lower bounds precisely within a logarithmic factor for the case r > s.
Lower bounds.
We show in the first part that proofs for minimax lower bounds for the estimation problem of d and for the testing problem in L 2 come down to the same choice of hypotheses and to checking similar conditions. Lemma 1. Let f 0 and f 1 be two probability densities in the class W (β, L), depending on n. If: (P H 0 (∆ n = 1) + P H 1 (C,ψn) (∆ n = 0)) ≥ (1 − η)(1 − √ η).
