Abstract: We consider a convolution-type integral equation = ( ) on the half line (−∞ ), ∈ R, with kernel ( ) = α−1 , 0 < α, and function ( ), continuous and nondecreasing, such that (0) = 0 and 0 < ( ) for 0 < . We concentrate on the uniqueness problem for this equation, and we prove that if α ∈ (1 4), then for any two nontrivial solutions 1 2 there exists a constant ∈ R such that 2 ( ) = 1 ( + ), −∞ < . The results are obtained by applying Hilbert projective metrics.
Introduction
In this paper we examine Volterra integral equations of the form
where : [0 ∞) → [0 ∞) is a continuous and nondecreasing function with (0) = 0 and 0 < ( ) for 0 < . Such equations arise in the investigation of one-dimensional models of diffusive mediums that can experience explosive behavior, see [5, 11, 12] . From an applications point of view, only nontrivial continuous solutions such that ≥ 0 are interesting. Moreover, it follows immediately from (1) that if α ≥ 1, then such solutions are nondecreasing. In the following, we consider solutions of (1) for which ≥ 0 is continuous and nondecreasing.
It is clear that ≡ 0 is a solution of (1) . We study the problem of the existence of nontrivial solutions and their uniqueness. Note that if ( ) is a solution of (1), then ( + ), ∈ R, also is a solution. Therefore we cannot expect that (1) is uniquely solvable, but in the range of α ∈ (0 4) one can prove that for any two nontrivial solutions 1 2 there exists a constant such that 2 ( ) = 1 ( + ).
Since the nontrivial solutions under consideration are nondecreasing, it is convenient to divide them into two classes as follows:
(ii) is positive everywhere.
It is worth noting that any two nontrivial solutions of (1) Let us note that the equation
is related to equation (1) in the following sense. If is a solution of (2) and we extend it by setting ( ) = 0 for < 0, then it also is a solution of (1). Obviously, instead of zero we can chose any real as a lower limit in the integral. Equation ( 2) has been widely investigated, see [2] [3] [4] 6] . It was shown there that it has a nontrivial solution if and only if the following generalized Osgood condition
is satisfied. In the following, 0 < δ is a generic constant. We permit it to change its value from paragraph to paragraph. Moreover, if (3) holds then (2) has a maximal positive solution , for 0 < . Any other nontrivial solution is obtained as a shift of the maximal solution ( ) = 0 for 0 ≤ < and ( ) = ( − ) for ≥ . Unfortunately, the integral kernel ( ) = α−1 , 0 < α, is nonintegrable on (−∞ ), ∈ R. Therefore, the methods used earlier for the analysis of equation (2) cannot be easily adopted to equation (1) .
In this paper we are mainly interested in positive solutions for −∞ < . In light of the remarks above concerning equation (2) , the existence of such solutions is possible only if the integral I(δ) in (3) is divergent. In fact, the following theorem holds, see [8, 9] . In the following we concentrate on the uniqueness problem of the solutions to equation (1) . This problem has been satisfactorily solved for α ∈ (0 1] using the Hilbert projective metric method, see [1, 10] . We are going to obtain a similar result in the case of α ∈ (1 4). Namely, we establish the following: Theorem 1.2.
Let I(δ) = ∞ and α ∈ (1 4). Then for any two nontrivial solutions
1 ( ) and 2 ( ) of (1) there exists a constant such that
The proof of this main theorem will be given in Section 3.
Reformulation of the problem
We begin with the observation that
The fact that the solution of (1) is nondecreasing allows us to apply integration by parts to the Riemann-Stieltjes integral on the right-hand side. We then obtain
where
The integrals terms above have limits as M → −∞. Moreover, since A(M) is nonnegative, they are finite in both cases. Therefore, we conclude that there exists a finite nonnegative limit
In fact this limit has to be equal to zero. Otherwise the function ( ( )) would behave asymptotically at −∞ as (α )(− ) −α , but then the integral in (1) would be divergent. Finally, passing with M to −∞ in (4), we see that (1) can be expressed in the form
Hence we get Remark 2.1.
Then a nontrivial solution of (1) is locally absolutely continuous and strictly nondecreasing. Moreover,
In the case of α ∈ (0 1) this equality holds for almost every .
Introducing into our considerations the function
( ) is the inverse function of ( ), we avoid some technical difficulties connected with the observed nonuniqueness for equation (1) . The substitution = ( ) into the integral in (5) results in the following equation for ( ):
From now on we study equation (6) . Our analysis is based on some a priori estimates for (
) ( ), which are obtained in the same way as those in [7] for the maximal solution to equation (2) . The corresponding results are established in the following:
If is a continuous nondecreasing solution of (1) that is positive for −∞ < , then there exist constants 1 2 > 0 such that
for 0 < and 0 < α. By Theorem 2.2, there exist constants
Let us define the class of continuous functions
We will analyze equation (6) in the class K φ . In the case of α ∈ (1 2), we introduce the integral operator
It is clear that the solution ( ) of equation (6) is a fixed point of T 1 . In the case of α ∈ (2 4), we consider the operator
In this case the solution ( ) of equation (6) also is a fixed point in K φ of the operator T 2 . This is seen if we first differentiate both sides of (6) obtaining
and then integrating both sides of the equation.
Below we present some inequalities that are used to establish needed properties of the operators T , = 1 2.
Lemma 2.3.
For 0 < ,
Proof. We first note that the -th derivative of ψ, 1 ≤ < α, is of the form
Inequalities (i) and (ii) follow immediately by application of the Cauchy-Schwartz inequality. Multiplying side by side inequalities (i) and (ii), we obtain inequality (iii).
Lemma 2.4.
Proof. We obtain inequalities (i) and (ii) by expanding the expressions on their right hand sides and applying the estimates from Lemma 2.3.
To show (iii) and (iv), we begin with the observation that an application of the Hölder inequality gives
Hence our result follows easily.
Lemma 2.5.
There exist constants 1 2 > 0 such that for 0 < ,
Proof. Since φ( ) is nondecreasing, the left inequalities in (i) and (ii) are a consequence of the estimate
To obtain the right inequality in (i), we denote
Hence, after integrating I 0 ( ), we get the required result with 1 = α.
To obtain the right inequality in (ii), we introduce similar integrals
( ) and
Now in the case of 2 < α ≤ 3, we get the estimates
where the first inequality is obtained in a similar way to that above and the second one follows from Lemma 2.4, (i) and (iii). Hence it follows that
In the case of 3 < α < 4, we proceed similarly and obtain
Hence,
Finally, it suffices to note that
which gives the right inequality with 2 = α if 2 < α ≤ 3, and with 2 = α 3/2 , if 3 < α < 4.
Properties of the operators T 1 and T 2 needed in our further analysis are summarized in the following lemma, where property (i) follows immediately from Lemma 2.5, properties (ii) and (iii) follow from the definition of the operators T , = 1 2. Lemma 2.6.
Our aim is to show that equation (6) has a unique solution in K φ if 1 < α < 4. We first fix an interval [0 A] and consider all functions ∈ K φ restricted to it. We further denote this new set by K φ A and equip it with a projective pseudo-metric ( 1 2 ) defined as follows:
This pseudo-metric is an example of a so-called Hilbert projective pseudo-metric, see [1, 10] . It is easy to check that ( 1 2 ) has the following properties.
Lemma 2.7. It follows from this lemma that the pseudo-metric becomes a metric in E φ = { ∈ K φ : ∞ = 1}. We denote it further by . Moreover, we have the following lemma.
Lemma 2.8.
E φ equipped with is a complete metric space.
For details of the proof see [1, 10] .
By monotonicity arguments we get the estimates
They allow us to establish the following:
Remark 2.9.
Proof of the main theorem
Proof of Theorem 1.2. We consider the operators T 1 and T 2 on K A φ , respectively in the cases α ∈ (1 2) and α ∈ (2 4). It follows from Lemma 2.6 (i) that T , = 1 2, map K A φ into itself. Moreover, the homogeneity and monotonicity properties of T , = 1 2, given in Lemma 2.6 (ii)-(iii) allow us to obtain
for any 1 2 ∈ K A φ , where 1 = α − 1 and 2 = (α − 2)/2. We note that 0 < < 1, = 1 2.
Since the same arguments will be used in both cases, T will stand for both the operators T 1 and T 2 and similarly for both 1 and 2 . We introduce the auxiliary operator T = T / T ∞ . We see that T maps E φ into itself. Moreover, it is a contraction with contraction coefficient . Therefore, using the Contraction Principle we get a unique ∈ E φ such that T = . Finally, it follows from the homogeneity of T that setting = T β where β = 1/α in the case of T 1 and β = 2/α in the case of the operator T 2 , we get a unique fixed point ∈ K A φ of the operators T 1 and T 2 respectively. Now, letting A → ∞, we see that there exists a unique ∈ K φ , such that ( ) = T ( ), ∈ (0 ∞). Having the solution ( ) of (6) we define nontrivial solutions of (1) by their inverse functions as follows:
where ∈ R is an arbitrary constant. In view of Remark 2.9, it follows from I(δ) = ∞ that ( ) is defined for −∞ < , which corresponds to 0 < . We easily check that satisfies equation (1) .
Remark 3.1.
In the case α = 2 not considered above, we obtain the solution ( ) immediately from equality (7).
