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We investigate the stationary-state fluctuations of a growing one-dimensional interface described
by the Kardar–Parisi–Zhang (KPZ) dynamics with a noise featuring smooth spatial correlations of
characteristic range ξ. We employ Non-perturbative Functional Renormalization Group methods
in order to resolve the properties of the system at all scales. We show that the physics of the
standard (uncorrelated) KPZ equation emerges on large scales independently of ξ. Moreover, the
Renormalization Group flow is followed from the initial condition to the fixed point, that is from
the microscopic dynamics to the large-distance properties. This provides access to the small-scale
features (and their dependence on the details of the noise correlations) as well as to the universal
large-scale physics. In particular, we compute the kinetic energy spectrum of the stationary state as
well as its non-universal amplitude. The latter is experimentally accessible by measurements at large
scales and retains a signature of the microscopic noise correlations. Our results are compared to
previous analytical and numerical results from independent approaches. They are in agreement with
direct numerical simulations for the kinetic energy spectrum as well as with the prediction, obtained
with the replica trick by Gaussian variational method, of a crossover in ξ of the non-universal
amplitude of this spectrum.
PACS numbers: 05.10.Cc,05.70.Np,03.50.-z,03.65.Db,05.70.Jk47.27.ef
I. INTRODUCTION
Introduced three decades ago [1], the Kardar–Parisi–
Zhang (KPZ) equation is one of the simplest non-linear
Langevin equations. As such, it relates generically to a
broad range of systems, within the so-called KPZ uni-
versality class; see [2–10] and references therein. Thus,
stochastic growth of roughening interfaces, for which the
KPZ equation was initially introduced [1, 11], shares
common features with systems as dissimilar as, for in-
stance, the Burgers equation in hydrodynamics [12, 13],
Directed Polymer (DP) in random media [14, 15], ran-
dom matrices [16, 17], the dynamics of Bose gases [18–
26] or active fluids [27]. The deep connections within the
KPZ universality class allow, on the one hand, to provide
known results with alternative physical interpretations
in different languages (turbulence in hydrodynamics, DP
free-energy landscape, Fredholm determinants of random
matrices, etc.) and, on the other hand, to successfully
export these results from one problem to another.
In particular, in its original formulation, the KPZ
equation is a stochastic continuum equation with an un-
correlated noise and, although remarkably difficult to ad-
dress exactly, its one-dimensional (1d) fluctuations and
universal features have been recently completely eluci-
dated for the stationary state [14, 28], the approach to
∗ steven.mathey@lpmmc.cnrs.fr
this stationary state [29–32] and even the complete time-
dependence, starting from different initial conditions
(i.e. flat, ‘sharp-wedge’, or stochastic) [33–36]. However,
when the original KPZ model is slightly modified (see
[37–43] and references therein for examples), these exact
solutions are in general no longer valid, and a key open
issue is to assess what the robustness of the KPZ univer-
sal features is, and to determine under what conditions
they can be expected to persist.
The present study focuses specifically on the role of
a spatially-correlated noise, on a characteristic length
ξ > 0. Note that a noise with spatial power-law corre-
lations was studied numerically [44–48] and analytically
[41, 49–51]. In contrast, we explicitly include a correla-
tion length here. Such an ingredient is crucial physically,
since in experimental systems ξ is always finite. Never-
theless, if universality truly holds, then the macroscopic
scale invariance is expected to be independent of this mi-
croscopic correlation length and thus to be captured by
the same Renormalization Group (RG) fixed point as for
the uncorrelated case (ξ = 0). In particular, we focus on
a 1d interface in the asymptotic stationary state at long
times where we fully resolve the dependence of the two-
point correlation function on the relative space and time
[see Eq. (4)]. We show that, although the universal fea-
tures of the original KPZ equation with δ-correlated noise
(ξ = 0) emerge on large scales, the small-scale physics is
strongly dependent on ξ and is thus, non-universal.
Experimentally, the KPZ dynamics was realised in a
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2wide range of platforms. To give a few examples, the
universal KPZ physics was observed in fronts of slow
combustion of paper [52], at the separation between flat
crystal facets and rounded edges [53], at the interface
of different modes of turbulence in liquid crystals [54],
in patterns in the deposition of particles suspended in
evaporating droplets [55], in chemical reaction fronts in
disordered media [56], in the shape of growing colonies of
bacteria and cells [57, 58] and, most recently, in epitaxy-
driven film growth [59–61]. See e.g. [7] or Sec. VII. of
[62] for overviews and further references. In this article
we discuss in particular the non-universal amplitude of
the interface roughness [see Eq. (58)] which is a large-
scale observable that could be accessible experimentally
even though it depends explicitly on the microscopic cor-
relation length. See sections III C 3 and IV for details.
The role of a finite ξ has been addressed in a series of
previous studies in the language of the 1+1 DP endpoint
[62–67] and recently in [68, 69], combining analytical and
numerical approaches to characterise the complete time
dependence of the KPZ fluctuations, starting from the so-
called ‘sharp-wedge’ initial condition. It was predicted
in particular (within the Gaussian Variational Method
(GVM) and a Bethe ansatz analysis as well as with a
direct numerical integration of the correlated KPZ equa-
tion) that the amplitude of the KPZ fluctuations must
display a crossover, as ξ is tuned, from the exact solution
of the uncorrelated case (ξ = 0) [4, 5, 33] to a regime of
large-scale correlations. Still no exact analytical expres-
sion has been obtained so far, not even for the stationary
state. When no exact solution is available (d > 1, corre-
lated noise, non-Gaussian noise, etc.) non-perturbative
approaches are necessary to study the KPZ physics. Here
we employ a very versatile method, the Non-perturbative
Functional Renormalization Group (NP-FRG) [70] (for
reviews, see [71–75]), to investigate the universal versus
non-universal features of the stationary two-point cor-
relation function, in the presence of a finite correlation
length1.
The NP-FRG method has been used in a very broad
range of problems, from high- to low-energy physics. In
statistical physics it has led to very accurate [77–79]
and fully non-perturbative [80–85] results. In particu-
lar, it has been extended to the study of classical non-
equilibrium systems in [86–89]. Recent successful appli-
cations include the dynamical Random Field Ising model
[90, 91] or, in the case of far-from-equilibrium dynamics,
fully developed turbulence [20, 23, 92–95] and driven-
dissipative Bose gases [96]. Examples of its application
to non-stationary dynamics can be found e.g. in [97–101].
The NP-FRG formalism to study the KPZ equation has
been developed in [102–105], where it has allowed for
an accurate description of its stationary properties. In
particular, the two-point correlation function obtained
1 Note that the RG approach that we use is complementary to
perturbative functional renormalization schemes. See e.g. [76].
in this framework reproduces the exact 1d solution with
an unprecedented accuracy [104]. Predictions for uni-
versal ratios in d = 2 and 3 [105] were recently tested in
large-scale numerical simulations which showed a remark-
able agreement [106, 107]. Several extensions of the KPZ
dynamics have also been studied in the NP-FRG frame-
work, such as the presence of power-law spatially corre-
lated noise [41] (see also [40] for temporally correlated
noise), and of spatial anisotropy [39]. We here adapt this
approach to the presence of a microscopic noise with fi-
nite range correlations and investigate both universal and
non-universal features.
The outline of the paper is the following. We first set
up in Sec. II the model centred on the 1d KPZ stationary-
state fluctuations, the corresponding NP-FRG formal-
ism, and the specific approximation scheme considered.
Then we present in Sec. III our results for the two-point
correlation function, discussing successively the RG fixed
point, the scaling form of the correlator, and its non-
universal features. We show that universality is recov-
ered at sufficiently large scales, in the sense that the RG
fixed point and the scaling form turn out to be the same
as for the uncorrelated noise case. On the other hand,
the non-universal features depend on the specific noise
correlator, and we discuss in Sec. IV the experimental
application of our results to probe the microscopic noise
correlation. We summarise and present some perspective
to this work in Sec. V. Additional details are gathered in
the appendices.
II. SET-UP AND THEORETICAL TOOLS
A. KPZ equation with a correlated noise
We consider the KPZ equation [1] in the presence of
spatial correlations in the microscopic noise
∂th =
λ
2
[∇h]2 + ν∇2h+ η ,
〈η(t1,x1)η(t2,x2)〉 = 2Dδ(t1 − t2)Rξ′(x1 − x2) .
(1)
h(t,x) is the time t, and space x, dependent field that de-
scribes the interface height. η(t,x) is a stochastic noise
with Gaussian statistics and zero average, and angular
brackets 〈·〉, denote averages over η. The noise correlator
Rξ′ is an analytic function that decays to zero at a charac-
teristic scale ξ′, and that is normalised as
∫
r
Rξ′(r) = 1.
Here and in the following, we use the short-hand notation∫
t,x
=
∫
ddxdt and
∫
ω,p
= 1/(2pi)d+1
∫
ddpdω. Unless
stated otherwise, Rξ′ is taken as a Gaussian function2,
Rξ′(x) =
1
(2piξ′2)
d
2
e−
x2
2ξ′2 , Rξ′(p) = e−
ξ′2p2
2 , (2)
2 The same symbol are used for functions and their Fourier trans-
forms, which are differentiated by their arguments (t, x for real
and ω, p for Fourier space).
3where x =
√
x2 and similarly for p. We choose a system
of units where the correlation length ξ = ξ′Dλ2/ν3, is the
only dimensionless parameter left after rescaling, such
that Eq. (1) becomes
∂th =
1
2
[∇h]2 +∇2h+ η ,
〈η(t1,x1)η(t2,x2)〉 = 2δ(t1 − t2)Rξ(x1 − x2) .
(3)
We focus on the fluctuations of the profile h(t,x) in
the stationary state, in which the average height 〈h〉 is
finite and corresponds to a drift linear in time of the
growing interface. The two-point correlation function in
the stationary state is defined as
C(τ, r) = 〈h(τ, r)h(0,0)〉 − 〈h(τ, r)〉 〈h(0,0)〉
= 〈h(τ, r)h(0,0)〉c . (4)
Using connected correlation functions, denoted by the
subscript c, amounts to working in the co-moving frame
where the average height field 〈h〉 is subtracted out. The
correlation function C(τ, r) is related to the usual inter-
face width W (τ, r), by
W (τ, r) =
〈
[h(τ, r)− h(0,0)]2
〉
c
= 2 [C(0,0)− C(τ, r)] . (5)
Time-translational invariance in space and time is as-
sumed. Note that the time variable τ is a time difference
in the stationary state. For the standard KPZ dynamics
(ξ = 0), this correlation function exhibits scale-invariance
on large spatio-temporal scales, where it takes the scaling
form
C(τ, r) = r2χ g
( τ
rz
)
, (6)
and r = |r|. χ and z are the universal roughness and
dynamical critical exponents and g is a universal scaling
function. In 1d, the exponents take the exact values χ =
1/2 and z = 3/2.
B. KPZ field theory
The stationary state of the stochastic KPZ equation
Eq. (3) is described by the generating functional (in the
path integral representation)
Z[J, J˜ ] =
〈
e
∫
t,x(hJ+h˜J˜)
〉
=
∫
D[h, ih˜] e−S[h,h˜]+
∫
t,x(hJ+h˜J˜) , (7)
where the space-time dependence of the fields inside local
integrals is implicit. S[h, h˜] is the Martin–Siggia–Rose
Janssen–de Dominicis action [108–112],
S[h, h˜] =
∫
t,x
h˜
(
∂th− 1
2
[∇h]2 −∇2h
)
−
∫
t,x1,x2
h˜(t,x1)Rξ(x1 − x2) h˜(t,x2) , (8)
which depends on the height field h as well as the usual
‘response’ field h˜. The non-local term in Eq. (8) arises
because of the presence of the correlated noise (ξ > 0).
Terms related to initial conditions are neglected since we
focus exclusively on the stationary state.
The KPZ action Eq. (8) possesses several symmetries.
Apart from space-time translation and space rotation in-
variance, S[h, h˜] is invariant under the following infinites-
imal (terms of order v2 and higher are neglected) field
transformations:{
h′(t,x) = h(t,x) + c
h˜′(t,x) = h˜(t,x)
, (9a){
h′(t,x) = h(t,x + vt) + v · x
h˜′(t,x) = h˜(t,x + vt)
. (9b)
For a 1d interface and uncorrelated noise ξ = 0, the ad-
ditional discrete transformation [102]{
h′(t,x) = −h(−t,x)
h˜′(t,x) = h˜(−t,x) +∇2h(−t,x) , (10)
is also a symmetry. These transformations encode verti-
cal shifts of the interface (9a), Galilean boosts (9b) and
time-reversal (10). Moreover, the Galilean and shift sym-
metries can be gauged in time, considering c(t) and v(t)
as infinitesimal time-dependent quantities. The KPZ ac-
tion S[h, h˜] is no longer invariant under the gauged trans-
formations, but its change S[h, h˜]−S[h′, h˜′] is linear in the
fields. This provides generalised Ward identities with a
stronger content than in the standard (non-gauged) case
[104, 113]. These symmetries play an important role in
devising an accurate approximation scheme in the NP-
FRG framework, see Sec. IID. We emphasise that the
correlated noise explicitly breaks the time-reversal sym-
metry (10). Similarly, a temporal correlation of the noise
δ(t−t′)→ Rξτ (t−t′) would break the Galilean symmetry
(9b) [40, 49, 114–116].
C. Non-Perturbative Functional Renormalization
Group
The NP-FRG is a non-perturbative incarnation of the
RG (see [71–75] and references therein for reviews, and
in particular [87, 88] for applications of the NP-FRG to
non-equilibrium systems). It relies on Wilson’s view of
the RG [117–119], and consists in constructing a scale-
dependent effective action, Γk[ϕ, ϕ˜], where small spatial
scales are integrated out. That is schematically
e−Γk[ϕ,ϕ˜] =
∫
D[h, ih˜]
p>k
e−S[h,h˜] , (11)
where Fourier modes with p ≤ k are frozen. k is
the momentum scale that separates small- (p > k) and
large-scale (p < k) spatial fluctuations, and ϕ ≡ 〈h〉 and
ϕ˜ ≡ 〈h˜〉 are the expectation values of the fields. In prac-
tice, the coarse-graining is achieved in a smooth way. To
4this end, a cut-off, or regulator, term2
∆Sk[h, h˜] =
1
2
∫
ω,p
hi(ω,p)Rk,ij(p)hj(−ω,−p) , (12)
is added to the action, Eq. (8). hi for i = 1, 2 label the
field h and response field h˜ respectively, and repeated in-
dices are summed over. The cut-off matrix Rk provides
a momentum-dependent mass term to the theory. Its el-
ements are required to be of order k (or higher) for p . k
and to vanish for p & k. The regulator Rk must also van-
ish when the RG scale k is sent to 0. Apart from these
constraints, it can be chosen freely and will be specified
in Eq. (20) below. The flowing effective action Γk[ϕ, ϕ˜]
is defined (up to the additive ∆Sk term) as the Legendre
transform of the logarithm of the generating functional
of the coarse-grained theory Wk[J, J˜ ] = ln(Zk[J, J˜ ]):
Zk[J, J˜ ] =
∫
D[h, ih˜] e−S−∆Sk+
∫
t,x(hJ+h˜J˜) ,
Γk[ϕ, ϕ˜] + ∆Sk[ϕ, ϕ˜] :=
Sup
J,J˜
{∫
t,x
(
ϕJ + ϕ˜J˜
)
−Wk[J, J˜ ]
}
. (13)
The addition of the ∆Sk term ensures that Γk interpo-
lates (as the RG scale k is decreased from the Ultraviolet
(UV) scale3 Λ to zero) in between microscopic and macro-
scopic physics. The bare action Eq. (8) is recovered in
the limit of large k = Λ and the full 1-particle irreducible
effective action (which is analogous to the Gibbs free en-
ergy in thermodynamics) is obtained in the limit k → 0
where the cut-off is removed,
Γk→Λ[ϕ, ϕ˜] = S[ϕ, ϕ˜] , Γk→0[ϕ, ϕ˜] = Γ[ϕ, ϕ˜] . (14)
The definition of the Legendre transformation Eq. (13)
relates the sources J, J˜ to the fields ϕ, ϕ˜ through
δWk[J, J˜ ]
δJi(t,x)
= ϕi(t,x) , (15a)
δΓk[ϕ, ϕ˜]
δϕi(t,x)
= Ji(t,x)− δ∆Sk[ϕ, ϕ˜]
δϕi(t,x)
. (15b)
The (connected) two-point correlation and response func-
tions at scale k,
Gk,ij(t− t′,x− x′) = 〈hi(t,x)hj(t′,x′)〉c , (16)
are given by the operator inverse of the second field
derivative of Γk + ∆Sk,
Gk =
1
Γ
(2)
k +Rk
, (17)
3 Λ can be interpreted as the inverse lattice length of a discrete
system.
with the notation
Γ
(2)
k,ij(t− t′,x− x′) =
δ2Γk[ϕ, ϕ˜]
δϕi(t,x)δϕj(t′,x′)
. (18)
Because of space-time translational invariance, the sec-
ond field derivative of Γk is diagonal in momentum
space. This implies that the Fourier transform of C(τ, r)
[Eq. (4)] is simply obtained from the matrix inverse of
Γ
(2)
k (ω,p) in the limit k → 0 as
C(ω,p) =
[
Γ
(2)
k,ij(ω,p)
]−1
11
. (19)
In principle, the choice of the regulator matrix does
not affect the end results. However, in practice, approx-
imations introduce a spurious dependence on Rk. Since
symmetries provide strong constraints on the space of so-
lutions of the RG flow equations, an important require-
ment is that ∆Sk[h, h˜] preserves the symmetries of the
theory. We choose
Rk(p) = α
e
p2
k2 − 1
(
0 ν(k)p2
ν(k)p2 −2D(k)
)
, (20)
where ν(k) and D(k) are two coefficients that depend on
the RG scale k. They will be defined in the next section,
Eq. (30). The coefficient α is a free parameter that can be
tuned to minimise the errors at a given order of approxi-
mation [120, 121] (see Appendix B). Note that Rk,ij has
the same tensor structure as the bare propagator (sec-
ond field derivative of S[h, h˜]) and does not depend on
frequency. This ensures that the coarse-grained theory
is causal, and that the flow preserves the Galilean and
shift symmetries Eqs. (9), and also, when d = 1 and
ν(k) = D(k), the time-reversal symmetry (10) [104].
The evolution of the effective action Γk with the RG
scale is given by an exact equation [70],
k∂kΓk[ϕ, ϕ˜] =
1
2
Tr
[
k∂kRk
Γ
(2)
k [ϕ, ϕ˜] +Rk
]
, (21)
with its initial condition corresponding to the bare KPZ
action Eq. (8), as stated by Eq. (14). The trace operation
on the right-hand side stands for the usual trace over field
and space-time indices,
Tr [A] =
∑
i
∫
t,x
Aii(t,x) . (22)
Eq. (21) provides a scheme to include fluctuations
gradually starting with the small-scale fluctuations and
reaching the thermodynamic limit (k → 0). At interme-
diate values of k, Γk plays different roles for large and
small momenta (compared to k). Derivatives of Γk with
respect to fields with small momenta (p  k) yield the
kinetic term and the vertices of an effective action that
can be used [instead of the original bare action Eq. (8)] to
compute large-scale correlation functions. On the other
5hand, when the momenta are large (p  k), the deriva-
tives of Γk quickly lose their dependence on k and sat-
urate to their physical values (as k is lowered further).
In this regime correlation functions are computed directly
(with no further functional integration) by the procedure
outlined above [Eqs. (17) and (19)].
Note that the UV cut-off scale should (in principle) be
taken to infinity to describe the continuous KPZ equa-
tion. In practice, it is sufficient to choose it to be much
larger than all the momentum scales that are resolved. In
particular, one must have Λ 1/ξ to probe the structure
of the microscopic noise. Conversely, when ξ  1/Λ, the
δ-correlated case is effectively described.
D. Approximation scheme
Eq. (21) combined with Eqs. (14) provides a differen-
tial equation and an initial condition (at k → Λ). In
principle, Γk[ϕ, ϕ˜] can hence be determined for all values
of k. However, Eq. (21) is a functional partial differential
equation that cannot be solved exactly. It couples deriva-
tives of Γk of order n to derivatives of order (n+ 1) and
(n + 2) and generates an infinite hierarchy of equations
relating all the correlation functions of the problem.
Here we use a very successful approximation scheme
developed for the KPZ equation with δ-correlated noise
(ξ = 0) [105], that is inspired by the Blaizot–Mendez–
Wschebor (BMW) approximation [79, 122], but rendered
compatible with the constraining symmetries of the KPZ
action (see e.g. [104] for a detailed description). A prac-
tical way to implement this scheme is to construct an
ansatz for the flowing effective action Γk, which automat-
ically preserves the gauged Galilean symmetry, by using
explicitly Galilean invariant building blocks. In particu-
lar, this involves the covariant time derivative
D˜t = ∂t −∇ϕ ·∇ , (23)
which preserves the invariance under Galilean transfor-
mation. When it is truncated to Second Order (SO) in
the response field ϕ˜, the ansatz obtained with this pro-
cedure is
Γk[ϕ, ϕ˜] =
∫
t,x
[
ϕ˜fλk
(
∂tϕ− 1
2
[∇ϕ]2
)
− 1
2
(∇2ϕfνk ϕ˜+ ϕ˜fνk∇2ϕ)+ ϕ˜fDk ϕ˜] . (24)
fXk (with X ∈ {λ, ν,D}) are analytic functions of D˜t
and ∇, which depend on the RG scale. They can be
interpreted as an effective non-linearity, dissipation and
noise respectively. The bare action Eq. (8), is recovered
when
fνΛ(ω,p) = 1 , f
λ
Λ(ω,p) = 1 , f
D
Λ (ω,p) = Rξ(p) . (25)
When they are evaluated at a uniform and stationary
configuration (ϕ = const. and ϕ˜ = 0), the derivatives
of Γk[ϕ, ϕ˜] in Fourier space become expressions depend-
ing on fXk (ω,p), that is the operators D˜t and ∇ in fXk
are replaced by iω and −ip respectively. Note that the
ansatz Eq. (24) contains arbitrary powers of ϕ through
the functional dependence of fXk on the covariant time
derivative D˜t.
There are additional constraints on fXk stemming from
the other symmetries. The gauged shift symmetry im-
poses
fλk (ω,0) = 1 . (26)
For ξ = 0 and d = 1, the time-reversal symmetry,
Eq. (10), leads to
fDk = f
ν
k , f
λ
k = 1 , (27)
such that there is only one independent function left in
this case.
In the following, we focus on the 1d case (vector sym-
bols are hence dropped). With the ansatz Eq. (24), the
inverse propagator evaluated at uniform and stationary
configuration reads
Γ
(2)
k (ω, p) =(
0 iωfλk (ω, p) + p
2fνk (ω, p)
−iωfλk (ω, p) + p2fνk (ω, p) −2fDk (ω, p)
)
.
(28)
This is the most general form for Γ(2)k compatible with the
symmetry constraints, and endowed with an arbitrary
dependence on ω and p. On the other hand, higher-order
vertices Γ(n>2)k are approximated.
When the ansatz for Γk Eq. (24), is inserted into its
exact evolution equation Eq. (21), the RG flow can be
projected onto the flows of fXk . This provides three par-
tial differential equations that can be solved numerically,
k∂kf
X
k (ω, p) = I
X
k (ω, p) =
∫
f,q
JXk (ω, p, f, q) , (29)
where IXk are non-linear integral expressions depending
on fXk , which can be found in [105]. They are obtained
by taking appropriate field derivatives of the right-hand
side of the exact flow equation Eq. (21), and replacing
Γk by its ansatz. The trace in Eq. (21) produces integral
equations with non-linear kernels JXk .
The SO approximation is further simplified to the
so-called Next-to-Leading Order (NLO) approximation,
introduced in [105]. It consists in partially truncat-
ing the frequency dependence of fνk and f
D
k by setting
fXk (Ω, Q) = f
X
k (0, Q) in J
X
k (ω, p, f, q) on the right-hand
side of Eq. (29) for any argumentsQ = q, |p± q|, and sim-
ilarly for Ω. This simplification drastically reduces the
computational cost of solving Eqs. (29) while still yield-
ing reliable results (see [105]). Moreover, in the presence
of microscopic noise correlations (ξ ≥ 0), we consider two
independent flowing functions fνk and f
D
k since Eqs. (27)
6are not satisfied for ξ 6= 0. However, we still impose
fλk = 1, following [105]
4.
To summarise, our approximation scheme consists of
three main points:
• Γk is expanded in powers of ϕ˜ and only terms up
to second order are retained. This is the SO ap-
proximation level, which is essential to produce a
manageable set of flow equations. It amounts to
assuming that the fluctuations of the response field
h˜, are Gaussian. Note that this truncation is not
applied to h since Γk contains arbitrarily high pow-
ers of ϕ. The SO was shown in [104] to reproduce
the exact results for the 1d scaling function when
ξ = 0 [123] with an unprecedented accuracy.
• The frequency dependence of fXk is neglected in the
kernel JXk , on the right-hand side of the flow equa-
tion (29). This is the NLO approximation level.
This approximation can be assessed by comparing
its outcome to the results of the SO approximation
alone. This was done for d = 1 in [105] and only
small differences were observed. This approxima-
tion greatly speeds up the numerical solution of the
flow equations since it enables the analytical inte-
gration over the internal frequencies f , in Eq. (29).
Note that the bare frequency content is preserved
so that fXk still develops a non-trivial frequency
dependence. For d = 2 and 3 and ξ = 0, the expo-
nents as well as universal dimensionless ratios com-
puted in [105] at NLO are in close agreement with
the outcome of numerical simulations [106, 107].
• fλk is set to one. This approximation is specific to
1d because it is related to the time-reversal symme-
try Eq. (10). It ensures that, if the long-distance
physics is described by a time-reversal symmetric
IR fixed point, then the latter is recovered exactly,
whereas if fλk starts flowing, it induces a small er-
ror on the fixed point properties. See footnote 4 for
details.
4 In fact, within the NLO approximation, some higher-order ver-
tices, which are involved in the Ward identity related to time-
reversal symmetry yielding fλk = 1, are neglected. It implies that
this identity cannot be restored exactly even when the flow leads
to a time-reversal symmetric fixed-point. Hence, setting fλk = 1
prevents fλk from acquiring a non-trivial flow which would induce
a residual small breaking of time-reversal symmetry when the lat-
ter should be realised in the Infrared (IR). However, the related
error is small. It was checked in [105] that the obtained expo-
nents and dimensionless ratio differ only weakly with or without
this approximation. Note that, on the other hand, no constraints
are imposed on fνk and f
D
k , which are free to be different, such
that the complete RG flow is not constrained to be time-reversal
symmetric.
III. UNIVERSAL AND NON-UNIVERSAL
FEATURES OF THE TWO-POINT
CORRELATION FUNCTION
A. Fixed point
In order to find RG fixed points and study scale invari-
ance, it is convenient to recast Eqs. (29) in a dimension-
less form. To this end we define
ν(k) = fνk (0, 0) , D(k) = f
D
k (0, 0) , (30)
and introduce the rescaled variables5,
pˆ =
p
k
, ωˆ =
ω
ν(k)k2
,
fˆνk (ωˆ, pˆ) =
fνk (k
2ν(k)ωˆ, kpˆ)
ν(k)
,
fˆDk (ωˆ, pˆ) =
fDk (k
2ν(k)ωˆ, kpˆ)
D(k)
,
hˆ(ωˆ, pˆ) =
√
k7ν(k)3
D(k)
h(ω, p) ,
ˆ˜
h(ωˆ, pˆ) =
√
k3D(k)ν(k)h˜(ω, p) . (31)
The flows of ν(k) and D(k) define the two running
anomalous dimensions,
ην(k) = −k∂kν(k)
ν(k)
, ηD(k) = −k∂kD(k)
D(k)
. (32)
In terms of the rescaled quantities, the ansatz for Γk
bares the same form as its original definition Eq. (24)
but for the term in [∇ˆϕˆ]2 that is multiplied by √gˆk [with
gˆk = D(k)/(kν(k)
3)] and for the covariant time deriva-
tive that is changed to D˜tˆ = ∂tˆ −
√
gˆk ∇ˆϕˆ · ∇ˆ. Since λ is
not renormalized due to Galilean invariance, the flow of
gˆk is only dimensional and reads
k∂kgˆk = gˆk [3ην(k)− 1− ηD(k)] . (33)
In terms of the rescaled variables, Γk depends on the cut-
off scale only implicitly through fˆXk . This enables the
emergence of solutions of the flow equations, Eqs. (29)
[see Eqs. (37) for the rescaled equations] where fˆXk , ηX(k)
(with X = ν, D) and gˆk do not depend on k. These are
fixed points of the RG flow and describe the universal
properties of the system.
At such a fixed point, the running anomalous dimen-
sions tend to constant values ηD(k) → η∗D := ηD and
5 One can check in Eq. (28) that the introduction of the coefficients
ν(k) and D(k) in the regulator matrix Eq. (20) ensures that the
cut-off term scales (with k) as the rest of the kinetic term of
Γk. In this way, none overwhelms the other (as the cut-off scale
decreases) and the cut-off matrix stays effective for all k in the
rescaled units.
7ην(k) → η∗ν := ην . This implies that ν(k) = νξk−ην and
D(k) = Dξk
−ηD behave as power laws, where νξ and Dξ
are non-universal constants that cannot be determined
from the fixed point alone but can be extracted from the
full solution of the flow,
ν(k) = e
∫ Λ
k
ην (k
′)
k′ dk
′ −−−→
k→0
νξ k
−ην ,
D(k) = e
∫ Λ
k
ηD(k
′)
k′ dk
′ −−−→
k→0
Dξ k
−ηD . (34)
The dimensionful two-point correlation function [defined
in Eq. (4) and computed from Eq. (19)] can be expressed
in terms of rescaled quantities as2
C(ω, p) = k−4
D(k)
ν(k)2
Cˆk
(
ω
k2ν(k)
,
p
k
)
=
Dξ
ν2ξ
k2ην−ηD−4 Cˆ∗
(
ω
νξk2−ην
,
p
k
)
, (35)
where Cˆk(ωˆ, pˆ) depends on k only through fˆXk . The sec-
ond equality holds for k small enough such that the fixed
point has been reached. Then k is a free parameter and
can be chosen to be k = p. Identifying with the correlator
scaling form Eq. (6), in Fourier space, yields
χ = (ηD + 1− ην)/2 , z = 2− ην . (36)
Furthermore, Eq. (33) enforces that z+χ = 2 at any non-
Gaussian fixed point gˆ∗ 6= 0. Note that at such a fixed
point ηX (and therefore χ and z) could be functions of
ξ, but this is not the case, as shown in the following.
The flow equation (29) becomes, in terms of the
rescaled quantities,
k∂kfˆ
X
k = ηX(k)fˆ
X
k + [2− ην(k)] ωˆ∂ωˆ fˆXk + pˆ∂pˆfˆXk + IˆX .
(37)
IˆX(ωˆ, pˆ) is obtained from IXk Eq. (29), by switching to
the rescaled variables and dividing by ν(k) or D(k) ac-
cordingly. The equations for ηX(k) are deduced by eval-
uating Eqs. (37) at zero momentum and frequency and
fixing fˆXk (0, 0) = 1 consistently with Eqs. (30) and (31).
Their explicit expressions are given in [105].
The initial condition Eq. (25) of the flow is specified at
a large but finite UV scale Λ, and reads for the dimen-
sionless quantities as
fˆνΛ(ωˆ, pˆ) = 1 , fˆ
D
Λ (ωˆ, pˆ) = Rξˆ(pˆ) , gˆΛ =
1
Λ
, (38)
with ξˆ = Λξ. In the unit system defined by Eq. (3), Λ
(as well as k) is dimensionless. We have chosen Λ = 200.
Note that the actual value of Λ never enters the dimen-
sionless RG flow. It is only necessary to commit to
an actual value when dimensionful quantities are com-
puted. Moreover, even though it seems that an additional
parameter is needed [g is set to one at the beginning,
Eq. (3)] to specify the initial conditions in the rescaled
variables, only the specific combination ξˆ/gˆΛ → ξ is phys-
ically observable (does not depend on Λ) in the contin-
uum limit Λ → ∞. We choose gˆΛ = 1/Λ and ξˆ = Λξ
which is consistent with the choice of units Eq. (3). This
implies that the RG flow starts infinitesimally close to a
Gaussian fixed point (gˆΛ→∞ = 0) and evolves towards
the non-linear KPZ physics on large scales (gˆk→0 6= 0).
We have solved Eqs. (37) and (33) numerically for dif-
ferent values of ξˆ = Λξ. We found two remarkable prop-
erties:
• Although the microscopic action is not in-
variant under the time-reversal symmetry, (10)
(i.e. fˆDΛ 6= fˆνΛ), both functions tend to each other
as k → 0. A fixed point is reached, with fˆD∗ = fˆν∗ .
This means that the time-reversal symmetry is
emergent. Even if it is explicitly broken by the
microscopic theory (k → Λ), it is realised on large
scales (k → 0).
• The flow reaches the same fixed point for all val-
ues of ξˆ. The theories with ξ > 0 are in the basin
of attraction of the standard (ξ = 0) KPZ fixed
point [1, 4, 5, 33]. This implies that the large-
scale physics is universal, independent of the de-
tails of the microscopic noise, and governed by the
ξ = 0 fixed point. In particular, the exponents of
the scaling regime are the ones of the standard 1d
KPZ equation with an uncorrelated noise, that is
χ = 1/2 and z = 3/2.
This behaviour is illustrated in Fig. 1 which displays
fˆDk (0, pˆ) and fˆ
ν
k (0, pˆ) for different values of ξˆ, and at suc-
cessive RG ‘times’ s = ln(k/Λ). Starting from initial
conditions Eq. (38) with different ξˆ at s = 0 (upper set
of plots), the functions evolve under the RG flow, until
they coincide at s ≤ −6 (third set of plots), and then
they deform to reach their fixed point shape, represented
in the fourth set of plots.
B. Scaling of the two-point correlator
The fact that the RG flow for finite ξ leads to the same
IR fixed point as for ξ = 0 implies that the two-point
correlation function endows on large scales a scaling form
with the same universal scaling function, denoted Fˆ , as
the ξ = 0 case. Let us first emphasise that the fixed
point is fully attractive: Our numerical analysis shows
that it is reached for any initial condition without the
need to fine-tune any parameter (no unstable direction).
This means that the KPZ dynamics leads to generic scale
invariance in 1d, as expected physically.
The existence of a scaling form for the correlation
function C(ω, p) was shown in [104] for ξ = 0. It re-
lies on both the existence of the fixed point, that is
k∂kfˆ
X
k = 0 in Eq. (37), and the decoupling property,
that is, IˆX(ωˆ, pˆ)→ 0 when pˆ 1 or/and ωˆ ∼ pˆ3/2  1.
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FIG. 1. (Colour online) RG flow of the effective noise corre-
lation fˆDk (0, pˆ) ((a), (c), (e) and (g)), and dissipation fˆ
ν
k (0, pˆ)
((b), (d), (f) and (h)) - Different values of the rescaled corre-
lation length are shown: ξˆ = 0 (black, solid), ξˆ = 0.05 (blue,
dashed), ξˆ = 0.1 (red, dotted) and ξˆ = 1 (green, dot-dashed).
The two functions are plotted as functions of the rescaled mo-
mentum pˆ, for ωˆ = 0 and for four different values of the RG
‘time’, s = ln(k/Λ), as the cut-off scale is lowered s = 0 ((a)
and (b)), s = −1 ((c) and (d)), s = −6 ((e) and (f)) and
s = −13 ((g) and (h)). The axes of all the plots are scaled
in the same way. One sees that the time-reversal symmetry
(fˆDk = fˆ
ν
k ), which is broken at s = 0, has emerged at s ≤ −6
and that the same fixed point is reached for all values of ξˆ
when s ≤ −13.
This property induces the flow to essentially stop for the
large p or/and ω sectors of Γk, which hence decouple from
the other sectors. When both these conditions are satis-
fied, the general solution of the remaining homogeneous
equation Eq. (37) for large pˆ is a scaling form
fˆX∗ (ωˆ, pˆ) = pˆ
−ηX ζX(ωˆ/pˆ3/2) . (39)
The scaling form emerges in fˆk(ωˆ, pˆ) only at intermediate
values of pˆ because the rescaled functions do not tend to
their fixed point value uniformly. In fact, for ξ 6= 0, the
latter is reached when pˆ  1/(kξ) (or pˆ  Λ/k when
ξ  1/Λ, see the discussion at the end of Sec. II C). In
the rescaled units, the non-universal features are gradu-
ally sent to larger and larger values of pˆ as k decreases.
This implies that a scaling range emerges, where Eq. (39)
holds, for 1 pˆ 1/(kξ), that is when the fixed point is
reached and decoupling has occurred. Switching back to
the dimensionful quantities and using Eq. (34), it follows
that
fXk→0(ω, p) = Xξ p
−ηX ζX
(
ω
νξp3/2
)
, (40)
for k  p 1/ξ. In practice, the scaling function is ex-
tracted from the numerical solution as
ζX (xˆ) = lim
pˆ→∞
pˆηX fˆX∗
(
xˆpˆ3/2, pˆ
)
. (41)
We emphasise that the exponent ηX and the scaling
functions ζX are universal, whereas Xξ and νξ are non-
universal and depend explicitly on the correlated micro-
scopic noise.
The two-point correlation function can be determined
from Γk through Eq. (19) and the inverse of Γ
(2)
k ,
Eq. (28),
C(ω, p) = lim
k→0
2fDk (ω, p)
ω2 + [p2fνk (ω, p)]
2 . (42)
One then deduces that, in the regime k  p 1/ξ, the
dimensionful correlation function also takes a scaling
form
C(ω, p) =
Dξ
ν2ξ
p−7/2 Fˆ
(
ω
νξ p3/2
)
, (43)
where the scaling function Fˆ is the same for any ξ, and
can be determined from the fixed point solution as
Fˆ (xˆ) =
2ζD(xˆ)
xˆ2 + [ζν(xˆ)]
2 . (44)
We have inserted into Eq. (43) the values ην = ηD = 1/2,
known from Eq. (36). For different values of ξ, the scal-
ing form of the correlation functions hence only differs
by ξ-dependent non-universal amplitudes that can be ex-
tracted from the RG flow.
This is confirmed by the numerical solution of the flow.
We computed C(ω, p) for different values of ξ (including
ξ = 0). To select the regime where scale invariance is
expected, we introduce an auxiliary scale K, such that
momenta and frequencies
p > K , ω > K3/2 , (45)
are excluded. Then, the truncated correlation function
CK(ω, p) is multiplied by p7/2 and recorded as a function
of the scaling variable x = ω/p3/2. This provides the
scaling function
FKξ (x) = p
7/2 CK(xp3/2, p) , (46)
which is related to the universal scaling function Eq. (44)
by normalisation factors,
Fξ
K(x) = Dξ/ν
2
ξ Fˆ (x/νξ) . (47)
For each value of ξ, a collapse is indeed observed for K
small enough. Furthermore, Fˆ is the same for all ξ. This
is illustrated in Fig. 2, see Appendix D for more details.
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FIG. 2. Collapse of two-point correlation functions on large
scales for two different values of the microscopic noise cor-
relation length, ξ = 1.6 (grey) and ξ = 12.8 (black) - (a):
The scaling function FΛξ (x) [see Eq. (46)], is represented as
a function of x for all momenta and frequencies. This plot
shows that different values of p lead to different functions of
x. There is no data collapse. (b): The universal scaling func-
tion Fˆ (xˆ) = ν2ξ/Dξ F
0.001
ξ (νξ xˆ), is represented as a function
of xˆ for p < K and ω < K3/2 with K = 0.001. The normalisa-
tion factors νξ and Dξ are obtained from the fitting procedure
detailed in Appendix D and are consistent with the solution
of the RG flow equations, Eqs. (34). It is clear from (b) that
when K = 0.001, enough UV modes are excluded and F 0.0011.6
and F 0.00112.8 are equivalent (up to non-universal normalisation
factors).
C. Non-universal correlations
The NP-FRG is not restricted to the study of the uni-
versal properties of a system that emerge close to a fixed
point. In this section we compute the (non-universal)
kinetic energy spectrum in the stationary state for all
momenta, and not only momenta in the scaling regime.
We compare these results to the outcome of previous nu-
merical simulations presented in [66]. Finally, we resolve
the ξ-dependent crossover of the amplitude of the kinetic
energy spectrum on large scales.
1. Kinetic energy spectrum
The 1dKPZ equation for the profile h(t, x) corresponds
to the Burgers equation for ∂xh(t, x), which models a
randomly stirred fluid. Consequently, in analogy with
hydrodynamics, the kinetic energy density of the 1d KPZ
dynamics can be defined as
E =
〈
(∇h)2
〉
=
∫
ω,p
p2C(ω, p) . (48)
We introduce the kinetic energy spectrum as
R¯(p) =
p2
pi
∫ ∞
0
C(ω, p)dω , (49)
such that E =
∫
p
R¯(p). It can be interpreted as
the amount of kinetic energy contained in the Fourier
mode p. R¯ is also related to the derivative of the inter-
face width (equal-time correlation function) as
R¯(r) =
∫
p
eiprR¯(p) = −∇2C(τ = 0, r)
=
1
2
∇2W (τ = 0, r) . (50)
This function is precisely the quantity that has been
studied analytically and numerically in [62, 66]. In these
studies, the complete time-evolution of R¯(t, r) was in-
vestigated, starting from the ‘sharp-wedge’ initial condi-
tion for the 1d KPZ equation. R¯(r) can be normalised
as R¯(r) := [D˜(ξ)/ξ]Eξ(r/ξ) with D˜(ξ) defined through∫
r
R¯(r) = D˜. The normalisation and the shape of the cor-
relator are characterised by D˜(ξ) and Eξ(x) respectively.
Note that a similar normalisation yields in Fourier space
R¯(p) = D˜(ξ)Eξ(pξ) with Eξ(q = 0) = 1. It was pointed
out in [62, 66] that the function Eξ(x) is weakly depen-
dent on ξ as long as ξ is not too large. More precisely, it
was found that Eξ = Rξ=1 and D˜ = 1 in the limit ξ → 0
and it was assumed that Eξ ∼= Rξ=1 for small (but fi-
nite) values of ξ. In the opposite limit of very large ξ the
specific shape of Eξ remains an open issue. D˜(ξ  1)
as well as the crossover from ξ  1 will be discussed in
Sec. III C 3.
We have computed R¯ for various values of ξ. The re-
sult of our calculation is shown in Fig. 3. Since our so-
lution of Eq. (37) for fXk is numerical, it is restricted to
a finite range of momenta and frequencies, in particular
ω1 ≤ ω ≤ Λ2. For this reason, the frequency integral of
Eq. (49) must be split into three parts to be computed
separately,
R¯(p) =R¯1(p) + R¯2(p) + R¯3(p)
=
p2
pi
[∫ ω1
0
+
∫ Λ2
ω1
+
∫ ∞
Λ2
]
C(ω, p)dω . (51)
First, the range ω1 ≤ ω ≤ Λ2 corresponds to the fre-
quency range where numerical data for the dimensionful
correlation function are available (see Appendix C), and
the integral in R¯2 is computed numerically. Secondly, in
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the range ω ≥ Λ2, the correlation function can be re-
placed by its bare form (obtained by inserting the initial
conditions fXΛ Eq. (25), instead of f
X
k in Eq. (42)),
C(ω, p) ∼= 2Rξ(p)
ω2 + p4
, (52)
since the high frequency sector is determined by the be-
ginning of the RG flow. The frequency integration in R¯3
is then performed analytically. Note that because of the
exponentially decaying noise correlator, R¯3 is negligible
compared to the other two parts of R¯.
Third, in the range ω ≤ ω1, the fixed point is reached,
and for p  Λ, the scaling form of C Eq. (43), can be
inserted into the integral of R¯1,
R¯1(p) =
Dξp
−3/2
piν2ξ
∫ ω1
0
Fˆ
(
ω
νξp3/2
)
dω . (53)
The change of variables xˆ = ω/(νξp3/2), and the expo-
nent identity Eq. (36) finally provides
R¯1(p) =
Dξ
piνξ
∫ ω1
νξp
3/2
0
Fˆ (xˆ)dxˆ . (54)
This expression is strictly valid for p 1/ξ (or p Λ
when ξ = 0). It can however be safely used for any p
because R¯1 is negligible when compared to R¯2 at larger
values of p, see Fig. 3.
As shown in the previous section, the integrand on the
right-hand side of Eq. (54) is a universal quantity, which
can be computed from the solution of the RG fixed point
alone. In particular when p → 0 its integral becomes a
universal constant. The pre-factor of Eq. (54) Dξ/(piνξ)
is the limit D(k → 0)/(piν(k → 0)). The dependence of
D(k)/(piν(k)) on the RG scale k drops out at small val-
ues of k since the time-reversal symmetry is restored and
yields ηD = ην 6. As manifest in Eq. (34), its computa-
tion requires the entire solution of the RG flow equations.
This pre-factor is hence a non-universal quantity that de-
pends on the value of ξ, as well as the specific form of
Rξ.
Two components of R¯ are plotted in Fig. 3 for a repre-
sentative value of ξ = 1.6. Note that R¯1 and R¯2 add up so
that R¯ is a constant at small p (within a 0.16% of relative
accuracy). This is a consistency check of our calculation
since the integrand on the right-hand side of Eq. (54) is
computed once for all values of ξ from the universal scal-
ing form at ξ = 0. We have checked that the crossover
from R¯1 to R¯2 dominating R¯ (at p ∼= 2 · 10−5 on Fig. 3)
can be sent to arbitrarily small values of p by taking ω1
small enough. At large p, the bare form Eq. (52) can be
inserted in Eq. (49) and provides R¯(p  1/ξ) ∼= Rξ(p).
6 Note that setting fλk = 1 (see Sec. IID) is essential here. With-
out this approximation we only get ηD ∼= ην and the limit
D(k → 0)/(piν(k → 0)) is not finite.
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FIG. 3. (Colour online) Kinetic energy spectrum R¯ - (a): R¯
for different values of ξ. (b): R¯ (solid, black), as well as its
two dominating contributions [see Eq. (51)], R¯1 (dotted, blue)
and R¯2 (dashed, red) and the microscopic noise correlation
function Rξ(p) (dash-dotted, green) for a representative value
of ξ = 1.6. The UV physics is well captured by the bare noise
correlator Rξ while the universal KPZ physics (given by R¯1)
emerges in the IR domain.
This result is consistent with the prediction Eξ ≈ Rξ=1
at small but finite ξ discussed in [62, 66], and suggests
furthermore that in the stationary state R¯(p)/D˜(ξ) dif-
fers from the microscopic Rξ(p) only for spatial modes
p < 1/ξ.
2. Comparison between the NP-FRG predictions and
previous numerical results
The 1d KPZ equation with correlated noise of range
ξ was studied in [62, 63, 65, 66]. In particular direct
numerical simulations were performed in [66], where the
Fourier transform of the kinetic energy spectrum, R¯(r)
(denoted R¯sat(y) in [66] and plotted in Fig. 6 therein) has
been computed for different values of ξ.
The numerical simulations of [66] were achieved by
sampling a noise with Gaussian statistics, computing the
corresponding KPZ time evolution and averaging at the
end. A different system of units than ours was used, see
Appendix A. The correlation length was kept fixed and
different values of the diffusion coefficient ν were consid-
ered. Moreover, a fixed correlation time ξ′τ , as well as a
different form for Rξ, were used for reasons of numerical
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FIG. 4. (Colour online) Comparison of the NP-FRG calcu-
lation with direct numerical simulations - The kinetic energy
spectrum R¯ is computed for ξ = 0.2622, ξτ = 0.0579 (blue,
solid), ξ = 1.7285, ξτ = 1.3428 (red, dashed) and ξ = 4.9725,
ξτ = 7.8134 (green, dotted). The lines show the NP-FRG
result and the circles are the results of [66].
stability [66].
The results of [66] can be easily converted to our
units. The end result is that the variation of ν
turns into a linked variation of ξ = ξ′Dλ2/ν3 and
ξτ = ξ
′
τD
2λ4/ν5 (the parameters used in the simulation
yield ξτ ∼= 0.539 ξ5/3) and that the noise correlation func-
tion is well approximated by
Rξ,ξτ (ω, p) = R
′
ξ(p)R
′
ξτ (ω) , (55)
with the momentum and frequency correlator being both
given by
R′l(y) = 9
[
sinc
(
ly
2
)]8
[2 + cos (ly)]
2 . (56)
We computed the RG flows with these initial
conditions for fDΛ and different values of ξ (and
ξτ ∼= 0.539 ξ5/3) and determined the corresponding ki-
netic energy spectra R¯. Fig. 4 shows a comparison of
the NP-FRG results with the numerical results. Their
quantitative agreement is very satisfactory. Note that
the inclusion of a correlation time ξτ 6= 0 explicitly breaks
Galilean invariance (9b) [40, 49, 114–116]. It is remark-
able that this does not seem to affect the large-distance
physics. Such a robustness of Galilean invariance was
pointed out in [124–126] (see [127] for an overview). From
an RG point of view, this suggests that Galilean invari-
ance is emergent like the time-reversal symmetry. We
cannot confirm this statement within the NLO approx-
imation used in the present work since the breaking of
Galilean symmetry by the initial condition fDΛ = Rξ,ξτ ,
generates violations of Ward identities for higher-order
vertex functions, which are neglected at this order. In
particular, the induced modification of the flow equation
of gˆk cannot be computed within NLO approximation,
such that the RG flow of the theory is constrained to
preserve the identity exponent χ+ z = 2 at the IR fixed
point. However, the presence of temporal correlations do
not affect the results found in [62, 63, 65, 66] (where the
full time evolution is considered) in any noticeable way
when compared to results obtained in a Galilean invari-
ant set-up. This strongly suggests that the IR physics is
indeed Galilean invariant.
3. Crossover in the amplitude of the kinetic energy
As already mentioned, the stationary kinetic energy
spectrum tends to a constant as p→ 0,
D˜(ξ) = R¯(p = 0) =
Dξ
piνξ
∫ ∞
0
Fˆ (xˆ)dxˆ . (57)
This constant can be related to the amplitude of the
equal-time correlation function which, in the stationary
state, takes the form
W (τ = 0, r) = D˜ |r|ξ , (58)
where |· · · |ξ is a rounded (on scales given by ξ) absolute
value [62, 63, 65, 66]. This means that for ξ = 0, one
simply has W (0, r) = |r|. When ξ is increased, the kink
of the absolute value becomes smooth and the slope of
W (0, r) at large r decreases. It is clear from Eq. (58)
that D˜ is observable on large scales. Eq. (57) shows that
it contains a ξ-dependent factor that can be extracted
from our calculation. The result is shown in Fig. 5.
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FIG. 5. (Colour online) Non-universal amplitude D˜, in log-
log scale, from NP-FRG and from numerical simulations -
Plot (a) shows D˜ computed with spatial noise correlations
Eq. (2), with the NP-FRG and for different values of ξ (blue,
solid), as well as a power-law fit of the tail of the data (for
ξ ≥ 18) (black, dashed). Plot (b) shows D˜ computed with
spatio-temporal correlations Eq. (55), with the NP-FRG for
different values of ξ and ξτ ∼= 0.539 ξ5/3 (blue, solid) with
its power-law fit (for ξ ≥ 43) (black, dashed) as well as two
different estimations of D˜ from the numerical computation of
[66] (black circles and red squares). The vertical axes of the
two plots are scaled in the same way. The horizontal axis
are not. The decay of D˜(ξ) with ξ is a large-scale signature
of the microscopic correlation length [see Eq. (58)]. It can be
observed experimentally by varying the coupling g = λ2D/ν3.
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The behaviour of the amplitude D˜ was previously ad-
dressed in [62, 65–67], fixing ξ′ and varying the diffusion
coefficient ν within the original KPZ equation Eq. (1)
(see Sec. III C 2). A crossover was predicted analytically
at ξ ∼= 1, separating two limiting behaviours: at small
values of the correlation length (ξ  1), a saturation of
the amplitude to one D˜ ≈ 1 [4, 5, 33], and in the oppo-
site limit (ξ  1) a decay as D˜ ∼ ξ−1/3. Note that the
large-ξ prediction relies on the existence of an optimal
trajectory in the language of the directed polymer, as
introduced in [62] and discussed more recently in [68].
A key ingredient is to assume that the roughness of the
polymer end-point free energy takes the form Eq. (58).
The recent Bethe ansatz analysis proposed in [69] also
yields the same behaviour of D˜ in the regime ξ  1, un-
der the assumption of a 1-step replica symmetry breaking
in the replica description.
As for the behaviour of D˜ at intermediate values of
ξ, although no exact expression is available yet, two in-
dependent predictions have been obtained in the form
of an implicit equation, D˜γ ∝ (4/ξ)γ/3(1− D˜), with
γ ∈ {3/2, 6} and numerical pre-factors of order 10 [62],
invoking in particular a GVM computation with a full
replica-symmetry-breaking [62, 68]. These analytical pre-
dictions are qualitatively consistent with numerical mea-
surements either on a directed polymer on a discrete lat-
tice [65] or in a direct numerical integration of the con-
tinuous KPZ equation [66]. At last, we mention that
D˜ corresponds to the ‘fudging’ parameter f in [62, 67],
which coincides in fact with the full-replica-symmetry-
breaking parameter in the GVM computations presented
in [63].
We determined the non-universal amplitude D˜ within
the NP-FRG framework, both for a microscopic noise
with spatial correlations Eq. (2), and different values of ξ,
and for spatio-temporal correlations Eq. (55), for differ-
ent values of ξ and correlation time set to ξτ ∼= 0.539 ξ5/3.
The two curves look very similar but differ quantita-
tively. By construction, the two saturation values at
ξ = 0 are the same. The results are displayed in Fig. 5
alongside the data of Fig. 14 of [66] converted to our
system of units. First, the crossover with ξ and the
existence of two limiting regimes at large and small
ξ are recovered. We find qualitative agreement with
the corresponding analytical predictions: At ξ = 0,
the value is D˜(0) ∼= 0.82, and at large ξ, the estimated
power law is D˜(ξ  1) ∼= 1/ξ0.24 for spatial correlations
and D˜(ξ  1) ∼= 1.4/ξ0.27 for spatio-temporal correla-
tions. Second, the NP-FRG results for spatio-temporal
correlations are compared with the results from direct
numerical simulations. The agreement is very precise for
all values of ξ. Let us emphasise that this is a remarkable
feature, since D˜ is a non-universal quantity, which hence
depends on all the microscopic details. This shows that
they are reliably captured by the NP-FRG flow.
The discrepancy between our value D˜(0) ∼= 0.82 and
the analytical result D˜(0) = 1 [4, 5, 33] can possibly be
attributed to the order of the approximation used (NLO).
The agreement would probably be improved at the next
(SO) order. See Sec. IID for a detailed discussion of
the approximations involved here. Note that the method
used to estimate D˜ from the numerical data [66] is known
to underestimate D˜ and indeed D˜(ξ = 0) < 1 in the data
of Fig. 5. For the decay exponent, the observed differ-
ence could be a hint to the fact that for large ξ, one
enters the regime of Burgers turbulence, which is domi-
nated by shocks [13]. Hence, it is not clear whether the
exponent values found (−0.24 and −0.27) are an artefact
of the approximation scheme or not. The exploration of
this regime within the NP-FRG formalism is beyond the
scope of the present study.
IV. CONNECTION WITH EXPERIMENTS
The results presented here are experimentally acces-
sible for systems that can be considered as continuous
on scales smaller than ξ′, that is ξ′  a where a is the
microscopic lattice size. D˜ provides an easily accessible
observable because it can be measured on large scales
[see Eq. (58)]. Although the detailed form of the noise
may be hard to control experimentally, it is reasonable to
assume (when ξ′  a) that there exists a small non-zero
noise correlation length, ξ′ 6= 0. In the original system of
units,
D˜′(ξ′, D, ν, λ) =
D
ν
D˜
(
ξ′
λ2D
ν3
)
. (59)
See Appendix A and Eqs. (A1) for the details of the con-
version. The behaviour D˜ (Fig. 5) can be probed by
varying ν, λ or D instead of ξ′. Assuming that ξ′ is fixed,
the control parameter becomes g = λ2D/ν3. If g can be
varied over one or two decades and if ξ′ is not too small,
then a decrease of D˜′(ξ′, D, ν, λ) should be observable as
g is increased. Note that an extended discussion, on the
different experiments in which these different predictions
on R¯(p) and D˜(ξ) could be tested, is given in Sec. VII.
of [62], using the units system recalled in Appendix A.
V. CONCLUSION AND PERSPECTIVES
We have used the NP-FRG to determine the full mo-
mentum dependence of the stationary two-point correla-
tion function of the stochastic KPZ equation with micro-
scopic noise correlated at a finite spatial scale ξ. We have
resolved the non-universal features at scales smaller than
ξ as well as the universal scaling regime on large scales.
We have shown (within our approximation scheme) that
the universal physics is governed by the presence of a
fully attractive RG fixed point and does not depend on
the microscopic noise correlation length, Fig. 1. This im-
plies that the time-reversal symmetry (10) that is broken
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at the microscopic level when ξ > 0 is emergent on large
scales.
We computed the kinetic energy spectrum of the sta-
tionary KPZ dynamics, which is a single-time observ-
able that is related to the interface width through two
space derivatives and a Fourier transform. Both the ξ-
dependent UV physics and the universal IR physics are
visible in Fig. 3. Our results extend previous numerical
simulations [66] to values of momenta that were not ac-
cessible before, Fig. 4. Finally we provide an experimen-
tally accessible observable D˜ and compute its dependence
on ξ, Fig. 5. Our results are in good agreement with the
numerical results of [66] as well as with other analyti-
cal results [62, 63, 65, 66, 69] (although qualitatively).
Calculation at the next-order approximation would cer-
tainly improve the results. In particular they would help
to settle the discrepancy in the obtained value of the de-
cay exponent of D˜(ξ  1) with respect to the result of
[62, 63, 65, 66]. In this respect, an experimental (or al-
ternative) determination would be desirable.
An interesting direction would be to investigate 3-point
correlation functions and extend this study to larger val-
ues of ξ, where the regime of 1d Burgers turbulence,
with an energy cascade developing, could be investigated.
This is left for future work.
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Appendix A: Different units
In this appendix we detail the change of units relating
Eqs. (1) and (3), and the units used in the numerical sim-
ulations [66]. Eq. (1) is defined in terms of dimensionful
parameters, λ, ν, D and ξ′. Space, time and fields can be
rescaled. Since the dimensions of η′ and h′ are related,
three parameters can be set to one by an appropriate
choice of units. We choose to keep ξ as the unique free
parameter. The following rescaling,
t′ =
1
ν
(
ν3
Dλ2
)2
t , x′ =
ν3
Dλ2
x ,
h′ =
ν
λ
h , η′ =
ν2
λ
(
Dλ2
ν3
)2
η , (A1)
converts the dimensionful quantities of Eq. (1) (noted
here with a ′) to the dimensionless ones of Eq. (3). The
remaining parameter is ξ = ξ′λ2D/ν3. In particular, D˜′
takes the form given by Eq. (59) and the dimensionful
kinetic energy spectrum becomes
R¯′(p′) =
D
ν
R¯
(
ν3
Dλ2
p′
)
. (A2)
In the numerical simulations [66], the KPZ equation
Eq. (1) is written in terms of the parameters T , c and ∆
with the correspondence
ν =
T
2c
, λ = −1
c
, D =
∆
2
. (A3)
These parameters are inherited from the exact mapping
between a thermally equilibrated 1d elastic interface in a
short-range correlated disorder and a directed polymer
growing in a two-dimensional disordered energy land-
scape [2, 14]. From there, the KPZ equation is recovered
by noting that the polymer-endpoint free energy evolves
(with the polymer length) according to the KPZ equation
with ‘sharp-wedge’ initial conditions and the KPZ pa-
rameters {ν, λ,D, ξ′} obtained from Eqs. (A3) [14, 15].
In the language of the elastic interface, c is the elastic
constant, T is the temperature, and ∆ is the amplitude
of the microscopic disorder two-point correlator. In addi-
tion, ξ′ is defined as the disorder correlation length, but
it can alternatively correspond to the typical thickness of
the interface [64]. Note that in these units, the two op-
posite limits of ξ → 0 and ξ →∞ translate respectively
into the limits of ‘high temperature’ (T  Tc) and ‘low
temperature’ (T  Tc), with a characteristic crossover
temperature Tc(ξ′) = (ξ′cD)1/3.
Appendix B: Principle of Minimum Sensitivity
The cut-off matrix (20) contains an arbitrary parame-
ter α. In principle, the end result of a calculation should
not depend on α. However, any approximation intro-
duces a spurious dependence on the cut-off matrix. An
optimal value for α can be determined according to the
principle of minimum sensitivity [120, 121], which leads
to extremising the quantity computed with respect to α.
The present calculation turns out to be relatively in-
sensitive to α. We hence determined its optimal value
using a single observable, D˜(0), defined in Eq. (57), and
we used the same optimal value for all ξ. This procedure
is illustrated in Fig. 6, which shows the variation of D˜(0)
with respect to α. A third-order polynomial fit yields
αopt ∼= 38.82.
Note that the variations of D˜(0) around its optimal
value are small. The main source of error comes from the
order of truncation (NLO). The latter can be assessed by
comparing the NP-FRG result D˜(0) ' 0.82 for the KPZ
equation with uncorrelated noise (ξ = 0), to the exact
result D˜(0) = 1, which hints at roughly a 20% error.
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FIG. 6. Principle of minimum sensitivity - The circles rep-
resent the NP-FRG results for D˜(0) as a function of α. The
line is a third order polynomial fit.
Appendix C: Numerical solution of the RG flow
equations
In this appendix, we give some details on the numerical
solution of Eqs. (37) and (29). Dimensionless quantities
such as fˆXk and ηX(k) are directly obtained from the nu-
merical solution of Eqs. (37). Dimensionful observables
such as C are then extracted from this solution. This pro-
cedure was introduced in [78, 79], and is here generalised
to frequency-dependent quantities.
1. Solution of the dimensionless flow equations
We follow the numerical scheme used in [105]. A
large value of Λ = 200 is chosen where the initial con-
ditions Eqs. (38) are set for each value of ξ. The dimen-
sionless frequency and momentum are discretised into
regular grids, pˆi = pˆ1 + ∆pˆ (i − 1) (with i = 1, Np)
ωˆj = ωˆ1 + ∆ωˆ (j − 1) (with j = 1, Nω) and the functions
fˆXk (ωˆ, pˆ) are represented as Np×Nω matrices (with only
positive momenta and frequencies since the solution of
Eq. (37) only depends on the absolute values |pˆ|, |ωˆ|).
The values of Np, Nω, ∆pˆ, ∆ωˆ as well as all the other
numerical parameters that we use are specified in Tab. I.
A third order polynomial spline is used to com-
pute fˆXk for momenta and frequencies that are not
in the tabulated set of values. In particular, this
spline is used to compute the derivatives in the lin-
ear part of the right-hand side of Eq. (37). For
pˆ ≥ pˆNp , the functions are approximated by power laws,
fˆXk (ωˆ, pˆ) = fˆ
X
k (ωˆ, pˆNp)(pˆ/pˆNp)
η with
η =
ln[fˆXk (ωˆ, pˆNp)]− ln[fˆXk (ωˆ, pˆNp − 0.2)]
ln(pˆNp)− ln(pˆNp − 0.2)
, (C1)
where fˆXk (ωˆ, pˆNp − 0.2) is computed with the spline.
To compute the non-linear integrals IˆX on the right-
hand side of Eq. (37), the NLO approximation for
the frequency dependence is used [the replacement
fˆXk (Ωˆ, Qˆ)→ fˆXk (0, Qˆ) for all configurations Ωˆ and Qˆ in-
side the integrands JˆX , which are defined in Eq. (29)].
This is exploited to perform the integration over the in-
ternal frequency analytically, see [105] for detailed ex-
pressions. The integrals over the internal momentum qˆ
are computed with a Gauss-Legendre quadrature. Be-
cause of the insertion of the cut-off matrix and its
scale-derivative [see Eq. (21)] the remaining integrand∫
fˆ
JˆX(ωˆ, pˆ, fˆ , qˆ) is a smooth function of pˆ, ωˆ and qˆ. More-
over, the insertion of k∂kRk imposes that this integrand
is exponentially suppressed for qˆ and |pˆ± qˆ|  1. Con-
sequently, a coarser grid for qˆ and a smaller range of
internal momenta qˆ < qmax can be used to compute the
integral on qˆ without loss of precision.
The lowering of the RG scale is performed with an
explicit Euler time stepping in the RG time,
fˆXk(1−ds) = fˆ
X
k − ds k∂kfˆXk , (C2)
where ds is the step size. This procedure is iterated until
the cut-off scale is much smaller than all the dimensionful
momenta that are considered, s→ smin.
Finally, an additional procedure is implemented to cor-
rectly resolve the momentum dependence of fˆDk for large
ξ at the beginning of the flow. Indeed, since Λ is taken
to be 200, ξˆ = Λξ can be large even when ξ is not. Then
fˆDΛ (ωˆ, pˆ) = Rξˆ(pˆ) decays exponentially at a scale given
by ξˆ. If treated directly, this would impose the choice of
∆pˆ very small and Np very large.
On the other hand, at the beginning of the flow, when
k ∼= Λ, gˆk = g/k is very small and the RG flow equa-
tions are almost linear. Hence, lowering the RG scale
amounts to a rescaling. Thus, at the beginning of the
flow, the renormalized forcing correlator is separated into
two parts,
fˆDk (ωˆ, pˆ) = Rξˆ k/Λ(pˆ)/D(k) + δfˆ
D
k (ωˆ, pˆ) , (C3)
where only the first term has sharp momentum varia-
tions at the beginning of the flow. Its RG flow can be
determined analytically, knowing ηD(k). For the second
term, the RG flow starts with δfˆDk = 0. As long as
s = ln(k/Λ) is close to zero, fˆDk is only weakly renor-
malized and δfˆDk remains small and smooth, and can be
treated numerically. Its flow obeys an equation obtained
from Eq. (37) by substituting fˆDk → δfˆDk on the left-hand
side and fˆDk (ωˆ, pˆ) → Rξˆ k/Λ(pˆ)/D(k) + δfˆDk (ωˆ, pˆ) inside
IˆX . When a spline or interpolation is necessary in IˆX ,
this is only applied to δfˆDk , and the analytical form of
Rξˆ k/Λ(pˆ)/D(k) is used. Then the rest of the momentum
integration is performed as outlined above and with the
same momentum grid.
As the effective correlation length ξˆk/Λ, decreases with
the RG scale, fˆDk becomes smooth. We use the criterion
that when ξˆk/Λ pˆ5 = kξpˆ5 < 1, ∆pˆ is small enough for a
straightforward numerical solution, the splitting Eq. (C2)
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ceases and the flow of the whole function fˆDk is computed
at once. This procedure is used in the same way in the
frequency variables when ξτ is non zero.
2. Solution of the dimensionful flow equations
The dimensionful correlation function C can be com-
puted for arbitrary momentum and frequency with a
great accuracy and low computational cost by suitably
using the solution of Eqs. (37), instead of directly solv-
ing Eqs. (29), following [78, 79]. The idea is to compute
the flow in two parts. For each dimensionful momen-
tum p and frequency ω, the beginning of the flow from
k = Λ to k = ks(ω, p) [with ks(ω, p) specified below in
Eqs. (C5) and (C6)] is computed in the dimensionless
representation with the procedure described previously,
yielding fˆXks . The dimensionful solution (at k = ks) is
then obtained through Eqs. (31),
fXks(ω, p) = Xks fˆ
X
ks
(
ω
k2sνks
,
p
ks
)
. (C4)
The end of the flow from ks(ω, p) to k = Λ esmin is com-
puted on a secondary dimensionful grid, yielding fXk→0.
Here, we work with a logarithmic grid for the dimen-
sionful momenta and frequencies: pi = Λedp(i−Mp), with
i = 1,Mp and ωj = Λ2edω(j−Mω), with j = 1,Mω.
The scale ks(ωj , pi) is defined for each (ωj , pi) such that
the corresponding dimensionless momentum pi/ks or fre-
quency ωj/(ksν2ks) attains a large given value pˆnp or ωˆnω .
The indices np and nω are hence chosen close to the
boundary of the grid (a few points before not to be af-
fected by effects from the finiteness of the grid). More
precisely, ks(ωj , pi) is defined as
ks(ωj , pi) = max(k1, k2) , (C5)
with
pi = k1pˆnp , ωj = k
2
2νk2 ωˆnω . (C6)
Hence, for the second part of the flow on the dimension-
ful grid k < ks, the condition pi  k is always satis-
fied. This choice is tailored to ensure that the flow on
the dimensionful grid can be approximated in a simple
and accurate way, such that all dimensionful momenta
values are decoupled. Indeed, the presence of the deriva-
tive of the regulator ∂kRk, which is peaked at values
q ' k, in the non-linear integrals on the right-hand side
of Eqs. (29) effectively cuts off the internal momentum
q to values q . k. This yields that any pi computed on
the dimensionful grid (satisfying pi  k), also verifies
pi  q, and the integrand JXk (ωj , pi, f, q) in Eq. (29) can
be Taylor expanded to leading order in powers of q/pi.
Hence, within this approximation, the flow equations be-
come local in momentum space, i.e. the integral takes the
form IXk (ωj , pi) = Lk1(pi)
∫
q
Lk2(ωj , q), with Lk1(p) and
Lk2(ωj , q) two functions that can be extracted from the
Taylor expansion of JXk (ωj , pi, f, q). The integral over
the internal momentum q can be computed once (at ev-
ery time step) for all values of pi using the dimensionless
grid, such that the flow equations for the different mo-
menta pi on the dimensionful grid are no longer coupled
together.
Let us unfold the practical sequence to solve the RG
equations: Two independent and constant grids are de-
fined, a dimensionful (ω × p) grid and a dimensionless
(ωˆ × pˆ) one, on which the RG flow is calculated [with
Eq. (37)]. To describe the interplay between the two
grids, we refer in the following to the (dimensionless) grid
that is obtained by rescaling the dimensionful grid-points
according to the rescaling procedure given in Eq. (31) as
‘the rescaled dimensionful grid’. As the grid-point values
of the dimensionful grid stay constant, the values of the
corresponding rescaled dimensionful grid grow according
to Eq. (31) when the scale k decreases during the RG
flow. Moreover, we choose the value of Λ such that
pMp < Λpˆnp , ωMω < Λ
2ωˆnω , (C7)
which ensures that, at the beginning of the flow, all tab-
ulated rescaled dimensionful momenta pi/k and frequen-
cies ωj/(ν(k)k2) lie inside the dimensionless grid. This
allows to solve the dimensionful flow equation Eq. (29) at
the beginning of the flow on this grid, by identifying the
rescaled dimensionful grids points with the dimensionless
ones.
As k decreases, the grid-points of the rescaled dimen-
sionful grid grow until they run out-of-range of the di-
mensionless grid one by one consecutively (in both, fre-
quency and momentum direction). For convenience, we
set np = Np and nω = Nω in the following discussion.
The generalisation is evident. When a rescaled dimen-
sionful momentum or frequency variable of a given grid-
point hits the edge of the dimensionless grid, at the cor-
responding scale ks, the values of the dimensionful flow
functions fXks(ω, p) on that grid-point of the dimensionful
grid are deduced according to Eq. (C4). Once outside the
range of the dimensionless grid, the evolution of fXk (ω, p)
(with ω and p on the dimensionful grid) is much slower
and allows to compute the flow in the dimensionful repre-
sentation from JXk (ωj , p, f, q), which is Taylor expanded
to leading order in q/p, and all momenta decouple.
Finally, as the RG time s decreases in discrete steps,
the time s when a rescaled dimensionful grid-point hits
the border of the dimensionless grid falls in general in
between two discrete time steps ds. A linear interpolation
is used to evaluate fˆXks and ηX(ks) in between the two
surrounding time steps.
All the points of the dimensionful grid sequentially at-
tain the edges of the dimensionless grid and all the rows
and columns of the dimensionful grid for fXk (ωj , pi) pro-
gressively start running. In fact, the dimensionful flow
effectively stops very rapidly because of the decoupling
property outlined in Sec. III B, and even the zeroth order
of the Taylor expansion in q/p can be used.
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Note also that the flow of fXk (ω, p) if either ω or p is ex-
actly zero cannot be computed on the dimensionful grid.
However, the first values p1 and ω1 can be rendered arbi-
trarily small by lowering further the RG scale (carrying
the numerical integration longer). On the other hand,
the zero momentum or frequency properties are directly
extracted from the dimensionless grid.
Parameter Value Parameter Value
∆pˆ 0.128 ∆ωˆ 0.25
Np 161 Nω 121
pˆ0 10
−10 ωˆ0 10−10
Ng 30 qmax 4
ds 0.00002 smin −24.6
Mp 300 Mω 300
dp 0.072 dω 0.090
np 145 nω 105
TABLE I. Parameters for the numerical solutions of Eqs. (37)
and (29)
Appendix D: Extraction of the scaling function and
non-universal amplitudes
According to Sec. III B, the scaling functions associated
with the two-point correlation function are the same (for
all values of ξ) up to normalisations. To test this in the
numerical solution, we first extracted the scaling function
Fˆ at ξ = 0 from the combination of Eqs. (41) and (44).
As shown in [104], this function can be accurately rep-
resented by a family of fitting functions that are power
laws of rational fractions
Fˆ (xˆ) =

n−1∑
i=1
A2i xˆ
2(i−1) +A2n−1T 6/7 xˆ2(n−1)
1 +
n∑
i=1
A2i−1 xˆ2i

7/6
.
(D1)
T and Ai (with i = 1, 2n− 1) are positive fitting parame-
ters. Here, we use n = 4 and denote by Fˆfit(xˆ) the corre-
sponding fitting function (extracted at ξ = 0). We then
numerically compute for each value of ξ the scaling func-
tion FKξ obtained from the truncated two-point corre-
lation function where momenta p > K and frequencies
ω > K3/2 are removed [see Eq. (46)]. We determine the
non-universal normalisations αKξ and β
K
ξ defined by
FKξ (x) = α
K
ξ Fˆfit(β
K
ξ x) , (D2)
as a function of K, using αKξ and β
K
ξ as fit parameters
and keeping Fˆfit fixed.
We checked that when K is small enough, Fˆfit indeed
represents an appropriate scaling function for FKξ (ex-
tracted at ξ 6= 0). The values of the obtained fitting pa-
rameters αKξ and β
K
ξ are displayed in Fig. 7 as a function
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FIG. 7. Fitting parameters as functions of K: (a) αKξ and (b)
βKξ - The different levels of grey represent different values of
ξ, with the same legend as in Fig. 3. If enough of the small-
scale physics K / min(1/ξ,Λ) is excluded, Eq. (D2) provides
an adequate fitting form for all the scaling functions.
of K for different values of ξ. Below a certain threshold
of K, these parameters become constants (independent
ofK) and the error of the fit is very small. It is clear from
Fig. 7 that scale invariance emerges on large scales. Con-
versely, when K is too large, there is no scale invariance
and the fitting procedure fails.
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