Abstract. We show that the finite part of the adjoint L function (including contributions from all nonarchimedean places, including ramified places) is holomorphic in Re(s) ≥ 1 for a cuspidal automorphic representation of GL 3 over a number field. This improves the main result of [H16]. We obtain more general results for twisted adjoint L functions of both GL 3 and quasisplit unitary groups. For unitary groups, we explicate the relationship between poles of twisted adjoint L functions, endoscopy, and the structure of the stable base change lifting.
Introduction
In this paper we further the study of the twisted adjoint L function for GL 3 and its quasisplit forms using the integral representation of [G] and [H12] . We obtain new results in both the split and the nonsplit case.
In the split case, the motivating conjecture is the following. The motivation for this conjecture goes back at least to Borel's article in the Corvallis volume [Bo], 14.3(c) , p. 52.
In a number of cases, it has been shown that: (*) If π is cuspidal, r irreducible nontrivial, then L(s, π, r) is entire. Here and there, conjectures to the effect that this should be a general phenomenon have been stated. However, there are counterexamples. Heuristically, one sees that this is likely to happen if π is lifted from a cuspidal representation of a reductive group H . . . and the restriction of r on L H contains the trivial representation.
Indeed, if ϕ : L H → L G is an L-homomorphism and π is a weak lift of σ with respect to ϕ, then L S (s, π, r) = L S (s, σ, r • ϕ) = k i=1 L S (s, σ, r i ) where r • ϕ = r 1 ⊕ . . . r k is the decomposition of r • ϕ into irreducible representations of L H. When r i is the trivial representation L S (s, σ, r i ) is a partial zeta function of our global field, and has a pole at s = 1. When r i is nontrivial, one expects L S (s, σ, r i ) to be the standard L function of the weak lift of σ to GL dim ri . Barring some exceptional circumstances (such as σ being a CAP representation, or itself being a weak lift from some other group), one expects these lifts to be unitary cuspidal, and hence their standard L functions to be holomorphic and nonvanishing at s = 1, so that L S (s, π, r) is the multiplicity of the trivial representation in r • ϕ. Now, the trivial representation appears in r • ϕ if and only if there is a nonzero vector x 0 in the space of r such that ϕ maps L H into the stabilizer ( L G) x0 . Thus, the strongest reasonable conjecture to the effect that (*) should be a general phenomenon is:
Conjecture 1.2. Let π be an irreducible cuspidal automorphic representation of a reductive group G, and let r be a nontrivial irreducible representation of L G. If L(s, π, r) has a pole, then there exist a nonzero vector x 0 in the space of r, a reductive group H, and an L-homomorphism ϕ :
L H → ( L G) x0 such that π is a weak lift with respect to ϕ.
This conjecture is known for some G and r. For example, the descent method of Ginzburg, Rallis and Soudry [GRS1] proves it for the symmetric and exterior square representations of GL n (C), as well as the Asai representation of L (Res E/F GL n ) for E/F a quadratic extension. The standard representation of SO 2n+1 (C) is treated in [GRS2] when π is generic. Other results of this type were obtained [GJ] , [GH1] , [GH2] , [HS] , etc.
In the case when G = GL 3 and r is the adjoint representation, the stabilizer (GL 3 (C)) x0 is contained in a parabolic subgroup of GL 3 (C) for each nonzero x 0 . But the weak lifting attached to the inclusion of a Levi subgroup may be realized by parabolic induction and formation of Eisenstein series. Since GL 3 does not have CAP representations, it follows that no cuspidal representation can be a weak lifting attached to any L-homomorphism that factors through inclusion of a Levi. Hence L(s, π, Ad) should be entire for any cuspidal representation of GL 3 .
In the case when the global field is Q, conjecture 1.1 may also be viewed from the point of view of the Selberg class. We recall that the Selberg class is a class of meromorphic functions C → C introduced by Selberg in [Se] . For π a cuspidal automorphic representation of GL n (A), the finite L-function L f (s, π × π) will be an element of the Selberg class, unless π is a counterexample to the Ramanujan conjecture. It then would follow from the conjectures in [Se] that L f (s, π × π) must be the product of the Riemann zeta function and another element of the Selberg class (cf. remark ii at the bottom of p. 370 of [Se] ). In other words it would follow that L f (s, π, Ad) is itself an element of the Selberg class. But then it must be entire since elements of the Selberg class have no poles except possibly at one. Conjecture 1.1 is known for automorphic representations which are supercuspidal at at least one place by work of Flicker [F] . (Flicker' s result applies to GL n for all n.) The GL 2 analogue was proved by Gelbart-Jacquet [GeJ] , generalizing a method of Shimura [Shim] . A different proof was given in [JZ] .
In this paper we prove the following. . We also obtain a generalization which applies to twisted adjoint L functions. See theorem 5.4. The twisted adjoint L function can have a pole at s = 1 if and only if π ∼ = π ⊗ χ for a nontrivial (necessarily cubic) character χ, and can have no other poles in Re(s) ≥ 1 2 . Remark 1.4. After [H16] , Buttcane and Zhou [BuZh, Theorem 2.4 In the nonsplit case, the situation with the adjoint L function is similar, but the situation with the twisted adjoint L function is much more complicated. In this case our group is a quasisplit unitary group and one has to account for endoscopic lifts from smaller unitary groups. Our main result is Theorem 6.7.
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A Whittaker function formula for GL 3
In this section, we develop a Whittaker function formula for certain ramified induced representation of GL 3 over a p-adic field, see Theorem 2.4, which is the main ingredient in the proof of one of our main theorem, Theorem 5.4.
In this section, let F be a local field, o the ring of integers of F , p the maximal ideal of o, and ̟ a fixed generator of p. Let q = |o/p|.
2.1. Certain subgroups of GL 3 . Let B 3 = T 3 U 3 be the upper triangular Borel subgroup of GL 3 (F ) with diagonal torus T 3 and upper triangular unipotent subgroup U 3 . Let K = GL 3 (o). Denote
For a nonnegative integer n ≥ 0, we consider the subgroup F ) . Here and in the following, for a subset A ⊂ Mat 3×3 (F ) which is closed under multiplication, A × is used to denote the subset A × := a ∈ A : a −1 exists and a −1 ∈ A of A. It's clear that A × is a group, whenever it is nonempty. Given an irreducible smooth representation (π, V ) of GL 3 (F ), we consider the
, which is called the conductor of π. By [JPSS81] , the space V ′ (c) has dimension 1. A nonzero vector of V ′ (c) is called a new form or new vector of π. Let ψ be an unramified additive character of F . It is known that the epsilon factor ǫ(s, π, ψ) of π has the form Cq −cπs , where C ∈ C × , see [JPSS81, §5] .
We consider a variant of the above notions. Denote
n . In matrix form, we have
Given an irreducible smooth representation (π, V ) of GL 3 (F ), denote V (n) = V Kn , the subspace of V which is fixed by K n . Then V (n) = π(ǫ n )V ′ (n). In particular we have dim V (c π ) = 1.
Proof. (1) Ifû(x, 0, 0) ∈ B 3 K n , then there exists an element b ∈ B 3 such that bû(x, 0, 0) ∈ K n . Write
From the condition bû(x, 0, 0) ∈ K n , we get a 2 ∈ 1 + p n , a 2 x ∈ p n . Thus x ∈ p n . This proves the first statement. The second one can be proved similarly.
(2) If w ′ (r) ∈ B 3 K n , there exists b 3 ∈ B 3 as above such that k = bw ′ (r) ∈ K n . After expanding the matrix of k, we get a 3 ∈ p n . From the condition k
This is a contradiction.
2.2. Induced representation and Whittaker functional. Let µ = (µ 1 , µ 2 , µ 3 ) be a triple of quasi-characters of F × . We consider the induced representation
. We assume that the representation I(µ) is irreducible. By [BZ77, Theorem 4.2] , the irreducibility of I(µ) is equivalent to that µ i µ
is stable and its limit is independent on the choice of the sequence U k , k ≥ 1 , see [Sh, Proposition 3.2] and [CS, Corollary 1.8] 
where "st" stands for stable integral. The linear map f → st U3
f (wu)ψ −1 (u)du is a Whittaker functional on I(µ).
In the rest of this section, we assume that µ 1 , µ 3 are unramified and µ 2 is ramified with conductor c ≥ 1. Let t i = µ i (̟), i = 1, 3. Using the description of the conductors of a representation using ǫ-factors and the multiplicativity of the local gamma factors, one can check that c is also the conductor of I(µ). Thus dim I(µ) Kc = 1. We consider the following function f on GL 3 (F ) . We require that supp(f ) ⊂ B 3 K c and
The function f is well-defined and right K c -invariant. Thus f is a new form of I(µ), i.e., f ∈ I(µ) Kc . In the following, we fix a nontrivial unramified character ψ of F , and we consider the Whittaker function W f associated with the new form f :
Proof. Denote by t = diag(a 1 , a 2 , a 3 ). For any x ∈ o, we have
Since ψ is assumed to be unramified, we have a 1 a −1 2 ∈ o. This shows that n 1 ≥ n 2 . Similarly, we can show that n 2 ≥ n 3 .
Theorem 2.4.
(
Remark 2.5. We consider the embedding of GL 2 into GL 3 by
Let σ be the unramified representation Ind [Shin] , the above theorem says that We will prove Theorem 2.4 in the next section. The proof is by brute force computation. It would be interesting to know whether a proof which is more conceptual, and perhaps more amenable to generalization, can be found. As a preparation of the proof of the above theorem, we record the following useful lemma Lemma 2.7. In the integrals appearing in the following, we fix the measure dx on F such that vol(o) = 1, and thus vol(o
(1) Let k ≥ 0 be a nonnegative integer, then
(2) Let i be an integer (which can be negative). We have
Proof. The first statement follows from
The second statement can be proved in the same manner if i > 0. We consider the case i ≤ 0. If
Here o µ 2 (u)du is understood as k≥0 ̟ k o × µ 2 (u)du, which is convergent to 0 since µ 2 is ramified. 2.3. Proof of Theorem 2.4. We are going to compute 
we get
, the right hand side of the above integral only depends on m, n, k, which justifies the notation I k (m, n). We then have
To compute I k , we will frequently use the following identity
from the above equation.
We now start to compute the integral I k . In the following computation, k is taken as large as possible. We have
n , by changing variable on z, we have
Since f is K c -invariant, by Eq.(2.5), we have
Note that for z ∈ p m+n−c−i − p m+n−c−i+1 , we have ab
For i ≥ 1, we haveû(0, 0, ab
We next consider I k 4 . We have
For z ∈ p m+n−c , we have a −1 bz ∈ p −c and thus u(0, 0, a −1 bz) ∈ K c . We get
We have the identity
see Lemma 2.2(2) for the definition of w ′ (r). By Lemma 2.2(2), we get f (wu(a −1 x, 0, 0)) = 0 and thus I k 5 = 0. We next consider I k 6 . We have
By Eq.(2.4) again, we have
In view of Lemma 2.7(1), the double sum in the expression of I k 6 can be splitted into 3 parts:
.
Thus we get
From the above calculation, Eq.(2.7) and Eq.(2.8), we get
which is independent of k. To emphasize the dependence on m, n, we will write the above expression I 1 (m, n). We next consider
We have
is the same as that of I k 4 , Eq.(2.8). We only keep the result here
We next compute
Using Eq.(2.4) we get
For fixed x, y, to make sure the integral of µ 2 (1 − (xy)/z) with respect to z is non-zero, we need l ≥ i + j − 1, see Lemma 2.7 (2) (one can check that the other quantities in I k 8 involes z only depends on the absolute value of z). If l ≥ i + j − 1, we have ay/(z − xy) ∈ p c , ab
Thus we get
According Lemma 2.7 (2), the double sum on i, j in Eq.(2.11) can be divided into the following 4 parts
We first compute the term corresponding to m i=1 n j=1 , which is
The second term is
The third term is
The last term is
. From Eq.(2.10-2.15), the coefficient of the term involes k is
which is zero. Thus I k 2 is in fact independent on k. We then get
To emphasize the dependence on m, n, we denote the above expression by I 2 (m, n). Let I(m, n) = lim k→∞ I k (m, n). By Eq.(2.6), we have
where the right hand side could be computed by Eq.(2.9) and Eq.(2.16). A simple calculation shows that
Since
Using a computational software, such as Mathematica, one can easily compute that
where
3. Local zeta integral for the adjoint representation of GL 3 and U 2,1
In this section, we review the Ginzburg's local zeta integral [G] for the adjoint representation of GL 3 and prove the local functional equation for these local zeta integrals. Ginzburg's construction was extended to the U 2,1 case in [H12] . Let F be a local field in this section.
The local zeta integrals defined by Ginzburg involve the unique split exceptional group of type G 2 . We denote this group G 2 and realize it as a set of 8 × 8 matrices as in [H12] . The set of upper triangular elements is a Borel and we denote it B. The set of diagonal elements is a split maximal torus and we denote it T. The unipotent radical of B is denoted U.
The group G 2 has two simple roots α, β, where α is the short root and β is the long root. Then the set of positive roots of G 2 is {α, β, α + β, 2α + β, 3α + β, 3α + 2β}. We denote the set of all roots by Φ and the set of positive roots by Φ + . For a root δ, we denote U δ the corresponding root space of δ and x δ : G a → U δ a choice of isomorphism. We let X δ = dx δ (1). (Here, dx δ is the differential.) We assume that X α = E 12 + E 34 + E 35 − E 46 − E 56 − E 78 , X β = E 23 − E 67 , and that the family {x δ : δ ∈ Φ} is chosen as in [G] . (See also [Ree] ). For a root δ, denote
× } , and U = δ>0 U δ . We briefly recall some facts about G 2 and the particular realization of it given in [H12] . For more details see [H12] and references therein. The group G 2 can be realized as the fixed points of an order three automorphism of Spin 8 . The embedding into eight dimensional matrices in [H12] is obtained by embedding into Spin 8 and then projecting to SO 8 . (This projection is injective on G 2 .) Thus a symmetric bilinear form is preserved. For the realization in [H12] it is the form attached to the matrix J with ones on the diagonal running from top right to lower left, and zeros elsewhere. The standard representation of SO 8 does not restrict to an irreducible representation of G 2 . It decomposes as a one dimensional space on which G 2 acts trivially and a copy of the seven dimensional "standard" representation of G 2 . In [H12] , the invariant one dimensional space is spanned by v 0 := t 0 0 0 1 −1 0 0 0 . The seven dimensional "standard" representation of G 2 supports an invariant quadratic form q. (In [H12] , it's obtained by restricting the form induced by J to the orthogonal complement of v 0 .) The vectors satisfying
The stabilizer of such a vector is isomorphic to SL 3 , either over F, or over a quadratic extension depending on c. For example, the stabilizer H ρ of v ρ := t 0 0 1 0 0 ρ 0 0 is isomorphic to SL 3 over the smallest extension of F in which ρ is a square.
The stabilizer of this vector in g 2 is the image of the embedding i :
yields the image under the injection i of the matrix ) has no effect. The reason for including h β ( 1 2τ
) will be clear in a moment. 2 This is where
where denotes the action of the nontrivial element of Gal(F (τ )/F ). This is the Lie algebra of a quasisplit special unitary group attached to the matrix
. In [H12] , the group U 2,1 is defined (relative to a choice of quadratic extension) using the matrix 1 1 1
. For consistency with [H12] we compose conjugation by diag(1, 1, −1) in GL 3 with i followed conjugation by (h β (
in G 2 to obtain an injection SU 2,1 ֒→ G 2 in the case τ / ∈ F. In the case τ ∈ F we obtain an injection SL 3 ֒→ G 2 , which is slightly different from the one used in [G] .
Let P = M U α be the parabolic subgroup of G 2 such that U α is contained in the Levi M ∼ = GL 2 of P . Here U α is the unipotent radical of P , which is the product of the root subgroups of β, α + β, 2α + β, 3α + β, 3α + 2β. Then P ∩ H ρ is a Borel subgroup of H ρ . We denote it B ρ . We denote its unipotent radical U ρ and its maximal torus T ρ .
The Levi subgroup M is generated by elements x α (r),
For m ∈ M , we define det(m) from the isomorphism M ∼ = GL 2 . Let δ P be the modulus character of P . One can check that δ P (m) = | det(m)| 3 for m ∈ M . Let χ be a character of F × , we consider the (non-normalized) induced representation
where χ s is the character of M defined by χ(det(m))δ s P (m). Note that
Let w = w β w α w β w α w β . Then w represents the unique Weyl element such that w(α) > 0 but w(U α ) is in the opposite of U . Consider the standard intertwining operator
which is defined by
By the general theory of intertwining operators, M w is absolutely convergent for Re(s) ≫ 0 and can be meromorphically continued to all s ∈ C.
3 In the case τ ∈ F this simplifies to   1 r t 1 r 1   , r, t ∈ F . This is a little different from [G] , where
The reason for the difference is the extra conjugation by diag(1, 1, −1). [H12] , lemma 3.) The subgroup T 0 := {h(a, 1) : a ∈ GL 1 } of T is contained in H ρ for all ρ and is the maximal F -split subtorus of T ρ when ρ is not a square. We also have H12, pp. 198-199] . Moreover we have the relation
An exact sequence for induced representations on
On the other hand, H ρ ∩ P is the Borel subgroup B ρ .
In the interest of brevity, for the remainder of this section we shall abuse notation and denote the F -points of various algebraic groups by the same symbol. Thus P = P (F ) and so on.
From Mackey's theory, we get an exact sequence of H ρ -modules:
and χ s is viewed as character on B ρ by restriction, since B ρ ⊂ P. Here the embedding ind
By Eq.(3.2),f s is well-defined.
3.3. The local zeta integrals. For ρ in F × fix τ with τ 2 = ρ, and let H ρ be GL 3 when ρ is a square and the quasisplit unitary group U 2,1 attached to the matrix
, and the quadratic extension F (τ ) otherwise. Let π be an irreducible generic representation of H ρ (F ) and χ be a quasi-character of F × . Let ψ be a nontrivial additive character of F . The maximal unipotent subgroup U ρ is given by
(Of course, if τ ∈ F this is simply a strange parametrization of the standard maximal unipotent of
Note that ψ ρ | N2,ρ = 1. Given W ∈ W(π, ψ), f s ∈ I(s, χ), the local zeta integral of [G] , [H12] is
Observe that iff s ∈ Ind G2 P (χ s ) is given in terms of f s ∈ ind Hρ N2,ρ·T0 (χ s ) as in section 3.2 then
It is proved in [H16] Proof. The first statement follows from the Bruhat decomposition and the asymptotic bahavior of W on the torus element. We next consider the "moreover" part. To simplify the notations, we only deal with the split case, i.e., when F ) be the standard level m congruence subgroup of SL 3 . Recall that B 3 is the upper triangular Borel subgroup of GL 3 (F ) .
In this case
For each a ∈ F × , the group T ρ contains the element h(a, 1), which is identified with diag(a, 1, a −1 ) in SL 3 (F ) . We fix an identification of SL 3 with H ρ and write h ρ (a, b) for the element corresponding to diag(a, b, a −1 b −1 ). Consider the following function on SL 3 (F ):
, where
To make f 
Assume m is sufficiently large that a → χ s (h (1, a) ) is trivial on 1 + p m , and choose φ 1 , φ 2 such that φ 1 =φ 2 is the characteristic function of 1 + p m , we get Z(W,f m s ) = c 1 vol(1 + p m ) 2 W (1). Clearly, this is constant and W may be chosen so that it is nonzero. This concludes the proof.
3.3.1. Dependence on ψ. In this section we discuss the dependence of the local Ginzburg zeta integral on the choice of additive character ψ. Following [BZ] we denote the Pontriagin dual of F by F . Then F is isomorphic to F, but not canonically: indeed if ψ is any fixed element of F , then every other element of F is of the form ψ a (x) := ψ(ax) for some a ∈ F. The formula (3.4) gives an injection
Proof. Direct computation.
Corollary 3.3. If π is ψ ρ generic then it is (ψ a ) ρ -generic for every a, and left translation by h(a, 1)
Proposition 3.4. If f s ∈ I(s, χ), W ∈ W(π, ψ ρ ), and a ∈ F × , then there exists
A change of variable in the integral defining Z(W, f s ), together with the identity w β h(a, 1) = h(1, a)w β shows that Z(
3.4. The local functional equation. In this subsection, we assume that F is a nonarchimedean local field. 
, where π N2,ρ is the Jacquet module. The Jacquet module π N2,ρ can be viewed as a representation of T 0 · U ρ . Since N 2,ρ acts trivially on π N2,ρ , we know that π N2,ρ can be viewed a representation of T 0 ⋉ U ρ /N 2,ρ ∼ = GL 1 ⋉ F , where the action of GL 1 ∼ = F × on F is given by multiplication. As a representation of F ∼ = U ρ /N 2,ρ , π N2,ρ is smooth. Denote σ = π N2,ρ and V σ the space of σ. Thus we have S(F ).V σ = V σ . From the isomorphism induced by the Fourier transform S(F ) ∼ = S(F ), we get V σ = S(F ).V σ , i.e., σ is smooth as a S(F )-module. Thus by [BZ, Proposition 1.14] there exists a unique sheaf V on S(F ) such that V c ∼ = V σ , where V c denotes the compact support sections in V.
The action of F × onF has two orbits. Let ψ be a nontrivial additive character of F , and let O = {ψ a , a ∈ F × }. Then O is the open orbit of the action of F × onF , and its complement is the trivial character on F . We have the usual short exact sequence
where 0 denotes the zero character. Consider the element ψ in O, which may be identified with the character ψ ρ of U ρ given in (3.4). The stalk of the sheaf V at the point ψ is given by
since π is irreducible and ψ is a generic character of the maximal unipotent subgroup U ρ of a Borel subgroup in GL 3 . The stabilizer of V of the point ψ in GL 1 is {1}. Thus by [BZ, Proposition 2 .23], we get
(C ψ ). Similarly, we have V c (0) = π Uρ which has finite dimension. Thus we get the short exact sequence
Since π Uρ has finite dimension, after excluding a finite number of q s F , we have
Corollary 3.7. There exists a meromorphic function γ(s, π, χ, ψ) such that
for all W ∈ W(π, ψ), f s ∈ I(s, χ).
Based on the relationship between the L functions, it is reasonable to define the local gamma factors.
Definition 3.8. When ρ is a square (so H ρ ∼ = SL 3 ) let the twisted local adjoint gamma factor be given by 
where the denominator is the Tate gamma factor and the numerator is defined by the LanglandsShahidi method.
Here Ad ′ is defined as in [H16] . Following [H16] we define Ad ′ to be Ad in the split case. Then the unramified computations from [H12] show that in both the split and nonsplit cases,
where the individual gamma factors on the right hand side are defined as in [JPSS83] or the Langlands-Shahidi method. (For GL 1 factors in the denominator, either of these other definitions reduces to the one in Tate's thesis.)
Conjecture 3.9. Let π be an irreducible generic representation of H ρ (F ) and χ be a quasi-character of F × . Let γ(s, π, χ, ψ) be the local gamma factor defined in Corollary 3.7. Then (3.5) holds.
Calculation of Ginzburg's local zeta integral in a special case
In this section, let F be non-archimedean local field. Let o be the ring of integers of F , ̟ be a uniformizer of F , and q = |o/(̟)|. We also fix a nonzero square ρ, and identify the group H ρ with SL 3 . We define h ρ (F × ) 2 → T ρ (F ) as in section 3.3. We now consider the representation π of GL 3 considered in §1, i.e., π = Ind GL3 B3 (µ 1 ⊗ µ 2 ⊗ µ 3 ) with, µ 1 , µ 3 unramified, and µ 2 ramified with conductor c. We further require that µ 1 µ 3 = 1. Let t 1 = µ 1 (̟). Let W c ∈ W(π, ψ) be the Whittaker function defined by Eq.(2.1). We know that W c is right invariant under the group K c . By Lemma 2.3 and Theorem 2.4 we have W c (1) = 0 and
Let χ be an unramified quasi-character of F × , s ∈ C. In §2 we have defined the induced representation I(s, χ) of G 2 . By the exact sequence (3.3), I(s, χ) has a subspace ind (F ) , where
Note that for n ∈ N 2,ρ , if nh(a, 1)n(x)h(1, b) ∈ B 3 ∩K c ∩SL 3 (F ), we can get a ∈ o × , b ∈ 1+p c , x ∈ o, and hence χ 
Since supp(f 
By Eq.(4.1), we get
Holomorphy of adjoint L-function for GL 3
In this section, let F be a global field and A be the ring of adeles of F . Let π = ⊗π v be a cuspidal automorphic representation of GL 3 (A). Let χ = ⊗χ v be a unitary Hecke character of
For a fixed π and χ, let S be the finite set of places consisting of all archimedean places and all finite places v such that either
After the pioneering work of Ginzburg [G] , and Ginzburg-Jiang [GJ] , the following result was obtained:
Theorem 5.1 (Theorem 6.1 of [H16] ). The partial twisted adjoint L function L S (s, π, Ad×χ) has no poles in the half plane Re(s) ≥ The analogous result for quasisplit unitary groups was also obtained. We want to extend the above result to
is the finite part of the L function, where S ∞ is the set of infinite places of F . In order to do this, we must treat all of the finite places v ∈ S − S ∞ , i.e., either π v or χ v is ramified. The cases where π v is ramified can be split up according to whether π v is tempered or non-tempered. In the non-tempered case, we are able to exploit the classification of unitary representations, to say that a representation which is ramified, unitary, and non-tempered is of a fairly specific form. In the tempered case, the arguments which we use for GL 3 work equally well in the unitary group case, and we therefore record them in this generality.
Lemma 5.2. Let v be a place of F, ρ an element of F × , and π v an irreducible generic tempered representation of
−1 has no poles at all, it suffices to prove that L(s, π v × π v × χ v ) has no poles in Re(s) > 0. This may be deduced from [JPSS83, Proposition 8.4 
If H ρ is not split over F v , then it determines a quadratic extension field
where sbc denotes the stable base change lift of Kim and Krishnamurthy [KK1] .
. Thus it suffices to show that the stable base change lift of a tempered representation is again tempered, and that the Asai L function of a tempered representation has no pole in Re(s) > 0.
The fact that the local stable base change lift of a generic tempered representation is again tempered is proved for quasisplit U 2n in Proposition 8.6 of [KK2] . The argument adapts to U 2n+1 in a straightforward manner, using the results of [KK1] . Holomorphy of the Asai L function for tempered representations in Re(s) > 0 then follows from Proposition 7.2 of [Sha90] .
Proposition 5.3. Fix a finite place v ∈ S − S ∞ of F. Let π v be a nontempered irreducible unitary representation of GL 3 (F v ) and ψ v be an additive character of F v 
has no zeros on the region Re(s) ≥ 
where µ 2 is a unitary character of F × v and α is a real number with 0
Note that the assumption v ∈ S − S ∞ implies that either µ 2 is ramified or χ v is ramified. We first consider the case when µ 2 is unramified. If χ v is ramified, then by [JPSS83, Theorem 3.1], one can check that L(s, π v , Ad × χ v ) = 1. Thus the Claim follows from the fact that one can find W v , f s,v such that Z(W v , f s,v ) is a nonzero constant, see [H16, Theorem 5 .1] or Lemma 3.1.
We next consider the case when µ 2 is ramified and χ v is also ramified. In this case by [JPSS83, Theorem 3 Finally, we consider the case when µ 2 is ramified and χ v is unramified. In this case, by [JPSS83, Theorem 3 .1] again, there exists a polynomial
By Proposition 4.1, we can take W v ∈ W(π v , ψ v ) and a standard section f s,v ∈ I(s, χ v ) such that
, and
Note that the last expression is of the form Proof. We first show that L f (s, π, Ad × χ) is holomorphic for Re(s) ≥ 1/2.
Let S be the finite set of places of F such that S ∞ ⊂ S and for
. By Theorem 5.1, it suffices to consider L(s, π v , Ad × χ v ) for every place v ∈ S − S ∞ . Note that each π v is unitary since π is cuspidal.
We first assume that π v is tempered. Since χ v is unitary, the representation π v × χ v is also tempered. By [JPSS83, Proposition 8.4, page 451] , the L-function L(s, (χ v ⊗ π v ) ⊗π v ) has no pole on Re(s) > 0. Thus L(s, π v , Ad × χ v ) has no pole on Re(s) > 0.
We next assume that π v is non-tempered. Given a global section f s ∈ I(s, χ), one can consider the normalized Eisenstein series
Given a cusp form ϕ in the space of ϕ, which is assumed to correspond to a pure tensor, and a pure tensor f s = ⊗f s,v ∈ I(s, χ), Ginzburg [G] defined 4 the global integral
and showed that it is Eulerian:
where 
The same identity holds up to an exponential factor at places when π v and χ v are unramified but ψ v is ramified. Thus we get
for a certain idèle a determined by the finite places v such that ψ v is ramified and π v and χ v are not. After the work of [GJ] , it is shown in [H16] that for a flat section f s ∈ I(s, χ), I(ϕ, f s ) has no pole on the region Re(s) ≥ 1/2 except for a possible simple pole at Re(s) = 2/3 which can occur only when χ is cubic. By Eq.(5.1), the non-vanishing results of the local zeta integrals Z * (W v , f s,v ) [H16, Theorem 5.1] and Proposition 5.3, we obtained that L f (3s − 1, π, Ad × χ) has no pole on the region Re(s) ≥ 1/2 except for a possible simple pole at s = 2/3 in the case when χ is cubic.
Thus L f (s, π, Ad × χ) has no pole on the region Re(s) ≥ 1/2 except for a possible simple pole at s = 1 in the case χ is cubic. By Proposition 3.6 of [JS81] , combined with [JPSS83, Proposition 8.4, page 451], L f (s, π, Ad × χ) has a pole (which is simple when it exists) at s = 1 if and only if χπ ∼ = π. By Tate's thesis or the original work of Hecke, L f (s, χ) has a pole (which is simple when it exists) at s = 1 if and only if χ is trivial (in which case L f (s, χ) is just the Dedekind zeta function of F ).
It follows that L f (s, π, Ad × χ) has a pole at s = 1 if and only if π ∼ = χπ (which implies χ 3 = 1), and χ is nontrivial.
Further discussion of poles in the nonsplit case
For the remainder of the paper we devote our attention to a detailed study of the poles of L S (s, π, Ad × χ) when ρ is a non-square. Here S is a finite set of places, containing all Archimedean places, such that π v and χ v are unramified for v / ∈ S. By [H16] , theorem 6.4, L S (s, π, Ad × χ) has no poles in Re(s) ≥ 1 2 , and may have a pole at s = 1 only if χ is nontrivial cubic or χ is quadratic and π is distinguished with respect to a group H ′ ρ , which we may think of as SL 2 , or more suggestively as SU 1,1 embedded into SU 2,1 . See [H16] for details. (In view of Lemma 5.2, this information about the poles of L S (s, π, Ad × χ) remains true even if we remove places v such that π v is tempered from S.) Let H ♭ ρ denote the quasisplit unitary group U 1,1 , embedded into H ρ so that H ′ ρ is the derived group. Determinant maps U 1,1 to U 1 and we can choose a splitting to write H ♭ ρ as the internal semidirect product of H ′ ρ and a subgroup isomorphic to U 1 . Factoring the Haar measure on H ♭ ρ accordingly shows that any representation distinguished with respect to H ′ ρ must also support the period
for some character η of U 1 (A) (in which case we say that π is (H ♭ ρ , η)-distinguished). It is proved in [GeRoSo93] that this forces the L-packet {{π}} of π to be the image, under the endoscopic
Thus, any pole of L S (s, π, Ad ′ × χ) at s = 1, when χ is either trivial or quadratic, indicates that π is endoscopic. In order to complete our treatment of the nonsplit case, we would like to address the case when χ is cubic, and to study poles in the case when π is assumed to be endoscopic. Further investigation requires that we study Rogawski's transfer(s) in more detail.
6.1. Weil forms of L-groups.
6.1.1. A technical point regarding L-groups. For purposes of discussing Rogawski's transfer(s) the finite Galois form of the L group will not suffice; we must consider the Weil form. We briefly explain the reason. The finite Galois form of the L group of U 1,1 × U 1 is the semidirect product of GL 2 (C) × GL 1 (C) and Gal(E/F ). In this semidirect product, the nontrivial element of Gal(E/F ) acts on GL 2 (C)×GL 1 (C) by an automorphism of order two. As described in [Bo] , this automorphism must satisfy certain conditions: it must preserve the standard Borel and maximal torus, in a manner determined by duality and the action of Gal(F /F ) on the maximal torus of U 1,1 × U 1 , and there must be a set {x α } of representatives for the root subgroups attached to the simple roots, whose elements are permuted amongst themselves (cf. [Bo] , 1.2). In our case, this last condition means that the action on the standard maximal unipotent subgroup of GL 2 (C) must be trivial. The key point is that this is not compatible with the action obtained by restricting g → t g −1 to the subgroup
of GL 3 (C). Thus, while (6.1) does extend to a semidirect product of GL 2 (C)×GL 1 (C) and Gal(E/F ), which sits naturally inside of L U 2,1 , it does not extend to one which may be identified with L (U 1,1 × U 1 ). 6.1.2. Definition of the Weil forms of the L-group. The Weil form of the L group of U 2,1 is the semidirect product of GL 3 (C) and the Weil group, W F of F, (see [Tate1] ) with the action implicit in the semidirect product being defined using the canonical mapping W F /W E → Gal(E/F ). Thus, elements of W E commute with GL 3 (C) while elements of W F W E act by g → t g −1 . The Weil form of the L group of U 1,1 × U 1 is defined similarly with GL 2 (C) × GL 1 (C) replacing GL 3 (C). We may take the involution of GL 2 (C) × GL 1 (C) to be
6.1.3. Weil forms and the Satake parametrization. We recall the parametrization of unramified representations in [Bo] which is suited to dealing with Weil forms of L groups. It is based on L homomorphisms from the Weil group W F → L G. We do not need the full definition of an L-homomorphism, only the notion of an unramified L-homomorphism of W F for F local nonarchimedean.
In this case W F is a dense subgroup of Gal(F /F ) and comes equipped with a homomorphism ord WF :
, w) for some semisimple element t of G ∨ (C). Note that t must be Gal(F /F )-fixed in order for this to be a homomorphism, and, since we work up to conjugacy, we may assume t is in T ∨ (C). Thus conjugacy classes of unramified L-homomorphisms are in bijection with Galois-fixed elements of T ∨ (C), which correspond to unramified characters as usual.
6.1.4. Weil forms and L functions. Let F be nonarchimedean and local. We briefly recall the definition of L(s, ϕ) for ϕ :
The kernel of ord WF is a normal subgroup of W F called the inertia group. We denote it I F . As I F is normal, its fixed subspace
(The expression on the right-hand-side is independent of the choice of w.) This then permits us to define L(s, π, r) for π an unramified representation and r a finite dimensional representation of
6.2. Base Change and Automorphic Induction. Base change for the quadratic extension E/F is the functorial lifting attached to the L-homomorphism bc :
which sends w ∈ W F to itself, and g ∈ GL n (C) to (g, g) ∈ (GL n (C) × GL n (C)). Automorphic induction for the quadratic extension E/F is the functorial lifting attached to the L-homomorphism
Both of these cases of functoriality are proved (in greater generality) in [AC] .
6.3. Stable Base Change and its image. The stable base change lifting of Kim and Krishnamurthy has already been mentioned a couple of times. It lifts globally generic automorphic representations of the quasisplit group U n 6 attached to a quadratic extension E/F to automorphic representations of Res E/F GL n . The L group of U n is GL n (C) ⋊ W F , and W F W E acts on GL n (C) by a nontrivial involution which we denote g → g * . There is some freedom to the choice of involution by it must preserve the torus and the borel and permute a collection of elements {x α } as in [Bo, §1.2] . We can take g * = t g −1 when n is odd but not when n is even (cf. §6.1.1). In the even case we can take g * = d 0t g −1 d 0 , where d 0 is a diagonal matrix with alternating 1's and −1's on the diagonal. The L group of Res E/F GL n is (GL n (C) × GL n (C)) ⋊ W F , and W F W E acts by permuting the factors. Stable base change is the functorial lifting which corresponds to the L-homomorphism
It is closely related to the lifting from U n to Res E/F U n which is considered in [Ro] (where it is called "base change").
6.3.1. Asai representations. The representation of GL n (C)× GL n (C) on Mat n×n (C) by (g 1 , g 2 ).X = g 1 X t g 2 is irreducible. Thus it has two distinct extensions to a representation of (GL n (C)×GL n (C))⋊ Gal(E/F ), the finite Galois form of the L group of Res E/F GL n . We denote them Asai ± , such that Asai ± (w).X = ± t X for w ∈ W F W E . It is perhaps more conventional to define the Asai representation using the usual transpose as opposed to the lower transpose. The two representations are isomorphic, with an isomorphism given by X → XJ. In the usual Asai representation, the sign is +.
Asai of stable base change. It is readily verified that
where 1 is the one dimensional trivial representation, and Ad and Ad ′ are defined as in [H16] . Thus if we let (−) k = + for k even and − for k odd, then (6.2) L S (s, sbc(π), Asai 
n +1 ) has a pole at s = 1 for all i (this pole is necessarily simple). 6.4.1. Two families of L-homomorphisms. We describe a two families of L-homomorphisms introduced in [Ro] .
Proposition 6.3 (Rogawski, .
There is a unique L-homomorphism ξ 1+1 w0,µ :
w0,µ determines a conjectural functorial transfer map, taking automorphic L-packets on U 1,1 (A) × U 1 (A) to automorphic L-packets on U 2,1 (A). Likewise, each of the L-homomorphisms ξ 1+1 w0,µ determines a conjectural functorial transfer map, taking automorphic L-packets on U 1 (A) × U 1 (A) to automorphic L-packets on U 1,1 (A). The existence of these transfer maps is proved in [Ro] . Varying the choice of w 0 does not change the transfer mapping. Varying the choice of µ permutes the elements of the image.
An automorphic representation of U 1,1 (A) or of U 2,1 (A) is said to be endoscopic if it is in the image of the Rogawski liftings.
Applying the lifting attached to ξ 2+1 w0,µ to a packet obtained from ξ 1+1 w0,µ gives a packet on U 2,1 (A). This construction is functorial. We describe the associated L homomorphism.
Define
(Here I is the identity matrix and J is the matrix with ones on the diagonal from top right to lower left and zeros elsewhere.)
Lemma 6.4. Take η 1 , η 2 , η 3 three automorphic characters of U 1 (A). Let π 1 be the representation of U 1,1 (A) obtained from η 1 ⊗ η 3 using the Rogawski lifting attached to ξ Proof. Let v be a finite unramified place. Each of our representations is determined by an unramified L-homomorphism from W Fv into the relevant L-group. Fix w an element of W Fv of norm 1. Then each unramified L-homomorphism from W Fv is determined by its image on w. We regard W Fv as a subgroup of W F by some choice of embedding as in [Tate1] . Let us refer to this image as the Satake parameter of the representation. At a split place, the Satake parameter of η i is (t i , w). From considering the isomorphism W F /W E ∼ = Gal(E/F ) we see that w ∈ W E if and only if E splits over v. When this is not the case, t i must be 1 for all i. First assume v is split. Then the Satake parameter of π 1 is
w. Hence, the Satake parameter of π 1 ⊗ η 2 is (
, t 2 )w, and that of π is 
At an inert place, the Satake parameter of π 1 is
For π 1 a cuspidal representation of U 1,1 (A) and η a character of U 1 (A) we denote the corresponding Rogawski lift by Rog 2+1 w0,µ (π 1 ⊗ η). The lift attached to three characters η 1 , η 2 , η 3 is denoted Rog Recall that the isobaric summands of the stable base change of a cusp form are all distinct. From this we may deduce that if sbc(η 1 ), sbc(η 2 ) and sbc(η 3 ) are not distinct, then Rog
These endoscopic liftings have also been studied by the trace formula method in [Mok] .
6.4.5. Adjoint L functions of Rogawski lifts. We regard Ad as an action of GL 3 (C) ⋊ W F on sl 3 C by composing with the canonical projection to the finite Galois form. Thus w ∈ W F acts by X → − t X if w / ∈ W E and trivially if w ∈ W E . In this section we consider Ad•ξ 2+1 w0,µ :
Proposition 6.5. Take π 1 an irreducible automorphic representation of U 1,1 (A) and η an irreducible automorphic representation (necessarily a character) of U 1 (A). Let π = π 1 ⊗ η. Let S be a finite set of places of F, including all archimedean places and all places where either π 1 or η is ramified. Then
Proof. The proofs of the two statements are parallel. We treat only the first. From the computations above we see that Ad • ξ 2+1 w0,µ is the direct sum of three irreducible components, corresponding to the variable x, the variable z, and the pair (u, v) . These three components give rise to the three factors above: we match local L factors at both split and inert unramified finite places. We discuss only the third component in detail, as the first two are easier. Denote this representation r µ,w0 . If v is split then π 1 gives a diagonal matrix t 1 t 2 and η gives a nonzero scalar c. We take w ∈ W Fv with ord WF v (w) = 1. Since G is split at v, Gal(F v /F v ) acts trivially on T ∨ (C). So, the image of w in W F lies in W E . With respect to a suitable basis, the matrix of the operator r µ,w0 t 1 t 2 , c , w
Tracing through the definitions, this is exactly the matrix attachd to µ ⊗ AI E/F sbc(π 1 ⊗ η −1 ). If v is inert then π 1 gives a diagonal matrix which is stable under the action of the Galois group, i.e., of the form t t −1 , while η v (an unramified character of a compact group) must be trivial.
Thus, the matrix of the operator r w0,µ • ϕ t (w) relative to a suitable choice of basis is 
and the relevant L-factor is
). Twisting by µ flips the signs, as required, because µ is an extension of χ E/F . Thus, µ maps the uniformizer ̟ v of F v to 1 if v splits and −1 if v is inert. But for inert v there is a unique completion E w of E over F v and it has the same uniformizer.
The corresponding formulae the lift from U 1 × U 1 × U 1 are similar and proved in the same way.
Proposition 6.6. Take η 1 , η 2 , and η 3 be irreducible automorphic representations of U 1 (A), and let η denote the representation η 1 ⊗ η 2 ⊗ η 3 of U 1 (A) × U 1 (A) × U 1 (A). Let S be a finite set of places of F, including all archimedean places and all places where any of η 1 , η 2 , and η 3 is ramified. Let T denote the set of places of E lying above S and let sbc denote the stable base change lifting from
6.5. Conclusions. From formulas (6.3), (6.4) and (6.2) it's easy to see that L S (s, sbc(π), Asai + ) has a pole at s = 1 of order equal to the number of isobaric summands in sbc(π), while L S (s, π, Ad ′ ) has a pole of one lower order. Also, L S (s, sbc(π), Asai − ) and L S (s, π, Ad) are holomorphic and nonvanishing at s = 1. Indeed, it suffices to see that the other L functions appearing in (6.3), (6.4) are holomorphic and nonvanishing on the line Re(s) = 1. For the L functions L T (s, sbc(η i /η j )) this follows from the fact that sbc(η 1 ), sbc(η 2 ), and sbc(η 3 ) are distinct. For L S (s, µ ⊗ AI E/F sbc(π 1 ⊗ η −1 )) it follows from the fact that AI E/F sbc(π 1 ⊗ η −1 ) is either an irreducible cuspidal automorphic representation of GL 4 (A), or an isobaric sum of two irreducible cuspidal automorphic representations of GL 2 (A), [AC] . 6.6. Other poles. The previous theorem gives fairly complete results for L S (s, π, Ad ′ × χ) when χ is trivial or χ E/F . Combining it with our earlier result, we have a gap: we do not know whether L S (s, π, Ad ′ × χ) can have a pole at s = 1 when χ is cubic, or when χ is a quadratic character other than χ E/F . It turns out that the best way to proceed is by cases, based on the number of isobaric summands in the stable base change lift sbc(π). Proof. The meaning of (2) is the same if "some" is replaced by "any" because (6.5)
for any χ : A × E → C × with χ A × = χ. The meaning of (3) is the same if "some" is replaced by "any" because a character of A × E which is trivial on A × is in the image of stable base change from U 1 (A), and twisting by such a character preserves the image of stable base change from U 2,1 (A). Equation(6.5) also makes the first equivalence of (1) and (2) clear. The equivalence of (2) and (3) follows from theorem 6.1. Proof. If we twist all the L functions in (6.3) by χ then all are holomorphic an nonvanishing except possibly for L S (s, σ, Ad ′ × χ). This proves the first equivalence. The second equivalence follows from twisting (6.2). The third follows from theorem 6.1. To analyze the case when sbc(π) is the isobaric sum of three characters, i.e., that π = Rog 1+1+1 (η 1 ⊗ η 2 ⊗ η 3 ), we need to note that L T (s, sbc(η i /η j ) = L S (s, AI E/F sbc( ηi ηj ) × χ).
By [AC] , AI E/F sbc( Proposition 6.13. The expression (6.6) can have at most a simple pole. It has a simple if sbc χ i /χ j = bc χ for some (necessarily unique) 1 ≤ i < j ≤ 3.
Proof. This follows from the previous lemma. We must show that the equality sbc χ i /χ j = bc χ can not hold for more than one pair (i, j). Since we know that the components sbc(χ i ), 1 ≤ i ≤ j are distinct, it follows that sbc χ 1 /χ 3 = sbc χ 1 /χ 2 , sbc χ 2 /χ 3 .
Moreover, if sbc χ 1 /χ 2 = sbc χ 2 /χ 3 = ξ, then ξ must not be quadratic, for if it were, then sbc χ 1 would equal sbc χ 3 . But then, since ξ is in the image of sbc and not quadratic, it is not in the image of bc .
