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MPI fu¨r Informatik, Stuhlsatzenhausweg 85, 66123 Saarbru¨cken, Germany
We present superposition calculi in which the axioms of cancellative Abelian monoids
and, optionally, the torsion-freeness axiom are integrated. Cancellative Abelian monoids
comprise Abelian groups, but also such ubiquitous structures as the natural numbers
or multisets. Our calculi require neither extended clauses nor explicit inferences with
the theory axioms. Compared with AC-superposition calculi, the number of variable
overlaps is significantly reduced by strong ordering restrictions.
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1. Introduction
If we want to tackle real life problems with an automated theorem prover, the prover must
operate in a heterogeneous world. In fields of application like programme verification, it
has to deal with uninterpreted function and predicate symbols that are specific for a
particular domain, as well as with standard algebraic structures or theories, such as the
natural numbers, or Abelian groups, or orderings. Unfortunately, axioms like associativity
or commutativity are difficult for a general-purpose theorem prover, as they allow a huge
number of inferences and tend to generate numerous equivalent formulae. A sophisticated
treatment of the standard theories is therefore crucial to the performance of the prover.
For this purpose, mathematical and meta-mathematical techniques have to be combined.
There have been some attempts to integrate (fragments of) first-order logic into math-
ematical systems, for instance, Shostak (1979), who has demonstrated that decision pro-
cedures for universally-quantified Presburger arithmetic can be extended to universally-
quantified function symbols. A proposal to build a theorem prover within a computer
algebra system can be found in Buchberger (1996). More often, however, the problem
has been tackled from the other side, by integrating mathematical knowledge into a
general-purpose theorem prover.
It is difficult to couple a decision procedure for a decidable theory to a prover as
a black box: the requirement of sufficient completeness (Bachmair et al., 1994) practi-
cally excludes uninterpreted function symbols; and even in situations where sufficient
completeness is not a too restrictive requirement, insufficient communication between
the general prover and the external decision procedure makes the latter almost useless
(Boyer and Moore, 1988). Consequently, the integration has to be achieved on the level
of the inference system and simplification techniques.
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Paramodulation and superposition calculi illustrate the advantages of such an inte-
gration (Peterson, 1983; Zhang and Kapur, 1988; Hsiang and Rusinowitch, 1991; Rusi-
nowitch, 1991; Bachmair and Ganzinger, 1994b). These calculi can be seen as the result
of building-in the equality axioms into resolution. Hence resolution inferences with the
equality axioms become unnecessary, besides, paramodulation inferences at or below vari-
ables can be shown to be superfluous. Furthermore, compared with ordered resolution
using explicit equality axioms, the ordering restrictions and the redundancy criterion can
be strengthened significantly.
Similar techniques can be used for other theories. The integration of the associativ-
ity and commutativity axioms into the paramodulation calculus has been investigated
already by Plotkin (1972) and Slagle (1974). Paul (1992), Rusinowitch and Vigneron
(1995), Wertz (1992) and Bachmair and Ganzinger (1994a) have built associativity and
commutativity into superposition using AC-unification and extended clauses, developed
for the equational case by Peterson and Stickel (1981). In this way, inferences with the
AC axioms become superfluous. New sources of inefficiency emerge, however, as a mini-
mal complete set of AC-unifiers may have doubly exponential size. Using constraints, the
enumeration of unifiers can be avoided (Nieuwenhuis and Rubio, 1994; Vigneron, 1994);
one still has to solve the unifiability problem, though, which is NP-complete (Kapur and
Narendran, 1992a).
The problem can be mitigated by integrating more axioms. If our theory also contains
the identity law, then AC-unification can be replaced by ACU-unification (Jouannaud
and Marche´, 1992; Boudet et al., 1996), which is only simply exponential (Kapur and
Narendran, 1992b), and even unitary for the special case that sums of variables are to
be unified. We observe a much more radical improvement when we switch over from
the Abelian semigroup axioms AC or the Abelian monoid axioms ACU to the axioms
of Abelian groups. To see the operational difference between these theories in a rewrite
or superposition-based calculus, consider the two unit clauses u1 + · · · + uk ≈ s and
v1 + · · · + vl ≈ t. In AC-superposition, there is an inference between these two clauses
(via extended clauses), whenever some ui is unifiable with some vj . In the presence of the
inverse axiom, extended rules become superfluous, and the number of AC-unifications
(and unifiers) is dramatically reduced, as an inference is required only if the maximal ui
is unifiable with the maximal vj . This technique can be found, for instance, in normalized
rewriting (Marche´, 1996) and in the superposition calculi for Abelian groups presented by
Stuber (1996) and Godoy and Nieuwenhuis (2000); the latter calculus furthermore uses
unification modulo Abelian groups (which is even more efficient than ACU-unification).
In groups the difference of any two elements exists and is unique. Operationally, the
second property is much more important than the first one. We can thus employ similar
techniques for Abelian monoids satisfying the cancellation axiom x+ y 6≈ x+ z ∨ y ≈ z.
Cancellative Abelian monoids are in some sense the most general algebraic structure
where such an “Abelian-group-like” reasoning is possible. They comprise Abelian groups,
but also such ubiquitous structures as the natural numbers or multisets. In the two parts
of this paper, we present refined superposition calculi for sets of clauses including the
axioms of cancellative Abelian monoids. As in the Abelian group calculi above, order-
ing restrictions can be strengthened and explicit inferences with the theory axioms and
extended clauses are superfluous. In particular, the restriction to overlaps of maximal
summands in maximal sides of maximal literals excludes superpositions with shielded
variables. While inferences with unshielded variables cannot generally be avoided, the
number of unshielded variables can be reduced using suitable simplification techniques.
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Furthermore our calculi offers the possibility to integrate the torsion-freeness axioms
ψx 6≈ ψy ∨ x ≈ y for all ψ ∈ N>0 (or even generalized forms of torsion-freeness, where
ψ ranges over some subset Ψ ⊆ N>0).
The outline of this work is as follows: in Section 2, we provide the logical prerequisites
of this work, recapitulate some properties of saturation-based theorem proving, and fix
the necessary notation. In Section 3, we present and explain the inference rules of the
cancellative superposition calculus. The refutational completeness proof for this calculus,
which follows in Section 4, is based on the model construction technique of Bachmair and
Ganzinger (1994b), using a novel kind of rewriting on equations. In Part II of this paper
(Waldmann, 2002), we will then discuss simplification techniques, several refinements of
the cancellative superposition calculus, its use as a decision procedure, and the com-
bination of cancellative superposition and variable elimination for divisible torsion-free
Abelian groups.
The two parts of this paper are a revised version of Waldmann (1997). A precursor
of the cancellative superposition calculus that did not include torsion-freeness has been
sketched in Ganzinger and Waldmann (1996). Note that the model construction described
there cannot be extended to the torsion-free case. For lack of space, this paper did not
include formal proofs.
2. Saturation-based Theorem Proving
2.1. logical foundations
We start this section by briefly summarizing the logical foundations of refutational first-
order theorem proving. A more detailed introduction can be found in Fitting (1990). Some
differences between Fitting’s presentation and ours are due to the fact that we develop
our calculus not in a single-sorted but in a many-sorted framework (without subsorts or
overloading) and that we restrict ourselves to clauses over the single predicate symbol ≈,
rather than dealing with arbitrary first-order formulae over arbitrary sets of predicates.
We assume a signature (S,Σ) consisting of a set of sorts S and a set of function symbols
Σ, and a set of variables V. The sets Σ and V are disjoint. Every function symbol f ∈ Σ
comes with a unique arity n ∈ N and a unique declaration f : S1 . . . Sn → S0,† every
variable x ∈ V comes with a unique declaration x : S0, where S0, . . . , Sn ∈ S. The set
of terms of sort S is the least set containing x whenever x : S ∈ V, and containing
f(t1, . . . , tn) whenever each ti is a term of sort Si and f : S1 . . . Sn→ S ∈ Σ. Throughout
this paper we assume that function symbols and variables are declared appropriately
such that all syntactic objects (terms, equations, etc.) are well-formed.
The set of variables occurring in a syntactic object Q is denoted by Var(Q). If Var(Q)
is empty, then Q is called ground. We require that for every sort there exist infinitely
many variables and at least one ground term (that is, that every sort is inhabited).
An equation e is an ordered pair of terms, usually written as t≈ t′, where t and t′ have
the same sort. The left-hand and right-hand side of e are denoted by lhs(e) and rhs(e).
To simplify the presentation we confine ourselves to equality as the only predicate of
our logical language. This does not restrict its expressivity: a predicate P different from
†This includes constant declarations b :→ S0. The set of natural numbers (starting with 0) is denoted
by N, the set of positive integers (starting with 1) by N>0.
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≈ can be coded using a function symbol p, so that P (t1, . . . , tn) is to be taken as an
abbreviation for p(t1, . . . , tn) ≈ truep, where p(t1, . . . , tn) and truep have a new sort Sp.
A literal is either an equation e (also called a positive literal) or a negated equation ¬ e
(also called a negative literal). A clause is a finite multiset of literals, usually written as
a disjunction. The symbol [¬] e denotes either e or ¬ e. Instead of ¬ t ≈ t′, we sometimes
write t 6≈ t′. The submultiset of all negative literals of a clause C is abbreviated by
neg(C). The symbol ⊥ denotes the empty clause, that is, the empty multiset of literals.
A substitution σ is a sort-preserving mapping from V into the set of terms over Σ
and V. Substitutions are homomorphically extended to terms, and likewise to equations,
literals, or clauses. We use postfix notation for substitutions and write tσ instead of σ(t);
σσ′ is the substitution that maps every x to (xσ)σ′. A syntactic object Q′ is called an
instance of an object Q, if Qσ = Q′ for some substitution σ. For a set N of clauses, the
set of all ground instances of clauses in N is denoted by N .
The set Dom(σ) = {x ∈ V | xσ 6= x} is called the domain of the substitution σ,
Ran(σ) =
⋃
x∈Dom(σ)Var(xσ) is called its range. A substitution with domain {x1, . . . , xn}
that maps the variables x1, . . . , xn to the terms t1, . . . , tn, respectively, is denoted by
{x1 7→ t1, . . . , xn 7→ tn}. A substitution σ is said to be idempotent, if σσ = σ, that is,
if Dom(σ) ∩ Ran(σ) = ∅. If σ and σ′ are substitutions and V ′ ⊆ V, we say that σ = σ′
over V ′ if xσ = xσ′ for every x ∈ V ′.
An interpretation M for the signature (S,Σ) is a mapping that assigns to every sort
S ∈ S a non-empty set SM, to every function symbol f : S1 . . . Sn → S0 ∈ Σ a function
fM : SM1 × · · · × SMn → SM0 , and to the equality predicate ≈ a binary relation ≈M ⊆⋃
S∈S S
M × SM. We assume that the sets SM1 and SM2 are disjoint for any S1, S2 ∈
S, S1 6= S2. The union
⋃
S∈S S
M is called the domain of the interpretation. An M-
assignment α is a sort-preserving mapping from the set of variables V into the domain
of M. Assignments can be homomorphically extended to terms over Σ and V.
A positive literal t ≈ t′ is called true with respect to M and α if α(t) ≈M α(t′). A
negative literal ¬ t ≈ t′ is called true with respect to M and α if α(t) 6≈M α(t′).
A clause C is called true with respect to M and α if at least one of its literals is true.
An interpretation M is a model of C, if C is true with respect to M and α for every
M-assignment α. It is a model of a set N of clauses, if it is a model of every C ∈ N . If
M is a model of N , we also say that it satisfies N . A set of clauses is called satisfiable if
it has a model. Obviously every set of clauses containing ⊥ is unsatisfiable.
In refutational theorem proving, one is primarily interested in the question whether
or not a given set of clauses is satisfiable. For this purpose we may confine ourselves
to term-generated interpretations, that is, to interpretations M where every element of
some SM is the image of some ground term of sort S.† We may even confine ourselves
to Herbrand interpretations, that is, to term-generated interpretations whose domain is
the set of ground terms, and where every ground term is interpreted by itself: a set of
clauses has a model, if and only if it has a term-generated model, if and only if it has a
Herbrand model.
As long as we restrict ourselves to term-generated models we may think of a non-ground
clause as a finite representation of the set of all its ground instances: a term-generated
interpretation is a model of a clause C if and only if it is a model of all ground instances
of C.
†Recall that we require every sort to be inhabited, so the sets SM of a term-generated interpretation
are in fact non-empty.
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Every Herbrand interpretation is completely characterized by the interpretation ≈M
of the equality predicate ≈. For any set EM of ground equations there is exactly one
Herbrand interpretation M in which the equations in EM are true and all other ground
equations are false. We will usually identify M and EM. A positive ground literal e is
thus true in EM, if e ∈ EM; a negative ground literal ¬ e is true in EM, if e /∈ EM.
When one uses the equality symbol ≈ in a logical language, one is commonly interested
in interpretations M in which ≈M is not an arbitrary binary relation but actually the
equality relation on the domain of M. We refer to such interpretations as normal. A
normal interpretation that is a model of a set N of clauses is called a normal model of N .
If we want to recover the intuitive semantics of the equality symbol while working
with Herbrand interpretations, we have to encode the intended properties of the equality
symbol explicitly. The clauses
x ≈ x (Reflexivity)
x 6≈ y ∨ y ≈ x (Symmetry)
x 6≈ y ∨ y 6≈ z ∨ x ≈ z (Transitivity)
x1 6≈ y1 ∨ · · · ∨ xn 6≈ yn ∨ f(x1, . . . , xn) ≈ f(y1, . . . , yn) (Congruence)
(for every n-ary function symbol f ∈ Σ) are called equality axioms. If N is a set of
clauses, then an interpretation that is a model of N and of the equality axioms is called
an equality model of N . A set of clauses has a normal model, if and only if it has a
term-generated normal model, if and only if it has an equality Herbrand model.
Let N and N ′ be sets of clauses. If every equality Herbrand model of N is a model of
N ′, we say that N entails N ′ modulo equality and denote this by N |=≈ N ′.
In the rest of the paper, we will almost exclusively work with (equality) Herbrand
interpretations and models, or more precisely, with the set EM of equations correspond-
ing to a Herbrand interpretation M. For simplicity, we will usually drop the attribute
“Herbrand”. The dualism between term-generated normal models and equality Herbrand
models will only be exploited in Section 3.2 of Part II (Waldmann, 2002).
2.2. rewrite systems
To prove the completeness of our calculus, we have to construct Herbrand interpre-
tations and to check whether a given equation is contained in such an interpretation.
Rewriting techniques are our main tool for this task. The rest of this subsection serves
mainly to fix the necessary notation; for more detailed information about rewrite systems
we refer the reader to Dershowitz and Jouannaud (1990).
As usual, positions (also known as occurrences) of a term are denoted by strings of
natural numbers. The set of all positions of a term t is pos(t). If o is a position of t, then
t|o is the subterm of t at o, t(o) is the function symbol of t at o, and t[t′]o is the result of
the replacement of the subterm at o in t by t′. We write t[t′] if o is clear from the context.
A binary relation → is called a rewrite relation, if it is stable under substitutions and
contexts, that is, if t1 → t2 implies t1σ→ t2σ and s[t1]o → s[t2]o for all terms t1, t2, and
s, such that s[t1]o and s[t2]o are well-formed, and for all substitutions σ.
For a binary relation →, we commonly use the symbol ← for its inverse relation, ↔
for its symmetric closure,→+ for its transitive closure, and→∗ for its reflexive-transitive
closure (and thus ↔∗ for its reflexive-symmetric-transitive closure).
A binary relation → is called Noetherian (or terminating), if there is no infinite chain
t1 → t2 → t3 → · · · . We say that t is a normal form (or irreducible) with respect to → if
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there is no t′ such that t→ t′; t is called a normal form of s if s→∗ t and t is a normal
form. We say that → ⊆ Π×Π is confluent on Π′ ⊆ Π, if for every t0 ∈ Π′ and t1, t2 ∈ Π
such that t1 ←∗ t0 →∗ t2 there exists a t3 ∈ Π such that t1 →∗ t3 ←∗ t2; the relation →
is called confluent, if it is confluent on its carrier set Π.
A transitive and irreflexive binary relation  is called an ordering. An ordering on
terms is called a reduction ordering, if it is a Noetherian rewrite relation. We use the
symbol  to denote the reflexive closure of an ordering . If (Π0,) is an ordered set,
Π ⊆ Π0, and s ∈ Π0, then Π≺s is an abbreviation for {t ∈ Π | t ≺ s}.
In the sequel, we will need the following variation on the familiar “diamond lemma”.
Lemma 2.1. Let  be a Noetherian ordering over Π, let → ⊆ . Let s and r be two
elements of Π, such that r is irreducible with respect to → and define Πsr = {t ∈ Π | s  t,
t→∗ r}. If for every t0, t1, t2 ∈ Π such that s  t0 and t1 ← t0 → t2 →∗ r there exists a
t3 ∈ Π such that t1 →∗ t3 ←∗ t2, then → is confluent on Πsr and Πsr is closed under →.
Proof. It is obviously sufficient to prove that for every t0 ∈ Πsr and t′1 ∈ Π, t0 →∗ t′1
implies t′1 ∈ Πsr. We use Noetherian induction over the size of t0: let t0 ∈ Πsr and t′1 ∈ Π
such that t0 →∗ t′1. If this derivation is empty, there is nothing to show, so suppose that
t0 → t1 →∗ t′1. As t0 ∈ Πsr is reducible, it is different from r, hence there is a non-empty
derivation t0 → t2 →∗ r. By assumption, there exists a t3 ∈ Π such that t1 →∗ t3 ←∗ t2.
Now t0  t2 and t2 ∈ Πsr, hence by the induction hypothesis, t3 ∈ Πsr and thus t1 ∈ Πsr.
Since t0  t1, we can use the induction hypothesis once more and obtain t′1 ∈ Πsr. 2
A rewrite rule e is a pair (t, t′) of terms, usually written as t→ t′, where t and t′ have
the same sort. A rewrite system is a set of rewrite rules. If R is a rewrite system, then the
rewrite relation→R associated with R is the smallest rewrite relation containing t→R t′
for every rule t→ t′ ∈ R.
2.3. saturation and redundancy
Most automated theorem provers for first-order logic are refutational provers. To show
that a formula C ′ follows from a formula C, they try to refute C ∧¬C ′. Often the formula
C ∧ ¬ C ′ is further normalized, for instance, by Skolemization and transformation into
clause form. The problem to prove arbitrary theorems is thus reduced to the problem to
refute sets of clauses. The prover is called refutationally complete, if it finds a refutation
whenever the input is contradictory.
Theorem proving methods such as resolution or superposition aim at deducing a con-
tradiction from a set of formulae by recursively inferring new formulae from given ones.
The deductive inference system that computes these new formulae is the central part of
a saturation-based theorem prover. We may think of an inference system as a function
Inf that maps a set N of formulae to a set of inferences
ι =
Ck . . . C1
C0
,
where {C1, . . . , Ck} ⊆ N . The formulae Ck, . . . , C1 are called premises of ι. The formula
C0 is called the conclusion and is denoted by concl(ι). Typically, an inference system is
sound with respect to a given semantical consequence relation |=, that is, {C1, . . . , Ck} |=
{C0} for all inferences ι. The consequence relation |= may for example be the relation |=≈
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of Section 2.1, or another relation with the properties (i) N1 ∪N2 |= N1, (ii) if N1 |= N2
and N1 |= N3, then N1 |= N2 ∪N3, and (iii) if N1 |= N2 and N2 |= N3, then N1 |= N3.
A theorem prover computes one of the possible inferences of the current set of formulae
and adds its conclusion to the current set, until a “saturated” set N∗ is reached, where
the conclusion of every inference in Inf (N∗) is already contained in N∗. The concept
of saturation allows us to define refutational completeness as a static property, rather
than a dynamic one: we say that Inf is refutationally complete, if a saturated set is
unsatisfiable if and only if it contains a contradictory formula, say the empty clause ⊥.
To keep the search space as small as possible, inference rules are equipped with strong
local restrictions. Nevertheless, most of the generated formulae are not actually needed
for deriving a contradiction, and saturated sets tend to be very large, often infinite. For
that reason, we introduce a global concept of redundancy that allows us to weaken the
notion of saturation and to discard useless formulae. Let RedC be a mapping from sets
of formulae to sets of formulae and Red I be a mapping from sets of formulae to sets of
inferences. The sets RedC(N) and Red I(N) specify formulae and inferences considered
unnecessary in the context of a given set N . For instance, RedC(N) may consist of all
tautologies and formulae subsumed byN . Formulae in RedC(N) may be removed fromN ,
while inferences in Red I(N) may be ignored. We emphasize that RedC(N) need not be
a subset of N and that Red I(N) will usually also contain inferences whose premises are
not in N .
Definition 2.2. A pair Red = (Red I,RedC) is called a redundancy criterion (with
respect to an inference system Inf and a consequence relation |=), if the following con-
ditions are satisfied for all sets of formulae N and N ′:
(i) N \ RedC(N) |= RedC(N).
(ii) If N ⊆ N ′, then RedC(N) ⊆ RedC(N ′) and Red I(N) ⊆ Red I(N ′).
(iii) If N ′ ⊆ RedC(N), then RedC(N) ⊆ RedC(N \N ′) and Red I(N) ⊆ Red I(N \N ′).
(iv) If ι ∈ Inf (N ′) and concl(ι) ∈ N , then ι ∈ Red I(N).
Inferences in Red I(N) and formulae in RedC(N) are called redundant with respect to N .
Condition (i) requires that redundant formulae logically follow from the non-redundant
ones. Conditions (ii) and (iii) indicate that redundant formulae and inferences must
remain redundant if formulae are added or if redundant formulae are deleted.† Finally,
condition (iv) states that an inference is redundant with respect to N if its conclusion is
already present in N (regardless of whether or not the premises are in N).
Definition 2.3. A binary relation ` on sets of formulae is called a derivation relation
(with respect to an inference system Inf , a redundancy criterion Red , and a consequence
relation |=), if the following conditions are satisfied for all sets of formulae N and N ′:
(i) If N ` N ′, then N |= N ′.
(ii) If N ` N ′, then N \N ′ ⊆ RedC(N ′).
(iii) If ι ∈ Inf (N), then N ` N ∪ {concl(ι)}.
†These conditions are slightly stronger than those of Bachmair et al. (1994).
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The triple (Inf ,Red ,`) is called a theorem proving calculus.
Note that N ` N ′ implies N ′ |= N by condition (i) of Definition 2.2.
In a theorem proving calculus, we are not only allowed to add the conclusions of
inferences to the current set of formulae, we may also add lemmas (provided they follow
logically from the old formulae) or delete redundant formulae. Furthermore, if formulae
do not become redundant accidentally, we still have the chance to make them redundant.
This process is called simplification.
Definition 2.4. Let N be a set of clauses. We say that M ⊆ N is simplified to a set
M ′ of clauses, if N |=M ′ and if M is redundant with respect to N ∪M ′.
Lemma 2.5. If M ⊆ N is simplified to M ′, then N ` (N ∪M ′) \M is an admissible
derivation step according to Definition 2.3.
Proof. As N |= M ′, we have N |= (N ∪M ′) \M , so condition (i) of Definition 2.3
is satisfied. To prove condition (ii), we note that N \ ((N ∪M ′) \M) = M , and M ⊆
RedC(N ∪M ′) by assumption, and RedC(N ∪M ′) ⊆ RedC((N ∪M ′) \M) by part (iii)
of Definition 2.2. 2
Definition 2.6. A set N of formulae is called saturated with respect to a theorem
proving calculus (Inf ,Red ,`), if Inf (N) ⊆ Red I(N).
A finite or infinite sequence N0 ` N1 ` N2 ` . . . is called an (Inf ,Red ,`)-derivation,
or simply derivation, if the theorem proving calculus is clear from the context. The set
N∞ =
⋃
i
⋂
j≥iNj of all persisting formulae is called the limit of the derivation. In
particular, the limit of a finite sequence N0 `∗ Nk equals Nk.
A derivation N0 ` N1 ` . . . is called fair, if Inf (N∞) ⊆
⋃
j Red
I(Nj). If a derivation is
fair, then its limit is saturated (Waldmann, 1997).
Definition 2.7. A theorem proving calculus (Inf ,Red ,`) is called refutationally com-
plete, if for every saturated set N of formulae we have N |= {⊥} if and only if ⊥ ∈ N .
Like the notion of saturation, most results on theorem proving calculi do not depend
on the particular choice of a derivation relation. In such cases, we will omit the derivation
relation and write (Inf ,Red ) instead of (Inf ,Red ,`).
3. Cancellative Superposition
3.1. preliminaries
Throughout the paper we assume that the set of sorts S contains a sort SCAM and
that Σ contains function symbols 0 and + with the declarations 0 :→ SCAM and + :
SCAMSCAM → SCAM. There is no scalar multiplication in our signature; if t is a term of
sort SCAM and m ∈N, then mt is merely an abbreviation for the m-fold sum t+ · · ·+ t.
(As usual we define 0t = 0 and 1t = t.)
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Definition 3.1. Let Ψ ⊆ N>0. The clauses
(x+ y) + z ≈ x+ (y + z) (Associativity)
x+ y ≈ y + x (Commutativity)
x+ 0 ≈ x (Identity)
x+ y 6≈ x+ z ∨ y ≈ z (Cancellation)
ψx 6≈ ψy ∨ x ≈ y (Ψ-Torsion-Freeness)
(for every ψ ∈ Ψ) are the axioms of Ψ-torsion-free cancellative Abelian monoids. The
first four clauses are denoted by A, C, U, and K, the set of Ψ-torsion-freeness axioms by
TΨ. We write ACUKTΨ for the whole set and AC, ACU, ACK for the respective subsets.
By Lemma A.8 of Part II (Waldmann, 2002), we assume always without loss of gen-
erality that Ψ contains 1 and is closed under multiplication and factors. In practice, Ψ
will usually be either {1} (so Ψ-torsion-freeness is void) or N>0 (so Ψ-torsion-freeness is
ordinary torsion-freeness).
Definition 3.2. For sets of clauses N and N ′, we write N |=Ψ N ′ if N ∪ACUKTΨ |=≈
N ′. In other words, |=Ψ denotes entailment modulo ACUKTΨ and equality. If C is a
clause, N |=Ψ C is a shorthand for N |=Ψ {C}.
Definition 3.3. The symbol =ACU denotes the congruence generated by ACU. The
ACU-congruence class of a term t is [t]ACU = {t′ | t=ACU t′}.
Definition 3.4. A function symbol that is different from 0 and + is called a free function
symbol. A term is called atomic, if it is not a variable and its top symbol is different
from +. A term t is called a proper sum, if t = t1 + t2 and t1 6=ACU 0, t2 6=ACU 0.
The set of all terms is the disjoint union of the three sets {t | ∃x: x is a variable,
t=ACU x}, {t | ∃s: s is atomic, t=ACU s}, and {t | ∃s: s is a proper sum, t=ACU s}. We can
therefore extend the terminology above to ACU-congruence classes and say that [t]ACU
is a variable (an atomic term, a proper sum), if some s ∈ [t]ACU has this property.
We say that the term t occurs in the term s at the top, if there is an o∈ pos(s) such that
s|o = t and s(o′) equals + for every proper prefix o′ of o. We say that t occurs in s below a
free function symbol, if there is an o ∈ pos(s) such that s|o = t and s(o′) is a free function
symbol for some proper prefix o′ of o; if additionally |o′| + 1 = |o|, we say that t occurs
in s immediately below a free function symbol. We extend this terminology to ACU-
congruence classes, and say that [t]ACU occurs in [s]ACU at the top or (immediately) below
a free function symbol, if there are some t′ ∈ [t]ACU and s′ ∈ [s]ACU with this property.
For instance, [2b]ACU and [f(2c) + b]ACU occur at the top of [c + 2b + 3f(2c)]ACU; [c]ACU
occurs both at the top and below a free function symbol, but not immediately below a
free function symbol; [2c]ACU occurs immediately below a free function symbol.
A substitution σ is called an ACU-unifier of the terms t1, . . . , tn, if tiσ =ACU tjσ for all
i, j ∈ {1, . . . , n}. A set U of ACU-unifiers of t1, . . . , tn is called complete, if for every ACU-
unifier θ of t1, . . . , tn there exists a σ ∈ U and a substitution ρ such that xθ=ACU xσρ for
all x ∈ Var({t1, . . . , tn}). ACU-unification is finitary: for every set of terms {t1, . . . , tn}
there exists a (possibly empty) finite minimal complete set of idempotent ACU-unifiers.
We use the phrase “most general ACU-unifier of s and t” to denote some member of a
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fixed complete set of ACU-unifiers of s and t. Without loss of generality we assume that
all unifiers in this complete set are idempotent.
Definition 3.5. A reduction ordering  is ACU-compatible, if s′ =ACU s  t =ACU t′
implies s′  t′.
Every ACU-compatible reduction ordering extends naturally to a reduction ordering
on ACU-congruence classes.
As observed by Jouannaud and Marche´ (1992), we can obtain an ACU-compatible
reduction ordering for ground terms from an AC-compatible ordering:
Lemma 3.6. Let 1 be an AC-compatible reduction ordering, such that 0 is minimal with
respect to 1. Let the ordering  on ground terms be defined by s  t if s↓ 1 t↓, where
s↓ denotes the normal form of s under rewriting with the rules x+0→ x and 0+ x→ x.
Then  is an ACU-compatible reduction ordering on ground terms.
We can lift this ordering to non-ground terms by defining s t if sθ  tθ for all ground
instances sθ and tθ. However, as shown by Jouannaud and Marche´ (1992), it happens
quite frequently that  orders a pair of terms in an operationally undesirable way, or that
s[x]o and t[x]o are uncomparable because s[0]o  t[0]o but s[u]o ≺ t[u]o for all non-zero
ground terms u.† This is a serious problem, if one is interested in classical rewriting. It
is not a hindrance, though, for calculi like superposition or unfailing completion, which
are preferably implemented using constraints.‡ In fact, Jouannaud and Marche´’s method
can be considered as a variant of unfailing completion with constraints.
Definition 3.7. An ACU-compatible ordering has the multiset property, if whenever a
ground atomic term u 6= 0 is greater than ti for all i in a finite set I, then u 
∑
i∈I ti.
From now on,  will always denote an ACU-compatible reduction ordering that has
the multiset property, is total on ACU-congruence classes,§ and satisfies t 6 s[t]o for
every term s[t]o.¶ An example of an ordering with these properties is obtained from the
recursive path ordering with precedence fn  · · ·  f1  +  0 and multiset status for
+ by comparing s↓ and t↓ as described in Lemma 3.6.‖
Convention 3.8. For the remainder of this paper, we will work only with ACU-cong-
ruence classes, rather than with terms. To simplify notation, we will omit the [ ]ACU and
drop the subscript of =ACU. So all terms, equations, substitutions, inference rules, etc.,
are to be taken modulo ACU, that is, as representatives of their congruence classes.
Furthermore, we will use the equality predicate as a symmetric operator, thus ignoring
the difference between t ≈ t′ and t′ ≈ t.
†Jouannaud and Marche´’s statement that “AC1-rewrite orderings cannot really exist”(Jouannaud and
Marche´, 1992) should be taken with a pinch of salt, however.
‡Constraint versions of the calculi presented in this paper can be found in Waldmann (1997).
§In practice, it is sufficient if the ordering can be extended to a total ordering.
¶In a many-sorted framework this property does not follow automatically from  being total and
Noetherian. As an example let S = {S, S′} and Σ = {b :→ S, f : S → S′} with the ordering b  f(b).
‖Note that polynomial orderings (Ben Cherifa and Lescanne, 1987) are unsuited, as they do not have
the multiset property.
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Definition 3.9. Let t be a ground term, then the maximal atomic subterm of t (with
or without multiplicity) is defined in the following way:
(i) If t is a term of the form nu +
∑
i∈I vi, where u and vi are atomic terms, n ≥ 1,
and u  vi for all i ∈ I then mt(t) = u and mt#(t) = nu.
(ii) If t does not have sort SCAM, then mt(t) = mt#(t) = t.
If e is a ground equation t ≈ t′, then mt(e) = max{mt(t),mt(t′)} and mt#(e) =
max{mt#(t),mt#(t′)}.
The symbol ms(t) denotes the multiset of all non-zero atomic terms occurring at the
top of a ground term t. More precisely, ms(t) = {t}, if t does not have sort SCAM, and
ms(t) = {vj | j ∈ J}, if t =
∑
j∈J vj and all vj are non-zero atomic terms. (In particular
ms(0) = ∅, as J may be empty.) If e is a ground equation t≈ t′, then ms(e) is the multiset
union of ms(t) and ms(t′).
Definition 3.10. The ordering  on terms is extended to an ordering L on literals as
follows: every ground literal [¬] s ≈ t is mapped to the quintuple
(mt(s ≈ t), pol , bal ,ms(s ≈ t), {s, t}),
where pol is 1 for negative literals and 0 for positive ones, and where bal is 1, if mt(s≈ t)
occurs on both sides of the literal, and otherwise 0. Two ground literals are compared by
comparing their associated quintuples using the lexicographic combination of the ordering
 on terms, the ordering > on N, the ordering > on N, the multiset extension of  and
the multiset extension of . The ordering is lifted to possibly non-ground literals in the
usual way, so [¬] e1 L [¬] e2 if and only if [¬] e1θ L [¬] e2θ for all ground instances
[¬] e1θ and [¬] e2θ. To compare equations using the ordering L, they are identified with
positive literals.
The ordering C on clauses is the multiset extension of the literal ordering L.
As L and C are obtained from Noetherian orderings by multiset extension and
lexicographic combination, they are Noetherian, too. Furthermore, they are total on
ground literals/clauses, thanks to the last component of the associated quintuples.
Definition 3.11. Let C be a clause. A variable x ∈ Var(C) is called shielded in C, if it
occurs at least once below a free function symbol. Otherwise, x is called unshielded.
For example, x and z are shielded in x + y + f(x) ≈ g(z), whereas y is unshielded.
The importance of unshielded variables stems from the fact that they may correspond to
maximal atomic subterms in a ground instance. If x is shielded in C, then C contains an
atomic subterm t[x], and as xθ ≺ (t[x])θ, an atomic subterm of xθ cannot be maximal.
We assume we are given a selection function that assigns to every clause a (possibly
empty) submultiset of its negative literals.
Definition 3.12. A variable x occurring in a clause C is called eligible, if x has sort
SCAM and either C has no selected literals and x is unshielded in C, or x occurs in some
selected literal and x is unshielded in the subclause consisting of all selected literals of
C. The set of all eligible variables of a clause C is denoted by elig(C).
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3.2. ideas and concepts
We will describe a refutationally complete theorem proving method for first-order the-
ories that include ACUKTΨ, the axioms of Ψ-torsion-free cancellative Abelian monoids.
As the precise rules, to be given in Section 3.3, turn out to be rather complex, we will
start with a somewhat informal step-by-step presentation of the essential ideas.
Our goal is to develop a superposition-like calculus for Ψ-torsion-free cancellative
Abelian monoids that makes superpositions with the ACUKTΨ axioms superfluous.
Cancellative superposition.
Let us first restrict to the case that SCAM is the only sort, + is the only non-constant
function symbol, and that Ψ = {1} (in other words, TΨ is void). In a cancellative Abelian
monoid, the congruence law and the cancellation law are in some sense complementary: if
we have an equation u+ t ≈ t′, then we can infer t′+u+ s≈ u+ t+ s′ from u+ s ≈ s′ by
congruence, and t′+ s≈ t+ s′ by cancellation. Similarly, we can infer t′+u+ s 6≈ u+ t+ s′
from u+ s 6≈ s′ by cancellation, and t′ + s 6≈ t+ s′ by congruence. Intuitively, this means
that rather than replacing the left-hand side of a rewrite rule by the right-hand side, we
replace the maximal atomic summand by the remainder: we rewrite u to t′ while adding
t to the other side of the equation and obtain an equivalent equation.
The method can be generalized to equational clauses. Taking into account that u might
occur more than once in a sum we get the ground inference rule
Pos. Canc. Superposition
D′ ∨ nu+ t ≈ t′ C ′ ∨ mu+ s ≈ s′
D′ ∨ C ′ ∨ (m−n)u+ s+ t′ ≈ s′ + t
where m ≥ n ≥ 1.†
If the equation mu+ s ≈ s′ occurs negatively, the rule is similar. In fact, in this case we
have to perform an inference only if, by repeated replacement of nu, mu is eliminated
completely. In other words, an inference is only necessary if m = χn for some χ ∈ N>0.
Neg. Canc. Superposition
D′ ∨ nu+ t ≈ t′ C ′ ∨ ¬mu+ s ≈ s′
D′ ∨ C ′ ∨ ¬ s+ χt′ ≈ s′ + χt
where m = χn, n ≥ 1, χ ∈ N>0.
Together with the cancellation, equality resolution, and cancellative equality factoring
rules, these rules are refutationally complete for sets of ground clauses, provided that +
is the only non-constant function symbol.
Cancellation
C ′ ∨ [¬]mu+ s ≈ m′u+ s′
C ′ ∨ [¬] (m−m′)u+ s ≈ s′
where m ≥ m′ ≥ 1.
Equality Resolution‡
C ′ ∨ ¬ 0 ≈ 0
C ′
Canc. Eq. Factoring
C ′ ∨ mu+ t ≈ t′ ∨ mu+ s ≈ s′
C ′ ∨ ¬ t+ s′ ≈ t′ + s ∨ mu+ t ≈ t′ .
†Recall that we are working with terms modulo ACU, so s and t may be missing (that is, zero).
‡As the cancellation rule transforms C′ ∨ ¬ s ≈ s into C′ ∨ ¬ 0 ≈ 0, it suffices to handle only the
latter by equality resolution.
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The inference system remains refutationally complete if we add ordering restrictions,
such that inferences are computed only if the literals involved are maximal (or selected)
in their clauses† and u is atomic and strictly larger than s, s′, t, and t′.
Example 3.13. Suppose that the ordering on constant symbols is given by b  b′  c 
d  d′. We will show that the following four clauses are contradictory with respect to
ACUKT{1}. (The maximal parts of every clause are underlined.)
4b+ c ≈ 4d (1)
2b′ + c ≈ 2d′ (2)
2d ≈ d′ (3)
4b 6≈ 2b′. (4)
Cancellative superposition of (1) and (4) yields
4d 6≈ 2b′ + c. (5)
Cancellative superposition of (2) and (5) yields
4d+ c 6≈ 2d′ + c. (6)
By cancellation of (6) we obtain
4d 6≈ 2d′. (7)
Cancellative superposition of (3) and (7) produces
2d′ 6≈ 2d′ (8)
which by cancellation and equality resolution yields the empty clause.
Speaking in terms of AG-normalized completion (Marche´, 1996), we can work directly
with the symmetrization (if it exists); Marche´’s ΨAG and ΘAG have no counterpart in our
framework. On the other hand, we lack an inverse, which will lead to certain problems
once free function symbols are introduced.
Torsion-freeness.
Until now, we have only considered the case Ψ = {1}. What has to be changed if Ψ
is an arbitrary subset of N>0 closed under multiplication and factors? Nothing, as far
as positive cancellative superposition, cancellation, and equality resolution inferences are
concerned. The main modification is necessary for the negative cancellative superposition
rule. So far, we had to perform an inference between D′ ∨ nu+ t ≈ t′ and C ′ ∨ ¬mu+
s ≈ s′ only if m = χn. However, by Ψ-torsion-freeness and congruence, the literals
¬ mu + s ≈ s′ and ¬ ψmu + ψs ≈ ψs′ are equivalent for each ψ ∈ Ψ. Therefore, an
inference between D′ ∨ nu+ t ≈ t′ and C ′ ∨ ¬mu+ s ≈ s′ is now necessary whenever
ψm = χn for some ψ ∈ Ψ and χ ∈N>0. The general version of the inference rule is thus:
Neg. Canc. Superposition
D′ ∨ nu+ t ≈ t′ C ′ ∨ ¬mu+ s ≈ s′
D′ ∨ C ′ ∨ ¬ ψs+ χt′ ≈ ψs′ + χt
where ψm = χn, n ≥ 1, ψ ∈ Ψ, χ ∈ N>0.
†Except for the literal mu+ t ≈ t′ in the cancellative equality factoring rule.
790 U. Waldmann
With the additional condition that gcd(ψ, χ) = 1, there exists at most one pair (ψ, χ)
for any given combination of m and n: if n/ gcd(m,n) ∈ Ψ, then ψ = n/ gcd(m,n) and
χ = m/ gcd(m,n); otherwise, no ψ and χ with the desired properties exist.
A similar modification applies to the cancellative equality factoring rule.
Canc. Eq. Factoring
C ′ ∨ nu+ t ≈ t′ ∨ mu+ s ≈ s′
C ′ ∨ ¬ ψt+ χs′ ≈ ψt′ + χs ∨ nu+ t ≈ t′
where ψn = χm, n ≥ 1, ψ ∈ Ψ, χ ∈ N>0.
Again, requiring that gcd(ψ, χ) = 1 ensures that there is at most one pair (ψ, χ).
The non-ground case (I).
So far, we have confined ourselves to ground clauses containing + as the only non-
constant function symbol. Giving up these restrictions, we have to find a way to lift the
inference rules developed earlier to clauses with variables. In the standard superposition
calculus, lifting means replacing equality in the ground inference by unifiability. As long
as all variables in our clauses are shielded, the situation is similar here: in a clause
C = C ′ ∨ [¬] e1, a maximal equation e1 need no longer have the form mu+ s ≈ s′ with
a unique maximal atomic term u. Rather, it may contain several (distinct but ACU-
unifiable) maximal atomic terms uk with multiplicities m∗k, where k ranges over some
finite non-empty index set K. We thus obtain e1 =
∑
k∈K m
∗
kuk + s≈ s′. In the inference
rule, the substitution σ that unifies all uk (and the corresponding terms vl from the other
premise) is applied to the conclusion. For instance, the positive cancellative superposition
rule now has the following form:
Pos. Canc. Superposition
D′ ∨ e2 C ′ ∨ e1
(D′ ∨ C ′ ∨ e0)σ
where
(i) e1 =
∑
k∈K m
∗
kuk + s ≈ s′.
(ii) e2 =
∑
l∈L n
∗
l vl + t ≈ t′.
(iii) m =
∑
k∈K m
∗
k ≥ n =
∑
l∈L n
∗
l .
(iv) u is one of the uk or vl (k ∈ K, l ∈ L).
(v) e0 = (m− n)u+ s+ t′ ≈ t+ s′.
(vi) σ is a most general ACU-unifier of all uk and vl (k ∈ K, l ∈ L).
(vii) uσ 6 sσ, uσ 6 s′σ, uσ 6 tσ, uσ 6 t′σ.
The other inference rules can be lifted in a similar way, again under the condition
that all variables in the clauses are shielded. If unshielded variables occur, the situation
becomes significantly more complicated. This case will be treated later.
Free function symbols.
As soon as the clauses contain non-constant free function symbols, and possibly other
sorts, we also have to use the inference rules of the traditional superposition calculus,
that is, standard superposition, equality resolution, and standard equality factoring.
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Standard Superposition
D′ ∨ t ≈ t′ C ′ ∨ [¬] s[t] ≈ s′
D′ ∨ C ′ ∨ [¬] s[t′] ≈ s′
where t  t′, s  s′.
Equality Resolution
C ′ ∨ ¬ u ≈ u
C ′
where u is either 0 or does not have sort SCAM.
Std. Eq. Factoring
C ′ ∨ u ≈ v′ ∨ u ≈ u′
C ′ ∨ ¬ u′ ≈ v′ ∨ u ≈ v′
where u  u′  v′.
But this is not sufficient, as shown by the following example.
Example 3.14. Suppose that the ordering on constant symbols is given by b  b′  c 
d  d′. In every ACUKTΨ-model of the three clauses
4b+ c ≈ 4d (1)
2b′ + c ≈ 2d′ (2)
2d ≈ d′ (3)
the terms 4b and 2b′ are equal (independently of Ψ). As we have shown in Example 3.13
we can thus refute the set of clauses (1)–(4).
4b 6≈ 2b′. (4)
If 2 ∈ Ψ, we can even refute the set of clauses (1)–(3), and (9).
2b 6≈ b′ . (9)
However, the cancellative superposition rule is limited to superpositions at the top of
a term. There is no way to perform a cancellative superposition inference below a free
function symbol, hence there is no way to derive ⊥ from the clauses (1)–(3), and (10).
f(4b) 6≈ f(2b′). (10)
Nor is it possible to derive ⊥ from the clauses (1)–(3), and (11), if 2 ∈ Ψ.
f(2b) 6≈ f(b′) . (11)
If we were working in groups, we could simply derive f(4d− c) 6≈ f(2b′) from clause (10).
But first, our framework is more general than groups, and second, even this method would
not be usable to refute clause (11).
Hsiang et al. (1987) and Rusinowitch (1989) have solved this problem by introducing
the following inference rule:
D′ ∨ u+ s ≈ s′ C ′ ∨ v + s ≈ s′
D′ ∨ C ′ ∨ u ≈ v .
This rule allows us to derive 4b ≈ 2b′ from clauses (1)–(3) of Example 3.14, which can
then be applied to (10) by standard superposition. However, before we can apply the
rule of Hsiang, Rusinowitch, and Sakai, we have to use clause (3) to replace 4d by 2d′
in (1). Since 4d is not maximal in (1), the rule can only be used in conjunction with
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ordered paramodulation (where inferences involving smaller parts of maximal literals are
required), but does not work together with strict superposition (where such inferences
are unnecessary).† Furthermore, this method would again be limited to the Ψ = {1} case.
The concept of abstraction yields another solution for the problem, which fits more
smoothly into the superposition calculus. Abstracting out an occurrence of a term w in a
clause C[w] means replacing w by a new variable y and adding y 6≈ w as a new condition
to the clause. In our case, we have to abstract out a term w of sort SCAM occurring
immediately below a free function symbol, if there is some other clause D′ ∨ nu+ t ≈ t′
such that u occurs at the top of w.
Abstraction
D′ ∨ nu+ t ≈ t′ C ′ ∨ [¬] s[mu+ q] ≈ s′
C ′ ∨ ¬ y ≈ mu+ q ∨ [¬] s[y] ≈ s′
The abstraction rule has some peculiar properties that distinguish it from the other
rules of our calculus. It is the only inference rule whose conclusion is non-ground, even if
the premises are ground. We emphasize that the new variable y is shielded in the resulting
clause. Besides, it should be noted that the first premise is completely irrelevant for the
correctness of the inference: whenever the second premise is true in some interpretation,
the conclusion is true. The first premise serves only to determine whether an abstraction
inference is necessary, it does not influence the result of the inference.
Using the abstraction rule, the set of clauses (1)–(3), and (11) of Example 3.14 (assum-
ing 2 ∈ Ψ) can be refuted as follows:
Example 3.15. Abstraction of (1) and (11) yields
y 6≈ 2b ∨ f(y) 6≈ f(b′). (12)
By cancellation‡ of (12) with the unifier {y 7→ b′} we obtain
b′ 6≈ 2b ∨ 0 6≈ 0. (13)
Cancellative superposition of (1) and (13) yields
c+ 2b′ 6≈ 4d ∨ 0 6≈ 0 (14)
which can be refuted in the same way as clause (5) in Example 3.13.
The relationship between the coefficients m and n in the abstraction rule above is not
completely obvious. Intuitively, an abstraction inference between D = D′ ∨ nu + t ≈ t′
and C = C ′ ∨ [¬] s[mu+ q] ≈ s′ is needed, if there is some clause D0 such that (i) D0 is
entailed by D and some other clauses, (ii) D0 is not derivable using the inference rules,
(iii) a standard superposition of D into C is impossible, (iv) if D0 were contained in the
clause set, a standard superposition of D0 into C would be necessary. In Example 3.14,
this clause D0 is either 4b ≈ 2b′ (for arbitrary Ψ) or 2b ≈ b′ (if 2 ∈ Ψ); it follows from
clauses (1)–(3), but is not derivable. A detailed analysis shows that it suffices to consider
the case that D0 =D′0 ∨ m′u+ r ≈ r′ has the same maximal term u as D, that ψm′ = χn
for some ψ ∈ Ψ, χ ∈ N>0, and that m′ ≤ m (otherwise, D0 could not be superposed on
s[mu+ q]).
†This has been pointed out to me by Leo Bachmair.
‡Using the lifted version of the cancellation rule described earlier
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The abstraction rule is extended to non-ground premises in essentially the same way
as the cancellative superposition rule. The new question that arises here is: do we have
a similar situation as for the standard superposition rule, where superpositions at or
below variable positions are superfluous? Can we avoid an abstraction if the maximal
term of D overlaps with a variable in C, rather than with an atomic term? The answer is
negative, in general. This is due to the fact that, even if D overlaps only at a variable, the
“hypothetical superposition” with the entailed clauseD0 may take place at a non-variable
position. As an example, consider D = b+ c ≈ d and C = f(x+ c′) ≈ g(c′). The maximal
term b of D overlaps only with the variable x in C. However, D, together with some
other clause, may entail D0 = b+ c′ ≈ d′, allowing a superposition on C at a non-variable
position. Only if the variable x occurs immediately below the free function symbol or if
it occurs in a sum x + t1[x] + · · · + tn[x], where every other summand contains x as a
proper subterm, can we be sure that the hypothetical superposition would take place at
a variable position. This is therefore the only situation where abstraction is superfluous.
The non-ground case (II).
When we discussed the lifting of the inference rules to non-ground clauses, we left out
the handling of unshielded variables. Recall that a variable z is shielded in a clause C, if
C contains some atomic subterm t[z]. Shielded variables are easy to handle because they
cannot correspond to maximal terms in a ground instance Cθ. An unshielded variable x,
on the other hand, can be instantiated with an atomic term xθ= u¯ that is maximal in Cθ.
Even worse, it can be instantiated with a sum xθ = µu¯ + s¯ that contains an unknown
number of occurrences of the maximal term u¯ and a likewise unknown sum s¯ of non-
maximal terms. Now µu¯ may be involved in a ground positive cancellative superposition
inference from Cθ. How can we represent this ground inference on the non-ground level
without introducing second-order variables?
The solution for this problem is to map x to a sum of two fresh variables, xˆ+ xˇ. The
variable xˆ is meant to subsume the maximal part of xθ, that is µu¯, the second variable
xˇ is meant to subsume the rest, that is s¯. As µ is unknown, we can no longer count
the numbers of occurrences of the maximal terms in order to compute their difference
in the positive cancellative superposition rule. We can, however, use ACU-unification to
“subtract” the terms: suppose that the maximal literal of the left premise contains the
unshielded variables y1 and y2 and that the maximal literal of the right premise contains
the unshielded variable x1 and the maximal terms u1 and 2u2, where u1θ = u2θ = u¯. The
variables yˆ1, yˆ2, and xˆ1 represent the occurrences of u¯ in y1θ, y2θ, and x1θ.† To compute
the difference ku¯ of (xˆ1 + u1 + 2u2)θ and (yˆ1 + yˆ2)θ, we introduce a new variable z and
compute a complete set U of ACU-unifiers of xˆ1 + u1 + 2u2 and z + yˆ1 + yˆ2. For one
σ ∈ U , we have θ = σρ over Var(u1)∪Var(u2)∪ {xˆ1, yˆ1, yˆ2, z}, so ku¯ is an instance of zσ.
In general, we may assume that a literal e has the form∑
i∈I
mixi +
∑
k∈K
m∗kuk + s ≈ s′,
where every xi is an unshielded variable for i ∈ I and every uk is a maximal atomic
term for k ∈ K. Then the sum ∑i∈I mixˆi +∑k∈K m∗kuk takes the role of mu in the
ground inference rule; the sum
∑
i∈I mixˇi is joined with s. We may leave out unshielded
variables that also occur in the right-hand side of e or in some negative literal—if the
†Note that it is not required that the maximal term occurs in all unshielded variables. It is thus possible
that yˆ1θ, yˆ2θ, or xˆ1θ is zero.
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maximal atomic term (on the ground level) also occurred on the right-hand side, then
the positive cancellative superposition rule would not be applicable, if it occurred in some
negative literal ¬ e′, then ¬ e′ would be even larger than e.
The lifting of the negative cancellative superposition rule happens in a similar way.
Again, every unshielded variable xi is mapped to xˆi + xˇi, such that xˆi represents the
occurrences of the maximal atomic term of the ground clause and xˇi represents the rest
of the term. The additional problem that arises here is that we can no longer compute a
unique pair (ψ, χ). There is no universal solution for this problem. The general form of the
negative cancellative superposition rule, that we will give in the sequel, may therefore pro-
duce infinitely many inferences for a given pair of premises. In Part II of this paper (Wald-
mann, 2002), we will show how the general system can be refined to specialized finitely
branching systems for the two most important cases of Ψ, that is Ψ = {1} and Ψ =N>0.
Redundancy.
The inference rules described so far are only one of the components of the cancellative
superposition calculus. The other one is the associated redundancy criterion. Since under-
standing the latter requires to some extent understanding the idea of the completeness
proof, we will postpone its definition until Section 4.
3.3. the inference system
Let us start the presentation of the inference rules with a few general conventions.
Every term occurring in a sum is assumed to have sort SCAM. The letters u and v,
possibly with indices, denote atomic terms unless explicitly said otherwise; x, y, and z
denote variables. In an expression like
∑
i∈I mixi +
∑
k∈K m
′
kuk + s, both I and K are
finite sets of indices; I and K may be empty, s may be 0, unless explicitly said otherwise.
The coefficients mi and m′k are elements of N
>0.
If a literal of a clause is selected, then an inference must not involve non-selected literals
of this clause. If an inference involves a non-selected literal, then it must be maximal in
the respective clause (except for the literal v ≈ v′ in standard equality factoring and
the literal e2 in cancellative equality factoring). If an inference involves a selected literal,
then it must be maximal among the selected literals of this clause. A positive literal
that is involved in a superposition or abstraction inference must be strictly maximal in
the respective clause. In all superposition and abstraction inferences, the left premise is
smaller than the right premise. In standard superposition and abstraction inferences, if
s[w] is a proper sum, then w occurs in a maximal atomic subterm of s.
Inference System 3.16. The inference system CInfΨ of the cancellative superposition
calculus consists of the inference rules cancellation, equality resolution, standard superpo-
sition, negative cancellative superposition, positive cancellative superposition, abstraction,
standard equality factoring, and cancellative equality factoring, as described below.
Cancellation
C ′ ∨ [¬] e1
(C ′ ∨ [¬] e0)σ
if the following conditions are satisfied:
(i) e1 =
∑
i∈I mixi +
∑
k∈K m
∗
kuk + s ≈
∑
i∈I′ m
′
ixi +
∑
k∈K′ m
∗′
k uk + s
′.
(ii) e0 = z +
∑
i∈I mixˇi + s ≈
∑
i∈I′ m
′
ixˇi + s
′.
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(iii) I ∪K 6= ∅ and I ′ ∪K ′ 6= ∅.
(iv) If [¬] e1 is a positive literal:
{xi | i ∈ I} = elig(C ′ ∨ e1) ∩Var(lhs(e1)) \Var(neg(C ′)),
{xi | i ∈ I ′} = elig(C ′ ∨ e1) ∩Var(rhs(e1)) \Var(neg(C ′)).
Otherwise:
{xi | i ∈ I} = elig(C ′ ∨ ¬e1) ∩Var(lhs(e1)),
{xi | i ∈ I ′} = elig(C ′ ∨ ¬e1) ∩Var(rhs(e1)).
(v) If K ∪K ′ 6= ∅, u is one of the uk (k ∈ K ∪K ′), otherwise, u is a new variable.
(vi) σ1 maps xi to xˆi + xˇi for i ∈ I ∪ I ′; σ2 is a most general ACU-unifier of all uk
(k ∈K ∪K ′); σ3 is a most general ACU-unifier of
∑
i∈I mixˆi+
(∑
k∈K m
∗
k
)
uσ2 and
z +
∑
i∈I′ m
′
ixˆi +
(∑
k∈K′ m
∗′
k
)
uσ2 such that
(∑
i∈I′ m
′
ixˆi +
(∑
k∈K′ m
∗′
k
)
uσ2
)
σ3 is
not identical to 0; and σ = σ1σ2σ3.
(vii) uσ 6 sσ, uσ 6 s′σ, uσ 6 xˇiσ for i ∈ I ∪ I ′.
Equality Resolution
C ′ ∨ ¬ u ≈ u′
C ′σ
if the following condition is satisfied:
(i) Either σ is a most general ACU-unifier of u, u′, and 0; or u and u′ do not have sort
SCAM and σ is a most general ACU-unifier of u and u′.
Standard Superposition
D′ ∨ t ≈ t′ C ′ ∨ [¬] s[w] ≈ s′
(D′ ∨ C ′ ∨ [¬] s[t′] ≈ s′)σ
if the following conditions are satisfied:
(i) w is not a variable.
(ii) If s has sort SCAM, then w occurs below a free function symbol in s.
(iii) σ is a most general ACU-unifier of t and w.
(iv) s[w]σ 6 s′σ, tσ 6 t′σ.
Negative Cancellative Superposition
D′ ∨ e2 C ′ ∨ ¬ e1
(D′ ∨ C ′ ∨ ¬ e0)σ
if the following conditions are satisfied:
(i) e1 =
∑
i∈I mixi +
∑
k∈K m
∗
kuk + s ≈ s′.
(ii) e2 =
∑
j∈J njyj +
∑
l∈L n
∗
l vl + t ≈ t′.
(iii) e0 =
∑
i∈I ψmixˇi + ψs+ χt
′ ≈∑j∈J χnj yˇj + χt+ ψs′.
(iv) I ∪K 6= ∅ and J ∪ L 6= ∅.
(v) {xi | i ∈ I} = elig(C ′ ∨ ¬e1) ∩Var(lhs(e1)) \Var(rhs(e1)),
{yj | j ∈ J} = elig(D′ ∨ e2) ∩Var(lhs(e2)) \Var(rhs(e2)) \Var(neg(D′)).
(vi) lhs(e1) is not a variable (i.e. either
∑
i∈I mi > 1 or
∑
k∈K m
∗
kuk + s 6= 0).
(vii) If I = {i1}, mi1 = 1, and K = ∅, then lhs(e2) is not an atomic term. If additionally
Ψ = {1}, then J 6= ∅ or t 6= 0.
(viii) ψ ∈ Ψ and χ ∈ N>0, such that gcd(ψ, χ) = 1.
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(ix) If K ∪L 6= ∅, u is one of the uk or vl (k ∈K, l ∈ L), otherwise, u is a new variable.
(x) σ1 maps xi to xˆi + xˇi and yj to yˆj + yˇj for i ∈ I, j ∈ J ; σ2 is a most general
ACU-unifier of all uk and vl (k ∈ K, l ∈ L); σ3 is a most general ACU-unifier
of
∑
i∈I ψmixˆi +
(∑
k∈K ψm
∗
k
)
uσ2 and
∑
j∈J χnj yˆj +
(∑
l∈L χn
∗
l
)
uσ2; and σ =
σ1σ2σ3.
(xi) uσ 6 sσ, uσ 6 s′σ, uσ 6 tσ, uσ 6 t′σ, uσ 6 xˇiσ for i ∈ I, uσ 6 yˇjσ for j ∈ J .
Positive Cancellative Superposition
D′ ∨ e2 C ′ ∨ e1
(D′ ∨ C ′ ∨ e0)σ
if the following conditions are satisfied:
(i) e1 =
∑
i∈I mixi +
∑
k∈K m
∗
kuk + s ≈ s′.
(ii) e2 =
∑
j∈J njyj +
∑
l∈L n
∗
l vl + t ≈ t′.
(iii) e0 = z +
∑
i∈I mixˇi + s+ t
′ ≈∑j∈J nj yˇj + t+ s′.
(iv) I ∪K 6= ∅ and J ∪ L 6= ∅.
(v) {xi | i ∈ I} = elig(C ′ ∨ e1) ∩Var(lhs(e1)) \Var(rhs(e1)) \Var(neg(C ′)),
{yj | j ∈ J} = elig(D′ ∨ e2) ∩Var(lhs(e2)) \Var(rhs(e2)) \Var(neg(D′)).
(vi) If K ∪L 6= ∅, u is one of the uk or vl (k ∈K, l ∈ L), otherwise, u is a new variable.
(vii) σ1 maps xi to xˆi + xˇi and yj to yˆj + yˇj for i ∈ I, j ∈ J ; σ2 is a most gen-
eral ACU-unifier of all uk and vl (k ∈ K, l ∈ L); σ3 is a most general ACU-
unifier of
∑
i∈I mixˆi +
(∑
k∈K m
∗
k
)
uσ2 and z +
∑
j∈J nj yˆj +
(∑
l∈L n
∗
l
)
uσ2 such
that
(∑
j∈J nj yˆj +
(∑
l∈L n
∗
l
)
uσ2
)
σ3 is not identical to 0; and σ = σ1σ2σ3.
(viii) uσ 6 sσ, uσ 6 s′σ, uσ 6 tσ, uσ 6 t′σ, uσ 6 xˇiσ for i ∈ I, uσ 6 yˇjσ for j ∈ J .
Abstraction
D′ ∨ e2 C ′ ∨ [¬] s[w] ≈ s′
C ′ ∨ ¬ y ≈ w ∨ [¬] s[y] ≈ s′
if the following conditions are satisfied:
(i) w =
∑
i∈I mixi +
∑
k∈K m
∗
kuk + q.
(ii) e2 =
∑
j∈J njyj +
∑
l∈L n
∗
l vl + t ≈ t′.
(iii) I ∪K 6= ∅ and J ∪ L 6= ∅.
(iv) None of the variables xi occurs in the non-variable terms uk or at the top of q.
(v) {yj | j ∈ J} = elig(D′ ∨ e2) ∩Var(lhs(e2)) \Var(rhs(e2)) \Var(neg(D′)).
(vi) w occurs in s immediately below some free function symbol.
(vii) ψ ∈ Ψ and χ ∈ N>0, such that gcd(ψ, χ) = 1.
(viii) If K ∪L 6= ∅, u is one of the uk or vl (k ∈K, l ∈ L), otherwise, u is a new variable.
(ix) σ1 maps xi to xˆi + xˇi and yj to yˆj + yˇj for i ∈ I, j ∈ J ; σ2 is a most general
ACU-unifier of all uk and vl (k ∈ K, l ∈ L); σ3 is a most general ACU-unifier of∑
i∈I ψmixˆi+
(∑
k∈K ψm
∗
k
)
uσ2 and ψz+
∑
j∈J χnj yˆj +
(∑
l∈L χn
∗
l
)
uσ2 such that(∑
j∈J χnj yˆj +
(∑
l∈L χn
∗
l
)
uσ2
)
σ3 is not identical to 0; and σ = σ1σ2σ3.
(x) If I = {i1}, mi1 = 1, and K = ∅, then q = q1 + q2, where q1 is a non-zero atomic
term not containing xi1 as a subterm.
(xi) lhs(e2)σ is not a subterm of wσ.
(xii) wσ 6 yσ, s[w]σ 6 s′σ, uσ 6 tσ, uσ 6 t′σ.
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Standard Equality Factoring
C ′ ∨ v ≈ v′ ∨ u ≈ u′
(C ′ ∨ ¬ u′ ≈ v′ ∨ v ≈ v′)σ
if the following conditions are satisfied:
(i) u, u′, v, and v′ do not have sort SCAM.
(ii) σ is a most general ACU-unifier of u and v.
(iii) uσ 6 u′σ, uσ 6 v′σ.
Cancellative Equality Factoring
C ′ ∨ e2 ∨ e1
(C ′ ∨ ¬ e0 ∨ e2)σ
if the following conditions are satisfied:
(i) e1 =
∑
i∈I mixi +
∑
k∈K m
∗
kuk + s ≈ s′.
(ii) e2 =
∑
j∈J njxj +
∑
l∈L n
∗
l vl + t ≈ t′.
(iii) e0 =
∑
j∈J ψnj xˇj + ψt+ χs
′ ≈∑i∈I χmixˇi + χs+ ψt′.
(iv) I ∪K 6= ∅ and J ∪ L 6= ∅.
(v) {xi | i ∈ I} = elig(C ′ ∨ e2 ∨ e1) ∩ Var(lhs(e1)) \ Var(rhs(e1)) \ Var(rhs(e2)) \
Var(neg(C ′)),
{xj | j ∈ J} = elig(C ′ ∨ e2 ∨ e1) ∩ Var(lhs(e2)) \ Var(rhs(e1)) \ Var(rhs(e2)) \
Var(neg(C ′)).
(vi) ψ ∈ Ψ and χ ∈ N>0, such that gcd(ψ, χ) = 1.
(vii) If K ∪L 6= ∅, u is one of the uk or vl (k ∈K, l ∈ L), otherwise, u is a new variable.
(viii) σ1 maps xi to xˆi+ xˇi for i ∈ I ∪ J ; σ2 is a most general ACU-unifier of all uk and vl
(k ∈K, l ∈ L); σ3 is a most general ACU-unifier of
∑
i∈I χmixˆi +
(∑
k∈K χm
∗
k
)
uσ2
and
∑
j∈J ψnj xˆj +
(∑
l∈L ψn
∗
l
)
uσ2; and σ = σ1σ2σ3.
(ix) uσ 6 sσ, uσ 6 s′σ, uσ 6 tσ, uσ 6 t′σ, uσ 6 xˇiσ for i ∈ I ∪ J .
Theorem 3.17. The inference rules of the cancellative superposition calculus are sound
with respect to |=Ψ.
Proof. By routine computation. 2
The inference rules remain sound if we ignore the ordering conditions. The abstraction
rule remains sound, even if all its conditions are ignored.
4. Refutational Completeness
4.1. ideas and concepts
In the previous section we have presented the inference system of the cancellative super-
position calculus. We will now define the associated redundancy criterion and demon-
strate that the resulting calculus is refutationally complete. Again, we start with an
informal explanation of the ideas of the proof, before we present the formal details.
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Constructing an interpretation.
A theorem proving calculus is refutationally complete, if every saturated set of formulae
either contains a contradictory formula or has a model. If the formulae in question are
clauses, then the only contradictory formula is the empty clause ⊥.
It is obvious that a set N of clauses does not have a model if it contains the empty
clause. Our task is to show the reverse: whenever N is saturated and ⊥ /∈ N , then we
will construct a model for the set N of all ground instances of clauses in N (and thus
for N). The essential idea goes back to Zhang and Kapur (1988) and Pais and Peterson
(1991) and was extended by Bachmair and Ganzinger (1994b): we inspect all clauses in
N in ascending order and construct a sequence of interpretations, starting with the empty
interpretation. If a clause C ∈ N is false in the current interpretation and has a positive
and strictly maximal literal e, and if some additional conditions are satisfied, then a new
interpretation is created extending the current one in such a way that e becomes true. We
say that C is productive. Otherwise, the current interpretation is left unchanged. In this
way we generate a sequence of interpretations with the following monotonicity properties:
(i) If a positive literal is true in some interpretation, then it remains true in all future
interpretations.
(ii) If a clause is true at the time where it is inspected, then it remains true in all future
interpretations.
(iii) If a clause C = C ′ ∨ e is productive, then C remains true and C ′ remains false in
all future interpretations.
It is clear from (ii) and (iii) that every clause in N is true in the limit interpretation, if
it is either true at the time where it is inspected or if it is productive. It remains to show
that, by saturation, every ground instance in N falls into one of these two classes.
Standard superposition.
The scheme described so far characterizes most model construction proofs for super-
position-like calculi. Before we explain our own refinements, let us recapitulate the stan-
dard superposition calculus of Bachmair and Ganzinger (1994b). Here the interpretations
are the sets of all equations t ≈ t′, such that t→∗ t′′ ←∗ t′ using the previously collected
maximal literals as rewrite rules. A clause C ′ ∨ e may be productive only if the left-hand
(that is, larger) side of e is irreducible with respect to the current set of rules, and if C ′
remains false after e has been included in the rewrite system.
If the clause C = C ′ ∨ e is productive, then lhs(e) is larger than every term occurring
in negative literals of clauses smaller than C or in positive literals of productive clauses
smaller than C. Consequently, the rule e cannot be used to rewrite such literals. This
guarantees that the above-mentioned properties (ii) and (iii) hold. Furthermore, as every
newly added rule is irreducible with respect to the old rules, and as its left-hand side is
larger than the left-hand sides of the old rules, the resulting rewrite systems are confluent
and terminating, hence the interpretations are equality interpretations.
According to the redundancy criterion of Bachmair and Ganzinger (1994b),† a ground
clause C0 is redundant with respect to a set of clauses N , if there is a subset {D1, . . . , Dn}
of N such that C0 is entailed by D1, . . . , Dn and each Di is smaller than C0. Similarly
†Note that “redundancy” is called “compositeness” in Bachmair and Ganzinger (1994b). In later papers
the standard terminology has changed.
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a ground inference is redundant, if its conclusion C0 is entailed by D1, . . . , Dn and each
Di is smaller than the maximal premise C1. These definitions guarantee that C0 is true
in an interpretation whenever the clauses D1, . . . , Dn are true.
If the non-maximal premises (if any) of a redundant inference are productive and
D1, . . . , Dn are true at the time where C1 is inspected, we can show even more: as earlier,
the conclusion C0 is true in the current interpretation. Furthermore, by property (iii), the
subclause C ′ of a productive clause C ′ ∨ e is false, hence all literals of C0 that come from
a non-maximal premise are false in the current interpretation. Together, these two facts
allow us to prove that the maximal premise C1 must be true in the current interpretation.
The theory axioms.
Cancellation is an operation that inherently involves both sides of an equation. To
adapt the previously depicted model construction to the cancellative superposition cal-
culus, we generalize the notion of rewriting in such a way that simultaneous changes on
both sides of an equation become possible. We do not rewrite each side of the equation
on its own any longer, using a rewrite relation on terms: t→∗ t′′ ←∗ t′. Rather we use a
rewrite relation on equations: t≈ t′→∗ t′′ ≈ t′′. In this way, we cannot only replace equals
by equals in one side of the equation, we can also transform an equation u + t ≈ u + t′
into the equivalent t ≈ t′. Even more important, we can use a “rewrite rule” mu+ s ≈ s′
to transform mu + t ≈ t′ into s′ + t ≈ t′ + s. The interpretation induced by a set R of
“rewrite rules” is now the set of all equations that can be rewritten to 0 ≈ 0 using R.
Example 4.1. Suppose that the rules 2b+ c ≈ d and 2b′ + c ≈ d are elements of our set
of rewrite rules. Then we can, for instance, rewrite 2b ≈ 2b′ to 0 ≈ 0: we apply the first
rule 1©, then the second rule 2©, and finally we cancel d and c 3©.
2b ≈ 2b′
1©

d ≈ 2b′ + c
2©

d+ c ≈ d+ c
+
3©

0 ≈ 0
The technique sketched so far would be sufficient to prove the completeness of our
calculus, if + were the only non-constant function symbol and Ψ = {1}. In the presence
of free function symbols and the torsion-freeness axioms, however, further problems arise.
Example 4.2. In the previous example, we have shown that we can rewrite 2b ≈ 2b′ to
0 ≈ 0 using the two rules 2b+ c ≈ d and 2b′ + c ≈ d.
However, there is no way to rewrite f(2b) ≈ f(2b′) to 0 ≈ 0, although this equation is
a consequence from the two rewrite rules and the theory axioms, just as 2b ≈ 2b′ is.
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Similarly, if 2 ∈ Ψ, then 3b ≈ 3b′ follows from the current set of rules and ACUKTΨ,
hence it should be true in the current interpretation. Nevertheless, even our generalized
form of rewriting is not powerful enough to rewrite 3b ≈ 3b′ to 0 ≈ 0. Consequently, the
set of equations that can be rewritten to 0 ≈ 0 is neither a model of the equality axioms
nor of the theory axioms ACUKTΨ.
A two-step approach solves the problem. Rather than constructing one set of rewrite
rules to determine the truth or falsehood of an equation, we construct two such sets. Let us
call the elements of these sets primary and secondary rules, respectively. In the beginning
of the model construction both sets are empty. We use the current set of secondary rules to
check whether some clause is true. If it is false, and if the other conditions for productivity
are satisfied, then two things happen: first we turn the maximal positive literal e of the
clause into a primary rule. Afterwards, we determine a certain set of rules s ≈ s′ such
that ψs ≈ ψs′ can be rewritten to 0 ≈ 0 using the primary rule e and all the current
secondary rules. This set of rules is added to the current set of secondary rules.
Example 4.3. Let Ψ = N>0 and consider the set of ground clauses (1)–(4) ordered by
(1) ≺C (2) ≺C (3) ≺C (4):
2b′ + c ≈ d (1)
2b+ c ≈ d (2)
3b ≈ 3b′ (3)
f(2b) ≈ f(2b′). (4)
We start the model construction with empty sets of primary and secondary rules.
Clause (1) is false in the empty interpretation, so 2b′ + c ≈ d becomes a primary rule. As
this rule can be rewritten to 0 ≈ 0 by itself, it is also added to the set of secondary rules.
Clause (2) is false in the interpretation generated by the current set of secondary rules.
So 2b + c ≈ d becomes a primary rule and, again, a secondary rule. Furthermore, it is
now possible to rewrite 2b ≈ 2b′ to 0 ≈ 0 using the primary rule 2b + c ≈ d and the
secondary rule 2b′ + c ≈ d, therefore b ≈ b′ is turned into a secondary rule.†
As b≈ b′ is now a secondary rule, 3b≈ 3b′ and f(2b)≈ f(2b′) have a derivation to 0≈ 0
using the secondary rules. Clauses (3) and (4) are thus true in the current interpretation.
The integration of the theory axioms allows a generalization of the redundancy crite-
rion. In the definition of redundancy, we can replace the usual entailment relation |=≈
by the theory entailment relation |=Ψ. A clause is therefore redundant with respect to
N , if it follows from smaller ground instances of clauses in N and from ground instances
of the equality and ACUKTΨ axioms (analogously for inferences).‡
It remains to show that the interpretations generated this way are in fact equational
models of the given clauses and the theory axioms. To this end, we prove first that the
generalized rewrite relation is confluent on the set of all equations that allow a derivation
†These two rules are not the only new secondary rules generated but are the only ones that are relevant
for this example. In fact the sets of secondary rules that are added in each step are usually infinite.
‡In some theory superposition calculi, for example in AC-superposition (Wertz, 1992; Bachmair and
Ganzinger, 1994a), there are ordering conditions not only for the instances of clauses of N , but also
for the instances of the theory axioms. In our case there are no such requirements; the instances of the
equality and ACUKTΨ axioms may be arbitrarily large.
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to 0 ≈ 0 (by analysis of various kinds of critical pairs). As an easy corollary we obtain
that the interpretations satisfy ACUKTΨ and the equality axioms. Finally, we prove that
the limit interpretation is a model of N whenever N is saturated and does not contain ⊥.
This proof proceeds in essentially the same way as for standard superposition: whenever
we encounter a clause that is neither true in the current interpretation nor productive,
then we can show that there is some non-redundant ground inference with this clause,
which violates saturation.
Lifting.
The refutational completeness proof that we have sketched so far is based not on
the clauses in N but on their ground instances: the interpretation is constructed from
the set of ground instances, the proof that it is in fact a model proceeds by inspecting
the ground instances. When we encounter a ground instance that it neither true in the
current interpretation nor productive, we can show that some non-redundant ground
inference with this clause is possible. In the calculus, however, we want to work with
non-ground clauses, each of whom may represent an infinite number of ground instances.
To connect these two worlds, we have to extend the definition of redundancy (and hence,
of saturation) to non-ground clauses, and we have to relate inferences between clauses
in N with inferences between instances of these clauses.
We have already defined ground instances of clauses, and we can do the same for
inferences. If there is an inference from non-ground clauses and an inference from ground
instances of these clauses, then the latter is called a ground instance of the former. The
redundancy of non-ground clauses and inferences can now be defined via lifting: a non-
ground clause or inference is redundant, if all its ground instances have this property.
As in the standard superposition calculus, not every inference from ground instances
Ckθ, . . . , C1θ is a ground instance of an inference from Ck, . . . , C1 (for instance, because
the ground instances overlap at a variable position of C1). The so-called lifting lemmas
will show that all ground inferences that are actually needed in the refutational com-
pleteness proof are in fact instances of inferences from clauses in N .
4.2. rewriting on equations
When we want to show that the inference system described in Section 3 is refutationally
complete we have to demonstrate that every saturated clause set not containing the empty
clause has a model. To construct this model we need a rewrite relation on equations.
Definition 4.4. A ground equation e is called a cancellative rewrite rule with respect
to , if mt(e) does not occur on both sides of e.
We will usually drop the attributes “cancellative” and “with respect to ”, speaking
simply of “rewrite rules”.
Every rewrite rule has either the formmu+ s≈ s′, where u is an atomic term,m∈N>0,
u  s, and u  s′, or the form u ≈ s′, where u (and thus s′) does not have sort SCAM.
This is an easy consequence of the multiset property of .
At the top of a term, we will use rewrite rules in a specific way: application of a rule
mu + s ≈ s′ to an equation mu + t ≈ t′ means to replace mu by s′ and simultaneously
to add s to the other side, obtaining s′ + t ≈ t′ + s.†
†While we have the restriction u  s, u  s′ for the rewrite rules, there is no such restriction for the
equations to which rules are applied.
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Definition 4.5. Given a set R of rewrite rules, the three binary relations →γ,R, →δ,R,
and →κ on ground equations are defined (modulo ACU) as follows:
(i) mu+ t ≈ t′ →γ,R s′ + t ≈ t′ + s,
if mu+ s ≈ s′ is a rule in R.
(ii) t[s] ≈ t′ →δ,R t[s′] ≈ t′,
if (i) s ≈ s′ is a rule in R and (ii) s does not have sort SCAM or s occurs in t below
some free function symbol.
(iii) u+ t ≈ u+ t′ →κ t ≈ t′,
u ≈ u→κ 0 ≈ 0,
if u is atomic and different from 0.
The union of →γ,R, →δ,R, and →κ is denoted by →R.†
We say that an equation e is γ-reducible, if e →γ e′ (analogously for δ and κ). It is
called reducible, if it is γ-, δ-, or κ-reducible.
Unlike κ-reducibility, γ- and δ-reducibility can be extended to terms: a term t is called
γ-reducible, if t ≈ t′ →γ e′, where the rewrite step takes place at the left-hand side
(analogously for δ). It is called reducible, if it is γ- or δ-reducible.
Lemma 4.6. Let R be a set of rewrite rules, s a term of sort SCAM, m ∈ N>0. Then s
is δ-reducible with respect to R if and only if ms is; s ≈ s′ is δ-reducible (κ-reducible,
δκ-reducible), if and only if ms ≈ ms′ is.
Proof. The “only if” part is trivial, the “if” part follows from the fact that δ-steps can
only take place at or below a free function symbol. 2
Lemma 4.7. The relation →R is contained in L and is thus Noetherian.
Definition 4.8. Given a set R of rewrite rules, the truth set tr(R) of R is the set of all
equations s ≈ s′ for which there exists a derivation s ≈ s′ →∗R 0 ≈ 0. The Ψ-truth set
trΨ(R) of R is the set of all equations s ≈ s′, such that either s ≈ s′ ∈ tr(R) and s does
not have sort SCAM or ψs ≈ ψs′ ∈ tr(R) for some ψ ∈ Ψ.
Lemma 4.9. Let e be a rewrite rule and R be a set of rewrite rules. If e is contained in
tr(R), then mt#(e) is reducible with respect to R.
Proof. Suppose that e = mu + s ≈ s′, where u = mt(e), m ∈ N>0, u  s, and u  s′.
Then there is a derivation
mu+ s ≈ s′ →∗R 0 ≈ 0.
During this derivation, all occurrences of u are deleted eventually. As u s and u s′, it is
impossible to derive an occurrence of u on the right-hand side. Therefore, the occurrences
of u cannot be deleted by κ-steps, but only by γ- or δ-steps, so mu is reducible.
The case that e = u ≈ s′ and u does not have sort SCAM is proved in the same way. 2
†As we deal only with ground terms and as there are no non-trivial contexts around equations, this
operation does indeed satisfy the definition of a rewrite relation, albeit in an unorthodox way.
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4.3. model construction
Definition 4.10. A ground clause C ′ ∨ e is called reductive for e, if e is a cancellative
rewrite rule and strictly maximal in C ′ ∨ e.
Definition 4.11. Let N be a set of (possibly non-ground) clauses that does not contain
the empty clause. Using induction on the clause ordering we define sets of rules EC , E ΨC ,
and RΨC , for all clauses C ∈ N . Let C be such a clause and assume that ED, E ΨD , and
RΨD have already been defined for all D ∈ N such that C C D. Then the set RΨC is
given by
RΨC =
⋃
D≺CC
E ΨD .
The set EC of primary rules for the clause C is the singleton set {e}, if C is a clause
C ′ ∨ e such that (i) C is reductive for e, (ii) C is false in tr(RΨC ), (iii) C ′ is false in
trΨ(RΨC ∪ {e}), and (iv) mt#(e) is irreducible with respect to RΨC . Otherwise, EC is
empty.
If EC = {e}, then the set E ΨC of secondary rules for C is the set of all rewrite rules
e′ ∈ trΨ(RΨC ∪EC) such that mt(e′) = mt(e) and e′ is δκ-irreducible with respect to RΨC .
Otherwise, E ΨC is empty.
Finally, the set RΨ∞ is defined by
RΨ∞ =
⋃
D∈N
E ΨD .
Primary rules are obtained directly from productive clauses in a similar way as in
the model construction for standard superposition (Bachmair and Ganzinger, 1994b).
However, as we have seen in Section 4.1, the set of equations that can be rewritten to
0 ≈ 0 using primary rules is neither a model of the equality axioms nor of the theory
axioms ACUKTΨ. Therefore primary rules are only an intermediate step in our model
construction: at any stage of the model construction, we use the newly generated primary
rule and the previously generated secondary rules to obtain new secondary rules. An
equation may become a new secondary rule, if it is a rewrite rule, and if it is true with
respect to the old secondary rules, the new primary rule and Ψ-torsion-freeness. Two
more conditions imposed on secondary rules are not, strictly speaking, necessary but
they simplify certain parts of the proof: we require that a new secondary rule has the
same maximal term as the new primary rule and that it is δκ-irreducible with respect to
the old secondary rules.
Example 4.12. Suppose that b  b′  c  d and let Ψ = N>0 and N = N = {D,C}
where D is the clause 2b′ + c ≈ d and C is the clause 2b+ c ≈ d.
The clause D is minimal in N , hence RΨD = ∅.
As D is productive, ED = {2b′ + c ≈ d}. Now every equation of the form 2mb′ +mc ≈
md with m ≥ 1 has an (RΨD ∪ ED)-derivation to 0 ≈ 0 (using m-fold γ-application of
2b′ + c ≈ d and 2m κ-steps), hence RΨC = E ΨD = {2mb′ +mc ≈ md | m ∈ N>0}.
The clause C is again productive, hence EC = {2b + c ≈ d}. Then E ΨC contains
all equations of the form mb + m′b′ + 12 (m+m
′)c ≈ 12 (m+m′)d for m ≥ 1, m′ ≥ 0,
and m + m′ even, all equations of the form mb + 12 (m−m′)c ≈ m′b′ + 12 (m−m′)d for
m ≥ 1, m ≥ m′ ≥ 0, and m+m′ even, and all equations of the form mb+ 12 (m′−m)d ≈
m′b′ + 12 (m
′−m)c for m′ ≥ m ≥ 1 and m+m′ even.
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Let us show this for the last case (the other cases are proved analogously). Consider
the equation e′ = mb + 12 (m
′−m)d ≈ m′b′ + 12 (m′−m)c. Obviously e′ has the maximal
atomic term b, furthermore, e′ is δκ-irreducible with respect to RΨC . It remains to show
that e′ ∈ trΨ(RΨC ∪EC), that is, that there exists a ψ ∈Ψ such thatmψb+ 12 (m′−m)ψd≈
m′ψb′ + 12 (m
′−m)ψc is contained in tr(RΨC ∪ EC). Let ψ = 2. Then there exists an
(RΨC ∪ EC)-derivation from 2mb+ (m′−m)d ≈ 2m′b′ + (m′−m)c to 0 ≈ 0:
2mb+ (m′−m)d ≈ 2m′b′ + (m′−m)c
γ
+
1©

md+ (m′−m)d ≈ 2m′b′ + (m′−m)c+mc
γ
+
2©

m′c+md+ (m′−m)d ≈ m′d+ (m′−m)c+mc
κ
+
3©

0 ≈ 0
This derivation consists of m-fold γ-application of 2b + c ≈ d ∈ EC 1©, m′-fold
γ-application of 2b′ + c ≈ d ∈ RΨC 2©, and 2m′ κ-steps to cancel m′c + m′d on both
sides of the equation 3©.
Our goal is to show that tr(RΨ∞) is an equality model of the axioms of Ψ-torsion-free
cancellative Abelian monoids and, for certain clause sets N , also a model of N . To this
end, we will first put together some basic properties of RΨC and R
Ψ
∞. In Section 4.4 we
prove that the rewrite relations associated withRΨC andR
Ψ
∞ satisfy a restricted confluence
property. The equality and ACUKTΨ axioms follow as easy corollaries. Then we show
in Section 4.7 that tr(RΨ∞) is a model of N , provided that N is saturated and does not
contain ⊥.
Lemma 4.13. If EC = {mu+s≈ s′}, then there exist terms r and r′ such thatmu+ r≈ r′
is contained in E ΨC . If EC = {u ≈ s′} and u does not have sort SCAM, then there exists
a term r′ such that u ≈ r′ is contained in E ΨC .
Proof. We prove the first part of the lemma, the second one being similar. Letmu+ r≈
r′ be the result of δκ-normalizing mu+ s ≈ s′ with respect to RΨC .
mu+ s ≈ s′
δ∪κ
∗
1©

mu+ r ≈ r′
Then u  s  r and u  s′  r′. Starting from mu+ r ≈ r′ we can construct a derivation
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mu+ r ≈ r′
γ2©

s′ + r ≈ r′ + s
δ∪κ
∗
3©

r′ + r ≈ r′ + r
κ
∗
4©

0 ≈ 0
where 2© uses mu + s ≈ s′ and 3© simulates 1©. Hence mu + r ≈ r′ is contained in
trΨ(RΨC ∪ EC) and thus in E ΨC . 2
The following lemma is proved in a similar way.
Lemma 4.14. For every C ∈ N we have EC ∪ E ΨC ⊆ tr(RΨC ∪ E ΨC ) ⊆ tr(RΨ∞).
Lemma 4.15. Let C and D be two clauses from N such that C C D. If e1 ∈ EC ∪E ΨC
and e2 ∈ ED ∪ E ΨD , then mt(e1)  mt(e2).
Proof. As mt(e′) = mt(e′′) for any two rules e′, e′′ ∈ EC ∪ E ΨC , it suffices to consider
the case that e1 ∈ EC and e2 ∈ ED. Suppose that mt(e1)  mt(e2). Then either
mt#(e1) ≺ mt#(e2), so by the definition of the clause ordering, we would have C ≺C D.
Or mt(e1) = mt(e2) and mt#(e1)  mt#(e2), then mt#(e1) could be γ- or δ-reduced
using E ΨD ⊆ RΨC , owing to Lemma 4.13. This is impossible, however. 2
Lemma 4.16. Let u be atomic. If mu is γ-reducible with respect to E ΨC for some m∈N>0
and C ∈ N , then nu is δ-irreducible with respect to E ΨD for every n ∈ N>0 and D ∈ N .
Proof. If mu is γ-reducible, then there is a rule ku+ r ≈ r′ ∈ E ΨC with k ≤m. Suppose
that nu were δ-reducible by a rule t ≈ t′ ∈ E ΨD . We distinguish between three cases:
If D ≺C C, then t would have to be a subterm of u. Consequently, u would be reducible
with respect to RΨC , which is impossible by the definition of EC .
If D C C, then t  k′u for every k′ ∈ N>0, hence nu cannot be δ-reduced by t ≈ t′.
If D = C, then t has the form k′u + s, and a δ-reduction using t ≈ t′ may take place
only below a free function symbol. Again, it is impossible to δ-reduce nu by t ≈ t′. 2
4.4. confluence
It is easy to see that the relations →RΨC and →RΨ∞ are in general not confluent: for
example, let N = N = {D,C} where D is the clause 2c ≈ d and C is the clause b 6≈ 0.
Given the ordering b  c  d, we obtain ED = {2c ≈ d}, EC = ∅, and E ΨD = RΨC =
RΨ∞ = {2mc ≈md |m ∈N>0}. Now the equation 2c ≈ c can be rewritten to d ≈ c, using
a γ-step, and also to c ≈ 0, using a κ-step. Both equations are irreducible.
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We can merely show that→RΨC is confluent on tr(RΨC ), that is, that any two derivations
starting from an equation e can be joined, provided that there is a derivation e→+ 0 ≈ 0.
In fact, this will be sufficient for our purposes. Let us start with some technical lemmas.
By definition, for every rewrite rule ku + r ≈ r′ in some E ΨC there is a ψ ∈ Ψ and
an (RΨC ∪ EC)-derivation from ψku + ψr ≈ ψr′ to 0 ≈ 0. The following lemma shows
that we may enforce a particular structure upon this derivation. Besides, it shows that
for every finite set of rules from E ΨC we may choose a single ψ ∈ Ψ for all rules.
Lemma 4.17. Let EC = {mu + s = s′}, let I be a finite set of indices, and for every
i ∈ I, let kiu + ri ≈ r′i be a rule from E ΨC . Then there is a ψ ∈ Ψ such that for every
i ∈ I there is an (RΨC ∪ EC)-derivation
ψkiu+ ψri ≈ ψr′i
γ
+
1©

χis
′ + ψri ≈ ψr′i + χis
∗
2©

0 ≈ 0
where ψki = χim. This derivation starts with χi-fold application of mu+ s ≈ s′ 1©; the
remaining steps only use rules from RΨC 2©.
Proof. For every i ∈ I there exists a ψi ∈ Ψ and an (RΨC ∪ EC)-derivation 3©.
ψikiu+ ψiri ≈ ψir′i
+
3©

0 ≈ 0
by definition of E ΨC . As Ψ is closed under multiplication, ψ =
∏
i∈I ψi is contained in Ψ.
From 3© it is easy to construct an (RΨC ∪ EC)-derivation 4©.
ψkiu+ ψri ≈ ψr′i
+
4©

γ +
1©
((QQ
QQQ
QQQ
QQQ
QQ
χis
′ + ψri ≈ ψr′i + χis
∗ 2©vvmmmmm
mmm
mmm
mmm
0 ≈ 0
During 4© all occurrences of u are deleted eventually. As kiu + ri ≈ r′i is δκ-irreducible
with respect to RΨC , this can only happen by χi-fold γ-application of mu+ s = s
′, where
ψki = χim. These γ-steps are independent of any preceding rewrite steps. We can thus
shift them to the front, obtaining a new derivation 1©- 2©. As the remaining terms in the
equation are smaller than u, the rewrite steps of 2© can only use rules from RΨC . 2
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We have mentioned earlier that the sets of secondary rules are usually infinite. In
fact, if sufficiently many peaks can be joined, then every equation that is δκ-irreducible,
different from 0 ≈ 0, and contained in the Ψ-truth set of RΨC (or RΨC ∪ EC) is a rewrite
rule in RΨC (or R
Ψ
C ∪ E ΨC ), as demonstrated by the next two lemmas.
Lemma 4.18. Let C be a clause in N . If e ∈ trΨ(RΨC ) is δκ-irreducible with respect to
RΨC , and →RΨC is confluent on tr(RΨC ) ∩ {e′ | mt(e)  mt(e′)}, then e ∈ RΨC ∪ {0 ≈ 0}.
(Analogously for C replaced by ∞.)
Proof. We will prove the first part of the lemma, the proof of the second one being
similar. Suppose that e is different from 0 ≈ 0 and let v = mt(e). By assumption, e is
δκ-irreducible. If v did not have sort SCAM, then it would also be γ-irreducible, so it could
not be contained in trΨ(RΨC ). Hence we may suppose that e has the form kv + t ≈ t′,
where v  t and v  t′. By definition of trΨ(RΨC ), there is a derivation
ψ′kv + ψ′t ≈ ψ′t′ →∗RΨC 0 ≈ 0
for some ψ′ ∈ Ψ. During this derivation all occurrences of v are deleted eventually. As
e is δκ-irreducible, this can be done only by (possibly several) γ-rewriting steps, using
a sequence of rules ei = kiv + ri ≈ r′i in RΨC for i ∈ I. By Lemma 4.15 all ei are
contained in the same E ΨD for some D ≺C C. Since ψ′kv is deleted completely, we have∑
ki = ψ′k. (Here, and in the rest of this proof, the summations range over all i ∈ I.) The
remaining subterms in the equation are smaller than v. We may thus assume without
loss of generality that the derivation has the form
ψ′kv + ψ′t ≈ ψ′t′
γ
+
1©
∑
r′i + ψ
′t ≈ ψ′t′ +∑ ri
∗
2©

0 ≈ 0
where the rewrite steps of 2© use only rules from RΨD . Let ED = {nv+ s≈ s′}. According
to Lemma 4.17, there exists a ψ ∈ Ψ and for every i ∈ I an (RΨD ∪ ED)-derivation
ψkiv + ψri ≈ ψr′i
γ
+
3©

χis
′ + ψri ≈ ψr′i + χis
∗
4©

0 ≈ 0
starting with χi-fold application of nv + s ≈ s′ where ψki = χin.
We construct a new derivation that combines 2© and 4©: by ψ-fold repetition of the
steps of 2© and by application of the steps of 4© for every i∈ I, we obtain anRΨD -derivation
5© that starts from ψ (∑ r′i + ψ′t) +∑(χis′ + ψri) ≈ ψ (ψ′t′ +∑ ri) +∑(ψr′i + χis).
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ψ
∑
r′i + ψψ
′t+ (
∑
χi) s′ + ψ
∑
ri ≈ ψψ′t′ + ψ
∑
ri + ψ
∑
r′i + (
∑
χi) s
∗
5©

κ ∗
6©
((QQ
QQQ
QQQ
QQQ
Q
ψψ′t+ (
∑
χi) s′ ≈ ψψ′t′ + (
∑
χi) s
∗ 7©vvmmmmm
mmm
mmm
m
0 ≈ 0
Alternatively, we can cancel ψ
∑
ri and ψ
∑
r′i in the starting equation of 5©, resulting
in a derivation 6©. By confluence, there is a derivation 7© which closes the diagram.
Noticing that ψψ′k=ψ
∑
ki=n
∑
χi, we see that we can rewrite ψψ′kv+ψψ′t≈ψψ′t′
to the starting equation of 7© by ∑χi-fold application of nv + s ≈ s′ ∈ ED 8©.
ψψ′kv + ψψ′t ≈ ψψ′t′
γ
+
8©

ψψ′t+ (
∑
χi) s′ ≈ ψψ′t′ + (
∑
χi) s
∗
7©

0 ≈ 0
As ψψ′ ∈ Ψ and kv + t ≈ t′ is δκ-irreducible with respect to RΨD ⊆ RΨC , kv + t ≈ t′ is
contained in E ΨD ⊆ RΨC by Definition 4.11. 2
Lemma 4.19. If C ∈ N , e ∈ trΨ(RΨC ∪ EC) is δκ-irreducible with respect to RΨC ∪ EC ,
and →RΨC is confluent on tr(RΨC ) ∩ {e′ | mt(e)  mt(e′)}, then e ∈ RΨC ∪ E ΨC ∪ {0 ≈ 0}.
Proof. If e is contained in trΨ(RΨC ), then e ∈ RΨC ∪ {0≈ 0} by Lemma 4.18. Otherwise,
let EC = {nv + s ≈ s′} and e = ku + t ≈ t′, such that u = mt(e). By definition of
trΨ(RΨC ∪ EC), there is a derivation
ψku+ ψt ≈ ψt′ →∗RΨC ∪EC 0 ≈ 0
for some ψ ∈Ψ. During this derivation all occurrences of u are deleted eventually. If u were
larger than v, this would be impossible, as u is δ-irreducible with respect to RΨC ∪EC . If
u were smaller than v, then nv + s ≈ s′ could not be used during this derivation, hence
e would be contained in trΨ(RΨC ). Thus u = v, and by Definition 4.11, e ∈ E ΨC . 2
In the completeness proof for standard superposition, the rewrite systems that are
generated are left-reduced: by construction there are no overlaps between left-hand sides
of rules. In our case, overlaps between secondary rules derived from the same primary
rule cannot be avoided. However, provided that sufficiently many peaks can be joined,
the set of secondary rules has a closure property that allows us to handle such peaks.
Intuitively, the following two lemmas show that the “difference” of two rewrite rules†
from RΨC is either 0 ≈ 0 or also a rewrite rule from RΨC .
†The difference of two rewrite rules s ≈ s′ and t ≈ t′ is the result of κ-normalizing s+ t′ ≈ s′ + t.
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Lemma 4.20. Let {C,D,D1} ⊆ N , such that C C D C D1. Let k0v + r0 ≈ r′0 ∈ E ΨD ,
k1v+ r1≈ r′1 ∈E ΨD1 , where k0> 0 and k0≥ k1.† Let w be the common part of r0 and r1, let
w′ be the common part of r′0 and r
′
1, and for i ∈ {0, 1}, let ri = w+ qi and r′i = w′ + q′i. If
→RΨC is confluent on tr(RΨC )∩ {e′ | v mt(e′)}, then (k0 − k1)v+ (q0 + q′1)≈ (q′0 + q1) ∈
E ΨD ∪RΨD ∪ {0 ≈ 0}. (Analogously for C replaced by ∞.)
Proof. Let ED = {nv + t ≈ t′}. Then there are a ψ ∈ Ψ and (RΨD ∪ ED)-derivations
ψk0v + ψr0 ≈ ψr′0
γ
+
1©

ψr′1 ≈ ψr1 + ψk1v
γ
∗
3©

χ0t
′ + ψr0 ≈ ψr′0 + χ0t
∗
2©

χ1t+ ψr′1 ≈ ψr1 + χ1t′
∗
4©

0 ≈ 0 0 ≈ 0
Each derivation starts with χi-fold application of nv+ t≈ t′, where ψki = χin. If D1 =D,
this follows from Lemma 4.17; if D1 ≺C D, it follows from Lemma 4.17 and Lemma 4.14.
Consider the two starting equations of 2© and 4©. If we add the left-hand sides and
right-hand sides, respectively, we obtain a new equation that can be rewritten to 0 ≈ 0
using a combination 5© of 2© and 4©.
χ0t
′ + χ1t+ ψ(r0+r′1) ≈ ψ(r′0+r1) + χ0t+ χ1t′
∗
5©

κ ∗
6©
))TTT
TTTT
TTTT
TTTT
(χ0−χ1)t′ + ψ(q0+q′1) ≈ ψ(q′0+q1) + (χ0−χ1)t
∗ 7©uujjjjjj
jjjj
jjjj
jj
0 ≈ 0
Above, we have defined w as the common part of r0 and r1, w′ as the common part
of r′0 and r
′
1, and qi, q
′
i as the respective remainders. We can therefore construct an
alternative derivation 6© by cancelling χ1t, χ1t′, and ψ(w + w′) in the starting equation
of 5©. By confluence, there is a derivation 7© which closes the diagram.
Since ψ(k0 − k1) = n(χ0 − χ1), we can rewrite ψ(k0−k1)v + ψ(q0+q′1) ≈ ψ(q′0+q1) to
the starting equation of 7© by (χ0−χ1)-fold application of nv + t ≈ t′ ∈ ED 8©.
ψ(k0−k1)v + ψ(q0+q′1) ≈ ψ(q′0+q1)
γ
∗
8©

(χ0−χ1)t′ + ψ(q0+q′1) ≈ ψ(q′0+q1) + (χ0−χ1)t
∗
7©

0 ≈ 0
†Deviating from our standard notational convention we allow k1 = 0 (if and only if D1 ≺C D) so that
we can handle the cases D1 ≺C D and D1 = D simultaneously.
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As k0v + r0 ≈ r′0 and k1v + r1 ≈ r′1 are δκ-irreducible with respect to RΨD ∪ ED, so is
e = (k0−k1)v + (q0+q′1) ≈ (q′0+q1). By Lemma 4.19, e ∈ RΨD ∪ E ΨD ∪ {0 ≈ 0}. 2
Lemma 4.21. Let {C,D} ⊆N , such that C C D. Let v ≈ r′0 and v ≈ r′1 be rules in E ΨD ,
where v does not have sort SCAM. If →RΨC is confluent on tr(RΨC ) ∩ {e′ | v  mt(e′)},
then r′0 = r
′
1. (Analogously for C replaced by ∞.)
Proof. Suppose that ED = {v ≈ t′}. As v ≈ r′0 and v ≈ r′1 are δκ-irreducible with
respect to RΨD and v does not have sort SCAM, there are (R
Ψ
D ∪ ED)-derivations
v ≈ r′0
δ1©

v ≈ r′1
δ 4©

t′ ≈ r′0
δ
∗
2©

t′ ≈ r′1
δ
∗
5©

r′0 ≈ r′0
κ3©

r′1 ≈ r′1
κ 6©

0 ≈ 0 0 ≈ 0
where 1© and 4© use v ≈ t′ and 2© and 5© use rules from RΨD . As all δ-steps take place
only on the left-hand sides of the equations, we can use the same rules as in 2© and 5©
to rewrite t′ ≈ t′ to r′0 ≈ r′1 7©.
t′ ≈ t′
κ8©

δ
∗
7©
$$H
HH
HH
HH
HH
r′0 ≈ r′1
∗ 9©zzvvvv
vv
vv
v
0 ≈ 0
On the other hand, we can rewrite t′ ≈ t′ immediately to 0 ≈ 0 8©. By confluence,
there is a derivation 9©. As r′0 and r′1 are δ-irreducible and do not have sort SCAM, 9©
must consist of a single κ-step, hence r′0 = r
′
1. 2
Theorem 4.22. The relation→RΨC is confluent on tr(RΨC ) for every C ∈N . The relation→RΨ∞ is confluent on tr(RΨ∞).
Proof. Let us consider the relation →RΨC . (The case of →RΨ∞ is similar.) Traditionally
the confluence of a Noetherian relation is established in two steps. First, one proves
by induction that the confluence of a Noetherian relation follows from local confluence.
Second, one shows that local confluence is implied by the convergence of certain critical
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pairs. In our case, the induction hypothesis is not only needed to show that local con-
fluence implies confluence, but even to prove local confluence. Consequently, we have to
embed the analysis of the critical pairs within the inductive confluence proof.
To show that →RΨC is confluent on tr(RΨC ), it suffices to show that it is confluent on
tr(RΨC ) ∩ {e | e0 L e} for every e0 ∈ tr(RΨC ). We will do this by induction on the size of
e0 with respect to L. According to Lemma 2.1, we have to prove that for any peak
e
RΨC
zzuu
uu
uu
uu
u
RΨC
$$I
II
II
II
II
e1 e2
such that e0 L e and e1 or e2 can be reduced to 0 ≈ 0, there exists an e3 such that
e1
RΨC ∗$$II
II
II
II
I e2
RΨC∗zzuuu
uu
uu
uu
e3
For e0 L e, this follows directly from the induction hypothesis, so we assume e0 = e.
Case 1: Trivial peaks.
As in traditional term rewriting, a peak converges if the two rewrite steps take place
at disjoint redexes. Furthermore, local confluence is obvious, if one step is a κ-step, and
the other one is a δ- or a κ-step. By Lemma 4.16, γ- and δ-steps can only take place at
disjoint redexes. It thus remains to consider γ/γ-peaks, γ/κ-peaks, and δ/δ-peaks.
Case 2: γ/γ-peaks.
If two γ-steps take place at non-disjoint redexes, then both rewrite rules must be derived
from the same ED = {nv+ t≈ t′}. Consider the two rules k0v + r0 ≈ r′0 and k1v + r1 ≈ r′1
from E ΨD . Without loss of generality, let k0≥ k1. If the two rules are applied to an equation
k0v + s ≈ s′ we obtain a peak
k0v + s ≈ s′
γ
1©
xxqqq
qqq
qqq
qq
γ
2©
''NN
NNN
NNN
NNN
r′0 + s ≈ s′ + r0 (k0−k1)v + r′1 + s ≈ s′ + r1
Let w be the common part of r0 and r1, let w′ be the common part of r′0 and r
′
1, and
for i ∈ {0, 1}, let ri = w + qi and r′i = w′ + q′i. By the induction hypothesis, →RΨC is
confluent on tr(RΨC ) ∩ {e | e′ L e} for every e′ that is smaller than k0v + s ≈ s′; so it is
confluent on tr(RΨC )∩ {e | v mt(e)}. We can thus apply Lemma 4.20, which yields that
the equation (k0 − k1)v + (q0 + q′1) ≈ (q′0 + q1) is either 0 ≈ 0 or a rule in E ΨD ∪RΨD . If it
is 0 ≈ 0, there is nothing to show: the peak is trivial. Otherwise, we distinguish between
two cases.
If k0 > k1, we can close the peak by γ-application of (k0 − k1)v + (q0 + q′1) ≈ (q′0 + q1)
3© and by cancellation of q1 + q′1 4©.
812 U. Waldmann
k0v + s ≈ s′
γ1©

γ
2©
++XXXX
XXXXX
XXXXX
XXXXX
XXXXX
XX
(k0−k1)v + q′1 + w′ + s ≈ s′ + q1 + w
γ 3©

q′0 + q1 + q
′
1 + w
′ + s ≈ s′ + q1 + w + q0 + q′1
κ
∗ 4©ssffffffff
fffff
fffff
ffff
q′0 + w
′ + s ≈ s′ + q0 + w
Otherwise, k0 = k1. Let mu = mt#(q0 + q′1 ≈ q′0 + q1). Without loss of generality
assume that mu occurs on the left-hand side of this equation (the other case is proved
analogously), hence let q0 + q′1 = mu + q2. Consider the equation q
′
1 + q
′
0 + w
′ + s ≈
s′ + w + q0 + q′1. We can construct two derivations starting from here: one by cancelling
q′1 5©, the other one by applying mu+ q2 ≈ q′0 + q1 6© and cancelling q2 + q′0 7©.
q′1 + q
′
0 + w
′ + s ≈ s′ + w + q0 + q′1
κ
∗
5©

γ
6©
++WWWW
WWWWW
WWWWW
WWWWW
q2 + q′1 + q
′
0 + w
′ + s ≈ s′ + w + q2 + q′0 + q1
κ
∗
7©

q′0 + w
′ + s ≈ s′ + w + q0 q′1 + w′ + s ≈ s′ + w + q1
The derivations 5© and 6©- 7© lead to the same equations as 1© and 2©. By assumption,
one of these two equations can be reduced to 0 ≈ 0. As k0v + s ≈ s′ is larger than
q′1 + q
′
0 +w
′ + s ≈ s′ + q0 +w + q′1, we can use the induction hypothesis to show that 5©
and 6©- 7© can be joined. The joinability of 1© and 2© follows immediately.
Case 3: γ/κ-peaks.
Closing a peak between a κ-step and a γ-step is trivial if the latter takes place at some
free function symbol. It suffices therefore to consider the application of a rewrite rule
kv + r ≈ r′ ∈ E ΨD ⊆ RΨC with k ≥ 2 at the top of an equation kv + s ≈ v + s′. This yields
a peak
kv + s ≈ v + s′
γ
1©
vvmmm
mmm
mmm
mmm
κ
2©
&&NN
NNN
NNN
NNN
r′ + s ≈ v + s′ + r (k − 1)v + s ≈ s′
where either r′ + s ≈ v + s′ + r or (k − 1)v + s ≈ s′ can be rewritten to 0 ≈ 0 by
RΨC .
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Case 3.1: r′ + s ≈ v + s′ + r →∗ 0 ≈ 0.
At some step of the RΨC -derivation r
′+ s≈ v+ s′+ r→∗ 0≈ 0 the term v must eventually
be deleted. By Lemma 4.16 v is δ-irreducible, so this can happen only by a γ-step or a
κ-step.
Case 3.1.1: v is deleted by a γ-step.
Suppose that the deletion happens by application of a rule k1v + r1 ≈ r′1 ∈ E ΨD . Such
a step requires the presence of k1 − 1 further occurrences of v. As r and r′ are smaller
than v, these occurrences can only be derived from s or s′. We may thus assume without
loss of generality that the derivation has the form 3©- 4©- 5©:
kv + s ≈ v + s′
γ
1©
ttiiii
iiii
iiii
iiii
κ
2©
((QQ
QQQ
QQQ
QQQ
QQ
r′ + s ≈ v + s′ + r
∗
3©

(k − 1)v + s ≈ s′
∗
7©

r′ + t ≈ v + t′ + (k1 − 1)v + r
γ4©

(k − 1)v + t ≈ (k1 − 1)v + t′
κ
∗
8©

r1 + r′ + t ≈ t′ + r′1 + r
∗
5©

κ
∗6© **UUUUU
UUUU
UUUU
UUU
(k − k1)v + t ≈ t′
γ
9©vvmmmmm
mmm
mmm
m
0 ≈ 0 q1 + q′ + t ≈ t′ + q′1 + q
Let w be the common part of r and r1, let w′ be the common part of r′ and r′1, and let
r = w + q, r1 = w + q1, r′ = w′ + q′, and r′1 = w
′ + q′1. We can thus use κ-steps 6©
to cancel w + w′ in r1 + r′ + t ≈ t′ + r′1 + r, obtaining q1 + q′ + t ≈ t′ + q′1 + q. As
the steps 3© take place only at s and s′, we can simulate them by 7©. Now we have to
distinguish between two cases. If k 6= k1, then we can first cancel the smaller of (k1 − 1)v
or (k − 1)v 8©. Let us assume that k > k1, the case of k1 > k is proved similarly. By
Lemma 4.20, (k− k1)v+ (q + q′1) ≈ (q′ + q1) is contained in E ΨD ; γ-application 9© of this
rule closes the diagram.
If k = k1, then by Lemma 4.20, (q+ q′1)≈ (q′+ q1) is either 0≈ 0 or contained in RΨD . If
it is 0≈ 0, then the derivations 6© and 7© end at the same equation, so the peak is already
joined. Otherwise, let mu = mt#(q + q′1 ≈ q′ + q1). Without loss of generality assume
that mu occurs on the left-hand side of this equation, that is, q+ q′1 =mu+ q2 (the other
case is similar). We can thus close the diagram by γ-application of mu+ q2 ≈ q′ + q1 10©
followed by cancellation of q2 + q1 + q′ 11© on the one side, and by cancellation of (k− 1)v
12© on the other side.
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kv + s ≈ v + s′
γ
1©
ttiiii
iiii
iiii
iiii
κ
2©
((QQ
QQQ
QQQ
QQQ
QQ
r′ + s ≈ v + s′ + r
∗
3©

(k − 1)v + s ≈ s′
∗
7©

r′ + t ≈ v + t′ + (k − 1)v + r
γ4©

(k − 1)v + t ≈ (k − 1)v + t′
κ
∗
12©

r1 + r′ + t ≈ t′ + r′1 + r
∗
5©

κ
∗6© **UUUUU
UUUU
UUUU
UUU
q1 + q′ + t ≈ t′ +mu+ q2
γ10©

q2 + q1 + q′ + t ≈ t′ + q′ + q1 + q2
κ
∗11© ((QQQQ
QQQ
QQQ
QQQ
0 ≈ 0 t ≈ t′
Case 3.1.2: v is deleted by a κ-step.
The deletion of v by a κ-step requires the existence of another occurrence of v on the
left-hand side. Again, this occurrence can only be derived from s or s′. We may thus
assume that the derivation has the form 13©- 14©- 15©:
kv + s ≈ v + s′
γ
1©
uukkkk
kkkk
kkkk
kk
κ
2©
((QQ
QQQ
QQQ
QQQ
QQ
r′ + s ≈ v + s′ + r
∗
13©

(k − 1)v + s ≈ s′
∗
16©

r′ + t+ v ≈ v + t′ + r
κ14©

(k − 1)v + t+ v ≈ t′
γ
17©
rrffffff
ffffff
ffffff
ffffff
fffff
r′ + t ≈ t′ + r
∗
15©

0 ≈ 0
As the steps 13© take place only at s and s′, we can simulate them by 16©. Finally, we can
close the diagram using γ-rewriting 17© by kv + r ≈ r′.
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Case 3.2: (k − 1)v + s ≈ s′ →∗ 0 ≈ 0.
If the RΨC -derivation of (k− 1)v+ s≈ s′ to 0≈ 0 consists only of κ-steps, then (k− 1)v+ s
is identical to s′, so joining the peak is trivial. If the derivation contains at least one γ-
or δ-step, then it has the form 18©- 19©-20©.
kv + s ≈ v + s′
γ
1©
vvmmm
mmm
mmm
mmm
κ
2©
&&NN
NNN
NNN
NNN
γ∪δ
21©

r′ + s ≈ v + s′ + r (k − 1)v + s ≈ s′
κ
∗
18©

e5
κ
+
22©
((PP
PPP
PPP
PPP
PPP
e3
γ∪δ 19©

e4
∗
20©

0 ≈ 0
Step 19© is independent of the preceding κ-steps, hence we can shift it to the front,
obtaining a derivation 21©-22©-20©. It remains to join the peak between 1© and 21©. This is
done as in Case 2 if 1© and 21© are γ-steps with overlapping redexes, it is trivial if 21© is
a γ-step at a disjoint redex or a δ-step.
Case 4: δ/δ-peaks.
It remains to show that every δ/δ-peak converges. Suppose that the first rewrite step
uses a rule t0 ≈ r′0 from some E ΨD , and that the second rewrite step uses a rule t1 ≈ r′1
from some E ΨD1 , where D C D1. If the redexes are disjoint, there is nothing to show.
As all rules in E ΨD are δ-irreducible with respect to R
Ψ
D , the two rules cannot overlap
below a free function symbol. We may thus suppose that the two rules rewrite the same
redex or overlapping parts of a sum in the equation e0. If t0 and t1 have sort SCAM, let
v =mt(t0 ≈ r′0) and let ti = kiv+ ri for i ∈ {0, 1}. Deviating from our standard notational
convention we allow k1 = 0 (if and only if D C D1) so that we can handle the cases
D C D1 and D = D1 simultaneously. If D = D1, we assume by symmetry that k0 ≥ k1.
Let w be the common part of r0 and r1, let w′ be the common part of r′0 and r
′
1, and for
i ∈ {0, 1}, let ri = w + qi and r′i = w′ + q′i. The peak has the form
e0[k0v + w + q0 + q1]
δ
1©
tthhhh
hhhh
hhhh
hhhh
h
δ
2©
))SSS
SSSS
SSSS
SSSS
e0[(k0−k1)v + q0 + q′1 + w′] e0[q′0 + q1 + w′]
By Lemma 4.20, (k0 − k1)v + (q0 + q′1) ≈ (q′0 + q1) is either 0 ≈ 0 or a rule in E ΨD ∪RΨD .
If it is 0 ≈ 0, then the peak is trivial; otherwise, we can join the peak between 1© and 2©
as follows:
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e0[k0v + w + q0 + q1]
δ
1©
tthhhh
hhhh
hhhh
hhhh
h
δ
2©
))SSS
SSSS
SSSS
SSSS
e0[(k0−k1)v + q0 + q′1 + w′] oo δ3© // e0[q
′
0 + q1 + w
′]
where step 3© uses (k0 − k1)v + (q0 + q′1) ≈ (q′0 + q1).
It remains to show that the peak can be joined if t0 and t1 do not have sort SCAM.
This is proved similarly, using Lemma 4.21 rather than Lemma 4.20. 2
Corollary 4.23. For every C ∈ N , tr(RΨC ) and tr(RΨ∞) satisfy the equality axioms.
Proof. We consider only tr(RΨC ); the proof for tr(R
Ψ
∞) is similar. It is obvious that
s ≈ s ∈ tr(RΨC ) for every term s, and that s ≈ t ∈ tr(RΨC ) implies t ≈ s ∈ tr(RΨC ). For
the transitivity axiom, consider two equations r ≈ s and s ≈ t in tr(RΨC ).
r ≈ s
∗
1©

s ≈ t
∗
2©

0 ≈ 0 0 ≈ 0
If r, s and t have sort SCAM, we can combine the derivations 1© and 2© and obtain a
derivation 3©:
r + s ≈ s+ t
∗
3©

κ
∗
4©
%%LL
LLL
LLL
LL
r ≈ t
∗ 5©yyrrrr
rrr
rrr
0 ≈ 0
On the other hand, we can use κ-steps 4© to cancel s on both sides of the equation. By
Theorem 4.22, there is a derivation 5©, hence r ≈ t ∈ tr(RΨC ).
If r, s and t do not have sort SCAM, the derivations 1© and 2© must have the form 6©- 7©
and 8©- 9©:
r ≈ s
δ
∗
6©

s ≈ t
δ
∗
8©

u ≈ u
κ7©

v ≈ v
κ 9©

0 ≈ 0 0 ≈ 0
As the δ-steps in 6© and 8© rewrite each side of the equations separately, we can use
the same rules to rewrite both s ≈ s 10© and r ≈ t 11© to u ≈ v.
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s ≈ s
κ12©

δ
∗10© ""FF
FF
FF
FF
r ≈ t
δ
∗ 11©zzvvvv
vv
vv
v
u ≈ v
+ 13©||xxx
xx
xx
x
0 ≈ 0
On the other hand, we can rewrite s ≈ s immediately to 0 ≈ 0 12©. By confluence, there
is a derivation 13© and r ≈ t ∈ tr(RΨC ).
For the congruence axiom we have to show that s ≈ t ∈ tr(RΨC ) entails r[s] ≈ r[t] ∈
tr(RΨC ). If s does not have sort SCAM, or if there is no free function symbol in r above s,
this is trivial, so assume that s occurs in r below a free symbol. Consider derivation 1©:
s ≈ t
∗
1©

δ ∗
2©
''NN
NNN
NNN
NNN
w + w0 ≈ w′ + w0
κ
∗
3©

w ≈ w′
∗ 4©wwpppp
ppp
ppp
p
0 ≈ 0
We can δκ-normalize s ≈ t, first by δ-rewriting s to w+w0 and t to w′ +w0 2©, then by
cancelling 3© the common part w0. According to Theorem 4.22, there exists a derivation
4©. The equation w ≈ w′ is δκ-irreducible with respect to RΨC , hence it is contained in
RΨC ∪ {0 ≈ 0} by Lemma 4.18. Without loss of generality we assume w  w′. This allows
us to construct the following derivation:
r[s] ≈ r[t]
δ
∗
5©

r[w + w0] ≈ r[w′ + w0]
δ
∗
6©

r[w′ + w0] ≈ r[w′ + w0]
κ
∗
7©

0 ≈ 0
where step 5© simulates 2© and step 6© uses w ≈w′ (if different from 0≈ 0). Summarizing
we get r[s] ≈ r[t] ∈ tr(RΨC ). 2
Corollary 4.24. For every C ∈ N , tr(RΨC ) and tr(RΨ∞) satisfy ACUKTΨ.
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Proof. The proof of the cancellation axiom is analogous to the proof of the transitivity
axiom; the Ψ-torsion-freeness axiom is proved in a similar way as the congruence axiom
(Corollary 4.23). The associative, commutative, and identity axioms are obvious. 2
Corollary 4.25. For every clause C ∈N , trΨ(RΨC ) = tr(RΨC ) and trΨ(RΨ∞) = tr(RΨ∞).
Corollary 4.26. Let e be a rewrite rule in tr(RΨ∞), such that mv = mt#(e) is γ-redu-
cible with respect to E ΨD . Then ED = {nv + t ≈ t′} and there is a χ ∈N>0 and a ψ ∈ Ψ
such that ψm = χn and gcd(ψ, χ) = 1.
Proof. By Lemma 4.16,mv is δ-irreducible with respect to RΨ∞. Hence δκ-normalization
of e=mv+ s≈ s′ yields an equationmv+ r≈ r′, which is contained in tr(RΨ∞) since→RΨ∞
is confluent on tr(RΨ∞). By Theorem 4.22, Lemma 4.18, and Lemma 4.15, mv + r ≈ r′
is a rule in E ΨD . According to Lemma 4.17, there is a χ0 ∈ N>0 and a ψ0 ∈ Ψ such that
ψ0m = χ0n. Define χ = χ0/ gcd(ψ0, χ0) and ψ = ψ0/ gcd(ψ0, χ0), then χ ∈ N>0, ψ ∈ Ψ,
ψm = χn, and gcd(ψ, χ) = 1. 2
Corollary 4.27. Let C = C ′ ∨ e2 ∨ e1 be reductive for e1 =mu+ s≈ s′. Suppose that
mu is irreducible with respect to RΨC and that e2 is contained in trΨ(R
Ψ
C ∪{e1}) \ tr(RΨC ).
Then e2 has the form nu+ t ≈ t′ with n > 0, and there exists a ψ ∈ Ψ and χ ∈N>0 such
that gcd(ψ, χ) = 1, χm = ψn, and χs′ + ψt ≈ ψt′ + χs ∈ tr(RΨC ).
Proof. Let v = mt(e2) and e2 = nv + t ≈ n′v + t′ with n ≥ n′ ≥ 0 and n > 0. As
e1 L e2, it is obvious that u  v. Choose ψ0 ∈ Ψ such that ψ0nv + ψ0t ≈ ψ0n′v + ψ0t′
has an (RΨC ∪ {e1})-derivation to 0 ≈ 0 that contains at least one rewriting step using
e1. If v were smaller than u, this would be impossible, hence v = u. Furthermore, n′
must be 0, otherwise, due to the third component of the ordering quintuples, e2 would
be larger than e1.
We have required mu to be irreducible with respect to RΨC . During the derivation of
ψ0nu+ ψ0t ≈ ψ0t′ to 0 ≈ 0, the occurrences of u can thus only be eliminated by χ0-fold
γ-application of e1 1©, where ψ0n = χ0m.
ψ0nu+ ψ0t ≈ ψ0t′
γ
+
1©

χ0s
′ + ψ0t ≈ ψ0t′ + χ0s
∗
2©

0 ≈ 0
All remaining terms in the equation are smaller than u, so the following rewrite steps
can only use rules from RΨC 2©.
We can now define χ = χ0/ gcd(ψ0, χ0) and ψ = ψ0/ gcd(ψ0, χ0). Then χs′ + ψt ≈
ψt′ + χs ∈ tr(RΨC ) as tr(RΨC ) satisfies TΨ; besides gcd(ψ, χ) = 1 and χm = ψn. 2
The following corollary is proved analogously.
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Corollary 4.28. Let C = C ′ ∨ e2 ∨ e1 be reductive for e1 = u ≈ s′, where u does not
have sort SCAM. Suppose that u is irreducible with respect to RΨC and that e2 is contained
in trΨ(RΨC ∪ {e1}) \ tr(RΨC ). Then e2 has the form u ≈ t′, and s′ ≈ t′ ∈ tr(RΨC ).
4.5. redundancy
We have shown that tr(RΨ∞) is an equality model of the axioms of Ψ-torsion-free
cancellative Abelian monoids, but we still have to prove that tr(RΨ∞) is also a model of
the clause set N , provided that N is saturated and does not contain ⊥. In Section 2.3, we
have given an abstract definition of saturation: the set N is saturated, if every inference
from clauses in N is redundant. What is still missing, however, is the actual redundancy
criterion complementing the inference system CInfΨ.
Definition 4.29. Let N be a set of clauses. We say that a clause C is CRedΨ-redundant
with respect to N , if N≺CCθ |=Ψ Cθ for every ground instance Cθ.
To obtain a definition of redundancy for inferences, we need the concept of a ground
instance of an inference.
Definition 4.30. Let C0, C1, . . . , Ck be clauses and let θ be a substitution such that
C1θ, . . . , Ckθ are ground. If there are inferences
Ck . . . C1
C0
and
Ckθ . . . C1θ
C0θ
then the latter is called a ground instance of the former.
Note that for all inference rules except the abstraction rule the conclusion of a inference
from ground premises is again ground.
Whenever we talk about instances of inferences, we assume that selected literals in the
ground clauses and in the non-ground clauses correspond to each other.
Definition 4.31. Let N be a set of clauses. We say that a non-abstraction inference
Ck . . . C1
C0
is CRedΨ-redundant with respect to N if N≺CC1θ |=Ψ C0θ for every ground instance
Ckθ . . . C1θ
C0θ
.
Definition 4.32. Let N be a set of clauses. An abstraction inference
C2 C1
C0
with C0 = C ′ ∨ ¬ y ≈ w ∨ [¬] s[y] ≈ s′ is called CRedΨ-redundant with respect to N if
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for every ground instance
C2θ C1θ
C0θ
and every substitution ρ that maps y to a ground term r ≺ wθ, N≺CC1θ |=Ψ C0θρ.
Definition 4.33. Let N be a set of clauses. The set of all clauses that are CRedΨ-
redundant with respect to N is denoted by CRedCΨ(N). The set of all inferences that are
CRedΨ-redundant with respect to N is denoted by CRed IΨ(N).
Lemma 4.34. The pair CRedΨ=(CRed IΨ,CRed
C
Ψ) is a redundancy criterion with respect
to the inference system CInfΨ and the consequence relation |=Ψ.
Proof. We have to show that CRedΨ satisfies the conditions (i)–(iv) of Definition 2.2.
To show condition (i), let N be a set of clauses, let C be some clause in CRedCΨ(N)
and let Cθ be a ground instance of C. We have to prove that N \ CRedCΨ(N) |=Ψ Cθ.
As C ∈ CRedCΨ(N), we have N≺CCθ |=Ψ Cθ. By the compactness of first-order logic
there exists a finite subset of N≺CCθ that entails Cθ. Let N0 be the minimal finite
subset of N≺CCθ (with respect to the multiset extension of C) such that N0 |=Ψ Cθ.
If some clause D in N0 were a ground instance of a clause in CRedCΨ(N), then there
would exist D1, . . . , Dn ∈N≺CD such that {D1, . . . , Dn} |=Ψ D and N0 ∪ {D1, . . . , Dn} \
{D} |=Ψ Cθ. This is impossible, however, as it contradicts the minimality of N0. Thus
N \ CRedCΨ(N) |=Ψ CRedCΨ(N).
Condition (ii) is obvious. Condition (iii) is proved in a similar way as condition (i).
Condition (iv) follows from the fact that the conclusion of a ground inference is itself
smaller than the maximal premise. 2
4.6. lifting
Under which conditions is an inference from ground clauses Ciθ a ground instance of
an inference from Ci? This question will be answered by the so-called “lifting lemmas”.
Lemma 4.35. Let D and C be two clauses (without common variables) and let θ be a
substitution such that Dθ and Cθ are ground. If there is a positive cancellative super-
position inference from Dθ and Cθ then the inference is a ground instance of a positive
cancellative superposition inference from D and C.
Proof. We may assume that Cθ and Dθ have no selected literals and Cθ C Dθ. Let
D = D′ ∨ e2 and C = C ′ ∨ e1, such that e2θ and e1θ are strictly maximal in Dθ and
Cθ. Suppose that e1θ = m¯u¯ + s¯ ≈ s¯′, e2θ = n¯u¯ + t¯ ≈ t¯′, where u¯ is an atomic ground
term, u¯  s¯, u¯  s¯′, u¯  t¯, u¯  t¯′, and m¯ ≥ n¯ ≥ 1. Then these clauses allow a positive
cancellative superposition inference
D′θ ∨ n¯u¯+ t¯ ≈ t¯′ C ′θ ∨ m¯u¯+ s¯ ≈ s¯′
D′θ ∨ C ′θ ∨ (m¯−n¯)u¯+ s¯+ t¯′ ≈ t¯+ s¯′
that we denote by ι¯. By the ordering conditions above, u¯  yθ for every variable y
that is not eligible or occurs in the right-hand sides of e1 or e2 or in negative literals
of C or D. Let {xi | i ∈ I} = elig(C) ∩ Var(lhs(e1)) \ Var(rhs(e1)) \ Var(neg(C)) and
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{yj | j ∈ J} = elig(D) ∩Var(lhs(e2)) \Var(rhs(e2)) \Var(neg(D)). We may assume that
e1 =
∑
i∈I
mixi +
∑
k∈K
m∗kuk + s ≈ s′
such that xiθ = µiu¯ + s¯i for i ∈ I, where µi ∈ N and u¯  s¯i, ukθ = u¯ for k ∈ K,
m¯ =
∑
i∈I miµi +
∑
k∈K m
∗
k, s¯ =
∑
i∈I mis¯i + sθ, and s¯
′ = s′θ. Analogously
e2 =
∑
j∈J
njyj +
∑
l∈L
n∗l vl + t ≈ t′
such that yjθ = νj u¯ + t¯j for j ∈ J , where νj ∈ N and u¯  t¯j , vlθ = u¯ for l ∈ L,
n¯ =
∑
j∈J njνj +
∑
l∈L n
∗
l , t¯ =
∑
j∈J nj t¯j + tθ, and t¯
′ = t′θ. Let z, xˆi, xˇi, yˆj , and yˇj be
new variables for i ∈ I and j ∈ J . We define substitutions σ1 and ρ1 as follows: let σ1
map xi to xˆi + xˇi and yj to yˆj + yˇj for i ∈ I, j ∈ J . Let ρ1 map xˆi to µiu¯ and xˇi to s¯i
for i ∈ I, yˆj to νj u¯ and yˇj to t¯j for j ∈ J , z to (m¯−n¯)u¯, and every y ∈ Var(C) ∪Var(D)
to yθ. It is easy to verify that θ equals σ1ρ1 over Var(C) ∪Var(D).
As ρ1 equals θ over all variables occurring in uk and vl, ρ1 is a unifier of all uk and
vl. Hence there exist a most general ACU-unifier σ2 of all uk and vl and a substitution
ρ2 such that ρ1 = σ2ρ2 over Var(C) ∪ Var(D) ∪ Ran(σ1) ∪ {z}. We may assume that
Dom(σ2) ⊆ Var({uk, vl | k ∈K, l ∈ L}), therefore xˆiρ1 = xˆiσ2ρ2 = xˆiρ2 and analogously
yˆjρ1 = yˆjρ2 and zρ1 = zρ2.
Let u be any of the uk or vl (k ∈ K, l ∈ L), or a new variable, if K ∪ L = ∅. Consider
the terms r =
∑
i∈I mixˆi +
(∑
k∈K m
∗
k
)
uσ2 and r′ = z +
∑
j∈J nj yˆj +
(∑
l∈L n
∗
l
)
uσ2. As
rρ2 = r′ρ2 = m¯u¯, there exist a most general ACU-unifier σ3 of r and r′ and a substitution
ρ3 such that ρ2 = σ3ρ3 over Var(C)∪Var(D)∪Ran(σ1)∪Ran(σ2)∪{z}. Let σ = σ1σ2σ3.
We define
e0 = z +
∑
i∈I
mixˇi + s+ t′ ≈
∑
j∈J
nj yˇj + t+ s′
then
D′ ∨ e2 C ′ ∨ e1
(D′ ∨ C ′ ∨ e0)σ
is a positive cancellative superposition inference from D and C that we denote by ι. It is
easy to see that the ordering conditions of the inference rule are satisfied.
It remains to prove that the positive cancellative superposition inference ι¯ given by
D′θ ∨ n¯u¯+ t¯ ≈ t¯′ C ′θ ∨ m¯u¯+ s¯ ≈ s¯′
D′θ ∨ C ′θ ∨ (m¯−n¯)u¯+ s¯+ t¯′ ≈ t¯+ s¯′
is a ground instance of ι. We will show that ι¯ = ισρ3: first, σρ3 equals θ over Var(C) ∪
Var(D) and σ is idempotent, so C ′σσρ3 = C ′σρ3 = C ′θ and e1σρ3 = m¯u¯ + s¯ ≈ s¯′, and
analogously D′σσρ3 = D′σρ3 = D′θ and e2σρ3 = n¯u¯ + t¯ ≈ t¯′. Second, σσρ3 equals ρ1
over Var(e0). Therefore, e0σσρ3 = e0ρ1 = (m¯−n¯)u¯+ s¯+ t¯′ ≈ t¯+ s¯′. 2
The following two lemmas are proved in a similar way as the preceding one.
Lemma 4.36. Let C be a clause and let θ be a substitution such that Cθ is ground.
Then every cancellation, equality resolution, standard equality factoring, or cancellative
equality factoring inference from Cθ is a ground instance of an inference from C.
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Lemma 4.37. Let D = D′ ∨ e2 and C = C ′ ∨ [¬] e1 be two clauses (without common
variables) and let θ be a substitution such that Dθ and Cθ are ground.
If there is a negative cancellative superposition inference
D′θ ∨ e2θ C ′θ ∨ ¬ e1θ
C0
(where the maximal atomic subterms of lhs(e2θ) and lhs(e1θ) are overlapped), and lhs(e1)
is not a variable, then the inference is a ground instance of a negative cancellative super-
position inference from D and C.
If there is a standard superposition inference
D′θ ∨ e2θ C ′θ ∨ [¬] e1θ
C0
(where lhs(e2θ) and some subterm of lhs(e1θ) are overlapped), and lhs(e2θ) does not occur
in lhs(e1θ) at or below a variable position of lhs(e1) (that is, xθ = w[lhs(e2θ)] for some
x ∈ Var(lhs(e1))), then the inference is a ground instance of a standard superposition
inference from D and C.
If there is an abstraction inference
D′θ ∨ e2θ C ′θ ∨ [¬] e1θ[m¯v¯ + q¯]
C0
such that
(i) C0 equals C ′θ ∨ ¬ y ≈ m¯v¯ + q¯ ∨ [¬] e1θ[y],
(ii) m¯v¯ + q¯ = wθ for some subterm w of lhs(e1),
(iii) m¯v¯ + q¯ is not a subterm of y′θ for any y′ ∈ Var(lhs(e1)),
(iv) the maximal atomic subterm of lhs(e2θ) equals v¯,
(v) if w = x+ q and v¯ occurs in xθ, then q = q1 + q2 and q1 is a variable or a non-zero
atomic term not containing x,
then the inference is a ground instance of an abstraction inference from D and C.
4.7. completeness
If a rewrite rule e is used in a derivation e′ →+ 0 ≈ 0, then its maximal term mt(e)
cannot be larger than mt(e′). The following two lemmas are consequences of this fact.
Lemma 4.38. Let Cθ be a clause from N . If Cθ is true in tr(RΨCθ), then it is also true
in tr(RΨ∞) and tr(R
Ψ
Dθ) for any Dθ C Cθ.
Lemma 4.39. Let Cθ = C ′θ ∨ eθ be a clause from N such that ECθ = {eθ}. Then Cθ
is true and C ′θ is false in tr(RΨ∞) and tr(R
Ψ
Dθ) for any Dθ C Cθ.
Lemma 4.40. Let N be a set of clauses that is saturated up to CRedΨ-redundancy and
does not contain the empty clause. Then we have for every ground clause Cθ ∈ N :
(i) If C has selected literals, then Cθ is true in tr(RΨCθ).
(ii) ECθ = ∅ if and only if Cθ is true in tr(RΨCθ).
(iii) Cθ is true in tr(RΨ∞) and in tr(R
Ψ
D ) for every D C Cθ.
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Proof. We use induction on the clause ordering C and assume that (i)–(iii) are already
satisfied for all clauses inN that are smaller than Cθ. Note that the “if” part of (ii) is obvi-
ous from the model construction and that condition (iii) follows immediately from (ii),
Lemma 4.39, and Lemma 4.38.
Case 1: xθ equals some smaller term.
Suppose there is a variable x in C and a ground term w such that xθ  w and xθ ≈ w ∈
tr(RΨCθ). Let the substitution θ
′ be defined by xθ′ = w and yθ′ = yθ for every variable
y 6= x. The clause Cθ′ is smaller than Cθ. By part (iii) of the induction hypothesis, it
is true in tr(RΨCθ). As tr(R
Ψ
Cθ) satisfies the equality axioms, every literal of Cθ is true in
tr(RΨCθ) if and only if the corresponding literal of Cθ
′ is true; hence Cθ is true in tr(RΨCθ).
Case 2: C contains a selected or maximal negative literal.
Suppose that Cθ does not fall into Case 1 and that Cθ = C ′θ ∨ ¬ e1θ, where ¬ e1θ is
either maximal among the instances of selected literals in C (if C has selected literals),
or maximal in Cθ (otherwise). If e1θ /∈ tr(RΨCθ), there is nothing to show, so assume that
there is an RΨCθ-derivation from e1θ to 0 ≈ 0. Let u¯ = mt(e1θ).
Case 2.1: u¯ occurs on both sides of e1θ.
If e1θ equals u¯ ≈ u¯ where u¯ either does not have sort SCAM or equals 0, then there is an
equality resolution inference
C ′θ ∨ ¬ u¯ ≈ u¯
C ′θ
.
As shown in Lemma 4.36, this is an instance of an equality resolution inference from C.
By saturation up to CRedΨ-redundancy, it is CRedΨ-redundant, hence N≺CCθ |=Ψ C ′θ.
By the induction hypothesis, all clauses in N≺CCθ are true in tr(RΨCθ). Thus C
′θ and Cθ
are true in tr(RΨCθ).
If e1θ equals m¯u¯+ s¯≈ m¯′u¯+ s¯′ with m¯≥ m¯′ ≥ 1, then there is a cancellation inference
C ′θ ∨ ¬ m¯u¯+ s¯ ≈ m¯′u¯+ s¯′
C ′θ ∨ ¬ (m¯−m¯′)u¯+ s¯ ≈ s¯′ .
By Lemma 4.36, this is an instance of a cancellation inference from C. By saturation
up to CRedΨ-redundancy, the inference is CRedΨ-redundant, hence N≺CCθ |=Ψ C ′θ ∨
¬ (m¯−m¯′)u¯+ s¯ ≈ s¯′. By the induction hypothesis, all clauses in N≺CCθ and thus C ′θ ∨
¬ (m¯−m¯′)u¯+ s¯ ≈ s¯′ and Cθ are true in tr(RΨCθ).
Case 2.2: u¯ occurs on only one side of e1θ.
If u¯ occurs on only one side of e1θ, then e1θ has either the form m¯u¯ + s¯ ≈ s¯′ or u¯ ≈ u¯′
and u¯ does not have sort SCAM. We write e1θ[u¯] if the distinction between these cases is
irrelevant.† By Lemma 4.9 we may assume that the derivation from e1θ to 0 ≈ 0 starts
with a γ- or δ-step using a rule e′′ ∈ E ΨDθ ⊆ RΨCθ at (or inside) m¯u¯ or u¯. (Without
loss of generality we assume that C and D are variable disjoint; so we can use the
same substitution θ.) Let Dθ = D′θ ∨ e2θ with EDθ = {e2θ}. By parts (i) and (ii) of
the induction hypothesis and Lemma 4.39, D has no selected literals and D′θ is false
in tr(RΨCθ).
†Recall that m¯u¯ is merely an abbreviation for the m¯-fold sum u¯+ · · ·+ u¯. If e1θ = m¯u¯+ s¯ ≈ s¯′, then
the hole in e1θ[ ] is the position of one of the m¯ u¯’s.
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Case 2.2.1: m¯u¯ is γ-reducible by e′′.
If the reduction from e1θ to 0 ≈ 0 starts with a γ-application of e′′ at m¯u¯, then, by
Corollary 4.26, e2θ is a rewrite rule n¯u¯ + t¯ ≈ t¯′ and there are χ ∈ N>0 and ψ ∈ Ψ such
that ψm¯ = χn¯ and gcd(ψ, χ) = 1.
Consider the negative cancellative superposition inference
D′θ ∨ n¯u¯+ t¯ ≈ t¯′ C ′θ ∨ ¬ m¯u¯+ s¯ ≈ s¯′
D′θ ∨ C ′θ ∨ ¬ ψs¯+ χt¯′ ≈ χt¯+ ψs¯′ .
As m¯u¯ + s¯ ≈ s¯′ ∈ tr(RΨCθ) and m¯u¯ + s¯  s¯′, the left-hand side of e1 cannot be a
variable—otherwise Cθ would be subject to the previous Case 1. By Lemma 4.37 the
inference is a ground instance of a negative cancellative superposition inference from D
and C. As N is saturated, it is CRedΨ-redundant, thus its conclusion is true in tr(RΨCθ).
Both D′θ and ¬ ψs¯+ χt¯′ ≈ χt¯+ ψs¯′ are false in tr(RΨCθ), so C ′θ and Cθ must be true in
tr(RΨCθ).
Case 2.2.2: u¯ is δ-reducible by e′′.
Otherwise, the reduction from e1θ to 0 ≈ 0 starts with a δ-application of e′′ at or inside
u¯. We distinguish between two cases, depending on whether u¯ is also δ-reducible by e2θ
or not.
Case 2.2.2.1: u¯ is δ-reducible by both e′′ and e2θ.
Suppose that u¯ is also δ-reducible by e2θ = t¯ ≈ t¯′. Then t¯ does not have sort SCAM or t¯
occurs in u¯ below a free function symbol. Note that t¯ cannot occur in e1θ at or below a
variable position of C, say xθ = w[t¯ ], since otherwise xθ ≈ w[t¯′] ∈ tr(RΨCθ) and xθ  w[t¯′],
so Cθ would be subject to the previous Case 1. Consequently, the standard superposition
inference
D′θ ∨ t¯ ≈ t¯′ C ′θ ∨ ¬ e1θ[u¯[t¯ ]]
D′θ ∨ C ′θ ∨ ¬ e1θ[u¯[t¯′]]
is a ground instance of a standard superposition inference from D and C. Again, by
saturation, its conclusion is true in tr(RΨCθ); and since D
′θ and ¬ e1θ[u¯[t¯′]] are false in
tr(RΨCθ), both C
′θ and Cθ must be true.
Case 2.2.2.2: u¯ is δ-reducible by e′′ but not by e2θ.
By the definition of E ΨDθ, the rules e
′′ and e2θ have the same maximal term. If u¯ is
δ-reducible by e′′ but not by e2θ, then we may assume that e2θ = n¯v¯ + t¯ ≈ t¯′ and
e′′ = m¯v¯+ r¯≈ r¯′, such that there are χ∈N>0 and ψ ∈Ψ with χn¯=ψm¯ and gcd(ψ, χ) = 1.
We may further assume that e1θ = e1θ[u¯[m¯0v¯ + r¯ + q¯]], where m¯0 ≥ m¯ and m¯0v¯ + r¯ + q¯
occurs in u¯ immediately below a free function symbol. As u¯ is δ-irreducible by e2θ, n¯v¯+ t¯
is not a subterm of m¯0v¯ + r¯ + q¯. Consequently, there is an abstraction inference
D′θ ∨ n¯v¯ + t¯ ≈ t¯′ C ′θ ∨ ¬ e1θ[u¯[m¯0v¯ + r¯ + q¯]]
C0
where C0 equals C ′θ ∨ ¬ y ≈ m¯0v¯ + r¯ + q¯ ∨ ¬ e1θ[u¯[y]]. Let w¯0 be the smallest term
such that w¯0 ≈ m¯0v¯+ r¯+ q¯ ∈ tr(RΨC ). Obviously, m¯0v¯+ r¯+ q¯  (m¯0− m¯)v¯+ r¯′+ q¯  w¯0.
We define a substitution ρ = {y 7→ w¯0}.
If m¯v¯ + r¯ occurred in e1θ at or below a variable position of C, then Cθ would be
subject to Case 1, as e′′ = m¯v¯ + r¯ ≈ r¯′ is contained in tr(RΨCθ) and m¯v¯ + r¯  r¯′. Hence
let e1 = e1[u[w]], where u[w]θ = u¯ and wθ = m¯0v¯ + r¯ + q¯. Assume that w had the form
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x +
∑
j∈J qj , where all qj are non-zero atomic terms containing x and v¯ occurs in xθ.
Then xθ could be written as m¯0v¯ + r¯ + r¯′′, since v¯  r¯. This is impossible, though, as
m¯v¯ + r¯ must not occur at or below a variable position. Therefore, by Lemma 4.37, the
inference is a ground instance of an abstraction inference from D and C.
By saturation, the clause C0ρ, that is C ′θ ∨ ¬ w¯0 ≈ m¯0v¯+ r¯+ q¯ ∨ ¬ e1θ[u¯[w¯0]] is true
in tr(RΨCθ); and since w¯0 ≈ m¯0v¯ + r¯ + q¯ ∈ tr(RΨC ), Cθ must be true likewise.
Case 3: C does not contain a selected or maximal negative literal.
Suppose that Cθ does not fall into Cases 1 or 2. Then C can be written as C ′ ∨ e1,
where e1θ is a maximal literal of Cθ. If ECθ = {e1θ} or C ′θ is true in tr(RΨCθ), then
there is nothing to show, so assume that ECθ = ∅ and that C ′θ is false in tr(RΨCθ). Let
u¯ = mt(e1θ).
Case 3.1: u¯ occurs on both sides of e1θ.
If e1θ has the form u¯ ≈ u¯, then Cθ is a tautology and thus true in tr(RΨCθ). If e1θ equals
m¯u¯+ s¯ ≈ m¯′u¯+ s¯′ with m¯ ≥ m¯′ ≥ 1, then there is a cancellation inference from Cθ. As
in Case 2.1, we can show that Cθ is true in tr(RΨCθ).
Case 3.2: u¯ occurs on only one side of e1θ.
If u¯ occurs only on one side of e1θ, then either e1θ = m¯u¯+ s¯ ≈ s¯′, or e1θ = u¯ ≈ s¯′ and u¯
does not have sort SCAM.
Case 3.2.1: e1θ is maximal in Cθ, but not strictly maximal.
If e1θ is maximal in Cθ, but not strictly maximal, then Cθ can be written as C ′′θ ∨
e2θ ∨ e1θ, where e1θ = e2θ. In this case, there is either a cancellative equality factoring
inference
C ′′θ ∨ m¯u¯+ s¯ ≈ s¯′ ∨ m¯u¯+ s¯ ≈ s¯′
C ′′θ ∨ ¬ s¯+ s¯′ ≈ s¯+ s¯′ ∨ m¯u¯+ s¯ ≈ s¯′
(if u¯ has sort SCAM), or a standard equality factoring inference
C ′′θ ∨ u¯ ≈ s¯′ ∨ u¯ ≈ s¯′
C ′′θ ∨ ¬ s¯′ ≈ s¯′ ∨ u¯ ≈ s¯′
(if u¯ does not have sort SCAM). This inference is a ground instance of an inference from
C. By saturation, its conclusion is true in tr(RΨCθ). As s¯ + s¯
′ ≈ s¯ + s¯′ or s¯′ ≈ s¯′ are
contained in tr(RΨCθ), Cθ must be true in tr(R
Ψ
Cθ).
Case 3.2.2: e1θ is strictly maximal in Cθ and mt#(e1θ) is reducible.
Suppose that e1θ is strictly maximal in Cθ and mt#(e1θ) is reducible by some rule
e′′ ∈ E ΨDθ ⊆ RΨCθ. Let Dθ = D′θ ∨ e2θ and EDθ = {e2θ}. By parts (i) and (ii) of
the induction hypothesis and Lemma 4.39, D has no selected literals and D′θ is false in
tr(RΨCθ). Depending on whether mt#(e1θ) is γ- or δ-reducible by e
′′ and whether mt(e1θ)
is reducible or irreducible by e2θ, there is either a positive cancellative superposition
inference, or a standard superposition inference, or an abstraction inference from Dθ and
Cθ. Using essentially the same techniques as in Case 2.2 we can thus show that Cθ is
true in tr(RΨCθ).
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Case 3.2.3: e1θ is strictly maximal in Cθ and mt#(e1θ) is irreducible.
Suppose that e1θ is strictly maximal in Cθ and mt#(e1θ) is irreducible by RΨCθ. Then
either Cθ is true in tr(RΨCθ), or C
′θ is true in trΨ(RΨCθ ∪ {e1θ}), or ECθ = {e1θ}. In the
first and the third case, there is nothing to show. Let us therefore assume that Cθ is false
in tr(RΨCθ) and C
′θ is true in trΨ(RΨCθ ∪ {e1θ}). Then C ′θ = C ′′θ ∨ e2θ, where the literal
e2θ is smaller than e1θ and is contained in trΨ(RΨCθ ∪ {e1θ}) \ tr(RΨCθ).
Case 3.2.3.1: u¯ has sort SCAM.
If u¯ has sort SCAM, we know by Lemma 4.27 that e2θ equals n¯u¯+ t¯ ≈ t¯′ where χm¯ = ψn¯
for some ψ ∈Ψ and χ ∈N>0 with gcd(ψ, χ) = 1, and that ψt¯+χs¯′ ≈ χs¯+ψt¯′ ∈ tr(RΨCθ).
Consequently, there is a cancellative equality factoring inference
C ′′θ ∨ n¯u¯+ t¯ ≈ t¯′ ∨ m¯u¯+ s¯ ≈ s¯′
C ′′θ ∨ ¬ ψt¯+ χs¯′ ≈ χs¯+ ψt¯′ ∨ n¯u¯+ t¯ ≈ t¯′
which is a ground instance of a cancellative equality factoring inference from C. By
saturation, its conclusion is true in tr(RΨCθ). As ψt¯ + χs¯
′ ≈ χs¯ + ψt¯′ ∈ tr(RΨCθ), C ′′θ ∨
n¯u¯+ t¯≈ t¯′ and thus Cθ must be true in tr(RΨCθ). This contradicts our assumption above.
Case 3.2.3.2: u¯ does not have sort SCAM.
If u¯ does not have sort SCAM, we know by Lemma 4.28 that e2θ = u¯ ≈ t¯′ and s¯′ ≈ t¯′ ∈
tr(RΨCθ). Hence there is a standard equality factoring inference
C ′′θ ∨ u¯ ≈ t¯′ ∨ u¯ ≈ s¯′
C ′′θ ∨ ¬ s¯′ ≈ t¯′ ∨ u¯ ≈ t¯′
whose conclusion is true in tr(RΨCθ). Again, Cθ must be true in tr(R
Ψ
Cθ), contradicting
our assumption. This concludes the proof of the lemma. 2
We can now prove the two central theorems of this paper.
Theorem 4.41. Let N be a set of clauses that is saturated up to CRedΨ-redundancy.
Then N ∪ACUKTΨ is equality unsatisfiable if and only if N contains the empty clause.
Proof. If N contains the empty clause, then it is unsatisfiable. Otherwise, tr(RΨ∞) is a
model of the equality axioms (by Corollary 4.23), of ACUKTΨ (by Corollary 4.24), and
of N (by part (iii) of Lemma 4.40). 2
Theorem 4.42. Let N0 ` N1 ` N2 ` . . . be a fair derivation of the cancellative super-
position calculus. Let N∞ be the limit of the derivation. Then N0 ∪ACUKTΨ is equality
unsatisfiable if and only if N∞ contains the empty clause.
Proof. Suppose that N∞ does not contain the empty clause. By fairness, N∞ is sat-
urated up to CRedΨ-redundancy, hence N∞ ∪ ACUKTΨ has an equality model. As
N0 ⊆ N∞ ∪ CRedCΨ(N∞), this model is also an equality model of N0 ∪ ACUKTΨ. The
reverse direction of the proof is obvious since N0 |=Ψ N∞. 2
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5. Conclusions
We have presented a parameterized calculus for first-order equational theorem proving
in the presence of the axioms of cancellative Abelian monoids and, optionally, the torsion-
freeness axioms. This calculus is refutationally complete without requiring extended
clauses or explicit inferences with the theory clauses. Compared to the conventional
superposition calculus, on which it is based, the ordering restrictions are strengthened
in such a way that we may not only restrict to inferences that involve maximal sides of
maximal literals, but even to inferences that involve maximal summands occurring in
maximal sides.
In traditional AC-superposition, extended rules show a rather prolific behaviour, since
they produce an inference between two clauses whenever two summands in the maximal
sides of the respective maximal literals are unifiable. This is already bad enough if all
summands are ground, and it has truly fatal consequences for the search space, if one of
the summands is a variable. In our approach, cancellative superposition makes extended
rules superfluous, and the ordering restrictions mentioned earlier allow us to exclude
overlaps with shielded variables altogether. In this way, the number of variable overlaps
can be greatly reduced.
The question remains how to deal with unshielded variables. In general, inferences with
unshielded variables cannot be avoided. Even worse, in the presence of unshielded vari-
ables, the negative cancellative superposition and cancellative equality factoring inference
rules are infinitely branching: they may produce infinitely many inferences for a given
pair of premises. Given further algebraic structure, however, it is often possible to elim-
inate unshielded variables from formulae, that is, to transform clauses with unshielded
variables into equivalent (sets of) clauses without unshielded variables. Elimination tech-
niques for unshielded variables and their integration into cancellative superposition will
be treated in Part II of this paper (Waldmann, 2002). In particular, we will show that the
general inference system CInfΨ can be refined to specialized finitely branching systems
for Ψ = {1} and Ψ = N>0. Furthermore, we demonstrate that variable overlaps can be
eliminated completely in divisible torsion-free Abelian groups.
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