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ABSTRACT
In this paper, we propose a new deep network that learns
multi-level deep representations for image emotion classifi-
cation (MldrNet). Image emotion can be recognized through
image semantics, image aesthetics and low-level visual fea-
tures from both global and local views. Existing image
emotion classification works using hand-crafted features or
deep features mainly focus on either low-level visual features
or semantic-level image representations without taking all
factors into consideration. Our proposed MldrNet unifies
deep representations of three levels, i.e. image semantics,
image aesthetics and low-level visual features through multi-
ple instance learning (MIL) in order to effectively cope with
noisy labeled data, such as images collected from the Internet.
Extensive experiments on both Internet images and abstract
paintings demonstrate the proposed method outperforms the
state-of-the-art methods using deep features or hand-crafted
features. The proposed approach also outperforms the state-
of-the-art methods with at least 6% performance improve-
ment in terms of overall classification accuracy.
1. INTRODUCTION
Psychological studies have already demonstrated that hu-
mans’ emotion reflections vary with different visual stimuli
[1, 2]. Inspired by these studies, computer scientists began
to predict the emotional reactions of people given a series
of visual contents. This creates a new research topic called
affective image analysis, which attracts increasing attention
in recent years [3, 4, 5, 6]. However, compared to semantic-
level image analysis, analyzing images at affective-levelis
more difficult, due to the two challenges of the complexity
and subjectivity of emotions [7].
As shown in Figure 1, image emotion is related to com-
plex visual features from high-level to low-level for both
global and local views. Low-level visual features from the lo-
cal view, such as color, shape, line and texture, were first used
to classify image emotions [8, 9, 10, 11]. Joshiet al. [2] indi-
cated that image emotion is highly related to image aesthetics
Fig. 1. Sample images from different datasets that evoke the
same emotionsadness. We can find out that image emotion is
related to many factors. Left: web images whose emotions are
mainly related to image semantics. Middle: art photos whose
emotions are mainly related to image aesthetics, such as com-
positions and emphasis. Right: abstract paintings whose emo-
tions are mainly related to low-level visual features, suchas
texture and color.
and proposed that mid-level features, such as composition,
visual balance and emphasis, can be used for image emotion
classification. Machajdik and Hanbury suggested that image
emotion can be significantly influenced by semantic content
of the image [3]. They combined high-level image semantics
from the global view with Itten’s art theory on relevance of
colors [12] to recognize image emotion. However, most of
the existing methods rely on hand-crafted features, which are
manually designed based on common sense and observation
of people. These methods can hardly take all important fac-
tors related to image emotion, i.e., image semantics, image
aesthetics and low-level visual features, into consideration.
Recently, with the rapid popularity of Convolutional
Nerual Network (CNN), outstanding breakthroughs have
been achieved in many visual recognition tasks, such as
image classification [13], image segmentation [14], object
Fig. 2. Overview of our multi-level deep representation network (MldrNet). The input image is first segmented into different
levels of patches. Then three different CNN models, including (a) Alexnet, (b) aesthetics CNN (A-CNN) and (c) texture CNN
(T-CNN), is applied to extract different levels of deep representations. Finally, MIL is employed to generate the emotion label
of an input image.
detection [15] and scene recognition [16]. Instead of design-
ing visual features manually, CNN provides an end-to-end
feature learning framework, which can automatically learn
deep representations of images. Several researchers have also
applied CNN to image emotion classification. However, the
currently used CNN methods for visual recognition cannot
well deal with mid-level image aesthetics and low-level visual
features, such as AlexNet [13]. In [5], the authors indicated
that AlexNet is not effective enough to extract emotion infor-
mation from abstract paintings, whose emotions are mainly
conveyed by image aesthetics and low-level visual features.
What’s more, the CNN-based methods usually rely on the
large scale manually labeled training datasets like the Im-
ageNet dataset [17]. People coming from different culture
background may have very different emotion reactions to a
same image. Therefore, the emotional textual context asso-
ciated with Internet images, e.g., titles, tags and descriptions,
may not be reliable enough, and result the datasets collected
from the Internet for emotion classification may contain noisy
and inaccurate emotion labels. The emotion classification ac-
curacy using existing methods, such as AlexNet, could be de-
graded when using these noisy labeled data as training data
[18].
Considering the above mentioned two challenges, in this
paper, we propose a new deep network that learns multi-level
deep representations (MldrNet) for image emotion classifi-
cation. Figure 2 shows overview of the proposed MldrNet
network. The traditional CNN method is designed for center-
position object classification, which cannot effectively extract
mid-level image aesthetics and low-level visual features fom
the local view. To perform end-to-end feature learning for
different levels of features from the entire image, we gener-
ate image patches from three level by using pyramid segmen-
tation [19]. Three different CNN structures are applied for
different scale of patches to extract different levels of deep
representations. The multiple patches can naturally fit theas-
sumption of multiple instance learning (MIL) if we consider
each patch as an instance and the entire image as a bag. In-
stead of using emotion label of bag for training directly, gen-
erating instances labels into bag label can reduce the need
for correct label and effectively deal with the noisy labeled
dataset. Therefore, we combine the different deep representa-
tions through MIL. Finally, we conduct extensive experiments
on several publicly available datasets for emotion recognition
from Internet images and abstract paintings to evaluate the
effectiveness of our proposed method.
Our main contributions are three-fold.
• We propose a deep multi-level patch learning network,
which combines deep representations at three levels,
i.e., image semantics, image aesthetics and low-level
visual features, for image emotion classification.
• We employ multiple instance learning in our proposed
method to unify different deep representations and ef-
fectively deal with the noisy labeled dataset.
• We demonstrate that our deep multi-level patch learn-
ing network outperforms the state-of-the-art methods
using deep features or hand-crafted features through
comprehensive experiments on both Internet images
and abstract paintings.
2. RELATED WORK
Pervious works of visual emotion classification can be roughly
divided into dimensional approaches [20, 21, 22]and categor-
ical approaches [3, 4, 23]. Dimensional approaches represent
emotion in a two or three dimensional space, while categor-
ical approaches map emotion directly to one of a few basic
emotion categories, which is straightforward for people to
understand and label and thus have been widely applied in
recent studies. Yanulevskayaet al. [24] proposed to cate-
gorize emotions for artworks based on Gabor and Wiccest
features and Support vector machine (SVM). Solli and Lenz
[25] introduced a color-based emotion-related image descrip-
tor, which is derived from psychophysical experiments, to
classify images. In [6], different emotional features extrac ed
from both global view and local view were used for emotion
prediction. Machajdiket al. [3] defined a combination of rich
hand-crafted features based on art and psychology theory,
including composition, color variance and image semantics.
Zhaoet al. [4] introduced more robust and invariant visual
features, which were designed according to art principles
to capture information about image emotion. These hand-
crafted visual features have only been proven to be effectiv
on several small datasets, whose images are selected from a
few specific domains, e.g. abstract paintings and art photos.
Considering the recent success from CNN-based approaches
in many computer vision tasks, CNN has also been employed
in image emotion analysis [5, 18]. However, it fails to extrac
emotion information related to image aesthetics and low-level
visual features.
Multiple instance learning (MIL) is a weakly supervised
learning method, which is first introduced for drug design
[26]. Since then, a lot of MIL algorithms have been devel-
oped, such as the MI-SVM for bag-level classification and
mi-SVM for instance-level classification [27]. Since the as-
sumption of MIL can naturally fit into computer vision tasks,
MIL has also been widely applied in the field of computer vi-
sion, including object detection [28], image retrieval [29] and
visual categorization [30]. However, most of these methods
applied the hand-crafted features designed for specific tasks.
Recently, researchers started to combine deep representa-
tions with MIL framework for various computer vision tasks.
Xu et al. [31] proposed a MIL framework using features ex-
tracted through CNN to analyze medical images. Songet al.
[32] applied deep MIL for weakly supervised object localiza-
tion. Wu et al. [33] built a MIL framework to learn the cor-
respondences between keywords and image regions for im-
age annotation. In [34], MIL is combined with CNN to esti-
mate pixel-level label of images for image segmentation. Lu
et al. [35] introduced MIL to combine deep representations
from both global and local views for image aesthetics anal-
ysis. Different from these methods that learn the same kind
deep representations using a single CNN structure, our Mldr-
Net combines deep representations from different levels using
different CNN structures.
3. EMOTION ANALYSIS
In this section, we introduce our network that learns multi-
level deep representations (MldrNet) for image emotion clas-
sification. Specifically, we attempt to combine different levels
of learned deep representations within a MIL framework. Pre-
vious deep multiple instance learning frameworks usually em-
ploy a single CNN structure to extract deep representations,
which cannot effectively take all levels of factors relatedo
image emotion into consideration. Consider image emotion
is related to different levels of features, i.e., high-leveim-
age semantics, mid-level image aesthetics and low level visual
features, we attempt to unify different CNN structures within
the newly proposed MIL framework. Following the afore-
mentioned discoveries, we divide the images into 8 emotion
categories (positive emotionAmusement, Awe, Contentment,
Excitementand negative emotionAnger, Disgust, Fear, Sad-
ness) for visual emotion classification.
3.1. Extract Multi-scale Patches
Traditional CNN models are usually applied for semantic-
level image analysis in order to extract deep representatios
about high-level image semantics from a global view. In
[6], the authors indicated that both image semantics reflectd
in the global view and images aesthetics and low-level vi-
sual features reflected in the local view are related to image
emotion. To extract different levels of deep representations
about image emotion, we employ pyramid segmentation to
segment the input image into image patches at three different
scales and experimentally choose suitable CNN model for
each scale. The number of image patches at each scale is 1,
4, 16, separately.
3.2. Convolutional Neural Network
Before introducing our MldrNet, we first review the CNN
model that has been widely used for computer vision tasks
[13]. Given one training sample{(x, y)}, wherex is the im-
age andy is the associated label, CNN extracts layer-wise rep-
resentations of input images using convolutional layers and
fully-connected layers. Followed by a softmax layer, the out-
put of the last fully-connected layer can be transformed into
a probability distributionp ∈ Rm for image emotions ofn
categories. In this work,n = 8 indicates eight emotion cat-
egories. The probability that the image belongs to a certain





, i = 1, ..., n, (1)
wherehi is the output from the last fully-connected layer. The










yi = 1} indi-
cates the true emotion label of the image.
CNN models contain a hierarchy of filters and the level of
representations learned from CNN models are higher if one
goes ”deeper” in the hierarchy [36]. To extract deep represen-
tations about mid-level image aesthetics and low-level visual
features, we employ different kinds of CNN models inspired
by AlexNet, which contain less number of convolutional lay-
ers.
As introduced before, AlexNet contains five convolu-
tional layers followed by max-pooling layers, and three fully-
connected layers, which contains 4,096, 4,096 and 8 neurons,
respectively. The structure of AlexNet is shown in Fig 2(a).
AlexNet is mainly trained for semantic-level image classi-
fication and tends to extract high-level deep representatio
about image semantics. It cannot effectively extract emotion
information from abstract painting whose emotion is mainly
convey by image aesthetics and low-level visual features [5].
To this end, we introduce two other CNN models, aesthetics
CNN (A-CNN) [37] and texture CNN (T-CNN) [38], which
contain less convolutional layers than AlexNet.
A-CNN is used for image aesthetic analysis, which has a
close relationship with image emotion analysis [2]. As shown
in Figure 2(b), A-CNN consists of four convolutional layers
and three fully-connected layers, which contains 1,000, 256
and 8 neurons, respectively. The first and second convolu-
tional layers are followed by max-pooling layers. We apply
A-CNN for the image patches to extract deep representations
about image aesthetics.
Texture has been proven as one of the important low-level
visual features related to image emotion classification [3]. To
extract deep representations about texture of images, we em-
ploy T-CNN, which is an efficient CNN model for texture
classification [38]. As shown in Figure 2(c), T-CNN removes
the last three conventional layers of AlexNet, and adds an en-
ergy layer (average-pooling layer with the kernel size as 27)
behind the second convolutional layers. Following the energy
layer, there are still three fully-connected layers, whichcon-
tains 4,096, 4,096 and 8 neurons, respectively.
To choose suitable CNN models for different scales of im-
age patches, we conduct comprehensive experiments for the
above mentioned three CNN models on image patches of at
different scales. The emotion classification accuracies ofthe
three different CNN models are discussed in Section 4.3.
3.3. Deep Network Learning Multi-level Deep represen-
tations
Using different CNN models, we can estimate the labels of
patches at different levels. Since we only have the emotion
label of the whole image instead of each image patch, we are
unable to train the fully supervised CNN model. Therefore,
we employ multiple instance learning to conduct our deep
network to learn multi-level deep representations (MldrNet).
Based on the property of MIL, we define the imagex as
the bag and thenth image patchxmn extracted frommth level
as the instance. Through different CNN models, we can ex-
tract the output of the last fully connected layer, i.e., therepre-
sentation,hi
mn
of the instance. The representation of the bag
can be generated by concatenating the representations of the
instances using our MIL framework. However, unlike the tra-
ditional MIL frameworks, the instances in our approach rep-
resent the image from the global view and the local view re-










Then, the representations of the entire bag can be aggre-
gated by using the representations of each level
ĥi = f(ĥi1, ĥi2, ..., ˆhim). (4)
The aggregation functionf can bemaxn(himn) for each
level andmaxm(him) for each bag oravgn(himn) for each
level andavgm(him) for each bag. We can easily find out that
the functionavg(·) assigns the same weight to the patches in
the same scale, which represent the entire image. While the
functionmax(·) would encourage the model to increase the
probability of the patch which is considered to the be most
important for image emotion classification. As we mention
before, both image semantics from global view and image
aesthetics and low-level visual features from local view can
influence image emotion. Therefore, we preferavg(·), which
fits the property of image emotion, as aggregate function.
Previous deep multiple instance learning frameworks usu-
ally usemax(·) as the aggregate function according to the ex-
perimental results. In Section 4.3, we show our MldrNet with
the above two different aggregation function.






, i = 1, ..., n, (5)
which is the final emotion distribution of the image. The emo-
tion category, which is with the highest emotion distribution,
is selected as the emotion category of the image.
4. EXPERIMENTS
In this section, we evaluate the performance of our Mldr-
Net on different datasets. The recently published large scale
dataset for emotion recognition [18] and three popular used
small datasets: IAPS-Subset [39], ArtPhoto and Abstract [3]
are used to evaluate the classification result on different kinds
of affective images over 8 emotion categories. The MART
dataset [40] is used to evaluate the classification result onab-
stract paintings over 2 emotion categories (positive and nega-
tive).
4.1. Datasets
Large Scale Dataset For Emotion classification: This
dataset is newly published in [18] to evaluate the classifi-
cation result over 8 different emotion categories (positive
emotionsAmusement, Awe, Contentment, Excitementand
negative emotionsAnger, Disgust, Fear, Sad). To collect this
dataset, 90,000 noisy labeled images are first downloaded
from Instagram and Flickr by using the names of emotion
categories as the key words for searching. Then, the down-
loaded images were submitted to Amazon Mechanical Turk
(AMT) for further labeling. Finally, 23,308 well labeled
images were collected for emotion recognition1.
Small Scale Datasets For Emotion Classification:
Three small datasets that are widely used in previous works
for image emotion classification are introduced below.
(1)IAPS-Subset: TheInternational Affective Picture Sys-
tem(IAPS) is a standard stimulus image set which has been
widely used in affective image classification. IAPS consists of
1,182 documentary-style natural color images depicting com-
plex scenes, such as portraits, puppies, babies, animals, land-
scapes and others [41]. Among all IAPS images, Mikelset
al. [39] selected 395 images and mapped arousal and valence
values of these images to the above mentioned eight discrete
emotion categories.
(2)ArtPhoto : In the ArtPhoto dataset, 806 photos are se-
lected from some art sharing sites by using the names of emo-
tion categories as the search terms [3]. The artists, who take
the photos and upload them to the websites, determine emo-
tion categories of the photos. The artists try to evoke a certain
emotion for the viewers of the photo through the conscious
manipulation of the emotional objects, lighting, colors, etc. In
this dataset, each image is assigned to one of the eight afore-
mentioned emotion categories.
(3)Abstract: This dataset consists of 228 abstract paint-
ings. Unlike the images in the IAPS-Subset and ArtPhoto
1We have 88,298 noisy labeled images and 23,164 manually labeled im-
ages as some images no longer exists in the Internet.
dataset, the images in the Abstract dataset represent the emo-
tions through overall color and texture, instead of some emo-
tional objects [3]. In this dataset, each painting was votedby
14 different people to decide its emotion category. The emo-
tion category with the most votes was selected as the emotion
category of that image.
MART : The MART dataset is a collection of 500 abstract
paintings from the Museum of Modern and Contemporary Art
of Trento and Rovereto. These artworks were realized since
the beginning of the 20 century until 2008 by professional
artists, who have theoretical studies on art elements, suchas
colors, lines, shapes and textures, and reflect the results of
studies on their paintings. Using the relative score methodin
[42], the abstract paintings are labeled as positive or negative
according to the emotion type evoked by them.
4.2. Experimental Setup
There are two training steps in our MldrNet. We first train
three different CNN models repctively. The only change of
the three CNN models is to fix the output number of the last
fully connected layer to eight. The weights of the pre-trained
CNN models are used to initialize the weights in our Mldr-
Net, which would accelerate weight initialization in MldrNet
and improve the classification result. Then, during MldrNet
training step, only fully connected layers are fine-tuned tofit
the emotion labels of the images.
The initial learning rate is empirically set as 0.001 and the
gamma is empirically set as 0.1. Each model is fully trained
until the loss stops descending. We use the stochastic gradient
descent method to train our model with a batch size of 256,
momentum and weight decay of 0.00005. We train all mod-
els using Caffe with a Linux server with 2 NVIDIA TITAN
GPUs.
4.3. Emotion Classification on Large Scale Dataset
The well labeled 23,164 images are randomly split into the
training set (80%, 18,532 images), the testing set (15%, 3,474
images) and the validaton set (5%, 1,158 images). Mean-
while, to demonstrate the effectiveness of our approach on
noisy labeled dataset, we create a noisy labeled dataset for
training by combining the images, which have been submit-
ted to AMT for labeling but labeled from different emotion
categories, with the training set of well labeled images. The
noisy labeled dataset contains 83,664 images for training.We
called the well labeled dataset aswell dataset and noisy la-
beled dataset asnoisy dataset. Thewell dataset andnoisy
dataset are used for training models. The testing dataset is
used to test our models.
4.3.1. Results of Different CNN models
To investigate the deep representations of images extracted
from different CNN models, we compare them on different
scales of patches. The number of patches in each scale is 1, 4,
16, separately. We use thew ll dataset to fine-tune A-CNN, T-
CNN and AlexNet. For the second and third scale, the outputs
of the last fully connected layers of patches are concatenated
as the output of the layer using the functionavg(·). Then, the
outputs of the three layers are concatenated as the output of
the entire image. Through a softmax layer, the emotion dis-
tribution of the image can be calculated by using the output.
Table 1 presents the accuracy of 3 different CNN archi-
tectures with different scales of patches. As shown in Table1,
AlexnNet achieves the best classification accuracy on patch
from scale 1, which is the entire images containing emotion
information about the image semantics from the global view.
A-CNN and T-CNN perform better on the patches from scale
2 and 3, whose emotions are respectively conveyed by image
aesthetics and low-level texture features from local views.
Therefore, the CNN models containing less convolutional
layers are good at analyzing mid-level and low-level deep
representations about image emotion. Based on our experi-
mental results, we apply different CNN models on the patches
from different scales.
Model Scale 1 Scale 2 Scale 3
AlexNet 58.61% 48.19% 38.89%
A-CNN 54.12% 49.88% 40.31%
T-CNN 49.40% 44.32% 42.03%
Table 1. Emotion classification accuracy for different CNN
models on different levels.
4.3.2. Result of Our MldrNet
To demonstrate the effectiveness of our MldrNet for image
emotion classification on both well labeled dataset and noisy
labeled dataset, we compare the average emotion classifica-
tion accuracy of our MldrNet with four baseline methods by
using thewell dataset and thenoisydataset as training dataset
respectively. We report the result by using two classical deep
learning methods: AlexNet [13] and AlexNet-SVM [18].
Moreover, we also report the result from two state-of-the-art
methods for image emotion classification using hand-crafted
features: Zhao’s method [4] using principle of art features
and Rao’s method [6] using hand-crafted features extracted
from different image patches. Tabel 2 shows the the emotion
classification accuracies obtained by the 5 different methods.
First of all, we observe that our MldrNet outperforms the
other methods by using bothwell dataset andnoisydataset
for training. Secondly, deep representations outperformsthe
hand-crafted features, which are designed based on several
small scale datasets for specific domains. Finally, compareto
AlexNet, which mainly focuses on extracting emotion infor-
mation about image semantics, deep representations related
to image aesthetics and low-level texture extracted in our Ml-
drNet contribute to the overall performance
To further analyze the performance of different meth-
ods, we report the confusion matrix of different methods on
the testing dataset. Considering the significant performance
improvements by using deep representations compared to
hand-crafted features, we only show the confusion matri-
ces of our MldrNet and AlexNet using thewell dataset as
the training dataset (MldrNet-well and AlexNet-well) and
the noisydataset as the training dataset (MldrNet-noisy and
AlexNet-noisy). As shown in Figure 3, compared to AlexNet,
our MldrNet shows a more balanced emotion classification
results using bothwell and noisy datasets as the training
dataset. Meanwhile, using thenoisy dataset as the training
dataset degrades the emotion classification accuracy using
AlexNet and it is more likely to confuse the vague emotion,
such asangerandcontentment, with other emotion,.
We also visualize a couple of sample images that are cor-
rectly classified by our MldrNet but incorrectly classified by
AlexNet to qualitatively analyze the influence of image aes-
thetics and low-level visual features for image emotion clas-
ification. As shown in Figure 4, the emotions of the images
misclassified by AlexNet are mainly convey by image aes-
thetics and low-level visual features. Combining the emotion
information related to image aesthetics and low-level texture
can significantly improve the classification results.
Methods well dataset noisydataset
Zhao [4] 46.52% 38.43%
Rao [6] 51.67% 43.39%
AlexNet-SVM [18] 57.89% 46.72%
AlexNet [13] 58.61% 47.29%
our MldrNet 65.23% 56.94%
Table 2. Emotion classification accuracy for different meth-
ods by using thewell dataset and thenoisydataset as the train-
ing dataset. Different methods are evaluated on the testing
dataset.
4.3.3. Choice of Aggregation Function
Selecting suitable aggregation function is of critical impor-
tance for our MldrNet. Previous deep multiple instance learn-
ing methods usually usemax(·) as the aggregation function.
In Table 3, we present the results of our MldrNet with differ-
ent aggregation functions. The deep representations we used
in our MldrNet are from different levels andavg(·) aggrega-
tion function achieves better performances when using both
well dataset andnoisydataset as the training dataset.
4.4. Emotion Classification on small Scale Datasets
We have introduced several image emotion analysis methods
using hand-crafted features. To better evaluate the effective-
ness of our MldrNet, we compare our method with state-of-
the-art methods applied on the three small scale datasets.
Fig. 4. Sample images correctly classified by our MldrNet but miscla sified by AlexNet. The column (a) shows the emotion
distribution predicted by AlexNet and the column (b) shows the emotion distribution predicted by our MldrNet. The red label
on each image indicates the ground-truth emotion category.
Fig. 3. Confusion matrices for AlexNet and our MldrNet
when using thewell dataset and thenoisydataset as training
dataset.
Method well dataset noisydataset
MldrNet-max 62.52% 53.40%
MldrNet-avg 65.23% 56.94%
Table 3. Classification accuracies of our MldrNet with differ-
ent aggregation functions when using thew ll dataset and the
noisydataset as the training dataset.
We follow the same experimental settings described in
[3]. Due to the inbalanced and limited number of images per
emotion category, we employ the “one against all” strategy
to train the classifier. The image samples from each category
are randomly split into five batches and 5-fold cross valida-
tion strategy is used to evaluate the different methods. We
just use the images to train the last fully connected layer in
our MldrNet and AlexNet. Also, thetrue positive rate per
classsuggested in [3] is calculated to compare the results.
Note that in IAPS-Subset and Abstract dataset, only eight and
three images are contained in the emotion categoryanger, so
we are unable to perform 5-fold cross validation for this cat-
egory. Therefore, thetrue positive rate per classof emotion
categoryangerin these two datasets is not reported.
The result of four baseline methods are reported, includ-
ing Machajdik’s method (machajidk [3]), Zhao’s method
(zhao[4]), Rao’s method (rao [6]) and AlexNet [13]. Fig-
Fig. 5. Classification performance ofmachajidk[3]), zhao
[4], rao [6], AlexNet [13] and our MldrNet on the ArtPhoto
dataset.
Fig. 6. Classification performance ofmachajidk[3]), zhao
[4], rao [6], AlexNet [13] and our MldrNet on the Abstract
dataset.
ure 5,6 and 7 show the performance of different methods on
the three small datasets respectively. For most of emotion
categories, deep learning methods significantly outperform
the state-of-the-art hand-crafted methods. However, the per-
formances of AlexNet in Abstract and ArtPhoto dataset are
relatively poor, because emotions of images in these two
datasets are mainly conveyed by image aesthetics and low-
level visual features. In contrast, our MldrNet achieves the
best performance in all three dataset, which shows a robust
result.
4.5. Emotion Classification on Abstract Paintings
To further evaluate the benefits of our MldrNet. We also test
our MldrNet on the MART dataset, which consists of abstract
paintings. Followed the experimental approach in [5], we em-
Fig. 7. Classification performance ofmachajidk[3]), zhao










Table 4. Emotion classification accuracy of different methods
on the MART dataset.
ploy 10-fold cross validation to compare our MldrNet with
other six baseline methods on the MART dataset. The basline
methods are: kernel transductive SVM (TSVM [43]), linear
matrix completion (LMC [44]), Lasso and Group Lasso both
proposed in [42], non-linear matrix completion (NLMC [5])
and AlexNet [13]. The results shown in Table 4 demonstrate
that our MldrNet can effectively extract emotion information
from abstract paintings when compared with all other meth-
ods. Compared to AlexNet, applying A-CNN and T-CNN
clearly improves the emotion classification tperformance.
5. CONCLUSION
In this paper, we have proposed a new network that learns
multi-level deep representations for image emotion classi-
fication. We have demonstrated that image emotion is not
only related to high-level image semantics, but also related
to mid-level image aesthetics and low-level visual features.
Our MldrNet successfully combine the deep representations
from different scales of image patches by employing a new
multiple instances learning framework. Our MldrNet outper-
forms the state-of-the-art methods on both Internet images
and abstract paintings.
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