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Abstract
In this paper we develop a numerical method for computing higher order local approximations of
center manifolds near steady states in Hamiltonian systems. The underlying system is assumed to be
large in the sense that a large sparse Jacobian at the equilibrium occurs, for which only a linear solver
and a low-dimensional invariant subspace is available. Our method combines this restriction from
linear algebra with the requirement that the center manifold is parametrized by a symplectic mapping
and that the reduced equation preserves the Hamiltonian form. Our approach can be considered as a
special adaptation of a general method from Numer. Math. 80 (1998) 1–38 to the Hamiltonian case
such that approximations of the reduced Hamiltonian are obtained simultaneously. As an application
we treat a finite difference system for an elliptic problem on an infinite strip.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
We consider a Hamiltonian system of the form
x˙ = J∇H(x), x ∈R2n, (1.1)
where J is an invertible skew symmetric matrix.
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W.-H. Du, W.-J. Beyn / J. Math. Anal. Appl. 288 (2003) 28–46 29It is assumed that x = 0 is an equilibrium point of (1.1), i.e.,
∇H(0)= 0
and that the Hamiltonian matrix A= JH 0xx has 2l eigenvalues on the imaginary axis and
2n− 2l eigenvalues off this axis.
Introducing bases in the corresponding invariant subspaces we can transform A to block
diagonal form
A(L,R)= (L,R)
(
Ah 0
0 Ac
)
, L ∈R2n,2n−2l, R ∈R2n,2l, (1.2)
where σ(Ah) = 0 and σ(Ac)= 0 and the matrix Φ = (L,R) is symplectic in the sense
ΦT J−1Φ =
(
LT J−1L LT J−1R
RT J−1L RT J−1R
)
=
(
J−1n−l 0
0 J−1l
)
. (1.3)
Here we use the canonical forms
Jν =
(
0 Iν
−Iν 0
)
for ν = n− l, l.
The columns of L and R span symplectic subspaces of R2n which are symplectic orthog-
onal to each other (see [7] for the linear theory).
It is well known from Mielke’s book [8] that center manifolds of Hamiltonian systems
keep a symplectic structure and that the reduced system can be put into Hamiltonian form
again. In this paper we use the fact that the center manifold can be locally parametrized by
a function
x = f (ω), ω ∈R2l , (1.4)
where f :R2l →R2n is a symplectic mapping in the sense(
f ′(ω)
)T
J−1f ′(ω)= J−1l . (1.5)
Such a representation follows by combining center manifold theory for the general case
[3] with Darboux’s theorem (cf. [1]); see Section 2 for more details. The reduced equation
then assumes the canonical form
ω˙ = Jl∇M(ω), ω ∈R2l, where M =H ◦ f.
The invariance condition for the manifold may be written as
f ′(ω)Jl
(
f ′(ω)
)T∇H (f (ω))= J∇H (f (ω)). (1.6)
It is well known that expansions of f (ω) of arbitrary order can be obtained from this
condition in combination with the symplecticity requirement (1.5); see [8, Chapter 4.3].
It is the purpose of this paper to show how successive derivatives of f (ω) can be ex-
tracted from (1.5) and (1.6) subject to the following constraints:
• Only the (generally low-dimensional) matrices Ac,R are used in the algorithm (Ah,L
are not needed);
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H 0uu − λJ−1 J−1R
−RT J−1 0
][
h
ε
]
=
[
r
0
]
,
λ ∈
{
k∑
j=1
λj
∣∣∣ λj ∈ σ(Ac), k ∈N
}
. (1.7)
Notice that the matrix in the bordered system (1.7) is Hermitian since λ ∈ iR. Moreover,
the principal submatrix H 0uu− λJ−1 can be singular, but we will prove that the full matrix
is nonsingular. For a stable and efficient solution of such systems one may use the mixed
block elimination method of Govaerts (see [4,5]) combined with a sparse solver for the
Hermitian principal submatrix. Our results can be considered as a special adaptation of the
general method from [2] to the Hamiltonian case.
In Section 2 we prepare the computational procedure in such a way that only the matri-
ces A,Ac appear and that the freedom in choosing the canonical transformation x = f (ω)
becomes transparent. In Section 3 we eliminate this degree of freedom by a specific choice
of parameters and we develop the algorithmic details for this case. Finally, as an example
we apply the algorithm to a discretized version of an elliptic system in a strip.
2. The reduction procedure
In a first step we show that it is sufficient to solve the symplecticity condition (1.5)
together with a (2n− 2l)-dimensional subsystem of Eq. (1.6).
For that purpose we introduce the decompositions
x = Lxh +Rxc =Φ
(
xh
xc
)
, z=
(
xh
xc
)
, xh ∈R2n−2l , xc ∈R2l, (2.1)
and the new functions G, g via
G(z)=H(Φz), f =Φg = (L,R)
(
gh
gc
)
. (2.2)
The index c is used to indicate the central part which will be low-dimensional and the index
h indicates the hyperbolic and normally high-dimensional part.
We require f ′(0)=R, i.e.,
g′h(0)= 0 and g′c(0)= I2l . (2.3)
Using this decomposition and (1.3), Eq. (1.5) turns into(
g′h(ω)
)T · J−1n−lg′h(ω)+ (g′c(ω))T · J−1l g′c(ω)= J−1l (2.4)
and Eq. (1.6) may be written as
g′(ω) · Jl
(
g′(ω)
)T∇G(g(ω))= diag{Jn−l , Jl}∇G(g(ω)) (2.5)
or equivalently
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(
g′(ω)
)T∇G(g(ω))= Jn−l∇xhG(g(ω)), (2.6)
g′c(ω) · Jl
(
g′(ω)
)T∇G(g(ω))= Jl∇xcG(g(ω)). (2.7)
In the following we show that it is sufficient to solve (2.4) and (2.6).
Lemma 2.1. Assuming the symplectic condition (2.4), the two Eqs. (2.5) and (2.6) are
equivalent.
Proof. It is sufficient to prove that (2.4) and (2.6) imply (2.7). In the first step we show
that ∇xhG can be expressed in terms of ∇xcG as follows:
∇xhG ◦ g = J−1n−lg′hg′−1c Jl∇xcG ◦ g, (2.8)
where g′h = g′h(ω), g′c = g′c(ω). Notice that g′c and g′hJlg′Th − Jn−l are invertible near 0
due to (2.3). Rearranging terms in (2.6) we obtain(
g′hJlg′Th − Jn−l
)∇xhG ◦ g =−g′hJlg′Tc ∇xcG ◦ g.
Equation (2.8) is then a consequence of the identity(
g′hJlg′Th − Jn−l
)−1
g′hJlg′Tc = Jn−lg′hg′−1c Jl .
The last equation is equivalent to
g′hJlg′Tc J
−1
l g
′
c =
(
g′hJlg′Th − Jn−l
)
Jn−lg′h
which follows by substituting g′Tc J−1l g′c from (2.4).
Another consequence of (2.4) is
g′Th J
−1
n−lg
′
hg
′−1
c Jl =
(
J−1l g
′−1
c − g′Tc J−1l
)
Jl = J−1l g′−1c Jl − g′Tc .
Apply this to ∇xcG and use (2.8) to obtain
g′Th ∇xhG ◦ g =
(
J−1l g
′−1
c Jl − g′Tc
)∇xcG ◦ g.
Then multiply by g′cJl from the left and rearrange to find our assertion (2.7) in the form
g′cJl
(
gTh Gxh ◦ g + g′Tc Gxc ◦ g
)= Jl∇xcG ◦ g. ✷
In the following our goal is to derive a recursion for the monomials in the formal Taylor
expansion of the center manifold. This will be done in such a way that the large matrices
L and Ah do not appear and only linear systems with a bordering of the original matrix A
have to be solved.
Define P(Y, i) to be the space of homogeneous polynomials of degree i from R2l into
some vector space Y . It will be convenient to introduce the homogeneous polynomials
fi(ω)= 1
i!f
(i)(0)ωi, φi(ω)= 1
i!Lg
(i)
h (0)ω
i, ψi(ω)= 1
i!g
(i)
c (0)ωi, (2.9)
for which fi ∈ P(R2n, i), φi ∈ P(Range(L), i), ψi ∈ P(R2l, i) and the relation fi = φi +
Rψi holds according to (2.2).
For the computation of these coefficients, we have the following necessary condition.
A certain converse will be discussed in the subsequent theorem.
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(2.4) and consider the decomposition of its Taylor terms
fi = φi +Rψi, where φi ∈ P
(
Range(L), i
)
, ψi ∈ P(R2l, i). (2.10)
Then there exist unique polynomials qi = qi(ω) ∈ P(R, i + 1) such that the following set
of recursive equations holds for i  2:
ψi = 12Jl
i−2∑
r=1
(
ψ ′Tr+1Jlψi−r − φ′Tr+1J−1φi−r
)− Jl∇qi, (2.11)
φ′i (ω)Acω−Aφi(ω)= Ti, RT J−1φi(ω)= 0. (2.12)
Here the functions Ti ∈ P(Range(L), i) are uniquely determined by φj ,ψj , j = 1, . . . ,
i − 1 (see (2.21) below for an explicit formula).
Remark. The freedom in choosing the polynomials qi originates from the fact that the
parametrization x = f (ω) in (1.4) is only unique up to a symplectic change of coordi-
nates ω.
Proof of Theorem 2.2. For convenience we introduce the abbreviations
Si,h(ω)= 1
i!g
(i)
h (0)ω
i, Si(ω)= 1
i!g
(i)(0)ωi, G(z)=
+∞∑
i=2
1
i!G
(i)(0)zi. (2.13)
Using (2.13) Eq. (2.6) may be rewritten as follows:{(+∞∑
i=1
S′i,h(ω)
)
Jl
(+∞∑
i=1
S′i (ω)
)T
− [Jn−l ,0]
}+∞∑
i=1
1
i!G
(i+1)(0)
(+∞∑
l=1
Sl(ω)
)i
= 0,
(2.14)
where 0 in [Jn−l ,0] is a zero matrix with 2(n− l) rows and 2l columns. With a slight abuse
of notation we use here and in the following the notation y =G(i+1)(0)(z1, . . . , zi ) for the
vector defining the linear form yT x = G(i+1)(0)(z1, . . . , zi , x). Notice that S′1,h(ω) = 0
and ψ ′1(ω)= I2l , so (2.4) and (2.9) lead to
+∞∑
i=2
[
Jlψ
′
i − (Jlψ ′i )T
]+ +∞∑
i=2
ψ ′Ti Jl
+∞∑
i=2
ψ ′i +
+∞∑
i=2
S′Ti,hJn−l
+∞∑
i=2
S′i,h = 0. (2.15)
Comparing coefficients in (2.15) we obtain Jlψ ′2 − (Jlψ ′2)T = 0 and when i  3,
Jlψ
′
i − (Jlψ ′i )T +
i−2∑
r=1
(
ψ ′Tr+1Jlψ ′i−r + S′Tr+1,hJn−lS′i−r,h
)= 0,
Jlψ
′
i − (Jlψ ′i )T +
i−2∑(
ψ ′Tr+1Jlψ ′i−r − (LS′r+1,h)T J−1LS′i−r,h
)= 0. (2.16)
r=1
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Jlψ
′
i − (Jlψ ′i )T +
i−2∑
r=1
(
ψ ′Tr+1Jlψ
′
i−r − φ′Tr+1J−1φ′i−r
)= 0.
Let Sym(2l) denote the set of 2l × 2l symmetric matrices, then
Jlψ
′
2 ∈ Sym(2l)
and
Jlψ
′
i +
1
2
i−2∑
r=1
(
ψ ′Tr+1Jlψ ′i−r − φ′Tr+1J−1φ′i−r
) ∈ Sym(2l) (i > 2).
Take
K2 = Jlψ2, Ki = Jlψi + 12
i−2∑
r=1
(
ψ ′Tr+1Jlψi−r − φ′Tr+1J−1φi−r
)
(i > 2),
then K ′2 = Jlψ ′2 ∈ Sym(2l) and
K ′i = Jlψ ′i +
1
2
i−2∑
r=1
(
ψ ′Tr+1Jlψ ′i−r − φ′Tr+1J−1φ′i−r
) ∈ Sym(2l) (i > 2).
Hence we find Ki =∇qi for some unique qi ∈P(R, i + 1), i.e.,
ψ2 =−Jl∇q2,
ψi = 12Jl
i−2∑
r=1
(
ψ ′Tr+1Jlψi−r − φ′Tr+1J−1φi−r
)− Jl∇qi (i > 2).
Next we solve for Si,h, and compare coefficients in (2.14). The term of degree i involves
Si,h in the form
S′i,h(ω)JlS′T1 G(2)(0)S1(ω)− [Jn−l ,0]G(2)(0)Si(ω)
= S′i,hAcω−AhSi,h(ω). (2.17)
To see this, observe that by (1.2) and (1.3) and A= JH(2)(0), we have
ΦTH(2)(0)Φ =ΦT J−1Φ ·Φ−1JH(2)(0)Φ =ΦT J−1Φ ·Φ−1AΦ
= diag{J−1n−l , J−1l }diag{Ah,Ac} = diag{J−1n−lAh, J−1l Ac}.
From G=H ◦Φ , we further obtain
G(2)(0)=ΦTH(2)(0)Φ = diag{J−1n−lAh, J−1l Ac}. (2.18)
Using S1(ω)= g′(0)ω, g′T (0)= [0, I2l] and (2.18), we get
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= S′i,h(ω)Jl[0, I2l]diag
{
J−1n−lAh, J
−1
l Ac
}[0, I2l]T ω
− [Jn−l ,0]diag
{
J−1n−lAh, J
−1
l Ac
}
Si(ω)
= S′i,h(ω)Acω− diag{Ah,0}Si(ω)
= S′i,h(ω)Acω−AhSi,h(ω),
hence (2.17) holds.
Collecting the other terms leads to
S′i,hAcω−AhSi,h = T˜i,h, (2.19)
where
T˜i,h = [Jn−l ,0]
[
i∑
j=2
1
j !
∑
r1+r2+···+rj=i
G(j+1)(0)(Sr1, Sr2, . . . , Srj )
]
−
i−2∑
r=1
S′r+1,hJlS′Ti−rG(2)(0)S1 −
i∑
k=3
(
k−1∑
r=1
S′r,hJlS′Tk−r
)
×
[
i+2−k∑
j=1
1
j !
∑
r1+r2+···+rj=i+2−k
G(j+1)(0)(Sr1, Sr2, . . . , Srj )
]
.
Multiplying by L we may write (2.19) equivalently as
φ′iAcω−Aφi = Ti, RT J−1φi = 0, (2.20)
where Ti = LT˜i,h can now be expressed in terms of the original Hamiltonian function as
follows:
Ti = (J −RJlRT )
[
i∑
j=2
1
j !
∑
r1+r2+···+rj=i
H (j+1)(0)(fr1, fr2, . . . , frj )
]
−
i−2∑
r=1
φ′r+1Jlf ′Ti−rH (2)(0)f1 −
i∑
k=3
(
k−1∑
r=1
φ′rJlf ′Tk−r
)
×
[
i+2−k∑
j=1
1
j !
∑
r1+r2+···+rj=i+2−k
H (j+1)(0)(fr1, fr2, . . . , frj )
]
. (2.21)
Notice that we used the equality LJn−lLT = J −RJlRT in order to write everything in
terms of low-dimensional matrices. ✷
We will now show that the necessary conditions from Theorem 2.2 with arbitrarily
chosen qi can be used to approximate center manifolds to any given order.
We recall that, by definition, a center manifold of (1.1) is a locally invariant manifold
that contains the origin and is tangent to the subspace Range(R). It is well known that
center manifolds are generally nonunique but their Taylor expansions are unique (cf. [3]).
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plectic mapping (cf. (1.4) and (1.5)).
The following algorithm collects the main information from Theorem 2.2. It is prelim-
inary in the sense that an implementation for large systems needs more details. These will
be developed in the next section.
Algorithm. Compute ψi ∈ P(R2l, i), φi ∈ P(Range(L), i) inductively for i  1 as fol-
lows:
(1) Define ψ1 = ω, φ1 = 0,
(2) (a) determine Ti ∈P(Range(L), i), i  2, from (2.21),
(b) choose qi ∈P(R, i + 1) arbitrarily,
(c) compute φi ∈P(Range(L), i) as the unique solution of (2.12),
(d) define ψi by (2.11).
For this algorithm, we have the following result.
Theorem 2.3. Let the system (1.1) satisfy assumptions (1.2) and (1.3). Then the following
holds:
(a) Any center manifold of type Cm, m 2, can be locally parametrized by a symplectic
mapping x = f (ω) as in (1.4) and (1.5).
(b) For any sequence qi ∈P(R, i + 1) and φi,ψi determined by the algorithm above and
for any index m, there exists a center manifold x = f (ω) such that (1.5) holds and
f (ω)=
m∑
i=1
fi(ω)+ o
(|ω|m), where fi = φi +Rψi. (2.22)
Proof. (a) By the linear transformation (2.1)–(2.2) we may write (1.1) as
x˙h = Jn−l∇xhG(xh, xc), x˙c = Jl∇xcG(xh, xc).
From classical theory (see [3]), for any m> 0, there exists a center manifold of graph type
(h(v), v), where h ∈Cm(R2l,R2n−2l ), h(0)= 0, h′(0)= 0 and
Jn−lGTxh
(
h(v), v
)= h′Jl∇xcG(h(v), v). (2.23)
Now Darboux’s theorem (see [1]) yields a local diffeomorphism ρ ∈Cm−1(R2l,R2l) such
that
Jl + h′T (xc)Jn−lh′ = ρ′(xc)T Jlρ′(xc).
Setting gc(ω) = ρ−1(ω), gh(ω) = h ◦ ρ−1(ω) one then easily verifies g′Th Jn−lg′h +
g′cJlg′c = Jl . From this one obtains that f (ω)= Lgh(ω)+Rgc(ω) parametrizes the given
center manifold and satisfies (1.5).
(b) Next we prove that (2.19) and hence the equivalent Eq. (2.20) has a unique solution.
Let Ei =P(R2n−2l, i) and Φi :Ei →Ei be the following linear mapping:(
Φi(x)
)
(ω)= x ′(ω)Acω−Ahx(ω).
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Φi(x) we obtain that X := x(i) satisfies
i∑
j=1
X(h1, . . . ,Achj , . . . , hi)−AhX(h1, . . . , hi)= 0
for all hj ∈R2n−2l , j = 1, . . . , i . Since σ(Ah)∩{∑ij=1 λj | λj ∈ σ(Ac)} = ∅, we conclude
X = 0 by a result on multilinear Sylvester equations in [2]. Thus x = 0 and the solvability
is proved.
Proving the existence of a center manifold x = f (ω), satisfying (2.22) follows by
combining the existence proof above with the calculations in Theorem 2.2. Therefore we
merely indicate the main steps.
(1) With ψi,φi calculated from (2.11) and (2.12) define
g˜c =
m∑
i=1
ψi, g˜h = Jn−lLT J−1
m∑
i=1
φi, h˜= g˜h ◦ g˜−1c
and notice Lg˜h =∑mi=1 φi . Reversing the arguments in Theorem 2.2 leads to
Jn−lGTxh
(
h˜(v), v
)= h˜′Jl∇xcG(h˜(v), v)+ o(vm).
Comparing this with a given center manifold (h(v), v) that satisfies (2.23) we conclude
from [3] the relation
h(v)− h˜(v)= o(ωm) and h′(v)− h˜′(v)= o(ωm−1).
(2) Let g¯c = g˜c , g¯h = h ◦ g˜c; then by a straightforward calculation(
g¯′h(ω)
)T · J−1n−l g¯′h(ω)+ (g¯′c(ω))T · J−1l g¯′c(ω)= J−1l +B1(ω),
where B1(ω)= o(ωm−1). Thus we know that the 2-form corresponding to J−1l +B1(ω) is
closed and nondegenerate when ω is small.
(3) Using the method of proof from Darboux’s theorem in [1], we can prove that there
is a function ρ˜ ∈ Cm−1(R2l ,R2l) such that ρ˜(ω)= ω+ o(ωm) and
ρ˜′T (ω)J−1l ρ˜
′(ω)= J−1l +B1(ω).
(4) With the settings gc = g˜c ◦ ρ˜−1, gh = h ◦ gc , we then find that f = Lgh +Rgc has
the desired properties. ✷
Remark. The basic equation (2.12) which appears in our algorithm is also fundamen-
tal in the calculation of normal forms for a given Hamiltonian (compare [10] and [8,
Chapter 4.3]). Notice, however, that in our formulation (2.12) the original linearization
A appears unchanged. Moreover, Taylor expansions of the reduced Hamiltonian M(ω)=
H(f (ω)) can easily be computed from the Taylor expansion of f . This will not be carried
out in general, but we will show such a computation for the example in Section 4.
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In this section we discuss the details of the implementation of the algorithm developed
in the previous section. First we note that we can remove the arbitrariness in the parame-
trization by setting qi = 0. Then the Taylor coefficients ψi,φi, fi , i  2, can be determined
from
ψi = 12Jl
i−2∑
r=1
(
ψ ′Tr+1Jlψi−r − φ′Tr+1J−1φi−r
)
, (3.1)
φ′i (ω)Acω−Aφi(ω)= Ti, RT J−1φi(ω)= 0, (3.2)
fi = φi +Rψi. (3.3)
Here the expressions Ti are defined in terms of ψj ,φj (j  i − 1) through (2.21). In the
following we show how the recursion (3.1)–(3.3) can be turned into a practical algorithm by
using the Schur normal form of Ac and by solving a sequence of bordered linear systems.
Consider the Schur normal form of Ac,
P−1AcP = B =


b1,1 b1,2 · · · b1,2l
b2,2 · · · b2,2l
. . .
...
b2l,2l

 , P is unitary,
where bp,p ∈ iR, p = 1, . . . ,2l, are the eigenvalues of Ac. Let ω = Py and define for later
reference
φ¯i(y)= φi(Py)=
∑
|ν|=i
φ¯νy
ν and T¯i(y)= Ti(Py)=
∑
|ν|=i
T¯νy
ν. (3.4)
For convenience we use here the same symbol to denote the function and its Taylor coeffi-
cients and we suppress the dependence of the coefficients on i . With this notation, Eq. (3.2)
now reads
φ¯′i (y)By −Aφ¯i(y)= T¯i(y), RT J−1φ¯i(y)= 0
and may be rewritten explicitly as
∑
|ν|=i
φ¯νy
ν
(
ν1
y1
, . . . ,
ν2l
y2l
)
By −
∑
|ν|=i
Aφ¯νy
ν = T¯i(y), RT J−1φ¯ν = 0, (3.5)
where(
ν1
y1
, . . . ,
ν2l
y2l
)
By = λν +
∑
1k<j2l
bk,j νk
yj
yk
, λν =
2l∑
j=1
bj,j νj .
For k < j let
αk,j (ν)= (ν1, . . . , νk−1, νk − 1, νk+1, . . . , νj−1, νj + 1, νj+1, . . . , ν2l ). (3.6)
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|ν|=i
d(ν)yν −
∑
|ν|=i
Aφ¯νy
ν = T¯i (y), RT J−1φ¯ν = 0, (3.7)
where d(ν)= λνφ¯ν +∑1k<j2l bk,j (1+ νk)φ¯α−1k,j (ν).
Notice that in this sum only summands with νj  1 occur since
α−1k,j (ν)= (ν1, . . . , νk−1, νk + 1, νk+1, . . . , νj−1, νj − 1, νj+1, . . . , ν2l ).
Comparing coefficients in (3.7) leads to the equation
λνφ¯ν −Aφ¯ν = T¯ν −
∑
1k<j2l
bk,j (1+ νk)φ¯α−1k,j (ν), R
T J−1φ¯ν = 0. (3.8)
These systems can be solved in a reverse lexicographical order so that φ¯
α−1k,j (ν)
is known
when φ¯ν is to be computed. In order to solve (3.8) in a stable way, we introduce extra
unknowns εν ∈R2l and use the equations
(A− λν)φ¯ν +Rεν =
∑
1k<j2l
bk,j (1 + νk)φ¯α−1k,j (ν) − T¯ν , R
T J−1φ¯ν = 0. (3.9)
Because T¯ν ∈ Range(L) we will have εν = 0, φ¯ν ∈ Range(L) for the solution of (3.9). The
bordering by R is only included to account for numerical errors in the terms T¯ν . The matrix
form of (3.9) is
CνXν = Yν, (3.10)
where
Cν =
[
A− λν R
−RT J−1 0
]
, Xν =
[
φ¯ν
εν
]
,
Yν =
[∑
1k<j2l bk,j (1 + νk)φ¯α−1k,j (ν) − T¯ν
0
]
.
Finally, we rewrite (3.10) by multiplying with Z = diag{J−1, I2l} to obtain
DνXν =ZYν,
where
Dν =
[
H 0uu + λνJ−1 J−1R
−RT J−1 0
]
is a Hermitian matrix due to σ(Ac)= 0.
Lemma 3.1. The matrix Cν is nonsingular if λν /∈ σ(Ah).
Proof. We show that the equation CνXν = 0 has only the zero solution. Suppose that
(A− λν)φ¯ν +Rεν = 0, (3.11)
RT J−1φ¯ν = 0. (3.12)
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LT J−1 from the left to obtain
LT J−1(A− λν)Ly +LT J−1Rεν = 0.
Since LT J−1R = 0, AL= LAh and LT J−1L= J−1n−l , we have that
J−1n−l (Ah − λν)y = 0.
From our hypothesis we find that y = 0 hence φ¯ν = 0, and (3.11) yields εν = 0 because R
has full rank. ✷
4. Application to an elliptic system
By the results of last section, we have reduced the problem of approximating a center
manifold to solving Eq. (3.10) with T¯i defined by (3.4) and (2.21). The number of such
linear equations is
(2l+i−1
2l−1
)
, where i is the degree of ω.
In this section we will carry through the algorithm for a semi-discretization of the fol-
lowing elliptic system in a strip x ∈ [0,1], t ∈R:
utt + uxx +F(u)= 0,
u(t,0)= u(t,1)= 0. (4.1)
We assume F ∈ C1(R,R), F(0)= 0 and F ′(0) > π2. We apply the so-called spatial center
manifold theory which originates from a paper of Kirchgässner [6] (see [8,9] for the fur-
ther development). That is, we write the system as a dynamical system in the unbounded
variable t (this leads to unbounded spectra on both sides of the imaginary axis) and use a
center manifold reduction with respect to this variable.
Center manifold reduction is one of the well-known methods for studying all bounded
and small solutions of elliptic systems such as (4.1) in spite of the fact that, considered as
an evolutionary equation, this system is not well posed.
First we discretize (4.1) in x-direction by introducing
xj = jh, j = 0,1, . . . , n, h= 1
n
, uj = u(t, xj ).
Then (4.1) is replaced by
u¨j +∆huj + F(uj )= 0, j = 1, . . . , n− 1, u0 = un = 0,
where
∆huj = uj+1 − 2uj + uj−1
h2
, j = 1, . . . , n− 1.
In matrix form we write this as
U¨ + S − 2I U + F(U)= 0, (4.2)
h2
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U =


u1
u2
...
un−1

 , S =


0 1
1 0
. . .
. . .
. . . 1
1 0

 , F (U)=


F(u1)
F (u2)
...
F (un−1)

 .
Let V = U˙ , then (4.2) becomes
U˙ = V, V˙ = 2I − S
h2
U − F(U). (4.3)
This system is of Hamiltonian form with
H(U,V )= 1
n
(
1
2
V T V + F1(U)+UT S − 2I2h2 U
)
, F1(U)=
n−1∑
k=1
uk∫
0
F(v) dv,
and
J =
[
0 nIn−1
−nIn−1 0
]
.
Consider the Jacobian of (4.3) at the equilibrium point U = 0,
A=
[
0 I
D 0
]
, D = 2I − S
h2
− F ′(0).
Since det(λ − A) = det(λ2 − D) and D has only real eigenvalues the eigenvalues of A
occur in pairs with opposite sign, either both real or both purely imaginary. The matrix S
is known to be diagonalizable as follows:
Sη = η · diag{s1, . . . , sn−1}, sk = 2 cos kπ
n
,
where the orthogonal columns of the matrix η are given by
ηk =
√
2
(
sin
kπ
n
, sin
2kπ
n
, . . . , sin
(n− 1)kπ
n
)T
.
Therefore, D is diagonalized by the same matrix and has eigenvalues
dk = 2 − sk
h2
− F ′(0)=
(
2n sin
kπ
2n
)2
− F ′(0).
We now choose numbers
l = l(n)=
⌊
2n
π
arcsin
(√
F ′(0)
2n
)⌋
, n
⌊√
F ′(0)
2
⌋
+ 1,
so that d1 < · · · < dl  0 < dl+1 < · · · < dn−1, where x stands for the maximal num-
ber less equal x . When n increases, l = l(n) decreases and tends to √F ′(0)/π. In-
troducing the matrices Wc = [η1, . . . , ηl], Wh = [ηl+1, . . . , ηn−1], Dc = diag{d1, . . . , dl},
Dh = diag{dl+1, . . . , dn−1} we obtain the blockdiagonalization (1.2) with
Φ =
(
Wh 0 Wc 0
0 W 0 W
)
, Ah =
(
0 In−l
D 0
)
, Ac =
(
0 Il
D 0
)
.h c h c
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F(u)= 2π2u+ 3u2.
We assume n 3 so that l(n)= 1 and
R =
(
η1 0
0 η1
)
, Ac =
(
0 1
d1 0
)
.
It is convenient to write
d1 =−c2, where c=
(
F ′(0)−
(
2n sin
π
2n
)2)1/2
.
With the unitary and symplectic matrix
P = 1√
1+ c2
[
1 ic
ic 1
]
we obtain
AcP = PB, where B =
[
ic 1− c2
0 −ic
]
.
With the coefficients φ¯ν , T¯ν from (3.4) and with the simplified index function α(ν) =
(ν1 − 1, ν2 + 1) (cf. (3.6)), Eq. (3.8) has the form
(ν1 + 1)(1− c2)φ¯α−1(ν) + (λν −A)φ¯ν = T¯ν , RT J−1φ¯ν = 0.
In the following recursive procedure we replace the index i by ι (to avoid a conflict with
the complex unit i). During the computation of (φι,ψι) the coefficients of the following
expansions appear:
Tι(ω)=
∑
|ν|=ι
Tνω
ν, T¯ι(y)= Tι(Py)=
∑
|ν|=ι
T¯νy
ν,
φι(ω)=
∑
|ν|=ι
φνω
ν, φ¯ι(y)=
∑
|ν|=ι
φ¯νy
ν, φ′ι(ω)=
∑
|ν|=ι−1
φ′νων,
ψι(ω)=
∑
|ν|=ι
ψνω
ν, ψ ′ι (ω)=
∑
|ν|=ι−1
ψ ′νων,
fι(ω)=
∑
|ν|=ι
fνω
ν = φι(ω)+Rψι(ω),
f ′ι (ω)=
∑
|ν|=ι−1
f ′νων = φ′ι(ω)+Rψ ′ι (ω).
We start with
φ1(ω)= 0, ψ1(ω)= ω, ψ2(ω)= 0
and perform for ι 2 the following three steps.
Step 1. Computation of T¯ν , |ν| = ι.
Noticing that H(k) = 0 for k  4 and comparing coefficients of Tι in (2.21) leads to the
following expression:
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∑
(k,r,a1,b1)∈A¯ν
φ′(a1,r−1−a1)Jlf
′T
(b1,k−r−1−b1)H
(2)(0)
× f(ν1−a1−b1,ι+2−k−ν1+a1+b1)
− 1
2
∑
(k,r,s,a1,b1,d1)∈B¯ν
φ′(a1,r−1−a1)Jlf
′T
(b−1,k−r−1−b1)H
(3)(0)f(d1,s−d1)
×f(ν1−a1−b1−d1,ι+2−k−s−ν1+a1+b1+d1)
−
∑
(r,s1,g1)∈C¯ν
φ′(s1,ν1−s1)Jlf
′T
(g1,ι−r−1−g1)H
(2)(0)f(ν1−s1−g1,1−ν1+s1+g1)
+ 1
2
∑
(r,m1)∈D¯ν
(J −RJlRT )H (3)(0)f(m1,r−m1)f(ν1−m1,ι−r−ν1+m1),
where we have used the following index sets:
A¯ν =
{
(k, r, a1, b1) | 3 k  ι, 1 r  k − 1, 0 a1 min(r − 1, ν1),
max(0, ν1 − (ι+ 2 − k)− a1) b1
min(k − r − 1, ν1 − a1)
}
,
B¯ν =
{
(k, r, s, a1, b1, d1) | 3 k  ι, 1 r  k − 1, 0 s  ι+ 2 − k,
0 a1 min(r − 1, ν1),
0 b1 min(k − r − 1, ν1 − a1),
max(0, ν1 − (ι+ 2 − k − s)− a1 − b1) d1
min(s, ν1 − a1 − b1)
}
,
C¯ν =
{
(r, s1, g1) | 1 r  ι− 2, 0 s1 min(r, ν1),
max(0, ν1 − 1− s1) g1 min(ι− r − 1, ν1 − s1)
}
,
D¯ν =
{
(r,m1) | 0 r  ι, max
(
0, ν1 − (ι− r)
)
m1 min(r, ν1)
}
.
In these sets the index bounds are written in a consecutive manner so that they can be easily
put into a program.
For T¯ν we obtain
T¯ν = (1 + c2)−ι/2
ι∑
t=0
min(t,ν1)∑
j1=max(0,ν1+t−ι)
T(t,ι−t )
(
t
j1
)(
ι− t
ν1 − j1
)
(ic)t+ν1−2j1 .
Step 2. Computation of φ¯ν , |ν| = ι.
Initially, for ν = (ι,0) we solve[
J−1(A− λ(ι,0)) J−1R
−RT J−1 0
][
φ¯(ι,0)
ε(ι,0)
]
=
[−J−1T¯(ι,0)
0
]
.
Then for ν = (ι− 1,1), (ι− 2,2), . . . , (0, ι) solve the linear system
DνXν =Zν,
where
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[
H 0uu− λνJ−1 J−1R
−RT J−1 0
]
, Xν =
[
φν
εν
]
, λν =
2l∑
j=1
bj,j νj ,
Zν =
[
J−1((1 + ν1)(1− c2)φ¯(ν1+1,ν2−1) − T¯ν)
0
]
.
Step 3. Computation of φν,ψν,fν , |ν| = ι.
Recall
P−1 = PE = (1 + c2)−ι/2
[
1 −ic
−ic 1
]
,
which leads for φι to the form
φι(ω)= φ¯ι(P−1ω)= (1+ c2)−ι/2
∑
|ν|=ι
φ¯ν(ω1 − icω2)ν1(ω2 − icω1)ν2 .
Therefore, the coefficients φν of φι(ω) are determined from
φν = (1 + c2)−ι/2
ι∑
t=0
min(ν1,t )∑
j1=max(0,ν1+t−ι)
(−ic)t+ν1−2j1
(
j1
t
)(
ν1 − j1
ι− t
)
φ¯(t,ι−t ).
When evaluating the equation
ψι = 12Jl
ι−2∑
r=1
(
ψ ′Tr+1Jlψι−r − φ′Tr+1J−1φι−r
)
,
we obtain for the coefficients ψν , |ν| = ι, the expression
ψν = 12Jl
ι−2∑
r=1
min(ι−r,ν1)∑
t=max(0,ν1−r)
(
ψ ′T(ν1−t,r+t−ν1)Jlψ(t,ι−r−t )
− φ′T(ν1−t,r+t−ν1)J−1φ(t,ι−r−t )
)
.
Here we use the derivatives of order ι− 1.
For the order |ν| = ι we obtain the following formulas:
φ′ν = φ(ν1+1,ν2)(ν1 + 1)(1,0)+ φ(ν1,ν2+1)(ν2 + 1)(0,1),
ψ ′ν =ψ(ν1+1,ν2)(ν1 + 1)(1,0)+ψ(ν1,ν2+1)(ν2 + 1)(0,1).
Finally, we set fν = φν +Rψν , f ′ν = φ′ν +Rψ ′ν .
Now repeat Step 1 with the next index ι.
We notice that in the course of the computations we can also derive approximations for
the reduced Hamiltonian M =H ◦ f given by
M(ω)= 1
2
f T (ω)H (2)(0)f (ω)+ 1
n
n−1∑
j=1
(
f[j ](ω)
)3
,
H (2)(0)= 1
n
diag{−D,In−1},
where f[j ](ω) is the j th component of f (ω).
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The approximations are Mk(ω)=∑kι=2Mι,d(ω), where Mι,d(ω)=∑|ν|=ι Mνων and
Mν = 1
n
n−1∑
j=1
∑
(k,r,t,s)∈Eν
f[j ](t,k−t ) · f[j ](s,r−s) · f[j ](ν1−t−s,ι−k−r−ν1+t+s)
+ 1
2
ι−1∑
j=1
min(j,ν1)∑
max(0,j+ν1−ι)
f T(t,j−t )H
(2)(0)f(ν1−t,ι−j−ν1+t ),
where
Eν =
{
(k, r, t, s) | 1 k  ι− 2, 1 r  ι− 1 − k,
max(0, ν1 + k − ι) t min(k, ν1),
max(0, ν1 + k + r − ι− t) s min(r, ν1 − t)
}
.
This algorithm was implemented into a MATLAB code. In the case n = 100 we ob-
tained the following expression for M5:
M5(ω1,ω2)= 4.9352ω21 + 0.5000ω22 + 1.2004ω31
+ 10−3(3.6583ω41 + 0.1137ω21ω22 − 0.001278ω42)
+ 10−4(2.1079ω51 − 0.05586ω31ω22 + 0.001017ω1ω42).
Here we set those coefficients to zero for which the numerical values were less than 10−15
in absolute value. The Hamiltonian of (4.3) has a Z2-symmetry H(U,−V ) = H(U,V )
which is inherited by the approximate Hamiltonians as follows:
Mk(ω1,−ω2)=Mk(ω1,ω2).
Therefore, the coefficients involving odd powers of ω2 must be equal to zero.
Figures 1 and 2 show the contour lines of M2 and M3 in a large window and a plot
of the graphs of the differences M4 −M3 and M5 −M4 of the approximate Hamiltonian
functions over the unit square.
W.-H. Du, W.-J. Beyn / J. Math. Anal. Appl. 288 (2003) 28–46 45Fig. 2. M4 −M3 and M5 −M4 in [−1,1] × [−1,1] for n= 100.
Locally from M2 to M3 there is a big change in the contour plot while for M4, M5 the
difference to M3 is so small that is does not show up in the given window [−4,2]×[−8,8].
Therefore we showed M4 −M3 and M5 −M4 in order to demonstrate convergence as
k→∞.
Note also the scale 10−4 for the vertical axis in Fig. 2.
In this paper we have not analyzed the behavior of the center manifolds as n→∞.
However, a formal comparison of the center manifold for the continuous system (4.1) and
the discrete system (4.3) reveals that the function actually approximates the Hamiltonian
function of the continuous case as n→∞.
For example, for the cubic term of M3 a longer calculation yields the explicit expression
(the cubic term of M3 is a monomial)
cnω
3
1 =
1√
2
1
n
(
3 ctg
π
2n
− ctg 3π
2n
)
ω31.
For the coefficient one finds
cn = 8
√
2
3π
+ π
3
15
√
2n4
+O
(
1
n6
)
,
where
c∞ω31 =
8
√
2
3π
ω31
turns out to be the cubic term for the reduced Hamiltonian in the continuous case.
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