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I. INTRODUCTION
Polar codes were originally proposed by Arikan in [1]
to achieve the symmetric capacity of binary-input discrete
memoryless channels. Polar codes for lossy source coding
were investigated in [2] where it is shown that polar codes
achieve the symmetric rate-distortion function for sources with
binary reconstruction alphabets. For the lossless source coding
problem, the source polarization phenomenon is introduced in
[3] to compress a source down to its entropy.
It is well known that linear codes can at most achieve
the symmetric capacity of discrete memoryless channels and
the symmetric rate-distortion function for discrete memoryless
sources. This indicates that polar codes are optimal linear
codes in terms of the achievable rate. It is also known that
nested linear codes achieve the Shannon capacity of arbitrary
discrete memoryless channels and the Shannon rate-distortion
function for arbitrary discrete memoryless sources. In this
paper, we investigate the performance of nested polar codes
for the point-to-point channel and source coding problems
and show that these codes achieve the Shannon capacity of
arbitrary (binary or non-binary) DMCs and the Shannon rate-
distortion function for arbitrary DMSs.
The results of this paper are general regarding the size of
the channel and source alphabets. To generalize the results
to non-binary cases, we use the approach of [4] in which
it is shown that polar codes with their original (u, u + v)
kernel, achieve the symmetric capacity of arbitrary discrete
memoryless channels where + is the addition operation over
any finite Abelian group.
II. PRELIMINARIES
1) Source and Channel Models: For the source coding
problem, the source is modeled as a discrete-time random
process with each sample taking values in a fixed finite set X
with probability distribution pX . The reconstruction alphabet
is denoted by U and the quality of reconstruction is measured
by a single-letter distortion function d : X × U → R+. We
denote the source by (X ,U , pX , d). With a slight abuse of
notation, for xn ∈ Xn and un ∈ Un, we define
d(xn, un) =
1
n
n∑
i=1
d(xi, ui)
For the channel coding problem, we consider discrete
memoryless and stationary channels used without feedback.
We associate two finite sets X and Y with the channel as
the channel input and output alphabets. These channels can
be characterized by a conditional probability law W (y|x) for
x ∈ X and y ∈ Y . The channel is specified by (X ,Y,W ).
The source of information generates messages over the set
{1, 2, . . . ,M} uniformly for some positive integer M .
2) Achievability and the Rate-Distortion Function for the
Source Coding Problem: A transmission system with parame-
ters (n,Θ,∆, τ) for compressing a given source (X ,U , pX , d)
consists of an encoding mapping and a decoding mapping
Enc : Xn → {1, 2, · · · ,Θ},
Dec : {1, 2, · · · ,Θ} → Un
such that the following condition is met:
P (d (Xn,Dec(Enc(Xn))) > ∆) ≤ τ
where Xn is the random vector of length n generated by
the source. In this transmission system, n denotes the block
length, log Θ denotes the number of channel uses, ∆ denotes
the distortion level and τ denotes the probability of exceeding
the distortion level ∆.
Given a source, a pair of non-negative real numbers (R,D)
is said to be achievable if there exists for every  > 0, and
for all sufficiently large numbers n a transmission system with
parameters (n,Θ,∆, τ) for compressing the source such that
1
n
log Θ ≤ R+ , ∆ ≤ D + , τ ≤ 
The optimal rate distortion function R∗(D) of the source is
given by the infimum of the rates R such that (R,D) is
achievable.
It is known that the optimal rate-distortion function is given
by:
R(D) = inf
pU|X
EpXpU|X {d(X,U)}≤D
I(X;U) (1)
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where pU |X is the conditional probability of U given X .
3) Achievability and Capacity for the Channel Coding
Problem: A transmission system with parameters (n,M, τ)
for reliable communication over a given channel (X ,Y,W )
consists of an encoding mapping Enc : {1, 2, . . . ,M} → Xn
and a decoding mapping Dec : Yn → {1, 2, . . . ,M} such that
1
M
M∑
m=1
Wn (Dec(Y n) 6= m|Xn = Enc(m)) ≤ τ
Given a channel (X ,Y,W ), the rate R is said to be achievable
if for all  > 0 and for all sufficiently large n, there
exists a transmission system for reliable communication with
parameters (n,M, τ) such that
1
n
logM ≥ R− , τ ≤ 
The channel capacity is the supremum of the set of achievable
rates. It is known that the channel capacity is given by:
C = sup
pX
I(X;Y ) (2)
where pX is the channel input distribution.
4) Groups, Rings and Fields: All groups referred to in this
paper are Abelian groups. Given a group (G,+), a subset H
of G is called a subgroup of G if it is closed under the group
operation. In this case, (H,+) is a group in its own right.
This is denoted by H ≤ G. A coset C of a subgroup H is a
shift of H by an arbitrary element a ∈ G (i.e. C = a+H for
some a ∈ G). For any subgroup H of G, its cosets partition
the group G. A transversal T of a subgroup H of G is a
subset of G containing one and only one element from each
coset (shift) of H . Given an element d of G, 〈d〉 denotes the
subgroup of G generated by d. i.e. the smallest subgroup of
G containing d. A subgroup M of G is called maximal if it
is a proper subgroup and there does not exist another proper
subgroup of G containing M .
5) Channel Parameters: For a channel (X ,Y,W ), assume
X is equipped with the structure of a group (G,+). The
symmetric capacity is defined as I¯(W ) = I(X;Y ) where the
channel input X is uniformly distributed over X and Y is the
output of the channel. The Bhattacharyya distance between
two distinct input symbols x and x˜ is defined as
Z(W{x,x˜}) =
∑
y∈Y
√
W (y|x)W (y|x˜)
and the average Bhattacharyya distance is defined as
Z(W ) =
∑
x,x˜∈X
x 6=x˜
1
q(q − 1)Z(W{x,x˜})
where q = |X |. We use the following two quantities in the
paper extensively:
Dd(W ) =
1
2q
∑
u∈U
∑
x∈X
|W (x|u)−W (x|u+ d)|
D˜d(W ) =
1
2q
∑
u∈U
∑
x∈X
(W (x|u)−W (x|u+ d))2
where d is some element of G and + is the group operation.
6) Binary Polar Codes: For any N = 2n, a polar code
of length N designed for the channel (Z2,Y,W ) is a linear
(coset) code characterized by a generator matrix GN and a set
of indices A ⊆ {1, · · · , N} of almost perfect channels. The
generator matrix for polar codes is defined as GN = BNF⊗n
where BN is a permutation of rows, F =
[
1 0
1 1
]
and ⊗
denotes the Kronecker product. The set A is a function of the
channel. The decoding algorithm for polar codes is a specific
form of successive cancellation [1].
7) Polar Codes Over Abelian Groups: For any discrete
memoryless channel, there always exists an Abelian group of
the same size as that of the channel input alphabet. In general,
for an Abelian group, there may not exist a multiplication
operation. Since polar encoders are characterized by a matrix
multiplication, before using these codes for channels of
arbitrary input alphabet sizes, a generator matrix for codes
over Abelian groups needs to be properly defined. Polar
codes over Abelian groups are introduced in [4].
8) Notation: We denote by O() any function of  which
is right-continuous around 0 and that O()→ 0 as  ↓ 0.
For positive integers N and r, let {A0, A1, · · · , Ar} be a
partition of the index set {1, 2, · · · , N}. Given sets Tt for
t = 0, · · · , r, the direct sum ⊕rt=0 TAtt is defined as the set
of all tuples uN1 = (u1, · · · , uN ) such that ui ∈ Tt whenever
i ∈ At.
III. THE LOSSY SOURCE CODING PROBLEM
In this section, we prove the following theorem:
Theorem III.1. For an arbitrary discrete memoryless source
(X ,U , pX , d), nested polar codes achieve the Shannon rate-
distortion function (2).
For the source (X ,U , pX , d), let U = G where G is
an arbitrary Abelian group and let q = |G| be the size of
the group. For a pair (R,D) ∈ R2, let X be distributed
according to pX and let U be a random variable such that
E{d(X,U)} ≤ D. We prove that there exists a pair of polar
codes Ci ⊆ Co such that Ci induces a partition of Co through
its shifts, Co is a good source code for X and each shift of
Ci is a good channel code for the test channel pX|U . This
will be made clear later in the following.
Given the test channel pX|U , define the artificial channels
(G,G,Wc) and (G,X ×G,Ws) such that for s, z ∈ G and
x ∈ X ,
Wc(z|s) = pU (z − s)
Ws(x, z|s) = pXU (x, z − s)
These channels have been depicted in Figures 1 and 2.
U
ZS
Wc
Fig. 1: Test channel for the inner code (the channel coding compo-
nent)
U
ZS
Ws
pX|U X
Fig. 2: Test channel for the outer code (the source coding component)
Let S be a random variable uniformly distributed over G
which is independent from X and U . It is straightforward to
show that in this case, Z is also uniformly distributed over G.
The symmetric capacity of the channel Wc is equal to
I¯(Wc) = I(S;Z) = H(Z)−H(Z|S)
(a)
= log q −H(U |S) = log q −H(U)
where (a) follows since Z is uniformly distributed and U is
independent of S. For the channel Ws, first we show that X
and Z are independent. For z ∈ G and x ∈ X ,
pX|Z(x|z) =
∑
u∈G
pU |Z(u|z)pX|ZU (x|z, u)
=
∑
u∈G
pUS(u, z − u)
pZ(z)
pX|ZU (x|z, u)
(a)
=
∑
u∈G
pU (u)pX|U (x|u)
= pX(x)
where (a) follows since S and U are independent, S and Z
are uniformly distributed and the Markov chain Z ↔ U ↔ X
holds. The symmetric capacity of the channel Ws is equal to
I¯(Ws) = I(S;XZ) = H(S) +H(XZ)−H(SXZ)
(a)
= H(S) +H(X) +H(Z)−H(SXU)
(b)
= H(X) +H(Z)−H(XU)
(c)
= log q −H(U |X)
where (a) follows since X and Z are independent and there
is a one-to-one correspondence between (S,Z) and (S,U).
Equality (b) follows since S is independent of X,U and hence
H(SXU) = H(S) + H(XU). Equality (c) follows since Z
is uniform.
We employ a nested polar code in which the inner code is a
good channel code for the channel Wc and the outer code is
a good source code for Ws. The rate of this code is equal to
R = I¯(Ws)− I¯(Wc)
= log q −H(U |X)− (log q −H(U)) = I(X;U)
Note that the channels Wc and Ws are chosen so that the
difference of their symmetric capacities is equal to the Shannon
mutual information between U and X . This enables us to use
channel coding polar codes to achieve the symmetric capacity
of Wc (as the inner code) and source coding polar codes to
achieve the symmetric capacity of the test channel Ws (as
the outer code). The exact proof is postponed to Section III-B
where the result is proved for the binary case and Section III-C
in which the general proof (for arbitrary Abelian groups) is
presented.
The next section is devoted to some general definitions and
useful lemmas which are used in the proofs.
A. Definitions and Lemmas
For a channel (X ,Y,W ), the basic channel transformations
associated with polar codes are given by:
W−(y1, y2|u1) =
∑
u′2∈G
1
q
W (y1|u1 + u′2)W (y2|u′2) (3)
W+(y1, y2, u1|u2) = 1
q
W (y1|u1 + u2)W (y2|u2) (4)
for y1, y2 ∈ Y and u1, u2 ∈ G. We apply these transfor-
mations to both channels (G,G,Wc) and (G,X ×G,Ws).
Repeating these operations n times recursively for Wc and
Ws, we obtain N = 2n channels W
(1)
c,N , · · · ,W (N)c,N and
W
(1)
s,N , · · · ,W (N)s,N respectively. For i = 1, · · · , N , these chan-
nels are given by:
W
(i)
c,N (z
n
1 , v
i−1
1 |vi) =
∑
vNi+1∈GN−i
1
qN−1
WNc (z
N
1 |vN1 G)
=
∑
vNi+1∈GN−i
1
qN−1
pNU (z
N
1 − vN1 G)
W
(i)
s,N (x
N
1 , z
n
1 , v
i−1
1 |vi) =
∑
vNi+1∈GN−i
1
qN−1
WNs (x
N
1 , z
N
1 |vN1 G)
=
∑
vNi+1∈GN−i
1
qN−1
pNXU (x
N
1 , z
N
1 − vN1 G)
for zN1 , v
N
1 ∈ GN , xN1 ∈ XN where G is the generator matrix
of dimensions N ×N for polar codes. For the case of binary
input channels, it has been shown in [1] that as N → ∞,
these channels polarize in the sense that their Bhattacharyya
parameter gets either close to zero (perfect channels) or close
to one (useless channels). For arbitrary channels, it is shown
in [4] that polarization happens in multiple levels so that as
N →∞ channels get useless, perfect or “partially perfect”.
For an integer n, let Jn be a uniform random variable over
the set {1, 2, · · · , N = 2n} and define the random variable
In(W ) as
In(W ) = I(X;Y ) (5)
where X and Y are the input and output of W (Jn)N respectively
and X is uniformly distributed. It has been shown in [5] that
the process I0, I1, I2, · · · is a martingale; hence E{In} =
I0. For an integer n, define the random variable Znd (W ) =
Zd(W
(Jn)
N ) where for a channel (G,Y,W ),
Zd(W ) =
1
q
∑
x∈G
∑
y∈Y
√
W (y|x)W (y|x+ d) (6)
Other than the processes In(W ) and Znd (W ), in the proof of
polarization, we need another set of processes ZH(W ) and
InH(W ) for H ≤ G which we define in the following. Define
ZH(W ) =
∑
d/∈H
Zd(W )
Note that any uniform random variable defined over G can
be decomposed into two uniform and independent random
variables [X]H and [X]TH where [X]H takes values from H
and [X]TH takes values from the transversal T of H such
that X = [X]H + [X]TH . For an integer n, define the random
variable InH(W ) as
InH(W ) = I(X;Y |[X]TH ) = I([X]H ;Y |[X]TH ) (7)
Definition III.1. The channel (G,Y1,W1) is degraded with
respect to the channel (G,Y2,W2) if there exists a channel
(Y2,Y1,W ) such that for x ∈ G and y1 ∈ Y1,
W1(y1|x) =
∑
y2∈Y∈
W2(y2|x)W (y1|y2)
Lemma III.1. If the channel (G,Y1,W1) is degraded with
respect to the channel (G,Y2,W2) then Z(W1) ≥ Z(W2).
Proof: Follows from [???].
Lemma III.2. If the channel (G,Y1,W1) is degraded with
respect to the channel (G,Y2,W2) then (G,Y1×Y1×G,W+1 )
is degraded with respect to the channel (G,Y2×Y2×G,W+2 )
and (G,Y1×Y1,W−1 ) is degraded with respect to the channel
(G,Y2 × Y2,W−2 )
Proof: Follows from [???].
Lemma III.3. The channel Wc is degraded with respect to
the channel Ws in the sense of Definition III.1.
Proof: Intuitively, it is clear that Wc is a degraded version
of Ws. The proof is as follows: Let the channel (X×G,G,W )
be such that for z, z′ ∈ G and x ∈ X , W (z|x, z′) = 1{z=z′}.
Then for s, z ∈ G,∑
z′∈G
x∈X
Ws(x, z
′|s)1{z=z′} =
∑
z′∈G
x∈X
PXU (x, z
′ − s) · 1{z=z′}
=
∑
x∈X
PXU (x, z
′ − s)
= PU (x, z
′ − s) = Wc(z|s)
Let the random vectors XN1 , U
N
1 be distributed according to
PNXU and let Z
N
1 be a random variable uniformly distributed
over GN which is independent of XN1 , U
N
1 . Let S
N
1 = Z
N
1 −
UN1 and V
N
1 = S
N
1 G
−1 (Here, G−1 is the inverse of the one-
two-one mapping G : GN → GN ). In other words, the joint
distribution of these random vectors is given by
pV N1 SN1 UN1 XN1 ZN1 (v
N
1 , s
N
1 , u
N
1 , x
N
1 , z
N
1 )
=
1
qN
pNXU (x
N
1 , u
N
1 )1{sN1 =vN1 G,un1=zN1 −vN1 G}
This implies
pV N1 XN1 ZN1 (v
N
1 , x
N
1 , z
N
1 ) =
1
qN
pNXU (x
N
1 , z
N
1 − vN1 G),
pV N1 ZN1 (v
N
1 , z
N
1 ) =
1
qN
pNU (z
N
1 − vN1 G)
In the next section, we provide the proof for the binary case.
B. Source Coding: Sketch of the Proof for the Binary Case
The standard result of channel polarization for the binary
input channel Wc implies [1] that for any  > 0 and
0 < β < 12 , there exist a large N = 2
n and a partition A0, A1
of [1, N ] such that for t = 0, 1 and i ∈ At,
∣∣∣I¯(W (i)c,N )− t∣∣∣ < 
and such that for i ∈ A1 Z(W (i)c,N ) < 2−N
β
. Moreover, as
 → 0 (and N → ∞), |At|N → pt for some p0, p1 adding up
to one with p1 = I¯(Wc).
Similarly, for the channel Ws we have the following: For
any  > 0 and 0 < β < 12 , there exist a large N = 2
n and a
partition B0, B1 of [1, N ] such that for τ = 0, 1 and i ∈ Bτ ,∣∣∣I¯(W (i)s,N )− τ ∣∣∣ <  and such that for i ∈ B1, Z(W (i)s,N ) <
2−N
β
. Moreover, as  → 0 (and N → ∞), |Bτ |N → qτ for
some q0, q1 adding up to one with q1 = I¯(Ws).
Lemma III.4. For i = 1, · · · , N , Z(W (i)c,N ) ≥ Z(W (i)s,N ).
Proof: Follows from Lemma III.3, Lemma III.1 and
Lemma III.2.
To introduce the encoding and decoding rules, we need to
make the following definitions:
A0 =
{
i ∈ [1, N ]
∣∣∣Z(W (i)c,N ) > 2−Nβ }
B0 =
{
i ∈ [1, N ]
∣∣∣Z(W (i)s,N ) > 1− 2−Nβ }
and A1 = [1, N ]\A0 and B1 = [1, N ]\B0. For t = 0, 1
and τ = 0, 1, define At,τ = At ∩ Bτ . Note that for large
N , 2−N
β
< 1 − 2−Nβ and therefore, Lemma III.4 implies
A1,0 = ∅. Note that the above polarization results imply that
as N increases, |A1|N → I¯(Wc) and |Bτ |N → I¯(Ws).
1) Encoding and Decoding: Let zN1 ∈ GN be an outcome
of the random variable ZN1 known to both the encoder and the
decoder. Given a source sequence xN1 ∈ XN , the encoding rule
is as follows: For i ∈ [1, N ], if i ∈ B0, then vi is uniformly
distributed over G and is known to both the encoder and the
decoder (and is independent from other random variables). If
i ∈ B1, vi = g for some g ∈ G with probability
P (vi = g) = pVi|XN1 ZN1 V i−11 (g|x
N
1 , z
N
1 , v
i−1
1 )
Note that [1, N ] can be partitioned into A0,0, A0,1 and A1,1
(since A1,0 is empty) and B0 = A0,0, B1 = A0,1 ∪ A1,1.
Therefore, v−1N can be decompose as vN1 = vA0,0 + vA0,1 +
vA1,1 in which vA0,0 is known to the decoder. The encoder
sends vA0,1 to the decoder and the decoder uses the channel
code to recover vA1,1 . The decoding rule is as follows: Given
zN1 , vA0,0 and vA0,1 , let vˆA0,0 = vA0,0 and vˆA0,1 = vA0,1 . For
i ∈ A1,1, let
vˆi = argmax
g∈G
W
(i)
c,N (z
N
1 , vˆ
i−1
1 |g)
Finally, the decoder outputs zN1 − vˆN1 G.
2) Error Analysis: The analysis is a combination of the-
point-to point channel coding and source coding results for
polar codes. The average distortion between the encoder input
and the decoder output is upper bounded by
Davg≤
∑
zN1 ∈GN
1
qN
∑
xN1 ∈XN
pNX(x
N
1 )
∑
vN1 ∈GN
1
q|B0|
(∏
i∈B1
p(vi|xN1, zN1,vi−11 )
)
(
dmax · 1{vˆ 6=v} + d(xN1 , zN1 − vN1 G)
)
where we have replaced pVi|XN1 ZN1 V i−11 (vi|x
N
1 , z
N
1 , v
i−1
1 ) with
p(vi|xN1 , zN1 , vi−11 ) for simplicity of notation and dmax is the
maximum value of the d(·, ·) function. Let
qVi|XN1 ZN1 V i−11 (vi|x
N
1 z
N
1 v
i−1
1 )
=
{ 1
2 If i ∈ B0
pVi|XN1 ZN1 V i−11 (vi|x
N
1 z
N
1 v
i−1
1 ) If i ∈ B1
and
qXN1 ZN1 (x
N
1 , z
N
1 ) = pXN1 ZN1 (x
N
1 , z
N
1 )
We have
Davg ≤
∑
vN1 ,z
N
1 ∈GN
xN1 ∈XN
qV N1 XN1 ZN1 (v
N
1 , x
N
1 , z
N
1 )
(
dmax · 1{vˆ 6=v} + d(xN1 , zN1 − vN1 G)
)
≤
∑
vN1 ,z
N
1 ∈GN
xN1 ∈XN
(
p(vN1 , x
N
1 , z
N
1 )+
∣∣q(vN1, xN1, zN1 )−p(vN1, xN1, zN1 )∣∣ )
(
dmax · 1{vˆ 6=v} + d(xN1 , zN1 − vN1 G)
)
(8)
where in the last inequality, we dropped the subscripts of the
probability distributions for simplicity of notation. Therefore,
Davg ≤ D1 +D2 +D3 (9)
where
D1 =
∑
vN1 ,z
N
1 ∈GN
xN1 ∈XN
p(vN1 , x
N
1 , z
N
1 )dmax · 1{vˆ 6=v} (10)
D2 =
∑
vN1 ,z
N
1 ∈GN
xN1 ∈XN
p(vN1 , x
N
1 , z
N
1 )d(x
N
1 , z
N
1 − vN1 G) (11)
D3 =
∑
vN1 ,z
N
1 ∈GN
xN1 ∈XN
∣∣q(vN1 , xN1 , zN1 )− p(vN1 , xN1 , zN1 )∣∣
(
dmax · 1{vˆ 6=v} + d(xN1 , zN1 − vN1 G)
)
(12)
Here, we only give a sketch for the rest of the proof. The
proof for the general case is completely presented in Section
III-C. The proof proceeds as follows: It is straightforward to
show that D1 → D as N increases. It can also be shown
that D2 → 0 as N increases since the inner code is a good
channel code. Finally, it can be shown that D3 → 0 as N
increases since the total variation distance between the P and
the Q measures is small (in turn since the outer code is a good
source code).
C. Source Coding: Proof for the General Case
1) Review of Polar Codes for Arbitrary Sources and
Channels: The result of channel polarization for arbitrary
discrete memoryless channels applied to Wc implies []
that for any  > 0 and 0 < β < 12 , there exist a large
N = 2n and a partition {AH |H ≤ G} of [1, N ] such that
for H ≤ G and i ∈ AH ,
∣∣∣I¯(W (i)c,N )− log |G||H| ∣∣∣ <  and
ZH(W
(i)
c,N ) < 2
−Nβ . Moreover, as  → 0 (and N → ∞),
|AH |
N → pH for some probabilities pH , H ≤ G adding up to
one with
∑
H≤G pH log
|G|
|H| = I¯(Wc).
Similarly, for the channel Ws we have the following: For
any  > 0 and 0 < β < 12 , there exist a large N = 2
n and
a partition {BH |H ≤ G} of [1, N ] such that for H ≤ G
and i ∈ BH ,
∣∣∣I¯(W (i)s,N )− log |G||H| ∣∣∣ <  and ZH(W (i)s,N ) <
2−N
β
. Moreover, as  → 0 (and N → ∞), |BH |N → qH
for some probabilities qH , H ≤ G adding up to one with∑
H≤G qH log
|G|
|H| = I¯(Ws).
Lemma III.5. If the channel (G,Y1,W1) is degraded with
respect to the channel (G,Y2,W2) in the sense of Definition
III.1, then for any d ∈ G,
Zd(W1) ≥ Zd(W2)
Proof: Let (Y2,Y1,W ) be a channel so that the condition
of Definition III.1 is satisfied. We have
Zd(W1) =
1
q
∑
x∈G
∑
y1∈Y1
√
W1(y1|x)W1(y1|x+ d)
=
1
q
∑
x∈G
∑
y1∈Y1√∑
y2∈Y2
W2(y2|x)W(y1|y2)
∑
y′2∈Y2
W2(y′2|x+ d)W(y1|y′2)
≥ 1
q
∑
x∈G
∑
y1∈Y1
∑
y2∈Y2
√
W2(y2|x)W(y1|y2)2W2(y2|x+d)
=
1
q
∑
x∈G
∑
y2∈Y2
√
W2(y2|x)W2(y2|x+ d)
= Zd(W2)
Lemma III.6. For i = 1, · · · , N and for d ∈ G and H ≤ G,
Zd(W
(i)
c,N ) ≥ Zd(W (i)s,N ) and ZH(W (i)c,N ) ≥ ZH(W (i)s,N ).
Proof: Follows from Lemma III.3, Lemma III.2 and
Lemma III.6.
We define some quantities before we introduce the encoding
and decoding rules. For H ≤ G, define
AH =
{
i ∈ [1, N ]
∣∣∣ZH(W (i)c,N ) < 2−Nβ ,
@K ≤ Hsuch that ZK(W (i)c,N ) < 2−N
β
}
BH =
{
i ∈ [1, N ]
∣∣∣ZH(W (i)s,N ) < 1− 2−Nβ ,
@K ≤ H such that ZK(W (i)s,N ) < 1− 2−N
β
}
For H ≤ G and K ≤ G, define AH,K = AH ∩ BK .
Note that for large N , 2−N
β
< 1 − 2−Nβ and therefore,
if for some i ∈ [1, N ], i ∈ AH , Lemma III.6 implies
ZH(W
(i)
s,N ) < 1−2−N
β
and hence i ∈ ∪K≤HBK . Therefore,
for K  H , AH,K = ∅. Therefore {AH,K |K ≤ H ≤ G}
is a partition of [1, N ]. Note that the channel polarization
results imply that as N increases, |AH |N → pH and |BH |N → qH .
2) Encoding and Decoding: Let zN1 ∈ GN be an outcome
of the random variable ZN1 known to both the encoder and the
decoder. Given K ≤ H ≤ G, let TH be a transversal of H
in G and let TK≤H be a transversal of K in H . Any element
g of G can be represented by g = [g]K + [g]TK≤H + [g]TH
for unique [g]K ∈ K, [g]TK≤H ∈ TK≤H and [g]TH ∈ TH .
Also note that TK≤H +TH is a transversal TK of K in G so
that g can be uniquely represented by g = [g]K + [g]TK for
some [g]TK ∈ TK and [g]TK can be uniquely represented by
[g]TK = [g]TK≤H + [g]TH .
Given a source sequence xN1 ∈ XN , the encoding rule is as
follows: For i ∈ [1, N ], if i ∈ AH,K for some K ≤ H ≤ G,
[vi]K is uniformly distributed over K and is known to both
the encoder and the decoder (and is independent from other
random variables). The component [vi]TK is chosen randomly
so that for g ∈ [vi]K + TK ,
P (vi = g) =
pVi|XN1 ZN1 V i−11 (g|x
N
1 , z
N
1 , v
i−1
1 )
pVi|XN1 ZN1 V i−11 ([vi]K + TK |x
N
1 , z
N
1 , v
i−1
1 )
Note that vN1 can be decomposed as v
N
1 = [v
N
1 ]K +
[vN1 ]TK≤H + [v
N
1 ]TH (with a slight abuse of notation since
K and H depend on the index i) in which [vN1 ]K is known
to the decoder. The encoder sends [vN1 ]TK≤H to the decoder
and the decoder uses the channel code to recover [vN1 ]TH . The
decoding rule is as follows: Given zN1 , [v
N
1 ]K and [v
N
1 ]TK≤H ,
and for i ∈ AH,K , let
vˆi = argmax
g∈[vi]K+[vi]TK≤H+TH
W
(i)
c,N (z
N
1 , vˆ
i−1
1 |g)
Finally, the decoder outputs zN1 − vˆN1 G. Note that the rate of
this code is equal to
R =
∑
K≤H≤G
|AH,K |
N
log
|H|
|K|
=
∑
K≤H≤G
|AH,K |
N
log
|G|
|K| −
∑
K≤H≤G
|AH,K |
N
log
|G|
|H|
=
∑
K≤G
|BK |
N
log
|G|
|K| −
∑
H≤G
|AH |
N
log
|G|
|H|
→ I¯(Ws)− I¯(Wc) = I(X;U)
D. Error Analysis
The average distortion between the encoder input and the
decoder output is upper bounded by
Davg ≤
∑
zN1 ∈GN
1
qN
∑
xN1 ∈XN
pNX(x
N
1 )
∑
vN1 ∈GN
1
q|B0| ∏
K≤G
∏
i∈BK
p(g|xN1 , zN1 , vi−11 )
p([vi]K + TK |xN1 , zN1 , vi−11 ) · |K|

(
dmax · 1{vˆ 6=v} + d(xN1 , zN1 − vN1 G)
)
where pVi|XN1 ZN1 V i−11 (·|x
N
1 , z
N
1 , v
i−1
1 ) is replaced with
p(·|xN1 , zN1 , vi−11 ) for simplicity of notation. For i ∈ BK , let
qVi|XN1 ZN1 V i−11 (vi|x
N
1 z
N
1 v
i−1
1 )
=
pVi|XN1 ZN1 V i−11 (g|x
N
1 , z
N
1 , v
i−1
1 )
pVi|XN1 ZN1 V i−11 ([vi]K + TK |x
N
1 , z
N
1 , v
i−1
1 ) · |K|
and
qXN1 ZN1 (x
N
1 , z
N
1 ) = pXN1 ZN1 (x
N
1 , z
N
1 )
Note that Equations (8) through (12) are valid for the general
case (with the new Q measure).
It follows from the analysis of [6, Section III.F and Section
IV] that D2 = D. The following lemma is also proved in [6,
Section III.F and Section IV].
Lemma III.7. With the above definitions,
‖P −Q‖t.v. =
∑
vN1 ,z
N
1 ∈GN
xN1 ∈XN
∣∣q(vN1 , xN1 , zN1 )− p(vN1 , xN1 , zN1 )∣∣
≤ K2−Nβ
for some constant K depending only on q.
It remains to show that D1 vanishes as N approaches
infinity. We have∑
vN1,z
N
1 ∈GN
xN1 ∈XN
pNXU (x
N
1, z
N
1 − vN1 G)
∑
K≤H≤G
∑
i∈AH,K
1{
W
(i)
c,N (z
N
1 ,v
i−1
1 |vi)
1
≤W (i)c,N (zN1 ,vi−11 |v˜i) for some v˜i∈[vi]K+[vi]TK≤H+TH ,v˜i 6=vi
}
≤
∑
vN1 ,z
N
1 ∈GN
xN1 ∈XN
pNXU (x
N
1 , z
N
1 − vN1 G)
∑
K≤H≤G
∑
i∈AH,K
∑
v˜i∈[vi]H+TH
v˜i 6=vi√√√√W (i)c,N (zN1 , vi−11 |v˜i)
W
(i)
c,N (z
N
1 , v
i−1
1 |vi)
=
∑
K≤H≤G
∑
i∈AH,K
∑
vi∈G
v˜i∈[vi]H+TH
v˜i 6=vi
∑
vi−11 ,z
N
1
1
q
 ∑
vi+1N
1
qN−1
pNU (z
N
1−vN1 G)

√√√√W (i)c,N (zN1 , vi−11 |v˜i)
W
(i)
c,N (z
N
1 , v
i−1
1 |vi)
=
∑
K≤H≤G
∑
i∈AH,K
∑
vi∈G
v˜i∈[vi]H+TH
v˜i 6=vi
Z{vi,v˜i}(W
(i)
c,N )
Note that v˜i ∈ [vi]H+TH and v˜i 6= vi imply d = v˜i−vi /∈ H .
We have
Z{vi,v˜i}(W
(i)
c,N ) ≤ qZd(W (i)c,N ) ≤ qZH(W (i)c,N )
Therefore,
D1 ≤
∑
K≤H≤G
∑
i∈AH,K
∑
vi∈G
v˜i∈[vi]H+TH
v˜i 6=vi
qZH(W
(i)
c,N )
≤ 4qqN2−Nβ
Therefore, D1 → 0 as N increases.
IV. POLAR CODES ACHIEVE THE SHANNON CAPACITY OF
ARBITRARY DMCS
In this section, we prove the following theorem:
Theorem IV.1. For an arbitrary discrete memoryless channel
(X ,Y,W ), nested polar codes achieve the Shannon capacity.
For the channel let X = G for some Abelian group G
and let |G| = q. Similarly to the source coding problem, we
show that there exists nested polar code Ci ⊆ Co such that
Co is a good channel code and each shift of Ci is a good
source code. This will be made clear later in the following.
Let X be a random variable with the capacity achieving
distribution and let U be uniformly distributed over G. Define
the artificial channels (G,G,Ws) and (G,Y ×G,Wc) such
that for u, z ∈ G and y ∈ Y ,
Ws(z|u) = pX(z − u)
Wc(y, z|u) = pXY (z − u, y)
These channels have been depicted in Figures ?? and ??.
X
ZU
Ws
Fig. 3: Test channel for the inner code (the source coding component)
X
ZU
Wc
W Y
Fig. 4: Test channel for the outer code (the channel coding compo-
nent)
Note that for u, x, z ∈ G and y ∈ Y , pUXY Z(u, x, y, z) =
pU (u)pX(x)W (y|x)1{z=u+x}. Similarly to the source coding
case, one can show that the symmetric capacities of the
channels are equal to
I¯(Ws) = log q −H(X)
I¯(Wc) = log q −H(X|Y )
We employ a nested polar code in which the inner code is a
good source code for the test channel Ws and the outer code
is a good channel code for Wc. The rate of this code is equal
to
R = I¯(Wc)− I¯(Wx)
= log q −H(X|Y )− (log q −H(X)) = I(X;Y )
Note that the channels Wc and Ws are chosen so that the
difference of their symmetric capacities is equal to the Shannon
capacity of the original channel. We postpone the proof to
Section V where the result is proved for the binary case and
Section VI in which the general proof (for arbitrary Abelian
groups) is presented. The rest of this section is devoted to
some general definitions and lemmas which are used in the
proofs.
Let n be a positive integer and let N = 2n. Similar to the
source coding case, For both channels Ws and Wc and for
i = 1 · · ·N , define the synthesized channels as
W
(i)
c,N (y
N
1 , z
N
1 , v
i−1
1 |vi) =
∑
vNi+1∈GN−i
1
2N−1
WNc (y
N
1 , z
N
1 |vN1 G)
=
∑
vNi+1∈GN−i
1
2N−1
pNXY (z
N
1 − vN1 G, yN1 )
and
W
(i)
s,N (z
N
1 , v
i−1
1 |vi) =
∑
vNi+1∈GN−i
1
2N−1
WNs (z
N
1 |vN1 G)
=
∑
vNi+1∈GN−i
1
2N−1
pNX(z
N
1 − vN1 G)
Let the random vector UN1 be distributed according to p
N
U
(uniform) and let V N1 = U
N
1 G
−1 where G is the polar coding
matrix of dimension N×N . Note that since G is a one-to-one
mapping, V N1 is also uniformly distributed. Let Y
N
1 and Z
N
1
be the outputs of the channel Wc when the input is UN1 . Note
that for vN1 , u
n
1 , x
N
1 , z
N
1 ∈ GN and yN1 ∈ YN ,
pV N1 UN1 XN1 Y N1 ZN1 (v
N
1 , u
n
1 , x
N
1 , y
N
1 , z
N
1 )
= 1{vN1 =uN1 G−1}p
N
U (u
N
1 )p
N
X(x
N
1 )W
N (yN1 |xN1 )1{zN1 =uN1 +xN1 }
=
1
2N
pNX(z
N
1 − vN1 G)WN (yN1 |zN1 − vN1 G)1{uN1 =vN1 G,xN1 =zN1 −vN1 G}
and
pV N1 Y N1 ZN1 (v
N
1 , y
N
1 , z
N
1 ) =
1
2N
pNX(z
N
1 − vN1 G)WN (yN1 |zN1 − vN1 G)
pV N1 ZN1 (v
N
1 , z
N
1 ) =
1
2N
pNX(z
N
1 − vN1 G)
V. CHANNEL CODING: SKETCH OF THE PROOF FOR THE
BINARY CASE
The following theorems state the standard channel coding
and source coding polarization phenomenons for the binary
case.
Theorem V.1. For any  > 0 and 0 < β < 12 , there exist
a large N = 2n and a partition A0, A1 of [1, N ] such that
for t = 0, 1 and i ∈ At,
∣∣∣I¯(W (i)s,N )− t∣∣∣ <  and Z(W (i)s,N ) <
2−N
β
. Moreover, as  → 0 (and N → ∞), |At|N → pt for
some p0, p1 adding up to one with p1 = I¯(Ws).
Theorem V.2. For any  > 0 and 0 < β < 12 , there exist a
large N = 2n and a partition B0, B1 of [1, N ] such that for
τ = 0, 1 and i ∈ Bτ ,
∣∣∣I¯(W (i)c,N )− τ ∣∣∣ <  and Z(W (i)c,N ) <
2−N
β
. Moreover, as  → 0 (and N → ∞), |Bτ |N → qτ for
some q0, q1 adding up to one with q1 = I¯(Wc).
Lemma V.1. For i = 1, · · · , N , Z(W (i)s,N ) ≥ Z(W (i)c,N ).
Proof: Follows from since Ws is degraded with respect
to Wc and using Lemma[???] and Lemma[???].
Define
A0 =
{
i ∈ [1, N ]
∣∣∣Z(W (i)s,N ) > 1− 2−Nβ }
B0 =
{
i ∈ [1, N ]
∣∣∣Z(W (i)c,N ) > 2−Nβ }
and A1 = [1, N ]\A0 and B1 = [1, N ]\B0. For t = 0, 1 and
τ = 0, 1, define At,τ = At ∩ Bτ . Note that Lemma III.4
implies
A1,0 =
{
i ∈ [1, N ]
∣∣∣< 2−Nβ < Z(W (i)c,N ) < Z(W (i)s,N ) < 1− 2−Nβ }
Since Z(W (i)c,N ) and Z(W
(i)
s,N ) both polarize to 0, 1, as N
increases A1,0N → 0. Note that Theorems ?? and ?? imply
that as N increases, |A1|N → I¯(Wc) and |B1|N → I¯(Ws).
A. Encoding and Decoding
Let zN1 be a realization of the random vector Z
N
1 avail-
able to both the encoder and the decoder. Given a partition
A0,0, A0,1, A1,0, A1,1 of [1, N ], a vector vN1 ∈ GN can
be decomposed as vN1 = vA0,0 + vA0,1 + vA1,0 + vA1,1
and similarly, the set GN can be partitioned into the union
GA0,0 ∪ GA0,1 ∪ GA1,0 ∪ GA1,1 . Let vA0,0 ∈ GA0,0 be a
uniformly distributed random variable available to both the
encoder and the decoder which is independent from all other
random variables and let vA0,1 be the message vector. The
encoding is as follows: For i ∈ A1,1 ∪A1,0,
vi =
{
0 with prob. pVi|ZN1 V i−11 (0|z
N
1 , v
i−1
1 )
1 with prob. pVi|ZN1 V i−11 (1|z
N
1 , v
i−1
1 )
The receiver has access to yN1 , z
N
1 and vA0,0 . Note that
|A1,0|
N → 0 as N increases. Assume for the moment that the
receiver has access to vA1,0 . Then it can use the following
decoding rule: For i ∈ A0,1 ∪A1,1,
vˆi = argmax
g∈G
W
(i)
c,N (y
N
1 , z
N
1 , vˆ
i−1
1 |g)
It is shown in the next section that with this encoding and
decoding rules, the probability of error goes to zero. It remains
to send the component vA1,0 to the decoder which can be
done using a regular polar code (which achieves the symmetric
capacity of the channel). Note that since the fraction |A1,0|N
vanishes as N increases, the rate loss due to the transmission
of vA1,0 can be made arbitrarily small.
B. Error Analysis
The receiver has access to zN1 , vA0,0 , vA1,0 and y
N
1 . A
communication error occurs if vˆ0,1 6= v0,1. The error event
is contained in the event:⋃
i∈A0,1∪A1,1
{W (i)c,N (yN1 , zN1 , vˆi−11 |vi) ≤W (i)c,N (yN1 , zN1 , vˆi−11 |vi + 1)}
Therefore, we have the following upper bound on the
average probability of error:
E{Perr} ≤
∑
zN1 ∈GN
1
qN
∑
vN1 ∈GN
1
q|A0,0|+|A0,1| ∏
i∈A0,1∪A1,0
pVi|ZN1 V i−11 (vi|z
N
1 , v
i−1
1 )
∑
yN1
WN (yN1 |zN1 − vN1 G)
1{∃i∈[1,N ]:W (i)c,N (yN1 ,zN1 ,vi−11 |vi)≤W (i)c,N (yN1 ,zN1 ,vi−11 |vi+1)}
Define
p(vN1 , z
N
1 ) = pV N1 ZN1 (v
N
1 , z
N
1 )
=
1
qN
·
 ∏
i∈[1,N ]
pVi|ZN1 V i−11 (vi|z
N
1 , v
i−1
1 )

and
q(vN1 , z
N
1 ) =
1
qN
· 1
q|A0,0|+|A0,1|
 ∏
i∈A0,1∪A1,0
pVi|ZN1 V i−11 (vi|z
N
1 , v
i−1
1 )

Note that
E{Perr} ≤
∑
vN1
∑
zN1
q(vN1 , z
N
1 )
∑
yN1
WN (yN1 |zN1 − vN1 G)
1{∃i∈[1,N ]:W (i)c,N (yN1 ,zN1 ,vi−11 |vi)≤W (i)c,N (yN1 ,zN1 ,vi−11 |vi+1)}
≤ P1 + P2
where
P1 =
∑
vN1
∑
zN1
p(vN1 , z
N
1 )
∑
yN1
WN (yN1 |zN1 − vN1 G)
1{∃i∈[1,N ]:W (i)c,N (yN1 ,zN1 ,vi−11 |vi)≤W (i)c,N (yN1 ,zN1 ,vi−11 |vi+1)}
and
P2 =
∑
vN1
∑
zN1
|q(vN1 , zN1 )− p(vN1 , zN1 )|
∑
yN1
WN (yN1 |zN1 − vN1 G)
1{∃i∈[1,N ]:W (i)c,N (yN1 ,zN1 ,vi−11 |vi)≤W (i)c,N (yN1 ,zN1 ,vi−11 |vi+1)}
≤
∑
vN1
∑
zN1
|q(vN1 , zN1 )− p(vN1 , zN1 )|
∑
yN1
WN (yN1 |zN1 − vN1 G)
≤
∑
vN1
∑
zN1
|q(vN1 , zN1 )− p(vN1 , zN1 )|
We use the following two lemmas from [???].
Lemma V.2. For p(·, ·) and q(·, ·) defined as above,∑
vN1
∑
zN1
∣∣p(vN1 , zN1 )− q(vN1 , zN1 )∣∣ ≤ 2 ∑
i∈A0,0∪A0,1
E
{∣∣∣∣12 − pVi|V i−11 ZN1 (0|V N1 , ZN1 )
∣∣∣∣}
Lemma V.3. For i ∈ [1, N ], if Z(W (i)s,N ) ≥ 1− δ2N then
E
{∣∣∣∣12 − pVi|V i−11 ZN1 (0|V N1 , ZN1 )
∣∣∣∣} ≤ √2δN
Note that for i ∈ A0,0∪A0,1, Z(W (i)s,N ) ≥ 1−δ2N . Therefore,
Lemmas [] and [] imply
P2 ≤ 2
√
2NδN
We have
P1 ≤
∑
vN1
∑
zN1
p(vN1 , z
N
1 )
∑
yN1
WN (yN1 |zN1 − vN1 G)
∑
i∈A0,1
1{W (i)c,N (yN1 ,zN1 ,vi−11 |vi)≤W (i)c,N (yN1 ,zN1 ,vi−11 |vi+1)}
≤
∑
vN1
∑
zN1
p(vN1 , z
N
1 )
∑
yN1
WN (yN1 |zN1 − vN1 G)
∑
i∈A0,1√√√√W (i)c,N (yN1 , zN1 , vi−11 |vi + 1)
W
(i)
c,N (y
N
1 , z
N
1 , v
i−1
1 |vi)
=
∑
vN1
∑
zN1
∑
yN1
1
2N
pNX(z
N
1 − vN1 G)WN (yN1 |zN1 − vN1 G)
∑
i∈A0,1
√√√√W (i)c,N (yN1 , zN1 , vi−11 |vi + 1)
W
(i)
c,N (y
N
1 , z
N
1 , v
i−1
1 |vi)
where the last equality follows since p(vN1 , z
N
1 ) =
pV N1 ZN1 (v
N
1 , z
N
1 ) =
1
2N
pNX(z
N
1 − vN1 G). Therefore,
P1 ≤
∑
i∈A0,1
1
2
∑
vi
∑
vi−11
∑
yN1 ,z
N
1
√√√√W (i)c,N (yN1 , zN1 , vi−11 |vi + 1)
W
(i)
c,N (y
N
1 , z
N
1 , v
i−1
1 |vi)
∑
vNi+1
1
2N−1
pNX(z
N
1 − vN1 G)WN (yN1 |zN1 − vN1 G)
=
∑
i∈A0,1
1
2
∑
vi
∑
vi−11
∑
yN1 ,z
N
1
√√√√W (i)c,N (yN1 , zN1 , vi−11 |vi + 1)
W
(i)
c,N (y
N
1 , z
N
1 , v
i−1
1 |vi)
W
(i)
c,N (y
N
1 , z
N
1 , v
i−1
1 |vi)
=
∑
i∈A0,1
1
2
∑
vi
Z(W
(i)
c,N )
≤ Nδ2N
VI. CHANNEL CODING: PROOF FOR THE GENERAL CASE
For H ≤ G, define
AH =
{
i ∈ [1, N ]
∣∣∣ZH(W (i)s,N ) < 1− 2−Nβ ,
@K ≤ Hsuch that ZK(W (i)s,N ) < 1− 2−N
β
}
BH =
{
i ∈ [1, N ]
∣∣∣ZH(W (i)c,N ) < 2−Nβ ,
@K ≤ H such that ZK(W (i)c,N ) < 2−N
β
}
For H ≤ G and K ≤ G, define AH,K = AH ∩ BK . Note
that for K ≤ H ≤ G, ZH(W ) ≤ ZK(W ). Also note that
ZH(W
(i)
c,N ) ≤ ZH(W (i)s,N ) Therefore, if K  H then
AH,K ⊆
{
i ∈ [1, N ]
∣∣∣2−Nβ < ZH(W (i)c,N ) ≤ ZH(W (i)s,N ) < 1− 2−Nβ}
Since ZH(W (i)c,N ) and Z
H(W
(i)
s,N ) both polarize to 0, 1, as
N increases AH,KN → 0 if K  H . Note that the channel
polarization results imply that as N increases, |AH |N → pH
and |BH |N → qH .
1) Encoding and Decoding: Let zN1 ∈ GN be an outcome
of the random variable ZN1 known to both the encoder and the
decoder. Given K ≤ H ≤ G, let TH be a transversal of H
in G and let TK≤H be a transversal of K in H . Any element
g of G can be represented by g = [g]K + [g]TK≤H + [g]TH
for unique [g]K ∈ K, [g]TK≤H ∈ TK≤H and [g]TH ∈ TH .
Also note that TK≤H +TH is a transversal TK of K in G so
that g can be uniquely represented by g = [g]K + [g]TK for
some [g]TK ∈ TK and [g]TK can be uniquely represented by
[g]TK = [g]TK≤H + [g]TH .
Given a source sequence xN1 ∈ XN , the encoding rule is as
follows: For i ∈ [1, N ], if i ∈ AH,K for some K ≤ H ≤ G,
[vi]K is uniformly distributed over K and is known to both
the encoder and the decoder (and is independent from other
random variables). The component [vi]TK≤H is the message
and is uniformly distributed but is only known to the encoder.
The component [vi]TK is chosen randomly so that for g ∈
[vi]K + [vi]TK≤H + TH ,
P (vi = g) =
pVi|XN1 ZN1 V i−11 (g|x
N
1 , z
N
1 , v
i−1
1 )
pVi|XN1 ZN1 V i−11 ([vi]K + [vi]TK≤H + TH |x
N
1 , z
N
1 , v
i−1
1 )
For i ∈ [1, N ], if i ∈ AH,K for some K  H , [vi]H is
uniformly distributed over H and is known to both the encoder
and the decoder and the component [vi]TH is chosen randomly
so that for g ∈ [vi]H + TH ,
P (vi = g) =
pVi|XN1 ZN1 V i−11 (g|x
N
1 , z
N
1 , v
i−1
1 )
pVi|XN1 ZN1 V i−11 ([vi]H + TH |x
N
1 , z
N
1 , v
i−1
1 )
For the moment assume that in this case vi is known at the
receiver. Note that for i ∈ [1, N ], if i ∈ AH,K for some K ≤
H ≤ G, vi can be decomposed as vi = [vi]K + [vi]TK≤H +
[vi]TH in which [vi]K is known to the decoder. The decoding
rule is as follows: Given zN1 and for i ∈ AH,K for some
K ≤ H ≤ G, let
vˆi = argmax
g∈[vi]K+[vi]TK≤H+TH
W
(i)
c,N (z
N
1 , vˆ
i−1
1 |g)
It is shown in the next section that with this encoding and
decoding rules, the probability of error goes to zero. It remains
to send the vi i ∈ AH,K with K  H to the decoder
which can be done using a regular polar code (which achieves
the symmetric capacity of the channel). Note that since the
fraction |AH,K |N vanishes as N increases if K  H , the rate
loss due to this transmission can be made arbitrarily small.
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