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Abstract
We give an asymptotic expansion for the Taylor coefficients of L(P (z)) where L(z)
is analytic in the open unit disc whose Taylor coefficients vary ‘smoothly’ and P (z) is a
probability generating function. We show how this result applies to a variety of problems,
amongst them obtaining the asymptotics of Bernoulli transforms and weighted renewal
sequences.
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1. Introduction
In this paper we investigate the asymptotic behaviour of the Taylor coefficients of the com-
position of two functions analytic in the unit disc; i.e. of
F (z) = L(P (z)). (1.1)
Equivalently, writing fn, ln and pn for the Taylor coefficients of F (z), L(z) and P (z) respec-
tively, this is
fn =
∞∑
m=0
lmp
∗m
n . (1.2)
(Here p∗mn is the mth-convolution of pn.) Throughout this paper, P (z) is a probability
generating function; i.e. pn ≥ 0 and
∑
pn = 1. In probability theory, sequences of the form
(1.2) are called weighted renewal sequences (with ‘weights’ ln). They have been studied by
many authors (see for example [4], [11], [7] and the references in [2]).
In [8], it was shown that if P (z) is not of the form k(zr) (for some holomorphic function
k(·) and integer r ≥ 2), pn = O(e−λ
√
n) for some λ > 0, and
ln+[λ
√
n] ∼ ln (1.3)
as n→∞ for all λ, then
fn ∼ σl[σn]
as n→∞, where σ = 1/∑∞n=1 npn.
It is natural to consider whether one can obtain more precise information about the
asymptotic behaviour of fn or, if possible, find an asymptotic expansion for fn in terms
of the l[σn]. This is often needed in problems related to probability theory, combinatorics
and information theory. See for example [12] for a wide range of problems on asymptotic
1Asymptotic Analysis 63 (2009) 125-142.
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enumeration in combinatorics and [2] for examples in probability theory. Detailed asymptotic
estimates are also needed in entropy computations and other problems in information theory
(see for example [9],[10]).
In an interesting recent development, Baltru¯nas and Sˇiaulys ([1]) obtained a bound on
the difference fn − σl[σn] for a particular class of ln which were shown to satisfy (1.3). They
considered the case where the ln are of the form e−Hn with Hn − Hn−1 decreasing and
n(Hn −Hn−1) ≤ (12 − δ)Hn for some δ > 0 (for large n). They found that
fn = σl[σn]
(
1 +O
(Hn logn√
n
))
.
Our goal in this paper is to give an asymptotic expansion of the coefficients fn. In order
to do this, we need to have more precise information of the behaviour of ln for large n. By
interpolation, we may extend ln to an infinitely differentiable function l(x) for real x ≥ 0.
Then, on condition that the behaviour of the higher derivatives of l(x) are not too wild, we
obtain the following asymptotic expansion of fn:
fn ≈ q0(n)l(σn) + q1(n)l′(σn) + . . .+ qk(n)l(k)(σn) + . . . ,
where the qk(n) are polynomials of degree [k/2] which can be explicitly calculated from P (z);
eg. q0(n) = σ. The methods that we use here are similar to those in [8] but give a more
detailed analysis of the expansion of fn in terms of the Taylor expansion of l(x).
In our final section, we apply our results to a variety of problems. We consider the asymp-
totic behaviour of Bernoulli transforms as introduced in [5]. The asymptotic behaviour is
easily derived and in greater generality. Furthermore, our methods do not require the extra
analyticity conditions necessary for singularity analysis. Similarly, we treat the negative
binomial sums discussed in [9]. Finally, we see how our results impact on the results of [1].
2. Conditions and Statement of main result
Following [2], we call a sequence {pn} of probabilities aperiodic if
supp (pn) := {n ∈ N : pn > 0} 6⊂ qN for any integer q > 1. (P1)
(It is periodic with period q > 1 if supp(pn) ⊂ qN with q maximal.) We say {pn} is non-lattice
if
supp (pn) 6⊂ qN0 + p for any q > 1 and p ∈ {1, . . . , q}. (P2)
Note that (P1) is equivalent to saying that P (z) is not of the form k(zq) for any k(·) holomor-
phic. It also implies that P (z) = 1 at z = 1 only (on the unit circle). The stronger condition
(P2) is equivalent to saying that P (z) is not of the form zpk(zq) for any k(·) holomorphic.
It implies that |P (z)| = 1 at z = 1 only (on the unit circle).
As in [8], we assume that
pn = O(e−λ
√
n) for some λ > 0. (P3)
In particular, this implies the convergence of
∑
nkpn for every k.
Regarding the function L(z) =
∑∞
n=0 lnz
n, we shall assume that ln is eventually positive
and satisfies
ln+[λ
√
n] ∼ ln (L1)
2
as n → ∞, for all real λ. We note that (L1) is equivalent to ln = s(e
√
n) for some slowly-
varying function s(·) (see [8]), hence ln = eo(
√
n) and L(z) is analytic for |z| < 1.
Let fn be the coefficient of zn in the power series expansion of the composite function
F (z) = L(P (z)). By expanding L(z), it is seen that fn is given by (1.2). The implication
(P1), (P3) and (L1) =⇒ fn ∼ σl[σn]
was proven in [8].
In order to obtain an asymptotic expansion for fn it is necessary to make extra assump-
tions about the sequence ln. We may extend ln to an infinitely differentiable function l(x)
on R≥0 by interpolation. We shall assume that for a given r ≥ 1,
l(k)(x+ t) = O(|l(k)(x)|) for t = O(√x log x), (L2)
for k = 1, . . . , r, the implied constant being independent of t. (In fact, we can weaken this
condition to t = O(
√
x log x) if P (z) is analytic beyond the unit disc). Thus, by Taylor’s
theorem, (L2) implies
l(x+ t) = l(x) + tl′(x) +
t2l′′(x)
2!
+ . . .+
tr−1l(r−1)(x)
(r − 1)! +O(|t
rl(r)(x)|)
for t = O(
√
x log x).
Our main result is
Theorem 1
Let P (z) =
∑∞
n=0 pnz
n where {pn} satisfies (P1) and (P3). Let L(z) =
∑∞
n=0 lnz
n where
{ln} satisfies (L1) and (L2). Then the Taylor coefficients fn of F (z) = L(P (z)) have the
asymptotic development
fn =
r−1∑
k=0
qk(n)l(k)(σn) +O(nr/2|l(r)(σn)|) +O
(
l(σn)
nA
)
(for all A)
where σ = 1/
∑∞
n=1 npn and the qk(n) are polynomials of degree [k/2].
It is elementary to show that if (L1) and (L2) are satisfied, then l(k)(x) = o(l(x)x−k/2)
for k = 1, . . . , r, so this is genuinely an asymptotic expansion.
As will be shown in section 4, the polynomials qk(n) can be calculated explicitly from
P (z) via the formula2
qk(n) =
[
1
t
]
(−1)k P (1 + t)σn
(logP (1 + t))k+1(1 + t)n+1
.
3. Proofs
The idea of the proof of Theorem 1 is to show that the main contribution towards fn in (1.2)
comes from the range m = σn+O(
√
n logn) in the sense that
fn =
∑
m=σn+O(
√
n logn)
lmp
∗m
n +O
( l[σn]
nA
)
for every A.
2Here, and elsewhere, [tn]H(t) (with n ∈ Z) means the coefficient of tn in the expansion (asymptotic or
otherwise) of H(t) for t small.
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Condition (L2) then allows us to ‘expand’ lm as
lm = l(σn+m− σn) ≈
r−1∑
k=0
l(k)(σn)
k!
(m− σn)k
in order to obtain
fn ≈
r−1∑
k=0
l(k)(σn)
k!
∑
m=σn+O(
√
n logn)
(m− σn)kp∗mn .
We therefore need an estimate for the inner sum on the right. These follow estimates for
sums of the form
∑∞
m=0m
kp∗mn . Thus we first prove the following:
Proposition 2
Let P (z) =
∑∞
n=0 pnz
n with pn ≥ 0, aperiodic, pn = O(n−A) for all A and P (1) = 1. Then,
for k ∈ N0, ∞∑
m=0
mkp∗mn = Qk(n) +O
( 1
nA
)
(for all A)
where Qk(n) is a polynomial of degree k. (Here and elsewhere 00 = 1).
Proof. First let us suppose that P (z) is analytic beyond the unit disc. Note that
∑∞
m=0m
kp∗mn
is the coefficient of zn in the expansion in Rk(P (z)) where
Rk(z) =
∞∑
r=0
rkzr.
It is elementary to show that we may write Rk(z) =
rk(z)
(1−z)k+1 where rk(·) is a polynomial of
degree k. Thus
∞∑
m=0
mkp∗mn =
1
2pii
∫
γ
rk(P (z))
zn+1(1− P (z))k+1 dz
= −Resz=1
{
rk(P (z))
zn+1(1− P (z))k+1
}
+O(a−n)
for some a > 1, by taking γ past the pole at z = 1. Note that here we use the fact that
P (z) = 1 at z = 1 only for |z| ≤ 1 (and hence for |z| < a, for some a > 1). Consider the
residue and let z = 1 + w.
rk(P (1 + w))
(1 + w)n+1(1− P (1 + w))k+1 = (−1)
k+1 rk(1 + P
′(1)w + . . .)(1 + w)−(n+1)
(P ′(1)w + 12P
′′(1)w2 + . . .)k+1
=
(−1)k+1(A+Bw + . . .)
wk+1P ′(1)k+1(1 + Cw + . . .)
∞∑
r=0
(−1)r
(
n+ r
r
)
wr
for some A,B,C . . .. By multiplying out the series, it is easily seen that the coefficient of
1/w in this expansion is some polynomial in n of degree k. Thus
∞∑
m=0
mkp∗mn = Qk(n) +O(a
−n)
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where Qk is a polynomial of degree k. Note that the error term is much smaller than that
stated in the theorem; this is due to the extra analyticity assumption on P (·).
If P (z) is not analytic beyond the unit disc we have to be more subtle. From above we
had ∞∑
m=0
mkp∗mn = [z
n]
rk(P (z))
(1− P (z))k+1
where rk(·) is some polynomial of degree k. Under the assumptions,
∑∞
n=0 pnn
r converges
for all r ≥ 0, and so we have3
P (z) = 1− P ′(1)(1− z) + P
′′(1)
2!
(1− z)− . . .+ (−1)
NP (N)(1)
N !
(1− z)N +O((1− z)N+1)
as z → 1 (|z| ≤ 1) for any N . Since rk(·) is a polynomial we have the asymptotic expansion
rk(P (z))
(1− P (z))k+1 =
A0
(1− z)k+1 + . . .+
Ak
1− z + . . .+AN (1− z)
N−k−1 +O((1− z)N−k)
as z → 1, for some Ai (depending on i and k only). Let
g(z) =
rk(P (z))
(1− P (z))k+1 −
k∑
r=0
Ar
(1− z)k+1−r
for |z| ≤ 1, z 6= 1. (This is well-defined since P (z) = 1 at z = 1 only, in the closed
unit disc.) Now, the function P (eiθ) is infinitely differentiable (for real θ). It follows that
rk(eiθ)/(1 − P (eiθ))k+1, and hence g(eiθ), are infinitely differentiable on (0, 2pi). But from
the above we have
g(eiθ) = β0 + β1θ + . . .+ βNθN +O(θN+1) as θ → 0 (3.1)
for some βi and any N . This asymptotic expansion may be differentiated since, by the same
arguments,
g′(eiθ) = γ0θm + γ1θm+1 + . . .+ γNθN+m +O(θN+m+1) as θ → 0
for some m ∈ Z and γi, and integrating would have to yield (3.1). Repeating this argument,
(3.1) may be differentiated any number of times and by defining d
k
dθk
g(eiθ)|θ=0 = k!βk, it
follows that g(eiθ) is extendable to an infinitely differentiable function on R. Integrating by
parts N times gives
[zn] g(z) =
1
2pi
∫ 2pi
0
g(eiθ)e−niθ dθ =
1
2pin
∫ 2pi
0
g′(eiθ)e−(n−1)iθ dθ =
. . . =
1
2pin(n− 1) . . . (n−N + 1)
∫ 2pi
0
g(N)(eiθ)e−(n−N)iθ dθ = O
(
1
nN
)
as n→∞, for every N . Hence
[zn]
rk(P (z))
(1− P (z))k+1 = [z
n]
k∑
r=0
Ar
(1− z)k+1−r + g(z) = Qk(n) +O
(
1
nN
)
3For convenience we shall write P (k)(1) =
∑∞
n=k n(n− 1) . . . (n− k + 1)pn. Thus σ = 1/P ′(1).
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where Qk(n) is a polynomial of degree k. Note that the polynomials Qk(n) necessarily coin-
cide with the earlier ones since their coefficients are identical combinations of P (r)(1).
¤
Now we need a sharper version of Lemma 2.4 of [8]. It was observed in [8] that P (ez) =
exp{ zσ + τz2 + O(z3)} as z → 0, where τ = 12(P ′(1) + P ′′(1) − P ′(1)2) > 0. From this we
obtain the inequality
|P (ex+iy)| ≤ exp
{x
σ
+ ax2 − by2
}
(3.2)
for x, y real and sufficiently small, which holds for some a, b > 0.
For the following Lemma we shall, for simplicity of presentation, assume the stronger
condition (P2) rather than (P1) throughout. We mention the necessary adjustments to be
made if only (P1) is assumed, afterwards.
Let ∆ = m− σn.
Lemma 3
Suppose that P (z) is analytic for |z| < 1 + δ for some δ > 0 and (P2) holds. Then
(i) For 0 ≤ m ≤ (σ − η)n and m ≥ (σ + η)n (any η > 0), we have
p∗mn ≤ e−η1n, e−η2m respectively for some η1, η2 > 0.
(ii) For (σ − η)n ≤ m ≤ (σ + η)n (i.e. |∆| ≤ ηn), we have
p∗mn = O
( 1√
n
e−
λ∆2
n
)
for some λ > 0.
Proof. (i). Consider first 0 ≤ m ≤ (σ − η)n. We have
0 ≤ p∗mn ≤
P (r)m
rn
for any 0 < r < 1 + δ since |P (z)| ≤ P (|z|). Take r = eε where ε > 0 is chosen such that
P (eε) ≤ exp
{
ε
σ
(
1 +
η
2(σ − η)
)}
.
This is possible because P (et) = exp( 1σ t+O(t
2)) as t→ 0. Then
p∗mn ≤ exp
{
εm
σ
(
1 +
η
2(σ − η)
)
− εn
}
≤ exp
{
(σ − η)εn
σ
(
1 +
η
2(σ − η)
)
− εn
}
= e−η1n,
with η1 = ηε2σ > 0 as required. For m ≥ (σ + η)n, take r = e−ε where ε > 0 is chosen such
that
P (e−ε) ≤ exp
{
− ε
σ
(
1− η
2(σ + η)
)}
.
Then
p∗mn ≤ exp
{
εn− εm
σ
(
1− η
2(σ + η)
)}
≤ exp
{
εm
σ + η
− εm
σ
(
1− η
2(σ + η)
)}
= e−η2m,
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with η2 = ηε2σ(σ+η) > 0.
(ii). For the range |∆| ≤ ηn, we use Cauchy’s formula
p∗mn =
1
2pii
∫
γ
P (z)m
zn+1
dz =
1
2pirn
∫ 2pi
0
e−niθP (reiθ)m dθ.
Choose r = e−λ∆/n and δn =
√
B logn
n (with λ,B > 0 small and large respectively to be
determined). We split the integral into two parts:
p∗mn =
1
2pirn
∫ δn
−δn
e−niθP (reiθ)m dθ +
1
2pirn
∫ 2pi−δn
δn
e−niθP (reiθ)m dθ.
Call these integrals I1 and I2 respectively. We have |I2| ≤ r−n|P (re±iδn)|m for all n suf-
ficiently large, since |P (reiθ)| increases as θ gets closer to 0 and 2pi, where it is maximal.
Hence, using (3.2) and substituting r = e−λ∆/n and δn =
√
B log n/
√
n, we get
|I2| ≤ exp
{
λ∆− λ∆m
σn
+
aλ2∆2m
n2
− bmδ2n
}
≤ exp
{
λ∆− λ∆(σn+∆)
σn
+
aλ2∆2(σ + η)n
n2
− b(σ − η)nδ2n
}
= exp
{
−λ∆
2
σn
+
aλ2(σ + η)∆2
n
− b(σ − η)B logn
}
= O
( 1√
n
e−λ1∆
2/n
)
where λ1 = λσ (1−aσ(σ+η)λ) > 0 by choosing λ sufficiently small, and by takingB sufficiently
large. For |I1|, we have the bound
|I1| ≤ 12pirn
∫ δn
−δn
|P (reiθ)|m dθ
≤ e
λ∆
2pi
∫ δn
−δn
exp
{
−λ∆m
σn
+
aλ2∆2m
n2
− bθ2m
}
dθ
≤ 1
2pi
exp
{
−λ∆
2
σn
+
a(σ + η)λ2∆2
n
} ∫ ∞
−∞
e−b(σ−η)nθ
2
dθ
= O
(
1√
n
e−λ1∆
2/n
)
as desired.
¤
Remark. If we only assume (P1) then the result still holds, but the proof of (ii) must be
adjusted. Specifically, we need to consider the case where P (z) = zpk(zq) for some p, q co-
prime with q > 1. In this case P (ηz) = ηpP (z) for every qth-root of unity η, and |P (z)| = 1
precisely at the qth-roots of unity. Then (3.2) becomes |P (ηex+iy|) ≤ exp{xσ + ax2 − by2}
and for (ii), we need to split the integral at each qth-root of unity.
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Recall Corollary 2.3 of [8]: if ln = s(e
√
n) with s slowly-varying, then
for n and n+ k →∞, we have
ln+k = ln exp
{
o
( |k|√
n
)
+ o(1)
}
. (3.3)
Proof of Theorem 1. We shall first consider the case where P (z) is analytic beyond the unit
disc and afterwards adjust the proof to cover the more difficult case where we only assume
pn = O(e−λ
√
n) for some λ > 0. In this case we need only assume (L2) for t = O(
√
x log x).
Choose A (large) and let S = {m : σ2n ≤ m ≤ 2σn and |m− σn| ≥ A
√
n log n}. Then
from the bounds in Lemma 3 we find that∑
|m−σn|≥A√n logn
lmp
∗m
n =
∑
0≤m≤σn
2
,m≥2σn
lmp
∗m
n +
∑
m∈S
lmp
∗m
n
≤ e−η1n
∑
0≤m≤σn
2
lm +
∑
m≥2σn
lme
−η2m +O
(
1√
n
∑
m∈S
lme
−λ∆2
n
)
≤ e−η′n + O
(
l(σn)
∑
k≥A√n logn
e
−λk2
n
+o( k√
n
)
)
by putting k = m− [σn], using the fact that ln = eo(
√
n), and (3.3). The last sum is bounded
for all large n by∫ ∞
A
√
n logn
e−
λt2
2n dt =
√
2n
λ
∫ ∞
A1
√
logn
e−y
2
dy = o(n−A
2
1+1/2),
where A1 = A
√
λ/2. Writing A2 = A21 − 1/2, we have
fn =
∑
|∆|≤A√n logn
lmp
∗m
n +O
( l(σn)
nA2
)
. (3.4)
Note that since A can be chosen arbitrarily large, both A1 and A2 can be arbitrarily large.
Now use the Taylor approximation
lm = l(σn+∆) =
r−1∑
k=0
l(k)(σn)∆k
k!
+O|l(r)(σn)∆r|),
and substitute into (3.4) to obtain
fn =
r−1∑
k=0
l(k)(σn)
k!
∑
|∆|≤A√n logn
∆kp∗mn +O
(
|l(r)(σn)|
∑
|∆|≤A√n logn
|∆|rp∗mn
)
+O
( l(σn)
nA2
)
.
(3.5)
It remains to find the asymptotic development of the sums
∑
∆kp∗mn . But this follows from
Proposition 2. For we have∑
|∆|≤A√n logn
∆kp∗mn =
∑
|∆|≤A√n logn
(m− σn)kp∗mn =
k∑
l=0
(
k
l
)
(−σn)k−l
∑
|∆|≤A√n logn
mlp∗mn
=
k∑
l=0
(
k
l
)
(−σn)k−l
( ∞∑
m=0
mlp∗mn
)
+O
( 1
nA2−k
)
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by the arguments preceding (3.4). Proposition 2 then implies
∑
|∆|≤A√n logn
∆kp∗mn =
k∑
l=0
(
k
l
)
(−σn)k−lQl(n) +O
( 1
nA2−k
)
.
Let
qk(n) =
1
k!
k∑
l=0
(
k
l
)
(−σn)k−lQl(n). (3.6)
Thus qk(·) is a polynomial of degree at most k. But by Lemma 3(ii),∣∣∣∣∣∣
∑
|∆|≤A√n logn
∆kp∗mn
∣∣∣∣∣∣ ≤ c√n
∑
|∆|≤A√n logn
|∆|ke−λ∆
2
n = O
(
1√
n
∫ ∞
0
tke−
λt2
n dt
)
= O
(
nk/2
∫ ∞
0
y(k−1)/2e−y dy
)
= O(nk/2).
Hence the degree of qk(n) is at most [k/2]. (Note that p∗mn ≈ 12√piστne−∆
2/4σ3τn ([8], Lemma
2.5) which is even in ∆, so the different behaviour depending on the parity of k is expected.)
From (3.5) we therefore have
fn =
r−1∑
k=0
l(k)(σn)qk(n) +O(nr/2|l(r)(σn)|) +O
(
l(σn)
nA
)
(for all A),
which proves the theorem for the case where P (z) is analytic beyond the unit disc.
Now we complete the proof of Theorem 1 under the weaker condition pn = O(e−λ
√
n) for
some λ > 0. The analysis becomes more difficult, since we cannot venture outside the unit
disc to obtain bounds for p∗mn .
The arguments used in Lemma 3 only hold for m ≥ σn and fail for m < σn. However,
from [8] (p. 200), it was shown that∑
m<σn−A√n logn
lmp
∗m
n = O
( l(σn)
n
µA
2σ
− 1
2
)
.
Combining this with the bounds for m ≥ σn gives
fn =
∑
|∆|≤A√n logn
lmp
∗m
n +O
( l(σn)
nA′
)
(3.7)
where A′ = min{µA2σ − 12 , A2} – this can also be made arbitrarily large. Note that the range for
∆ is now O(
√
n log n) (compare (3.7) to (3.4)) and hence we require (L2) for t = O(
√
x log x).
Under this mildly stronger (L2), we therefore obtain (3.5) again but with A′ in place of A2
and
√
n logn in place of
√
n logn. The asymptotic behaviour of the sums
∑
∆kp∗mn follows
that of
∑
mkp∗mn as before, thus:∑
|∆|≤A√n logn
∆kp∗mn = k! qk(n) +O
( 1
nA′−k
)
.
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Combining with (3.5) proves Theorem 1.
¤
Remarks 5
(a) Note that for the purposes of obtaining the main terms in the asymptotic expan-
sion, it is not necessary to find the qk(n) completely. For example, suppose l(k)(x) =
O(l(x)x−k) as x→∞ for each k, which occurs typically when ln is regularly-varying.
Then, to find an approximation with relative errorO(n−3), we only need q0(n), q1(n), q2(n)
and the leading terms from q3(n) and q4(n).
(b) Condition (L2) for t = O(
√
x log x) does not restrict the size of ln by much. Since
ln = s(e
√
n), we already have ln = eo(
√
n). But (L2) holds for sequences like ln = en
α
with 0 < α < 1/2. The slightly smaller range t = O(
√
x log x) seems necessary since
we need the full range |∆| = O(√n logn) for an asymptotic expansion. This is because
p∗mn can be as large as
c√
n
e−λ|∆|2/n = cn−λa2−1/2 when ∆ = a
√
n log n (some λ, c > 0).
(c) Discrete version: the theory can be developed equally well using finite differences in
place of derivatives if no suitable choice of l(x) can be found; i.e. one which satisfies
(L2). In this case (L2) is replaced by the corresponding rth-difference:
∆rln+m = O(|∆rln|) for m = O(
√
n log n). (L2′)
where ∆an = an − an−1 and ∆r = ∆r−1(∆). Then we have the ‘Taylor development’
for such m
ln+m = ln +
(
m
1
)
∆ln +
(
m+ 1
2
)
∆2ln + . . .+
(
m+ r − 2
r − 1
)
∆r−1ln +O(|m|r|∆rln|).
4. The polynomials Qk(n) and qk(n).
From the proof of Proposition 2, we can find the polynomials Qk(n) via the formula
Qk(n) = −Resz=1
{
Rk(P (z))
zn+1
}
= −Resz=1
{
rk(P (z))
zn+1(1− P (z))k+1
}
(4.1)
by expanding rk(P (z))z−n−1(1−P (z))−k−1 in powers of z−1 and picking out the coefficient
of (z − 1)−1. Relation (3.6) can then be used to determine the polynomials qk(n). It is
however a laborious way of finding qk(n) (even for small k) since it involves determining first
Q0(n), . . . , Qk(n). Moreover, the degree of qk(n) is only [k/2] while the Qr(n) have degree r,
so this method will mean a lot of unnecessary work. Even determining Qk(n) from (4.1) is
not straightforward as it involves expanding rk(P (1 + t)) in terms of powers of t, for which
we first must find rk(·). A more efficient method is called for.
Proposition 6
We have
(i) Qk(n) =
[
1
t
]
(−1)k k! (logP (1 + t))−k−1
(1 + t)n+1
(ii) qk(n) =
[
1
t
]
(−1)k P (1 + t)σn
(logP (1 + t))k+1(1 + t)n+1
.
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Proof. From (4.1), we have
Qk(n) = −Resz=1
{
Rk(P (z))
zn+1
}
=
[
1
t
]
− Rk(P (1 + t))
(1 + t)n+1
where Rk(x) =
∑∞
r=0 r
kxr. Now, it is known that4 Rk(x) = k!(− log x)−k−1 + O(1) as
x→ 1−. Note that as x→ 1−, P (x)→ 1 from below as well, so
Rk(P (x)) = k!(−1)k+1(logP (x))−k−1 +O(1) as x→ 1−.
Let x = 1 + t. Therefore
−Rk(P (1 + t))
(1 + t)n+1
=
(−1)k k! (logP (1 + t))−k−1
(1 + t)n+1
+O(1) as t→ 0−.
The first term on the RHS has an asymptotic expansion as t → 0− and hence it must
coincide for negative powers of t with the asymptotic expansion of the LHS. In particular,
the coefficients of 1/t coincide. This proves (i).
For (ii), use part (i) and substitute into relation (3.6). Thus
qk(n) =
[
1
t
]
1
k!
k∑
r=0
(
k
r
)
(−σn)k−r(−1)rr! (logP (1 + t))
−r−1
(1 + t)n+1
=
[
1
t
]
(−1)k (logP (1 + t))−k−1
(1 + t)n+1
k∑
r=0
(σn logP (1 + t))r
r!
=
[
1
t
]
(−1)k
(logP (1 + t))k+1(1 + t)n+1
·
{
eσn logP (1+t) +O((logP (1 + t))k+1)
}
=
[
1
t
]
(−1)k P (1 + t)σn
(logP (1 + t))k+1(1 + t)n+1
+O(1) as t→ 0−.
Again, the O(1) term has no effect on the coefficient of 1/t and (ii) follows.
¤
Proposition 6 allows us to calculate the qk(n) quite efficiently. It is convenient to let h(t) =
σ
t logP (1 + t), so that (asymptotically, for t small and negative)
h(t) ≈ σ
t
log
(
1 +
t
σ
+
P ′′(1)t2
2
+ . . .
)
= 1 + α1t+ α2t2 + . . . =
∞∑
n=0
αnt
n
say. Thus α0 = 1 and α1 = στ − 12 , so α1 + 12 = στ > 0. Proposition 6(ii) then tells us that
qk(n) = [tk]
(−1)kσk+1
(1 + t)h(t)k+1
exp{n(th(t)− log(1 + t))}.
Note that
exp{n(th(t)− log(1 + t))} = 1 + n(α1 + 1/2)t2 + n(α2 − 1/3)t3 + . . .
4Rk(e
−y) = (−1)k dk
dyk
1
1−e−y = (−1)k d
k
dyk
( 1
y
+ a1 + a2y + . . .) =
k!
yk+1
+O(1) as y → 0.
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while
h(t)−k−1 = (1 + α1t+ α2t2 + . . .)−k−1 = 1− (k + 1)α1t+
((
k + 2
2
)
α21 − (k + 1)α2
)
t2 − . . .
This gives qk(n) for k = 0, 1, 2, 3 as follows:
q0(n) = σ
q1(n) = σ2(1 + 2α1)
q2(n) = σ3
(1
2
+ α1)n+ σ3(1 + 3α1 − 3α2 + 6α21)
q3(n) = σ4
(5
6
+ 3α1 + 4α21 − α2
)
n+ σ4(1 + 4α1 − 4α2 + 4α3 + 10α21 − 20α1α2 + 20α31).
We can also find the leading term in the polynomial qk(n). If k is even, then the term
n(α1 + 1/2)t2 in the exponent n(th(t)− log(1 + t)) will give rise to the leading term. Thus
q2k(n) =
σ2k+1
k!
(α1 + 1/2)knk +O(nk−1),
showing that q2k(n) has degree k exactly. If k is odd, the leading term is somewhat more
complex:
q2k−1(n) =
σ2k
(k − 1)!(α1+1/2)
k−2
(
(2kα1+1)(α1+1/2)− (k−1)(α2−1/3)
)
nk−1+O(nk−2).
5. Applications
(i) First we illustrate Theorem 1 by taking ln = nλ (n ∈ N, λ ∈ R), l0 = 1 when λ = 0,
l0 = 0 otherwise. Thus we have
fn =
∞∑
m=0
mλp∗mn .
(The series starts from 1 if λ 6= 0). The cases λ = 0 and λ = −1 correspond to renewal and
harmonic renewal theory respectively. Here we may interpolate ln by l(x) = xλ for x > 0.
Then l(k)(x) = k!
(
λ
k
)
xλ−k. This satisfies (L2) (for t = o(x)). Hence by Theorem 1, if pn is
non-negative, aperiodic and O(e−η
√
n) for some η > 0, we have the asymptotic expansion
fn ≈ (σn)λ
∞∑
k=0
k!
(
λ
k
)
qk(n)
σknk
≈ nλ
∞∑
k=0
ak
nk
for some coefficients ak, with a0 = σλ+1. Using the formulae for qk(n) and writing στ for
α1 + 12 , we find
fn = σλ+1nλ
{
1 +
λ(λ+ 1)στ
n
+
λ(λ2 − 1)
2n2
(
(λ+ 2)σ2τ2 − 2στ − 2α2 + 76
)
+O
( 1
n3
)}
.
Of course, the case where λ is a non-negative integer (when
(
λ
k
)
= 0 for k ≥ λ) is already
dealt with in Proposition 2 under the weaker condition that pn = O(n−A) for all A. The
leading term agrees with the known results in [4] and [11], though these were proven subject
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to much weaker conditions. The discrepancy in bounds on pn arises from the fact that in
Theorem 1, we allow ln to be as large/small as e±n
1/2−ε
, for which we need the stronger
bound on pn.
(ii) Bernoulli transforms
For a given sequence of real numbers {lk}, the Bernoulli transform of lk with parameter
p ∈ (0, 1) is defined as
Sn =
n∑
k=0
(
n
k
)
lk p
kqn−k where q = 1− p.
The problem here is to find the asymptotic behaviour of Sn as n → ∞, given the sequence
lk. This problem was considered by Flajolet in [5] who estimated Sn asymptotically for a
number of special cases with lk of at most polynomial growth using singularity analysis.
In this section, we use Theorem 1 to obtain an asymptotic expansion for Sn. Our method
applies in general and the lk are not restricted in size to polynomial growth. Furthermore,
we do not require an analytic continuation of the generating function of lk beyond the unit
disc.
Flajolet pointed out that if L(z) and S(z) are the generating functions of ln and Sn
respectively, then
S(z) =
1
1− qzL
( pz
1− qz
)
.
The RHS is of the form 1pzL1(P (z)) where L1(z) = zL(z) and P (z) =
pz
1−qz . Now, P (z) =∑∞
n=1 pq
n−1zn which is analytic for |z| < 1/q, is not of the form k(zr) for any r ≥ 2 and
P (1) = 1. Hence, if we assume sufficiently smooth behaviour for ln, we can apply our
results. Here P ′(1) = 1/p and so σ = p. We note first that on the single assumption that
ln+[λ
√
n] ∼ ln for all λ, we have
Sn ∼ l[pn] as n→∞.
To obtain more detailed asymptotic behaviour assume further that ln satisfies (L2) (which
implies ln−1 satisfies (L2) also). Thus, by Theorem 1, we have
[zn]L1(P (z)) =
r−1∑
k=0
l(k)(pn− 1)qk(n) +O(|l(r)(pn− 1)|nr/2) +O
(
l(pn− 1)
nA
)
for all A.
In this case
h(t) =
σ
t
logP (1 + t) =
p
t
log
( 1 + t
1− qp t
)
=
∞∑
k=0
1
k + 1
((−1)kp+ qk+1p−k)tk,
so that αk = 1k+1((−1)kp+ qk+1p−k). Substituting into the formulas for qk(n) gives
q0(n) = p
q1(n) = pq
q2(n) =
1
2
p2qn+
1
2
pq(q − p)
q3(n) =
1
6
p2q(4q − p)n+ 1
6
pq(q2 − 4pq + p2)
q4(n) =
1
8
p3q2n2 +O(n).
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Hence, since Sn = 1p [z
n+1]L1(P (z)), this gives the asymptotic expansion
Sn =
1
p
r−1∑
k=0
l(k)(pn− q)qk(n+ 1) +O(|l(r)(pn− q)|nr/2) +O
(
l(pn)
nA
)
(for all A)
≈ l(pn− q) + ql′(pn− q) + q
2
(pn+ q)l′′(pn− q) + q
6
(p(4q − p)n+ q2)l′′′(pn− q) + . . .
(iii) Negative Binomial Sums
In a similar fashion, we can deal with ‘negative’ Binomial sums which were studied in [9] in
connection with entropy calculations. For a given sequence {lk}k≥0 and p ∈ (0, 1), let
fn =
∑
k≥n
(
k
n
)
pnqk−nlk (n ≥ 0)
where q = 1 − p. Again, we are interested in the behaviour of fn as n → ∞. Here we have
(formally)
F (z) def=
∞∑
n=0
fnz
n =
∞∑
n=0
∞∑
k=n
(
k
n
)
pnqk−nlkzn
=
∞∑
k=0
lk
k∑
n=0
(
k
n
)
pnqk−nzn =
∞∑
k=0
lk(pz + q)k = L(P (z))
where L(z) =
∑∞
n=0 lnz
n and P (z) = q + pz. An asymptotic expansion for fn can therefore
readily be found under the appropriate conditions by applying Theorem 1. The function P (z)
satisfies the necessary conditions and σ = 1/p. In this case, σt logP (1 + t) =
1
pt log(1 + pt)
so that αk =
(−1)kpk
k+1 from which the qk(n) are found to be
q0(n) =
1
p
, q1(n) =
q
p2
, q2(n) =
q
2p3
(n+ 2− p),
q3(n) =
q
6p4
(
(5− 4p)n+ p2 − 6p+ 6
)
, q4(n) =
q2
8p5
n2 +O(n), . . .
Thus, assuming ln satisfies (L1) and (L2), we have the asymptotic expansion
fn ≈ 1
p
l
(n
p
)
+
q
p2
l′
(n
p
)
+
q
2p3
(n+ 2− p)l′′
(n
p
)
+
q
6p4
(
(5− 4p)n+ p2 − 6p+ 6
)
l′′′
(n
p
)
+ . . .
(iv) In [1], Baltru¯nas and Sˇiaulys considered the case where the ln are of the form e−Hn and
where the ‘hazard’ sequence, hn := Hn −Hn−1, is decreasing and satisfies nhn ≤ (12 − δ)Hn
for some δ > 0 (for large n). They found that
fn = σl[σn]
(
1 +O
(Hn logn√
n
))
,
under the assumption that pn = O(e−λn) for some λ > 0. Here we show that the logn may
be omitted, even under the weaker condition (P3). For we have, for n > m
lm
ln
= exp
{ n∑
r=m+1
hr
}
,
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and since hr decreases eventually, it easily follows that for m,n sufficiently large
exp{(n−m)hn} ≤ lm
ln
≤ exp{(n−m)hm}. (5.1)
As ln was shown in [1] to satisfy (L1), it follows (on (P1) and (P3)) that (3.7) holds and
hence fn = σl[σn] + Sn +O(
l[σn]
nA′
) (A′ as before), where
Sn =
∑
|∆|≤A√n logn
(lm − l[σn])p∗mn .
However, for ∆ = m − σn = O(√n logn), both hm and h[σn] are O(Hn/n) = O(n−α) for
some α > 12 (see [1]), so ∆hm and ∆h[σn] are both o(1). Hence (5.1) implies
lm = l[σn]
(
1 +O
( |∆|Hn
n
))
,
which in turn implies (by the estimates in the proof of Theorem 1)
|Sn| = O
(
l[σn]Hn
n
∑
|∆|≤A√n logn
|∆|p∗mn
)
= O
(
l[σn]Hn√
n
)
.
It follows that
fn = σl[σn]
(
1 +O
(Hn√
n
))
.
Better bounds are possible under some extra conditions. For example, if lm = l[σn](1 −
∆h[σn] +O(∆2h2[σn])) holds for ∆ = O(
√
n log n) then
Sn = −l[σn]h[σn]
∑
|∆|≤A√n logn
∆p∗mn +O
(
l[σn]h
2
[σn]
∑
|∆|≤A√n logn
∆2p∗mn
)
= O(l[σn]h[σn]) +O(nl[σn]h
2
[σn]) = O
( l[σn]Hn
n
)
,
giving fn = σl[σn](1 +O(
H2n
n )).
Consider their specific example where pn = 1n!e and ln = e
− 3√n. In this case, we can let
l(x) = e− 3
√
x. It is easily seen that
l(k)(x) = (−3)−kx− 2k3 e− 3
√
xPk(x−1/3),
where Pk(·) is a polynomial with Pk(0) = 1. Thus (L2) is satisfied (for t = O(x2/3)). We
have σ = 1 and Theorem 1 gives the asymptotic expansion
fn ≈
∞∑
k=0
qk(n)l(k)(n) ≈ e− 3
√
n
∞∑
k=0
ak
nk/3
,
for some constants ak. An easy calculation gives a0 = 1, a1 = 118 and a2 = −29 .
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