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Abstract
In this thesis we formulate a natural non-commutative Iwasawa Main Conjecture for motives
which fulfil the Dabrowski-Panchishkin condition on the level of (ϕ,Γ)-modules. The basic
framework we employ is still Fukaya-Kato’s but we work systematically over Schneider-
Teitelbaum’s distribution algebras of compact p-adic Lie groups instead of Iwasawa algebras.
This allows us to consider as local conditions not just subrepresentations of the p-adic
realisation which fulfil the Dabrowski-Panchishkin conditions but also sub-(ϕ,Γ)-modules
which fulfil the analogous Dabrowski-Panchishkin conditions. We then combine this with
Pottharst’s Selmer complexes and a generalisation of Nakamura’s Local Epsilon Conjecture
for (ϕ,Γ)-modules to conjecturally define p-adic L-functions. We prove that the validity of
our main conjecture for these p-adic L-functions follows from the validity of Fukaya-Kato’s
Equivariant Tamagawa Number Conjecture and our generalisation of Nakamura’s Local
Epsilon Conjecture. Moreover we are also able to compute the values of these p-adic
L-functions at motivic points.
Our formalism allows us, for example, to unify the GL2-main conjecture of elliptic curves
which have either ordinary or supersingular reduction at p. In addition, we can use our
formalism to give a new, and very natural, interpretation of Pollack’s ±-construction in
the context of supersingular elliptic curves and we are hopeful that this new interpretation
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Our goal is to improve the understanding of the (non-commutative) Iwasawa theory of
motives that do not necessarily fulfil the Dabrowski-Panchishkin condition at p. One of
the most important examples of such a motive is that which arises from an elliptic curve
with good supersingular reduction at a prime p.
Let us briefly review the situation of an elliptic curve over Q with good ordinary reduction
at p. Let TpE be the p-adic Tate module associated with E. The elliptic curve has ordinary
reduction at p if TpE is reducible as a representation of the local Galois group Gal(Q¯p/Qp).
Then the only non-trivial subrepresentation is the kernel T 0(E) of the reduction map
TpE → TpE˜
where E˜ is the elliptic curve over Fp which is the reduction of E at p. This subrepresentation
gives a local condition which can be used to define a Selmer complex as described below.
As above, let E be an elliptic curve defined over Q and let p be a prime number. Let Σ
be a finite set of places of Q containing the infinite place, p and all places of bad reduction
of E. Let K be a finite extension of Q. Write ΣK for the places of K above Σ. We often
write Σ for ΣK if there is no risk of confusion. Write GalK,Σ for the Galois group of the
maximal extension of K which is unramified outside of Σ.







C•(GalKν , T 0(E))⊕
⊕
ν∈Σf\{ν|p}
C•f (GalKν , T )
↓⊕
ν∈Σf
C•(GalKν , T )
 [−1]
where GalKν is the absolute Galois group of Kν , Σf are the finite places of Σ, C•f (GalKν , T )
is the unramified cohomology (see definition 8.2.1) and the vertical maps are the restriction
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and the inclusions, respectively.
Let K∞ be a Galois extension of Q such that
(i) Gal(K∞/Q) is a p-adic Lie group,
(ii) the cyclotomic Zp-extension Qcyc of Q is contained in K∞ and
(iii) K∞ is unramified outside Σ.
Define
SC(TpE, T 0(E),K∞) := lim←−
K
SC(TpE, T 0(E),K)
where K runs through the finite extensions of Q which fulfil Q ⊂ K ⊂ K∞.
Then it is known that the cohomology of SC(TpE, T 0(E),K∞) is finitely generated and




It is further conjectured by [CFKSV] and [FK06] that the cohomology of the Selmer complex
SC(TpE, T 0(E),K∞) is S-torsion, for the canonical Ore set S ⊂ Λ(Gal(K∞/Q)) defined
in [CFKSV]. This allows one to define a characteristic element for SC(TpE, T 0(E),K∞)
and formulate a main conjecture as in [CFKSV].
Now let us turn to the situations when E has good supersingular reduction at p. Then
the problematic twist is the fact that
VpE = Qp⊗Zp TpE
is an absolutely irreducible representation of Gal(Q¯p/Qp). Therefore we do not have a
“local condition” T 0(E) to define a Selmer complex with Λ(Gal(K∞/Q))-torsion cohomology
groups. In addition, the p-adic L-function of E constructed by Amice-Ve´lu [AV75] and
Viˇsik [Viˇs76] when K∞ = Qcyc is only a distribution on Gal(Qcyc/Qp) and not a measure.
From now on we stick to K∞ = Qcyc. Nevertheless, in the case K = Qcyc Perrin-Riou
[PR00] was able to construct a natural p-adic L-function in this setting which does not,
however, arise as the characteristic element of any Selmer complex. For this reason, the
1The statement was initially conjectured by Mazur [Maz72] for the cyclotomic Zp-extension, Mazur’s




Iwasawa theory of elliptic curves at supersingular primes looked very different from the
much better understood Iwasawa theory at ordinary primes.
Recently, however, Pottharst [Pot13; Pot12] was able to construct a natural Selmer
complex for primes of supersingular reduction in a manner similar to that for ordinary
primes by replacing the role of Iwasawa algebras by the distribution algebras of Schneider
and Teitelbaum [ST03].
We now briefly describe Pottharst’s approach since it plays a key role for us. The idea is









where irreducible objects on the left hand side often become reducible on the right hand
side. For an elliptic curve E, the B†rig,Qp-module D
†
rig,Qp(VpE) is free of rank 2. The
rank one (ϕ,Γ)-submodules of D†rig,Qp(VpE) correspond to ϕ-stable rank one subspaces of
Dcrys(VpE) (see [Pot13, §3.1]). The structure of Dcrys(VpE) is explicitly known; it is a





Then rank one subspaces correspond to ϕ-eigenspaces which correspond to the roots of the
Frobenius polynomial
X2 − apX + p.
Therefore for each root α of the Frobenius polynomial we have a rank one submodule Dα
of D†rig,Qp(Qp(α)⊗VpE). The subspace Dα fulfils the Dabrowski-Panchishkin property, i.e.
DdR(Dα) ∼= tdR(Qp(α)⊗VpE) := DdR(Qp(α)⊗VpE)/D0dR(Qp(α)⊗VpE).
This allows us to define the Selmer complex as before but now as a complex over Schneider-
Teitelbaum’s distribution algebra D(Gal(K∞/Q),Qp(α)) rather than the Iwasawa algebra
Λ(Gal(K∞/Q)). We note that Λ(Gal(K∞/Q))[p−1] is dense in D(Gal(K∞/Q),Qp). More-
over, if E has good ordinary reduction at p and α is the unit root, then Dα is just
D†rig,Qp(Qp(α)⊗T 0(E)).
We remark that the distribution algebra D(G,K), which was defined by Schneider-
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Teitelbaum [ST03, §4], for a p-adic Lie group G and a discretely valued field K can be
alternatively defined using Berthelot’s construction for A∞ [BO78] (see proposition 3.5.4
for the canonical isomorphism between A∞ and D(G,K)) as follows: let I be the Jacobson
radical of
Λ = ΛOK (G) := OK ⊗Zp Λ(G).
Let piK be a uniformiser of K. Then for n ≥ 1 we define
Λ0n := Λ[In/piK ] ⊂ Λ[pi−1K ],
Λn := I-adic completion of Λ0n and
An := Λn[pi−1K ].
Lastly, to remove the dependence on n, we set
A∞ := lim←−An.
A key result of Pottharst is that Perrin Riou’s p-adic L-function is a characteristic
element of the Selmer complex defined with respect to the above algebra (see [Pot12]).
In a somewhat different direction, Fukaya and Kato generalised the classical formulation
of main conjectures for elliptic curves with good ordinary reduction at p by formulating
(in [FK06]) a natural main conjecture for any motive with good ordinary reduction at p
and any compact p-adic Lie extension K∞/K as above.
The main aim of the present thesis is now to firstly extend the approach of Pottharst to
a non-commutative setting and then to combine this extended formalism with the seminal
work of Fukaya and Kato in [FK06].
In this way we are able to formulate a natural main conjecture of Iwasawa theory
for any motive that satisfies the Dabrowski-Panchishkin condition at p on the level of
(ϕ,Γ)-modules (as discussed above) and any compact p-adic Lie extension of number fields.
In particular, by simultaneously extending the results of Pottharst and of Fukaya and
Kato we shall thereby obtain a uniform way of formulating a natural GL2 main conjecture
(in the spirit of Coates et al. [CFKSV]) for elliptic curves that have either ordinary or
supersingular reduction at p (see section 8.4).
Moreover, we are also able to show (in theorem 7.4.4) that the validity of our main
conjecture follows from that of the appropriate cases of the Equivariant Tamagawa Number
Conjecture (as discussed by Fukaya and Kato in [FK06, §2]) and of the Local Epsilon
10
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Conjecture (as discussed in chapter 6).
Relationship with other Work Iwasawa theory for elliptic curves and primes of good
supersingular reduction began with the work of Pollack [Pol03] and Kobayashi [Kob03]
(assuming ap = 0). This has been generalised to modular forms of higher weights and
ap not necessarily zero (see [Spr12],[LLZ10], also see [LZ12] for a non-commutative main
conjecture for elliptic curves over Q and primes of good supersingular reduction with
ap = 0). All these works have focused on defining p-adic L-functions and torsion Selmer
groups over the Iwasawa algebra. Thus the p-adic L-functions and Selmer groups have
simpler analytic properties but their relationship with motivic invariants is somewhat
intricate. Whereas the work of Pottharst, and therefore our generalisation of it, works with
Selmer groups and p-adic L-functions that are directly related to motivic invariants and
defined in a manner analogous to the ordinary situation. The price we have to pay is that
we are forced to work with distribution algebras which are much more complicated than
Iwasawa algebras. It is an interesting question to find relations between our work and that
of [Pol03], [Kob03], [Spr12], [LLZ10] and [LZ12].
In the last chapter of this thesis we give a method, only in the commutative case,
of recovering main conjectures over Iwasawa algebras from our main conjectures over
distribution algebras. Thus we provide an alternate method of arriving at the conjectures
in the above mentioned works. We hope our method will be amenable to non-commutative
generalisations.
0.2 Content
We now discuss the contents of the individual chapters.
In chapter 1 we introduce some basic notations, concepts and constructions belonging to
the area of non-commutative algebra, e.g. matrices, tensor products, determinant functors,
non-commutative power series and polynomial rings. Furthermore we prove a specialised
version of Nakayama’s lemma and a non-commutative version of a standard flatness
criterion. We also show some statements in homological algebra which play a crucial role
in a perfectness result later on.
In chapter 2 we review the foundation of topologised spaces, such as K-Banach spaces,
K-Fre´chet spaces and K-Fre´chet-Stein algebras. Furthermore we discuss the concept of
orthonormalisable K-Banach spaces since they exhibit many favourable properties which
we gainfully exploit in later chapters. A natural and very important finiteness condition
11
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for modules over a K-Fre´chet-Stein algebra is that a module considered as a sheaf is
locally finitely generated. Schneider-Teitelbaum call these modules coadmissable and we
discuss properties of the full subcategory of coadmissable modules. Due to the weakening
of the standard finitely generated hypothesis there are three natural notions of projective
coadmissable objects. We relate them. Similarly there are two natural choices for the
notion of a perfect complex, for the K-theory and for the determinant category respectively.
The first part of chapter 3 redevelops the theory of Tate algebras in a non-commutative
setting, i.e. the non-commutative Tate algebra is the non-commutative power series where
the coefficients are sequences which converge to zero. As in the commutative case we let nc-
affinoids be quotients of the non-commutative Tate algebra. We try to recover some results
of the classical theory but some fundamental results do not hold in the non-commutative
case, e.g. the non-commutative Tate algebra is not noetherian. We review and extend
Berthelot’s construction of the generic fibre of formal spectra associated with, for example,
Iwasawa algebras. Then we relate Berthelot’s point of view with Schneider-Teitelbaum’s
(completed) distribution algebras and we deduce from Schneider-Teitelbaum’s seminal
work many very strong consequences. Based on these properties we are able to extend
Pottharst’s work on group cohomology over (completed) distribution algebras and we are
able to establish the standard perfectness and base change results.
As a precursor for the chapter on (ϕ,ΓK)-modules we generalise parts of Berger-Colmez’s
paper [BC08] in chapter 4 to non-commutative coefficients. This entails that we redevelop
the classical Tate-Sen theory for (possibly non-commutative) orthonormalisable Banach
algebras. Morally Tate-Sen theory states that a cocycle of G with values in a ring Λ˜ which
fulfils the Tate-Sen axioms can be first base changed to a cocycle which is trivial on a large
subgroup H of G. Then, by means of a further base change, one can restrict the values of
the coycle to a certain dense subset (‘decompletion’) of Λ˜H . We apply Berger-Colmez’s
Tate-Sen machinery to representations of G, i.e. by employing rings of p-adic Hodge theory
as coefficients, one can simplify the Galois operation considerably since the Galois operation
factors through the pro-cyclic group G/H. We then go on and prove standard compatibility
results of this construction, like compatibility with base change, tensor products, etc.
In chapter 5 we redevelop the theory of (ϕ,ΓK)-modules for (possibly non-commutative)
orthonormalisable Banach algebras. Using chapter 4 we are indeed able to define a
functor from local Galois representations to (ϕ,ΓK)-modules. Furthermore we define the
cohomology of a (ϕ,ΓK)-module via the Herr complex and extend some standard results
to our general setting. The Herr complex still computes the correct cohomology as we
find that Pottharst’s comparison of the cohomology of local Galois representations and the
12
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cohomology of the associated (ϕ,ΓK)-module extends to the non-commutative case.
In order to be able to (conjecturally) define p-adic L-functions in the next chapter, the
philosophy of Fukaya-Kato dictates that for the determinant of the cohomology of the
local condition one needs a canonical trivialisation, which they call an -isomorphism.
As indicated in the introduction we use (ϕ,ΓQp)-modules as local conditions instead
of local Galois representations. Hence, in chapter 6 we generalise Fukaya-Kato’s non-
commutative Local Epsilon Conjecture for local Galois representations and Nakamura’s
commutative Local Epsilon Conjecture for (ϕ,ΓQp)-modules to a non-commutative Local
Epsilon Conjecture for (ϕ,ΓQp)-modules.
In chapter 7 we (conjecturally) define a p-adic L-function in the most general situation, i.e.
we are given a global Galois representation with coefficients in an Iwasawa algebra and over
the associated distribution algebra a local condition which is just a map whose codomain
is the associated (ϕ,ΓK)-module of the global Galois representation. Furthermore, one
defines a Selmer complex in the usual way. Then, using the conjectural definition, one can
deduce the main conjecture and also the exact values of the p-adic L-function at motivic
points.
In chapter 8 we consider the p-adic L-function of a motive which fulfils the Dabrowski-
Panchishkin condition on the level of (ϕ,ΓK)-modules. We then deduce more explicit
special value formulas at twisted Artin characters and we also compute the case of a
modular form explicitly.
Using results of Lazard we are able to associate to the p-adic L-function an element
in a quotient of the distribution algebra in chapter 9 if the Galois group is sufficiently
simple. We also prove results about the uniqueness of the lift in the distribution algebra.
In the case of a modular form we can recover Mazur-Tate-Teitelbaum’s p-adic L-function
and using the Be´zout property we are also able to give a different point of view on the
±-construction of Pollack.
0.3 Notation
We fix a prime number p. A ring in this thesis means a non-zero, associative, unital ring,
potentially non-commutative. A ring is left (right) noetherian if all chains of left (right)
ideals fulfil the ascending chain condition, i.e. become stationary. i.e. for left ideals A
module is usually a left module if not stated otherwise. A left (right) module is left (right)




Unless stated otherwise, K is a finite extension of Qp with ring of integers OK and
residue field k.
For us complete means complete and Hausdorff. We topologise the set of homomorphisms
between two topological spaces using the compact-open topology.
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1 Non-Commutative Algebra
We review and in some cases extend a few basic algebraic results which are fundamental
for the later chapters.
1.1 Rings and Algebras
Definition 1.1.1. Let R be a ring, then a ring A is an R-ring if A is a ring which is
additionally an R-bimodule and the multiplication is left R-linear in the first argument
and right R-linear in the second argument.
An R-ring A is called an R-algebra if R maps to the centre of A. Here we implicitly
assume that R is commutative.
1.2 Matrices
Let R be a not necessarily commutative ring.
We want to quickly explore some properties of the matrix ring Md(R). The usual product
on Md(R) given by A ·B := (
∑
j Ai,j ·Bj,k)i,k is associative, distributive and fulfils
r · (A ·B) = (r ·A) ·B,
(A ·B) · r = A · (B · r),
(A · r) ·B = A · (r ·B)
and Id ·A = A · Id = A.
We have the following modification of a well-known commutative statement:
Lemma 1.2.1 ([FD93, Prop. 1.7]). Let V be a free (left) R-module of rank d with a chosen
basis. Then the basis induces a ring isomorphism η : EndR(V )→Md(Rop) which restricts




Remark 1.3.1. Let R be a ring, M a right R-module and N a left R-module. Then we can
define the tensor product M ⊗RN explicitly in the usual way. It is an abelian group and
there is a canonical map M ×N →M ⊗RN . Moreover, there is the traditional universal
mapping property and if M is an R1-R2-bi-module and N an R2-R3-bi-module, then
M ⊗R2 N is an R1-R3-bi-module. Note that every left or right module is a Z-Z-bi-module.
Furthermore, the tensor product fulfils a natural associativity relation.
Remark 1.3.2. If S and T are R-algebras, then S⊗R T also has a structure of an R-algebra.
1.4 Chain Complexes
A complex is said to be ∗-bounded for ∗ ∈ {[n,m], b,+,−,∅} if it is concentrated in
[n,m], bounded, bounded below, bounded above, or arbitrary. We denote the category of
∗-bounded R-module complexes by K∗(R). Let D(R) be the derived category of R-modules
(see [Ver96]) and let D∗(R) denote the full subcategory of objects which can be represented
by complexes in K∗(R).
We define D∗ft(R) to be the full subcategory of D∗(R) consisting of objects whose
cohomology modules are finitely generated R-modules. Furthermore, we define D[a,b]perf(R)
to be the full subcategory of D[a,b](R) consisting of objects which are quasi-isomorphic to
a complex of projective, finitely generated modules concentrated in degrees [a, b] and we let
Dperf(R) be the full subcategory of D(R) consisting of objects which are quasi-isomorphic
to a bounded complex of projective, finitely generated R-modules.
We say that a complex has a (P) resolution if the complex is isomorphic in the derived
category to a bounded above complex whose entries all have property (P).
1.5 K-Theory and Determinant Categories
For an exact category E (in the sense of [Qui75, p. 91]) we can associate the K-theory
groups Ki(E) (for i ≥ 0) and the category of virtual objects Det(E) (see [Qui75] and [BF03,
§2]). Note that there are isomorphisms
Ki(E) ∼−→ pii(Det(E))
for i = 0, 1. One important example for an exact category is the category PMod(R) of
finitely generated, projective modules over a (possibly non-commutative) ring R. See
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[FK06, §1.2] for a simplified construction of the K-groups and the determinant category in
this special case. We will systematically drop PMod from the notation, e.g. we will write
Ki(R) instead of Ki(PMod(R)).
There is a canonical determinant functor
dE : E −→ Det(E),
(see [BF03, §2.3]). For an automorphism f of T , where T is an object of E , we sometimes
write [dE T, f ], shortened to [T, f ], for dE f .
Note that in the case of a ring R the above determinant functor extends naturally to a
functor from Dperf(R) to Det(R) (see [BF03, Prop. 2.1]).
Over commutative rings one can also consider the classical construction of the graded line
bundle determinant category DetKM(R) (see [KM76] and [BF03, §2.5] for more details).
The associated graded line bundle to a finitely generated projective R-module will be
denoted by detR T where T is a finitely generated, projective R-module. There exists a
unique projection functor
detKMR : Det(R)→ DetKM(R).
The projection functor is an equivalence of categories if and only if the objects and
morphisms encode the same information, i.e. if and only if the canonical maps
K0(R) −→ H0(Spec(R),Z)× Pic(R) and (1.5.1)
K1(R) −→ R× (1.5.2)
are isomorphisms (see [BF03, p. 509]). Known classes of rings fulfilling these properties
are local rings or the ring of integers of a number field.
1.6 Polynomials and Power Series
Definition 1.6.1. Let R〈〈X1, . . . , Xn〉〉 be the non-commutative power series ring over R
with non-commuting indeterminates X1, . . . , Xn (which however commute with R), i.e. a
general element looks like f(X) = ∑I cIXI with cI ∈ R and I runs over all elements of
the free monoid1 on the set {1, . . . , n} which we denote by {1, . . . , n}∗.
It has the subring R〈X1, . . . , Xn〉 of the non-commutative polynomial ring over R where
almost all coefficients vanish.
1The free monoid of a set consists of all finite strings which can be formed using the given elements.
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Assuming there is a topology on R, the non-commutative restricted power series ring
R{|X1, . . . , Xn|} over R is the subring consisting of power series where the coefficients cI
converge to 0 for #I →∞, where #I is the length of the string I.
Note that these rings are not R-algebras, unless R is commutative.
Definition 1.6.2. For a commutative ring R, an R-algebra A is called nc-finite type, short
ncft, if for some n ∈ N there is a surjection R〈X1, . . . , Xn〉 A, extending the structure
morphism.
1.7 An I-adic Version of Nakayama’s Lemma
The following is a version of Nakayama’s lemma and we use the standard proof.
Lemma 1.7.1. Let R be a commutative ring and I ⊂ R be a nilpotent ideal, i.e. there is
an m such that Im = 0. Let ϕ : N →M be an R-module map such that the induced map
ϕ : N →M/I is surjective. Then ϕ : N →M is also surjective.
Proof. Define N˜ to be the image of ϕ in M . From the assumption immediately follows
M = N˜ + IM
and iterating yields




= N˜ + IN˜ + I2M = N˜ + I2M = . . . = N˜ + InM
as N˜ is an R-submodule of M . As I is assumed to be nilpotent, imϕ = N˜ = M .
We now prove a well known I-adic version of Nakayama’s lemma which we were, however,
unable to locate in the literature.
Corollary 1.7.2. Let R be a commutative ring which is I-adically complete, in particular
separated. Let ϕ : N → M be an R-module map of I-adically complete R-modules and
assume that the induced map ϕ : N → M/I is surjective. Then ϕ : N → M is also
surjective.
Proof. The map ϕ/In : N/In →M/In is surjective by the above lemma using R′ = R/In,
N ′ = N/In, M ′ = M/In and I ′ = I which is visibly nilpotent in R′ = R/In.
Hence the limit map





is surjective provided we can show that the system ker(N/In →M/In)n has the Mittag-
Leﬄer property. As the functor R/In⊗R – is right exact, we find that ker(N → M)/In
surjects on ker(N/In →M/In). The system (ker(N →M)/In)n has surjective transition
maps, hence ker(N/In →M/In)n also has surjective transition maps and thus the projective
system clearly has the Mittag-Leﬄer property.
1.8 Local Criterion of Flatness
Definition 1.8.1. Let R be a ring with a two-sided ideal I. We say that I has the left
Artin-Rees property if for every left ideal a there is a non-negative k such that a ∩ Ik ⊆ Ia.
The right Artin-Rees property is defined symmetrically.
Definition 1.8.2. Let R be a ring with a two-sided ideal I. We say that a (left) R-module
M is idealwise separated for I if for every right ideal a the intersection of [aIn⊗RM ] for
n ≥ 1 in a⊗RM is zero where [–] denotes the image in a⊗RM .
Remark 1.8.3. If R is a commutative ring we are interested in In(a⊗RM) ⊂ a⊗RM ,
however if R is non-commutative a⊗RM just has the structure of an abelian group, so we
cannot form the subset. Our replacement is the image of aIn⊗RM in a⊗RM , which can
serve the same role (see the next lemma). We note that the situation is symmetric, i.e. we
have [aIn⊗RM ] = [a⊗R InM ] in a⊗RM , even though aIn⊗RM and a⊗R InM are not
isomorphic in general.
The next proposition is the non-commutative version of [Mat80, Thm. 20.C]. Beforehand
we note that also in the non-commutative case it suffices to test left (right) flatness of a
module just on right (left) ideals, which might be even chosen to be finitely generated, see
[Lam99, Modified Flatness Test (4.12)].
Proposition 1.8.4. Let R be a ring with a two-sided ideal I and let M be a (left) R-module
which is idealwise separated for I. Assume furthermore that In has the right Artin-Rees
property for all n and M/In is flat over R/In for all n, then M is flat over R.
Proof. As mentioned above it suffices to show that for every right ideal a the map j :
a⊗RM → M is injective. And since M is I-adically separated, it suffices to show that
ker j ⊆ [aIn⊗RM ] holds for all n.










is injective because M/Ik is flat over R/Ik and the map a/(a ∩ Ik) → R/Ik is injective.
Then we consider the inclusions






















a⊗RM → (a/aIn)⊗RM = (a⊗RM) / [aIn⊗RM ]
)
= [aIn⊗RM ]
which show the desired statement.
Remark 1.8.5. In the commutative situation the proof of [BO78, Lem. B.2.2] gives a slightly
different point of view.
1.9 Homological Algebra
Here we record some statements in homological algebra which we are going to need below.
However, we first recall the following definitions:
Definition 1.9.1. The mapping cone Cone(f) of a morphism f : A• → B• of complexes
is defined to be
Cone(f) := A•[1]⊕B•,
i.e. Cone(f)n = An+1 ⊕B, together with the standard differential. Then the mapping fibre
Fib(f) of f is the shifted cone Cone(f)[−1].
A Statement by Bethelot-Ogus We note that [BO78, Lem. B.8] is independent of the
main text and even works in the non-commutative, non-flat, noetherian setting. For the
convenience of the reader we state the modified version:
Proposition 1.9.2. Let R be a (possibly non-commutative) ring and I a two-sided ideal.
We assume R to be I-adically complete and grI R to be noetherian. Let C• be a complex
left R-modules such that
a) H∗(grI C•) is finitely generated as grI R-module, and
b) the natural map C• → lim←−C
•/In is a quasi-isomorphism.
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Then the following are true:
(i) the inverse system H∗(C•/In) has the Mittag-Leﬄer property,
(ii) the natural maps H∗(C•)→ lim←−H
∗(C•/In) are isomorphisms, and
(iii) all H∗(C•) are finitely generated left R-modules.
The proof is a verbatim copy of [BO78, Lem. B.8].
Flat Canonical Truncation We are often in a situation where we would like to know if
the canonical truncation of a complex of flat modules consists of flat modules again.
Lemma 1.9.3. Let C• be a complex of flat left R-modules such that for some a the group
Ha−1(M ⊗R C•) vanishes for all finitely generated right modules M . Then the canonical
truncation
τ≥aC• · · · 0 coker(Ca−1 → Ca) Ca+1 · · ·
consists of flat R-modules. If additionally Ha(C•) and Ha+1(C•) vanish, then the canonical
truncation
τ≤a+1C• · · · Ca ker(Ca+1 → Ca+2) 0 · · ·
consists of flat R-modules.
Proof. Regarding the first claim, we note that
Ca−2 Ca−1 Ca coker(Ca−1 → Ca)
can be extended to a flat resolution of coker(Ca → Ca+1) because the above sequence
is exact at Ca−1 by assumption and exact at Ca by construction. Hence, for a finitely
generated right R-module M we find
TorR1 (M, coker(Ca−1 → Ca)) = H(M ⊗R Ca−2 →M ⊗R Ca−1 →M ⊗R Ca)
= Ha−1(M ⊗C•) = 0,
i.e. coker(Ca−1 → Ca) is flat.
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Regarding the second claim, we just note that Ha(C•) = 0 and Ha+1(C•) = 0 imply
ker(Ca+1 → Ca+2) = im(Ca → Ca+1)
∼= Ca/ ker(Ca → Ca+1) = Ca/ im(Ca−1 → Ca) = coker(Ca−1 → Ca).
Sometimes we have a complex of flat modules which is not bounded above. A priori
we cannot use such a complex to compute the derived tensor product because it is not a
flat resolution. However, the following corollary identifies a situation where we can indeed
compute the derived tensor product using a potentially unbounded complex.
Corollary 1.9.4. Let C• be a complex of flat left R-modules such that H i(M ⊗R C•)
vanishes for i ≥ a and all finitely generated right modules M . Then τ≤iC• for any i ≥ a+2
is a flat resolution of C• and
M ⊗LR[C•] = [M ⊗R C•]
is an equality in the derived category D(R).
Proof. Fix an i ≥ a+ 2. By the above lemma we have that τ≤iC• consists of flat modules.
Moreover, the cohomology groups Hj(C•) vanish for j ≥ a, hence the canonical map
qi : τ≤iC• → C• is a quasi-isomorphism. Thus τ≤iC• is indeed a flat resolution of C•.
Hence, the equality in the derived category follows since the homomorphism M ⊗R qi is
a quasi-isomorphism. Because the direct limit is exact and commutes with tensor products,
it suffices to test the property on finitely generated modules M .
M ⊗ qi induces indeed an isomorphism on Hk(–) in degrees k < i − 1 because these
groups are left unchanged by the canonical truncation. The induced map for k > i is also an
isomorphism because on both sides the cohomology groups vanish. In degrees k = i−1, i we
have that Hk(M ⊗R C•) vanishes because k > a. Moreover Hk(M ⊗R τ≤iC•) also vanishes
because the functor M ⊗R – is right exact and Hj(C•) vanishes for j = i− 1, i.
Perfect Complexes We recall that a complex is perfect if and only if it is a quasi-
isomorphic to a bounded complex of finitely generated, projective R-modules. Our goal is
to show the following non-commutative extension of a well-known result which we however
are unable to locate in the literature.
Proposition 1.9.5. Over a left noetherian ring R we find that a complex C• of left
R-modules is perfect if and only if the following conditions hold:
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(i) H i(C•) is finitely generated for all i, and
(ii) the complex C• has finite tor amplitude, i.e. for almost all i and all finitely generated
right R-modules N the group H i(N ⊗LR C•) vanishes.
More precisely we can say: assuming C• has tor amplitude in [a, b] one can choose the
complex of finitely generated, projective modules P • to be concentrated in degrees [a, b].
We first need a lemma:
Lemma 1.9.6. Let R be a left noetherian ring and C• a complex of left R-modules such
that
(i) H i(C•) is finitely generated for all i, and
(ii) the complex H i(C•) vanishes for i > b.
Then C• is pseudo-coherent, i.e. it is quasi-isomorphic to a complex F • consisting of finitely
generated, free modules such that F i = 0 for i > b.
Proof. We can always find a surjection of a finitely generated free left module on a finitely
generated left module, hence we can use the standard construction to generate finitely
generated free resolutions of finitely generated left modules as all the occurring kernels are
left submodules of finitely generated left modules, i.e. finitely generated because R is left
noetherian.
Hence, let F •i be a finitely generated free resolution (concentrated in degrees (−∞, 0])
of H i(C•)[0] (considered as a complex concentrated in degree 0) together with a quasi-
isomorphism q•i : F •i → H i(C•)[0]. As F 0i is free we can pick a lift q•i : F 0i → ker(Ci →
Ci+1)[0] ⊆ Ci[0]. Consider
⊕
i≤b
q•i [−i] : F • :=
⊕
i≤b
F •i [−i]→ C•








is a finitely generated free module. Here we used that if i < k, i.e. k− i > 0, then F k−ii = 0
because F •i is concentrated in degrees (−∞, 0]. Thus F • has all the desired properties.
Proof of proposition 1.9.5. The “if” direction is obvious.
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The complex C• is quasi-isomorphic to a complex F • such that all Fi are finitely
generated, free left R-modules and F k = 0 for k > b by the previous lemma because
H i(C•) = 0 for i 6∈ [a, b]. The canonical truncation
P • = τ≥aF • = · · · → 0→ coker(F a−1 → F a)→ F a+1 → · · · → F b → 0→ · · · .
consists of flat modules by lemma 1.9.3 as Ha−1(M ⊗R F •) = Ha−1(M ⊗LR C•) vanishes.
We note that P a = coker(F a−1 → F a) is finitely presented. Because flatness and finite
presentation imply projectivity (see [Wei94, Thm. 3.2.7]) we can conclude that P • indeed
has all required properties.
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We review the notions of non-archimedean K-Banach and K-Fre´chet spaces where K is a
finite extension of Qp.
2.1 Non-Archimedean Banach/Fre´chet Spaces
The following is standard material which is nicely treated in [Sch02], additional references
are [BGR84] and [Bel15, App. A].
Definition 2.1.1 ([Sch02, §2]). Let M be a K-vector space. A semi-norm is a function
q : M → R≥0 such that:
(i) q(a ·m) = |a| · q(m) for any a ∈ K, and
(ii) q(m1 +m2) ≤ max(q(m1), q(m2)), the so called ultra-metric property.
We say that a semi-norm is a norm if the semi-norm additionally fulfils q(m) = 0 if and
only if m = 0.
Remark 2.1.2 ([Sch02, §4]). Assume that M can be (linearly) topologised with respect to a
family of semi-norms (qi)i∈I . A basis of the topology is given by
BF (m, ε) := {m′ ∈M |∀i ∈ F : qi(m−m′) < ε} = {m′ ∈M |qF (m−m′) < ε}
where we consider all finite subsets F of I and where we define qF to be maxi∈F qi.
There is also the following different characterisation of the above topology: it is the
coarsest topology such that each qi : M → R is continuous and all translation maps
m 7→ m+m0 are continuous.
Definition 2.1.3 ([Sch02, §4/§8]). If the topology of M is induced by semi-norms, then
we call M a K-locally convex space. If additionally the index set of semi-norms is countable
and M is complete (see [Sch02, §7]), we call M a K-Fre´chet space.
If M is topologised by one (semi-)norm, then we call M a K-(semi-)normed space. If
M is additionally complete (and Hausdorff) we call it a K-Banach space. In this case the
single semi-norm q(–) is actually a norm usually denoted by |–| since M is Hausdorff.
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Remark 2.1.4. From now on all (index) sets of semi-norms (qi)I of K-Fre´chet spaces are
implicitly considered to be countable.
We would like to derive an ε-δ-criterion for continuity.
Remark 2.1.5. A K-linear map of K-locally convex spaces f : M → N is continuous by
definition if and only if f−1 applied to an open set is open. We only have to check continuity
at 0. Furthermore it suffices to check continuity on the basis of the topology. Let (qi)I and
(q′j)J be the semi-norms of M and N respectively. Then f is continuous if and only if for
every basic open set BF (0, ε) where F is a finite subset of J and ε > 0, there is a finite set
G = G(F, ε) ⊆ I and δ = δ(F, ε) > 0 such that BG(0, δ) ⊆ f−1(BF (0, ε)). More classically
this can be expressed as
qG(m) < δ ⇒ q′F (f(m)) < ε.
Definition 2.1.6. Assuming that M is a K-Banach space we define the integral elements
OM of M as all elements m ∈M which fulfil |m| ≤ 1.
Definition 2.1.7 ([Sch02, §5B]). Let N be a subspace of a K-locally convex space M and




The quotient topology on M/N is defined by the semi-norms (qF )F⊂I,finite.
Proposition 2.1.8 ([Sch02, Prop. 8.3]). Let N be a closed subspace of a K-Fre´chet space
M . Then the quotient space M/N also has the structure of a K-Fre´chet space.
We have the following variant of the classical open mapping theorem:
Theorem 2.1.9 ([Sch02, Prop. 8.6]). A continuous surjection of K-Fre´chet spaces is open.
Furthermore, as K in our setting is discretely valued, the following holds:
Proposition 2.1.10 ([Sch02, Prop. 10.5]). Let M be a K-Banach space and N a closed
subspace. Then the quotient morphism M M/N admits a continuous K-linear section.
Definition 2.1.11 ([Sch02, §17B]). Let A be a K-algebra and let M and N be right
and left A-modules respectively which are also K-locally convex spaces with semi-norms
q : M → R and q′ : N → R respectively.
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Then we define the tensor product semi-norm q⊗A q′ on M ⊗AN to be








for x ∈M ⊗AN .
Definition 2.1.12. We can equip M ⊗AN with the topology induced by the above
semi-norms and call it the projective tensor product topology. We denote the Hausdorff
completion, cf. [Sch02, Prop. 7.5], of M ⊗AN by M ⊗̂AN and name it the completed
tensor product of M and N .
Remark 2.1.13. Assuming that M and N are K-Fre´chet spaces one can say even more
about the projective tensor product topology of M ⊗K N (see [Sch02, §17]). Furthermore,
the completed tensor product is obviously a K-Fre´chet space as one can describe the
topology using the extension of the semi-norms qM,i⊗A qN,j (see [Sch02, Rem. 7.4i]).
Lemma 2.1.14. Let A be a K-algebra and M and N be right and left A-modules respec-
tively. Assume that both modules are topologised using countably many semi-norms qM,i
and qN,j respectively, that A is a topological ring and that the multiplication with a is
continuous for all a ∈ A. Then the natural map
M ⊗̂AN → Mˆ ⊗̂AN
is an isomorphism.
Proof. There is the canonical continuous map cM : M → Mˆ of A-modules which induces
the continuous map α : M ⊗AN → Mˆ ⊗AN . Its completion induces the continuous map
αˆ : M ⊗̂AN → Mˆ ⊗̂AN .
The canonical map cM has dense image, i.e. every mˆ ∈ Mˆ can be written as limk cM (mk).
Note that the sequence (mk)k is also a Cauchy sequence in M . We define the map
β˜ : Mˆ ×N −→M ⊗̂AN
(mˆ, n) 7−→ lim
k
cM ⊗AN (mk⊗n).
The limit on the right hand side converges because the canonical map cM ⊗AN is continuous
and it does not depend on the choice of the sequence (mk)k, because zero sequences will
get mapped to zero in the Hausdorff space M ⊗̂AN . As β˜ fulfils β˜(mˆ · a, n) = β˜(mˆ, a · n)
the map factors through the map β : Mˆ ⊗AN →M ⊗̂AN by the universal property of the
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tensor product. Looking at the definition of the tensor product of semi-norms we see that
if we want to show the continuity of β it suffices to proof the inequality
(qM,i ⊗̂A qN,j) ◦ β(mˆ⊗n) ≤ qMˆ,i(mˆ) · qN,j(n).
Indeed:





























qM,i(mk) · qN,j(n) definition of tensor semi-norm
= lim
k→∞






) · qN,j(n) semi-norm cts
= qMˆ,i(mˆ) · qN,j(n).
Hence there is a unique continuous map β′ : Mˆ ⊗̂N → M ⊗̂AN again by the universal
property of the completion.
Now we have to show that the constructed maps αˆ and β′ are indeed isomorphisms. We
consider the commutative diagram
M ⊗̂AN Mˆ ⊗̂AN M̂ ⊗̂AN ˆ̂M ⊗̂AN
M ⊗AN Mˆ ⊗AN M ⊗̂AN Mˆ ⊗̂AN
















where the canonical maps cM ⊗̂AN and cMˆ ⊗̂AN are isomorphisms because M ⊗̂AN and
Mˆ ⊗̂AN are complete. Hence
βˆ ◦ αˆ = β̂ ◦ α = cˆM ⊗AN = cM ⊗̂AN
28
2 Banach and Fre´chet Spaces
and
ˆˆα ◦ βˆ = ̂ˆα ◦ β = cˆMˆ ⊗AN = cMˆ ⊗̂AN
are isomorphisms. We deduce that αˆ and β′ also are isomorphisms.
Corollary 2.1.15. Let A and B be K-algebras and assume that M is a right A-module,
N is a A-B-bimodule and O is a left B-module. Furthermore we assume that the modules
are K-Fre´chet spaces, that the algebras are topological rings and that the multiplication
with elements of A and B is continuous. Then the natural maps
(M ⊗̂AN) ⊗̂B O ←− ̂M ⊗AN ⊗B O −→M ⊗̂A(N ⊗̂B O)
are isomorphisms.
Proof. We first note that the induced topology of M ⊗AN ⊗B O does not depend on the
presentation, i.e. (M ⊗AN)⊗B O and M ⊗A(N ⊗B O) have the same topology given by
semi-norms which are the obvious modification of definition 2.1.11 for three semi-norms.
Hence the corollary follows from the previous lemma.
Remark 2.1.16. We note that the definitions in this section also make sense for OK-modules,
i.e. we can speak of OK-Banach algebras, etc.
Definition 2.1.17. We say that an OK-Banach algebra A is pi-adically complete as a
OK-Banach algebra if it is pi-adically complete and in addition the norm |–|A is the standard
pi-adic norm induced by the pi-adic filtration, normalised such that |pi|A = |pi|K holds.
Remark 2.1.18. We note that this implies that OK-Banach algebras which are pi-adically
complete as a Banach algebra cannot have non-zero elements which are divisible by
arbitrarily high powers of pi. One obvious non-example is the Zp-Banach-algebra Qp in
which every element is divisible by p. However the completed Zp-algebra Ẑp[X] with
the norm given by |X| = |p|p = p−1, i.e. |∑ aiXi| := sup (|ai|p−i), is also not pi-adically
complete as a Banach algebra since p does not divide X.
2.2 Non-Archimedean Banach/Fre´chet Algebras
Definition 2.2.1. A K-Fre´chet algebra S is a K-algebra where the underlying K-vector
space is a K-Fre´chet space with the additional condition that the algebra multiplication is
continuous.
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If the set of semi-norms just consists of one norm, S is also called a K-Banach algebra if
|1| = 1.
Remark 2.2.2. Note that S does not have to be commutative, i.e. we explicitly include
non-commutative rings.
Remark 2.2.3. Assuming that S is a K-Banach algebra, then the integral elements OS of
S form a subring.
Definition 2.2.4. A left S-module M is called a left K-Banach S-module if
(i) S is a K-Banach algebra with norm |–|S ,
(ii) M is a K-Banach space with norm |–|M , and
(iii) |sm|M ≤ |s|S |m|M .
There are analogous definitions for right and two-sided S-Banach modules.
Lemma 2.2.5. We assume that A is a commutative topological K-algebra and that S
and S′ are K-Fre´chet algebras which are also A-algebras. Let M and N be right and left
S ⊗̂A S′-modules respectively which are also K-Fre´chet modules. We require that the action
of S ⊗̂A S′ on M and N is continuous, i.e. the maps (S ⊗̂A S′)op → EndK,cts(M) and
S ⊗̂A S′ → EndK,cts(N) are continuous. Then there is the isomorphism
M ⊗S⊗A S′ N ∼−→M ⊗S ⊗̂A S′ N.
Proof. One just needs to show that the natural map
α : M ×N →M ⊗S⊗A S′ N
is S ⊗̂A S′-balanced, i.e. for every t ∈ S ⊗̂A S′ we have α(m · t, n) = α(m, t · n). As the
canonical map
c := cS⊗A S′ : S⊗A S′ → S ⊗̂A S′
has dense image we can approximate t by c(ti) where (ti)i is a sequence in S⊗A S′.
Furthermore we have α(m · c(ti), n) = α(m, c(ti) · n). The statement now follows from
observing that α is continuous in the first and second argument and that the actions on M
and N are continuous, i.e. m · t = limm · c(ti) and t · n = lim c(ti) · n holds.
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Corollary 2.2.6. Let A be a commutative topological K-algebra and let S and S′ be K-
Fre´chet algebras which are also A-algebras. Moreover let M be a right S′-module and let N
be a left S ⊗̂A S′-module. We assume that the actions on M and N are continuous, i.e. the
ring homomorphisms (S′)op → EndK,cts(M) and S ⊗̂A S′ → EndK,cts(N) are continuous.
Moreover we assume that the induced right action of S ⊗̂A S′ on S ⊗̂AM is continuous.
Lastly, we require the A-multiplication on S and S′ to be continuous. Then the canonical
homomorphism
M ⊗̂S′ N −→ (S ⊗̂AM) ⊗̂S ⊗̂A S′ N
is an isomorphism.
Proof. Using the above lemma and corollary 2.1.15 we find:
(S ⊗̂AM) ⊗̂S ⊗̂A S′ N
∼−→ (S ⊗̂AM) ⊗̂S⊗A S′ N
∼−→ ̂(S⊗AM)⊗S⊗A S′ N
∼−→M ⊗̂S′ N.
2.3 Orthonormalisable Non-Archimedean Banach Spaces
We follow [Sch02, §10] and [Bel15, §A.3].
Definition 2.3.1. For an arbitrary set I and a K-Banach S-module M we define the
K-Banach S-module cI(M) to be all functions f : I →M such that for all ε > 0 the set
{x ∈ I | |f(x)| > } is finite. Its norm is given by the sup-norm supx∈I |f(x)|.
Definition 2.3.2. A K-Banach S-module M is called orthonormalisable if there is an
S-linear isometry ϕ : cI(S) ∼−→M . We call the set of elements ei = ϕ((δij)j), where δij is
the Dirac delta function, a Schauder basis. If ϕ is just a topological isomorphism we say
that M is potentially orthonormalisable.
Recall that we assume that K is discretely valued.
Proposition 2.3.3 ([Ser62, §1],[Sch02, Prop. 10.1,Rem. 10.2]). Every K-Banach space M
is topologically isomorphic to cI(K) for some I. If additionally |M | ⊆ |K| holds, then M
is even isometric to cI(K), i.e. orthonormalisable.
Then we have the following strengthening of proposition 2.1.10:
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Corollary 2.3.4. If M is a K-Banach space with |M | ⊆ |K| and N is a closed subspace,
then then there exists a continuous K-linear section of p : M M/N of norm 1.
Proof. By the proposition we find M/N is orthonormalisable and let (ei) be the Schauder
basis of cI(K) ∼= M/N . Note that
1 = |ei| = inf |p−1(ei)|.
Hence for every i and for every ε > 0 we find vi ∈M such that p(vi) = ei and 1 ≤ |vi| ≤ 1+ε.
However the valuation of M is discrete, so for ε small enough we find |vi| = 1 for all i.
Fix such a set of vi. Now employing the universal mapping property of cI(K) yields the
desired section (see [Sch02, p. 66]).
Lemma 2.3.5 ([Bel15, Lem. A.3.5]). Assume that M is an orthonormalisable K-Banach
space, i.e. there is an isometry cI(K) ∼−→M and N is a K-Fre´chet space with semi-norms
(qj). Let cI(N) be the Fre´chet space of sequences (ni)i indexed by i ∈ I with values ni ∈ N
such that qj(ni)→ 0 for i→∞ and for all all semi-norms qj. Then cI(N) can be equipped
with the semi-norms supi qj(ni). Then the natural K-linear map
M ⊗̂K N → cI(N)
is an isomorphism of K-Fre´chet spaces.
Corollary 2.3.6 ([Bel15, Cor. A.3.6]). Let M be an orthonormalisable K-Banach space.
Then – ⊗̂KM is an exact functor for K-Banach spaces.
2.4 Fre´chet-Stein Algebras and Coadmissable Modules
We follow [ST03].
Definition 2.4.1. Let q be a semi-norm of A, then A/{a ∈ A|q(a) = 0} is a semi-normed
space via q. Its completion is a K-Banach space which we denote by Aq.
Definition 2.4.2. Let A∞ be a K-Fre´chet algebra. It is called a (left) K-Fre´chet-Stein
algebra if there is a sequence q1 ≤ q2 ≤ . . . of continuous algebra semi-norms which define
the Fre´chet topology such that
(i) An is left noetherian, and
(ii) An is flat as a right An+1 module via the canonical map An+1 → An
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where An is the K-Banach space (A∞)qn . There are the obvious analogous right and
two-sided K-Fre´chet-Stein algebras.
The most prominent example in the class Fre´chet-Stein algebra are the rigid analytic
functions on the open unit disk:
Example 2.4.3. Let A∞ be the power series in Qp which converge on the open unit disk.
Hence a power series f = ∑ akT k belongs to A∞ if and only if for all 0 ≤ r < 1 where




Furthermore the completion of A∞ with respect to the norm qr are just the rigid analytic
functions on the closed disk of radius r.
Definition 2.4.4. A coherent sheaf on a K-Fre´chet-Stein algebra A∞ with semi-norms
(qn)n is a family (Mn)n of finitely generated (left) modules Mn over An together with
An-isomorphisms
An⊗An+1 Mn+1 ∼−→Mn.
Definition 2.4.5. We may also define the global section functor Γ ( (Mn)n ) as lim←−Mn.
We would like to single out a class of “good” modules over a K-Fre´chet-Stein algebra:
Definition 2.4.6. We call a module over a K-Fre´chet-Stein algebra coadmissable if it is
isomorphic to the global section of some coherent sheaf.
Now we are equipped with all the notions to state the first important theorem in
Schneider-Teitelbaum:
Theorem 2.4.7 ([ST03, §3]). Let (Mn)n be a coherent sheaf over a K-Fre´chet-Stein
algebra and define M∞ as Γ ( (Mn)n ), then
(i) (Theorem A) the natural map M∞ →Mn has dense image, and
(ii) (Theorem B) all higher derived functors Ri lim←−Mn (i ≥ 1) vanish.
The theorem has important consequences:
Corollary 2.4.8 ([ST03, Rem. 3.2, Cor. 3.1, 3.5, 3.3, 3.4(v)]). Using the notation as above:
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(i) An is flat as an A∞-module,
(ii) the natural morphism
An⊗A∞M∞ −→Mn
is an isomorphism,
(iii) the category of coadmissable A∞-modules is abelian,
(iv) the category of coadmissable A∞-modules is equivalent to the category of coherent
sheaves over A∞, and
(v) a finitely presented A∞-module is coadmissable.
Remark 2.4.9. We state here that we equip a coadmissable module M∞ = lim←−Mn with the
projective limit topology where we assume that the finitely presented An-modules Mn are
equipped with the standard K-Banach space topology. This topology makes M∞ into a
K-Fre´chet space with continuous A∞-multiplication.
2.5 Fre´chet-Stein Algebras and the Notion of Projectivity
There are at least three notions of projective objects over K-Fre´chet-Stein algebras since
(i) a module can be projective in the category of all modules,
(ii) the associated sheaf to a coadmissable module can consist of projective modules over
every An, and
(iii) a module can be projective in the abelian category of coadmissable modules.
Obviously the first property implies the second one. We would like to find more relations
between these notions.
Remark 2.5.1. In the next chapter (see Za´bra´di’s theorem 3.5.5) we will see that for
Fre´chet-Stein algebras associated with Iwasawa algebras of compact p-adic Lie groups
actually all three notions of projectivity coincide.
Definition 2.5.2. We say a coadmissable module M∞ = lim←−Mn over a Fre´chet-Stein
algebra is locally projective if all Mn are projective over An.
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Lemma 2.5.3. For coadmissable modules M∞ = lim←−Mn and N∞ = lim←−Nn over a two-





Proof. From [ST03, Lem. 8.3] follows the exact sequence





We would like to deduce the vanishing of the left hand side from theorem B (see theorem
2.4.7(ii)), hence we have to check that HomAn(Mn, Nn)n is a coherent sheaf. As Mn is
finitely generated, we find a surjection Akn Mn. Thus HomAn(Mn, Nn) is a submodule
of HomAn(Akn, Nn) = Nkn , which is finitely generated and we see that HomAn(Mn, Nn) is
finitely generated because An is noetherian. Furthermore the isomorphism
An⊗An+1 HomAn+1(Mn+1, Nn+1) ∼−→ HomAn(Mn, Nn)
holds because An is flat over An+1 and Mn+1 is finitely presented. The proof of the previous
statement is standard and can be found for example in [Eis95, Prop. 2.10].
Hence we can deduce that the second property implies the third property:
Corollary 2.5.4. A locally projective module P∞ over a two-sided Fre´chet-Stein algebra
is a projective object in the category of coadmissable modules.
Proof. Let M∞ = lim←−Mn be a coadmissable module. Then all Ext
1
An(Pn,Mn) vanish
because all Pn are projective, hence Ext1A∞(P∞,M∞) also vanishes.
Sometimes we can go from the third to the first property:
Lemma 2.5.5. Let A∞ be a Fre´chet-Stein algebra. If P∞ is a finitely generated coadmiss-
able A∞-module which is a projective object in the category of coadmissable modules, then
P∞ is a projective A∞-module.
Proof. As P∞ is finitely generated, there is a surjection of coadmissable modules Ak∞  P∞.
Because P∞ is a projective object in the category of coadmissable modules the map
HomA∞(P∞, Ak∞)→ HomA∞(P∞, P∞) is also surjective. Hence P∞ is a direct summand
of Ak∞.
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2.6 Complexes, K-Theory and Determinant Categories of
Fre´chet-Stein Algebras
For a Fre´chet-Stein algebra A∞ there are two abelian categories of modules which are
interesting, firstly the category of modules over A∞ and secondly the category of inverse
systems of modules over (An)n:
Definition 2.6.1. As usual we denote the derived category of the category of A∞-modules
by D(A∞) and the derived category of the category of inverse systems of (An)n-modules
by Dsh(A∞).
The usual finiteness condition for A∞-modules is too restrictive, hence:
Definition 2.6.2. We say that a complex of A∞-modules is globally perfect if there exists
a quasi-isomorphism to a bounded complex of coadmissable, projective A∞-modules. We
denote the full subcategory of globally perfect complexes by Dcoad.perf.(A∞).
The category of complexes of inverse systems of (An)n-modules is equivalent to the
category of inverse systems of complexes of An-modules, in particular there are projection
operators Dsh(A∞)→ D(An).
Definition 2.6.3. We say that a complex of inverse systems ((M in)n)i is locally perfect if
for all n the projections to An-complexes are perfect, i.e. there exists a quasi-isomorphism
P •n →M•n
where P •n is a perfect complex and the induced maps
An⊗An+1 M•n+1 →M•n
are also quasi-isomorphisms.
We denote the full subcategory of locally perfect objects by Dsh,perf(A∞).
Remark 2.6.4. A locally perfect complex does not have to be bounded. The subcategories
of bounded complexes are defined in the obvious way.
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note that An⊗A∞ – is exact, see corollary 2.4.8(i), and
D+sh,perf(A∞)
R lim←−−−−→ D(A∞).
For a K-Fre´chet-Stein algebra A∞ one has the usual determinant category Det(A∞)
which just takes the finitely generated, projective modules into account. However the
finiteness condition is again too restrictive, hence:
Definition 2.6.6. Let PModcoad(A∞) be the full subcategory of the abelian category of
coadmissable modules which consists of the objects which are locally projective.
Lemma 2.6.7. The category PModcoad(A∞) is exact.
Proof. According to [Qui75, p. 91] and corollary 2.4.8(iii) we just have to check that the
full subcategory PModcoad(A∞) is closed under extensions, i.e. assume that
0 P∞ M∞ P ′∞ 0
is a short exact sequence of coadmissable modules where the modules P∞ and P ′∞ are
locally projective. Then we have to show that M∞ is also locally projective. However the
functor An⊗A∞ – is exact (see corollary 2.4.8(i)), hence for every n
0 Pn Mn P ′n 0
is also exact. Since P ′n is projective, the short exact sequence splits. The lemma follows.
Now, using this category we are able to define a K-theory and a determinant category:
Definition 2.6.8. Set
Kcoadi (A∞) := Ki(PModcoad(A∞))
and
Detcoad(A∞) := Det(PModcoad(A∞)).
However, for our applications the definition is still too restrictive, hence we introduce
the following K-theory groups and the following determinant category:
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Definition 2.6.9. Set
Kshi (A∞) := lim←−
n
Ki(An)
where the canonical maps Ki(An+1)→ Ki(An) are induced by An+1 → An and
Detsh(A∞) := QCohSh(Det(An)n)
where QCohSh(Det(An)n) is the category of inverse systems (Xn)n with the condition
An⊗An+1 Xn+1 ∼−→ Xn.
A morphism of objects in Detsh(A∞) is a morphism of the underlying inverse system.
Only using this category we get:
Remark 2.6.10. Note that there is a natural determinant functor
dA∞ : (Dsh,perf(A∞), is)→ Detsh(A∞)
(see section 1.5).
Remark 2.6.11. One can wonder about the relation of Kcoadi (A∞) and Kshi (A∞). At least
for Schneider-Teitelbaum’s distribution algebras for compact p-adic Lie groups, which we
will cover in the next chapter, we have the following statements in the literature. Tama´s
Csige’s thesis [Csi16] suggests that the groups K0(An) are independent of n. Furthermore
Za´bra´di’s theorem 3.5.5, which is recalled below, states that in this case coadmissable
projective modules are finitely generated, hence we suspect that the two K0-groups should
be canonically isomorphic.
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Here we extend the theory of Tate algebras and affinoids to a non-commutative setting
and then consider the continuous group cohomology of modules over these K-algebras.
3.1 nc-Tate Algebras
Using definition 1.6.1, we define our analogue of the Tate algebra as follows:










the maximum exists since cI → 0 by definition.
Remark 3.1.2. The nc-Tate algebra is obviously orthonormalisable in the sense of definition
2.3.2 as the (XI)I form a Schauder basis.
Lemma 3.1.3. The canonical map Tncm  Tncn has Banach norm 1 for all m ≥ n.





























|pmn (x)|Tncn ≤ |x|Tncm
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for x ∈ Tncm . Since
|1|Tncm = 1 = |1|Tncn = |pmn (1)|Tncn
the desired statement follows.
The usual Tate algebra Tn is obviously a quotient of Tncn :
Lemma 3.1.4. The canonical map Tncn  Tn has Banach norm 1.
Proof. Denote the above map by p. We define the map α : {1, . . . ,m}∗ → Nm where the




































where the inequality holds due to the strong triangle inequality.
3.2 nc-Affinoid Algebras
Then the definition of the non-commutative analogue of affinoids is obviously:
Definition 3.2.1. Let A be a topological K-algebra and assume that there is a continuous
K-algebra surjection ϕ : Tncn  A. Then A is called an nc-affinoid K-algebra if kerϕ is
closed in Tncn and Tncn / kerϕ ∼= A is a homeomorphism.
Lemma 3.2.2. A structure morphism Tncn  A is open.
Proof. It is surjective, hence the claim follows by the open mapping theorem 2.1.9.
Lemma 3.2.3. An nc-affinoid algebra is a K-Banach space.
Proof. From general facts (see [BGR84, Prop. 2.1.2/1,3]) it follows that the quotient norm
is a norm and that the induced quotient topology is again complete.
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Remark 3.2.4. Hence, there is an induced K-Banach algebra structure on A. Furthermore,
lemma 3.1.3 implies that the notion of nc-affinoid is independent of n.
Lemma 3.2.5. The usual Tate algebra Tn is an nc-affinoid. In particular, an affinoid
algebra is an nc-affinoid algebra (with the same induced K-Banach algebra structure).
Proof. Use lemma 3.1.4.
Lemma 3.2.6. Assume that A is a Hausdorff topological ring and that there is a continuous,
surjective homomorphism Tncn → A. Then there is a topology on A such that A equipped
with this topology is an nc-affinoid. If A is a K-Banach algebra, A is an nc-affinoid using
the original topology.
Proof. We just have to observe that the kernel of the homomorphism is closed, hence we
can choose the quotient topology on A. If A is a K-Banach algebra then the homomorphism
is open by the open mapping theorem 2.1.9, thus the quotient topology on A coincides
with the original one.
Definition 3.2.7. In the context of the last lemma we say that the K-Banach quotient
norm on A induced by the surjection s : Tncn → A is the norm associated with s. Note that
even if A is a K-Banach algebra these norms might not coincide.
Lemma 3.2.8. Let A be an nc-affinoid K-algebra and (ai)i ∈ OnA be integral elements.
Then the map s : Tncn → A given by s(
∑
J cJX
J) = ∑J cJaJ is a well-defined, continuous
morphism of nc-affinoids.
Proof. Let Tncn → A be the structure morphism of A. As OK{|X1, . . . , Xn|}[pi−1] =
K{|X1, . . . , Xn|}, it suffices to show that the map








is well-defined and continuous.
The sum ∑J cJaJ converges as cJaJ converges to 0 since the ai ∈ OA are by definition
bounded by 1 and cJ converges pi-adically to 0. Hence
∑
#J<n cJa
J gets arbitrarily close
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Hence, |s| ≤ 1 and we deduce that s is continuous.
3.3 Integral nc-Affinoid Algebras
Definition 3.3.1. We call a pi-adically complete1 OK-Banach-algebra A such that A/〈pi〉
is an ncft-k-algebra2 an integral nc-affinoid OK-algebra.
Lemma 3.3.2. An OK-algebra morphism f : A → B of integral nc-affinoids is automati-
cally continuous.
Proof. It suffices to show that f−1(pimB) is open. If x ∈ f−1(pimB) then we have to
find an open set around x contained in f−1(pimB). The open set x + pimA fulfils this
requirement.
Proposition 3.3.3. For an integral nc-affinoid OK-algebra A the K-Banach algebra
A = A[pi−1] equipped with the induced topology is an nc-affinoid K-algebra.
Proof. We need to define a continuous, surjective morphism Tncn → A by lemma 3.2.6
as A is a K-Banach algebra. Hence we have to find a continuous, surjective morphism
OK{|X1, . . . , Xn|} → A. Note that any morphism OK{|X1, . . . , Xn|} → A is continuous by
lemma 3.3.2.
Let (xi)i be the generator of the ncft-k-algebra A/〈pi〉 and let xi be any lift of xi. We
define the function








with cJ → 0 for |J | → ∞. The map s is well-defined since cJxJ is a zero-sequence in the
pi-adic topology of A as cJ is a zero-sequence.
Because s¯ : OK{|X1, . . . , Xn|} → A/〈pi〉 is surjective we deduce the proposition by our
version of the I-adic Nakayama’s lemma (see corollary 1.7.2) with R = OK , I = 〈pi〉,
A = OK{|X1, . . . , Xn|} and B = A.
3.4 Berthelot’s Construction: Associated nc-Affinoid Algebras
We now generalise the constructions of [Jon95, §7.1.1] and [Pot13, §1.4] to the non-
commutative setting and prove important standard results.
1in the sense of definition 2.1.17
2in the sense of definition 1.6.2
42
3 Non-Commutative Analytic Spaces
We are assuming in this section that Λ and I fulfil the following:
Hypothesis 3.4.1. Let Λ be an I-adically complete OK-algebra where I is a two-sided
ideal of Λ which contains a power of pi, say piµ ∈ I.
Definition 3.4.2. For every n we define Λ0n := Λ[In/pi] ⊂ Λ[pi−1] as the sub-algebra (with
1) generated by λ ∈ Λ and i/pi with i ∈ In. Furthermore, we define Λn as the I0n-adic
completion of Λ0n with I0n := 〈I〉 and set In = 〈I0n〉 ⊂ Λn. Lastly, we define An = Λn[pi−1].
Lemma 3.4.3. Assume Λ fulfils hypothesis 3.4.1 and is left noetherian. Furthermore
we require Λ/Im to be an ncft-OK/〈piµm〉-algebra for all m. Then Λn/Imn is a discrete
ncft-OK/〈piµm〉-algebra for all n,m ≥ 1.



































are equal. Because Λ is left noetherian we can find left generators x1, . . . , xa of In. Hence
the OK-algebra morphism







is surjective where the OK-algebra Λ〈X1, . . . , Xa〉OK -nc is the OK-algebra
OK〈[λ] (λ ∈ Λ), X1, . . . Xa〉/ ∼
where the relation ∼ is generated by:
α[λ1] ∼ [αλ1]
[λ1] + [λ2] ∼ [λ1 + λ2] and
[λ1] · [λ2] ∼ [λ1 · λ2]
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for λi ∈ Λ and α ∈ K. I.e. the Xj do not commute in general with elements in Λ but we
have that OK is in the centre of Λ〈Xj〉OK -nc. Then
(Λ/Im) 〈X1, . . . , Xa〉OK -nc −→ Λ0n/〈Im〉 = Λ0n/(I0n)m = Λn/Imn
is also surjective. Furthermore we know that Λ/Im is an ncft-OK/〈piµm〉-algebra, i.e. there
is a surjection
(OK/〈piµm〉) 〈Yi〉 Λ/Im
thus we find that the composition of the OK-algebra morphisms
(OK/〈piµm〉) 〈Yi, Xj〉 =
(
(OK/〈piµm〉) 〈Yi〉
)〈Xj〉OK -nc  (Λ/Im) 〈Xj〉OK -nc  Λn/Imn
is also a surjection.
Theorem 3.4.4. For a left noetherian Λ as in hypothesis 3.4.1 such that Λ/Im is an
ncft-OK/〈piµm〉-algebra for all m, Λn is an integral nc-affinoid OK-algebra for all n. In
particular An = Λn[pi−1] is an nc-affinoid K-algebra.
Proof. In Λ0n = Λ[In/pi] we find 〈In〉 ⊂ 〈pi〉 and 〈piµ〉 ⊂ 〈I〉 as two-sided ideals. Hence Λn
is also the pi-adic completion of Λ0n and Λn/〈pi〉 = Λ0n/〈pi〉 is an ncft-k-algebra because
Λ0n/Inn is an ncft-OK/〈piµn〉-algebra by lemma 3.4.3.
Lemma 3.4.5. Assume that (Λ, I) and (Λ′, I ′) fulfil the conditions of the previous theorem.
Then a continuous morphism f : Λ→ Λ′ induces an OK-algebra morphism fn : Λm(n) → Λ′n
of integral nc-affinoids for all n where m(n) is an integer such that f−1((I ′)n) contains
Im(n).
Proof. The existence of the morphism is obvious due to the existence of m(n).
Lemma 3.4.6. Let M be a left K-Banach space equipped with a compatible left B-
multiplication, where B is a K-Banach algebra, i.e. norm of B → EndK,cts(M), a map of
K-Banach spaces, should be 1. Assume that we have a continuous right action of Λ on
M , Λ as in hypothesis 3.4.1, which commutes with the B-multiplication on M and comes
from an action on OM . Then there exists an n0 such that the action of Λ on M naturally
factors through An for all n ≥ n0.
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Proof. Note that we only consider continuous homomorphisms, hence we drop the index
“cts” to ease the notation.
By assumption there is a ring homomorphism
ϕ : Λop −→ OEndB(M) = EndOB (OM ) ⊂ EndB(M)
which is continuous. Hence, ϕ−1(piEndOB (OM )) is open in Λ, which implies by the defini-
tion of the I-adic topology the existence of an n0  0 such that In ⊂ ϕ−1(piEndOB (OM ))
for n ≥ n0, i.e. ϕ(In) ⊂ piEndOB (OM ). Hence, the induced morphism
ϕ : (Λ0n)op = Λ[In/pi]op → EndOB (OM )
is well-defined and also extends to the pi-adic completion as well as the localisation at pi of
both sides.





n+2 · · ·
EndB(M)
for n ≥ n0 which in fact holds because
Λop (Λ0n)op (Λ0n+1)op (Λ0n+2)op · · ·
EndB(M) Λ[1/pi]op
obviously commutes.
3.5 Associated Fre´chet-Stein Algebras
Definition 3.5.1. Let An be an nc-affinoid associated to Λ as in definition 3.4.2. We call
A∞ := lim←−An for n ≥ 2 the associated Fre´chet-Stein algebra to Λ if it is indeed a two-sided
Fre´chet-Stein algebra. We equip A∞ with the projective limit topology.
We next pose the following question: when does the associated Fre´chet-Stein algebra
exist? The general answer seems to be complicated. However in the context of most
interest to us, e.g. the Iwasawa algebra of Lie groups like GL2(Zp), we now interpret
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Schneider-Teitelbaum’s fundamental theorem in the language of the previous section:
Theorem 3.5.2. Assume that G is a compact p-adic Lie group and Λ is the completed
group algebra OK [[G]]. Then with the notation of definition 3.4.2:
(i) Λ, grI Λ, Λn and An are left and right noetherian for n ≥ 2,
(ii) An is flat as a left and right An+1-module,
(iii) A∞ := lim←−An is a two-sided K-Fre´chet-Stein algebra,
(iv) let qn be the semi-norm induced by the projection map A∞ → An, then (A∞)qn as
defined in 2.4.1 is naturally isomorphic to An, i.e. the notation of section 2.4 is
consistent with this section, and
(v) Λ[pi−1] −→ A∞ is faithfully flat.
Proof. We state the proof of this theorem for p > 2, the case p = 2 follows after minor
obvious modifications.
The proof of the theorem depends on the next proposition which states that for n ≥ 2
and p > 2 there is a norm-preserving isomorphism
αn : An ∼−→ Dp−1/n(G,Qp)
where the completed distribution algebra Dr(G,Qp) is defined in [ST03, Thm. 5.1].
We can immediately restrict ourselves to the case of K = Qp as K in general is a finite
extension of Qp and tensoring with finite free modules does not affect completeness, fully
faithfulness and the noetherian property.
Due to the above identification we see that the last part of (i), (ii) and (iii) is just [ST03,
Thm. 5.1] (we are in the case L = Qp) and (v) is [ST03, Thm. 5.2].
Furthermore (iv) follows since
D(G,Qp) ∼−→ lim←−Dr(G,Qp)
holds due to [ST03, p. 151].
The norm-preserving isomorphism αn above identifies Λn with F 0Drn(G,K) which is
canonically isomorphic to F 0Drn(H,K)d. Thus, in order to prove the third part of (i) it
therefore suffices to show that F 0Drn(H,K) is noetherian. We would like to apply [ST03,
Prop. 1.1], i.e. we need to show that gr•rn F 0Drn(H,K) is noetherian. This ring however is
isomorphic to gr•rn Λ(H), which is noetherian by [ST03, Thm. 4.5(ii)].
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Similarly the first part of (i) follows from [ST03, Thm. 4.5(ii)] which shows that Λ(H) is
noetherian.
We will see below 〈I〉n = ∑ Ingi where g1, . . . , ga are the coset representatives of H in
G. Hence we also find gr〈I〉Λ(G) = ⊕ grI Λ(H)gi with gi ∈ gr0〈I〉. Therefore the second
part of (i) also holds because grI Λ(H) is noetherian by [ST03, Rem. 4.6].
Example 3.5.3. We see that example 2.4.3 is just the previous situation for G = Zp.
We now identify our An with Schneider-Teitelbaum’s completed distribution algebra
Dp−1/n(G,Qp):
Proposition 3.5.4. For p > 2 there is a canonical norm-preserving isomorphism
αn : An ∼−→ Dp−1/n(G,Qp)
for n ≥ 2 of Zp[[G]]-algebras which is natural in n, where Dr(G,Qp) is defined in [ST03,
Thm. 5.1]. If p = 2, the right hand side has to be replaced by Dp−1/2n(G,Qp).
Proof. We now recall some notation and facts from [ST03, §4,5] however we will not review
all the results of these section, i.e. it is assumed that the reader is familiar with the work
of Schneider and Teitelbaum.
G has an open normal subgroup H which is a uniform pro-p-group. According to [DDMS,
§4.2] there is an ordered basis h1, . . . , hd of H such that ω(hi) = 1 for p > 2 respectively
ω(hi) = 2 for p = 2 (see also [DS13, §2.4]). We will first discuss the case p > 2 and
afterwards we discuss the necessary modifications for p = 2.
The assumption implies that τα is just |α| (see [ST03, p. 160]). Set bi := hi− 1 ∈ Zp[[G]]
and we define I = (p, b1, . . . , bd) ⊂ Zp[[H]] according to [FK06, §1.4.2]. For this proof we
agree on the following convention: Λ(G)0n, Λ(G)n and A(G)n are the objects which were
associated with Λ(G) := Zp[[G]] in the last section using 〈I〉 ⊂ Λ(G). We also let rn be
p−1/n. Elements in Drn(H,Qp) can be uniquely represented by a power series∑
α
dαb
α with dα ∈ K and |dα|pr|α|n → 0






:= max |dα|pr|α|n .
The image of the canonical embedding Λ(H) ↪→ Drn(H,Qp) corresponds to all the elements
with dα ∈ Zp (see [ST03, p. 160]).
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Λ(H)0n embedded in Drn(H,Qp): We claim that Λ(H)0n = Λ(H)[In/p] embedded in








∣∣∣∣∣ |x|rn ≤ 1 and |dα|p is bounded above
}
.
We can see the inclusion of the image of Λ(H)[In/p] in X as follows: we have Λ(H)[In/p] =∑
Ini/pi, the boundedness of |dα|p is clear and it suffices to check that |Ini/pi|rn ≤ 1
and because the norm is submultiplicative (see [ST03, Prop. 4.2]), it suffices to check the
inequality for i = 0, 1. It is clear for i = 0 as Λ(H) corresponds to the elements with
coefficients in Zp. Regarding i = 1 we have:∣∣∣∣Inp
∣∣∣∣
rn





On the other hand X is included in the image: we first show that for every α the
element dαbα ∈ Drn(H,Qp) lies in Λ(H)[In/p]. As |dα|pr|α|n ≤ 1 holds, we can deduce that












where the first factor is in Zp and the second factor is in I |α|/p|νp(dα)| ⊆ In|νp(dα)|/p|νp(dα)|
which shows dαbα ∈ Λ(H)[In/p].
Let us assume that the upper bound |dα|p is pc. Decompose x ∈ X into x1 +x2 such that
x2 has all the terms with |α| ≥ n · c. In particular x1 consists of finitely many summands,
hence x1 lies in the image by the reasoning above. Regarding x2 we would like to show















where we decompose α into α1 + α2 such that bα = bα1bα2 holds and in the second sum we
only allow α1 which fulfil this requirement. The desired claim follows as there are only
finitely many α2 with |α2| = nc, and the inner sum is in the image of Λ(H) since the
coefficients are in Zp by the choice of c.
A(H)n vs Drn(H,Qp): A similar reasoning as above yields that the image of (I0n)m =
〈Im〉 ⊂ Λ(H)0n in Drn(H,Qp) are precisely the elements with |x|rn ≤ p−m and |dα|p is
48
3 Non-Commutative Analytic Spaces
bounded above.
Hence, the left and right Λ(H)-morphism
αH,mn : Λ(H)0n/(I0n)m → F 0Drn(H,Qp)/FmDrn(H,Qp)
has trivial kernel as FmDrn(H,Qp) ∩ Λ(H)0n = (I0n)m holds using the characterisations of
Λ(H)0n and (I0n)m as above (regarding the definition of the filtration see [ST03, p. 162]).
Furthermore, an element x of F 0Drn(H,Qp) can be written as x1+x2 where x1 is a finite sum
and |x2|rn ≤ p−m using the power series representation expansion. As x2 ∈ FmDrn(H,Qp)
and x1 is in the image of Λ(H)0n we see that αH,mn is actually an isomorphism. By taking the
projective limit we get the left and right Λ(H)-isomorphism αHn : Λ(H)n
∼−→ F 0Drn(H,Qp)
which can be extended to the localisations:
αHn : A(H)n
∼−→ Drn(H,Qp).
I vs Ig: For x ∈ Drn(H,Qp) and g ∈ G we denote the conjugation action δgxδg−1 ∈
Drn(H,Qp) of g on x by xg, here δg is the Dirac δ distribution. By the discussion in [ST03,
Thm. 5.1] we see that (hgi )i is also an ordered basis with ω(h
g
i ) = ω(hi) = 1. Using the
norm |–|1/p on Λ(G) induced by Λ(G) ⊂ D(G,Qp) we see that I is exactly the subset with
norm ≤ p−1. Furthermore, the norm is independent from the ordered basis (see [ST03,
p. 160]) hence I = Ig.
Definition of αn: Let g1, . . . , ga be a set of coset representatives of H in G. Then the
map




is an isomorphism and the norm on Drn(G,Qp) is defined to be the maximum norm via
the left hand side (see the proof of [ST03, Thm. 5.1]). Furthermore,
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is also an isomorphism. We note the following consequence:

































where gk(i,j) is the coset representative of the coset associated with gigj and we used the


















and again we can deduce that 〈Im〉〈I〉 = ∑ Im+1gi which is also equal to 〈Im+1〉. An easy
induction argument shows that ϕ induces a left Λ(H)-module isomorphism of⊕Im ⊂ ⊕Λ(H)












we deduce that the induced morphism









is an isomorphism of left Λ(H)0n-modules and the maximum norm on the left corresponds
to the 〈I〉0n-norm on the right. Hence, ϕ induces an isomorphism on their respective
completions
ϕ : ⊕ Λ(H)n ∼−→ Λ(G)n
and also on the localisation at p, i.e.
ϕ : ⊕A(H)n ∼−→ A(G)n.
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We note that the last isomorphism is a canonical, norm-preserving left Λ(H)n-isomorphism









with the same properties where the right vertical arrow is defined in [ST03, Thm. 5.1]. We
note that the same strategy shows that αn is also a right Λ(H)-isomorphism.
αn is a Λ(G)-algebra homomorphism: we would like to show that αn is not only a left
and right Λ(H)-module morphism but also a left and right Λ(G)-algebra morphism. As the
both arguments are symmetric, we only present the left Λ(G)-algebra morphism property.
We first show that the embeddings of Λ(G) in Drn(G,Qp) and A(G)n commute i.e. the











As all the quadrilaterals commute it suffices to show the left triangle commutes. But this is
clear as αn is a left and right Λ(H)-module homomorphism. Now we can deduce that the
restriction of αn to Λ(G) is multiplicative because the embeddings of Λ(G) in Drn(G,Qp)
and A(G)n are multiplicative (see [ST03, p. 163]). Furthermore, note that Λ(G)[p−1] is
dense in Drn(G,Qp) and A(G)n. Because the multiplication and αn are continuous, we see
that the multiplicative property extends to the full algebra, hence αn is a Λ(G)-algebra
homomorphism.







commutes. Using the continuity argument from above we can reduce the question to the
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following: is this a diagram commutative over Λ(G)? However this follows directly from
the last commutative diagram.
For p = 2 the only modification is that τα is 2|α|, hence A(G)n corresponds to
D√rn(G,Qp).
In the situation of theorem 3.5.2 all three notions of projective objects, which were
discussed in section 2.5, coincide (see also remark 2.5.1).
Theorem 3.5.5 ([Za´b12, Thm. 3.10]). Let A∞ be an associated Fre´chet-Stein algebra
as in theorem 3.5.2. Then a projective object in the category of coadmissable modules is
finitely generated, hence projective.
3.6 Continuous Group Cohomology
This section follows the development of [Pot13, §1] rather closely. Our goal is to understand
group cohomology over non-commutative analytic spaces.
Definition 3.6.1. A topological OK-module M is said to be linearly topologised if 0M has
a basis of open neighbourhoods consisting of a decreasing sequence of OK-modules Mn.
A topological OK-algebra A is said to be linearly topologised if it is linearly topologised
as a module and the sub-modules Rn can be chosen such that Rn · Rn ⊂ Rn. We say
an R-module is linearly topologised compatibly with R if the systems Rn and Mn can be
choosen such that Rn ·Mn ⊂Mn.
Remark 3.6.2. Throughout the section we assume that the occurring OK-algebras and
OK-modules are linearly topologised (in a compatible way).
Definition 3.6.3. Let G be a profinite group, R a topological ring and let M be a
topological R-module with a continuous R-action and we additionally assume that M is a
continuous R[G]-module, i.e. the group homomorphism G→ AutR,cts(M) is continuous.3
Then we define the continuous cochain complex Cicts(G,M) to be the continuous maps
Mapcts(Gi,M) with the standard differentials like in [NSW08, §2.7]. We set RΓcts(G,M)
to be the image of the complex C•cts(G,M) in the derived category D+(R).
We assume the following throughout this section to get a reasonable behaviour of group
cohomology:
3We remind the reader that we topologise AutR,cts(M) using the compact open topology.
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Hypothesis 3.6.4. (i) Λ is an I-adically complete OK-algebra as required in set-up
3.4.1 such that Λ and grI Λ are left and right noetherian and In has the right
Artin-Rees property for all n,
(ii) the profinite group G has finite p-cohomological dimension e and H icts(G,M) is finite
for all finite discrete Fp[G]-modules M and
(iii) T is a projective, finitely generated (left) Λ-module equipped with the I-adic topology
and a continuous Λ[G]-module structure.
Remark 3.6.5. Pottharst treats flat and finitely generated modules in [Pot13, §1.1]. Note
however that his setup is not more general than ours as finitely generated implies finitely pre-
sented as Λ is noetherian and a finitely presented module which is also flat is automatically
projective by [Wei94, Thm. 3.2.7].
Remark 3.6.6. We say that Λ[Ix] = Λ + Ix+ I2x2 + . . . is the Rees ring associated with
Λ and I (see [GW04, p. 223]). Assuming Λ[Ix] is left (right) noetherian, we see that the
quotients Λ[Ix]/〈x〉 ∼←− Λ and Λ[Ix]/〈I〉 ∼←− grI Λ are left (right) noetherian. Furthermore,
I has the left (right) Artin-Rees property by [GW04, thm. 13.2].
Hence, to show that Λ satisfies (i) we just have to check that the Rees rings Λ[Inx] are
left and right noetherian.
Remark 3.6.7. We would also like to draw the attention to a fact which even though we
cannot utilise at the moment is nevertheless interesting. Looking back at definition 3.4.2
we recognise that the Rees ring Λ[Inx] surjects onto Λ0n.
3.6.1 Preliminaries
Lemma 3.6.8. Let X,Y be complete, right and left Λ-modules respectively equipped with
the I-adic topology and assume that X is finitely generated. Then the natural map
X ⊗Λ Y ∼−→ X ⊗̂Λ Y = lim←− (X ⊗Λ Y ) / (X ⊗Λ I
nY )
is an isomorphism.
Proof. We first note that X is automatically finitely presented as Λ is right noetherian.
We deduce
X ⊗Λ Y ∼−→ X ⊗Λ lim←−Y/I
nY
∼−→ lim←− (X ⊗Λ Y ) / (X ⊗Λ I
nY )
where the second isomorphism can be deduced by observing that X ⊗Λ – for X finitely
presented commutes with projective limits of surjective systems.
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Lemma 3.6.9. Let M fulfil hypothesis 3.6.4(iii) except possibly the projectivity assumption.
Then the natural map
C•cts(G,M)/In → C•cts(G,M/In)
is an isomorphism of complexes.
Proof. The proof is a verbatim copy of the proof of [Pot13, Lem. 1.3(2)].




is an isomorphism of complexes.
Proof. This is precisely the statement of the universal property of inverse limits.
Corollary 3.6.11. Let N be a complete right Λ-module equipped with the I-adic topology.
Then the natural map
N ⊗̂ΛC•cts(G,M)→ C•cts(G,N ⊗ΛM)
is an isomorphism of complexes.
Proof. We imitate [Pot13, Lem. 1.5(2)]. Consider the natural maps
N/In⊗ΛC•cts(G,M)/InC•cts(G,M) ∼−→ N/In⊗ΛC•cts (G,M/In)
∼−→ C•cts (G,N/In⊗ΛM/In)
where the first isomorphism holds due to the above lemma and the second isomorphism
holds because all spaces are discrete and Gi is compact. The corollary follows by passing
to the projective limit and noting that N ⊗ΛM ∼= N ⊗̂ΛM as M is finitely generated.
3.6.2 Perfectness of Group Cohomology
Lemma 3.6.12. The complex C•cts(G,T/In) consists of flat Λ/In-modules.
Proof. The proof is a verbatim copy of the relevant part of the proof of [Pot13, Lem.
1.3(5)].
Lemma 3.6.13. C•cts(G,T ) is idealwise separated for I.
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Proof. For a right ideal a of Λ, which is finitely generated because Λ is right noetherian,
we have
a⊗ΛC•cts(G,T ) ∼−→ lim←− (a⊗ΛC
•
cts(G,T )) / (a⊗Λ InC•cts(G,T ))
by lemma 3.6.8. The claim now follows by noting that the images of a⊗Λ InC•cts(G,T ) and
aIn⊗ΛC•cts(G,T ) in a⊗ΛC•cts(G,T ) are the same, i.e. a⊗ΛC•cts(G,T ) is complete and in
particular separated with respect to the filtration [aIn⊗ΛC•cts(G,T )], where [–] denotes
the image in a⊗ΛC•cts(G,T ).
Proposition 3.6.14. Assuming hypothesis 3.6.4, the complex C•cts(G,T ) consists of flat
Λ-modules.
Proof. Because In has the right Artin-Rees property and C•cts(G,T ) is idealwise separated,
we can apply proposition 1.8.4.
We are now able to deduce the following important structure statement for the group
cohomology:
Theorem 3.6.15. Assuming hypothesis 3.6.4, RΓcts(G,T ) ∈ D[0,e]perf(Λ).
Proof. We imitate the proof of [Pot13, Cor. 1.2] with the necessary changes. The proof
proceeds in several steps.
Step RΓcts(G,T ) ∈ D[0,e](Λ): It suffices to show that H icts(G,T ) vanishes for i > e.
Lemma 3.6.9 implies that the system C•cts(G,T/In) has surjective transition maps, hence
by a variant of [Wei94, Prop. 3.5.8] we find the exact sequence
0 R1 lim←−H
i−1
cts (G,T/In) H icts(G,T ) lim←−H
i
cts(G,T/In) 0
for all i. Because T/In is a discrete and p-primary module, the p-primary module
H icts(G,T/In) vanishes for i > e as G has p-cohomological dimension e, hence H icts(G,T )
vanishes for i > e + 1. Regarding the vanishing of He+1cts (G,T ) we just have to check
the left hand term in the exact sequence vanishes. Thus, it suffices to show that the
system Hects(G,T/In) has the Mittag-Leﬄer property. Considering the long exact sequence
associated with the short exact sequence
0 ImT/InT T/In T/Im 0
we just have to check the vanishing of He+1cts (G, ImT/InT ), which it indeed does.
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Step H icts(N ⊗ΛC•cts(G,T )) = 0 for i 6∈ [0, e]: For a finitely generated right Λ-module N
the natural maps
N ⊗ΛC•cts(G,T ) −→ N ⊗̂ΛC•cts(G,T ) −→ C•cts(G,N ⊗Λ T )
are isomorphisms by lemma 3.6.8 and corollary 3.6.11. Hence, H i(N ⊗ΛC•cts(G,T )) = 0 for
i 6∈ [0, e] follows from the last step and noting that this part did not require the considered
module to be projective, just finitely generated.
Step N ⊗LΛ RΓcts(G,T ) = [N ⊗ΛC•cts(G,T )]: We would like to apply corollary 1.9.4, i.e.
we have to check that H∗(N ⊗ΛC•cts(G,T )) vanishes from some point onwards for a finitely
generated N , which is just the content of the last step.
Step RΓcts(G,T ) ∈ D[0,e]ft (Λ): We would like to apply proposition 1.9.2. Because C•cts(G,T )
is I-adically complete, C•cts(G,T ) → lim←−C
•
cts(G,T )/In is obviously a quasi-isomorphism
(even an isomorphism), i.e. 1.9.2b) is true.
The proof of [Pot13, Lem. 1.3(4)] works verbatim in our more general situation, hence
H icts(G,T/I) is finitely generated. Thus, C•cts(G,T/I) is quasi-isomorphic to a bounded
above complex D• of finitely generated, projective Λ/I-modules, see lemma 1.9.6. Because
the complex D• consists of flat modules and the last step we deduce the quasi-isomorphism
in
grI C•cts(G,T ) ∼= grI Λ⊗Λ/I C•cts(G,T/I) q.i.←− grI Λ⊗Λ/I D•.
As grI Λ is left noetherian, H i(grI Λ⊗Λ/I D•) ∼= H i(grI C•cts(G,T )) is also finitely generated,
i.e. 1.9.2a) holds.
Hence we can apply proposition 1.9.2 and deduce that H icts(G,T ) is finitely generated
for all i.
Step RΓcts(G,T ) ∈ D[0,e]perf(Λ): We would like to apply proposition 1.9.5 to deduce the
statement. Since we already know that RΓcts(G,T ) ∈ D[0,e]ft (Λ) we just have to check
that RΓcts(G,T ) has tor amplitude [0, e], i.e. H i(N ⊗LΛ RΓcts(G,T )) vanishes for i 6∈
[0, e] and any finitely generated right R-module N . This however follows from step
H i(N ⊗ΛC•cts(G,T )) = 0 for i 6∈ [0, e] and step N ⊗LΛ RΓcts(G,T ) = [N ⊗ΛC•cts(G,T )].
We record the following observation we made in the proof.
Corollary 3.6.16. The derived tensor product N ⊗LΛ RΓcts(G,T ) can be represented by
N ⊗ΛC•cts(G,T ) in the derived category D(R).
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3.6.3 Base Change Properties
Hypothesis 3.6.17. Additionally to 3.6.4 assume the following:
(i) Λ′ is an I ′-adically complete OK-algebra as required in hypothesis 3.6.4(i); and
(ii) Y is a Λ′-Λ-bi-module which is finitely generated and projective as a Λ′-module and
equipped with the induced topology by Λ′ and the (right) Λ-action is continuous and
commutes with the (left) Λ′-action, i.e. the ring homomorphism Λop → EndΛ′,cts(Y )
is continuous.
Remark 3.6.18. For a (left) Λ-module M we denote the I ′-adic completion of the (left)
Λ′-module Y ⊗ΛM by
Y ⊗̂I′Λ M = lim←−Y/(I
′)nY ⊗ΛM.
This might differ from the completed tensor product. We note that the I ′-adic completion
also can be written as
lim←−Y/(I
′)nY ⊗ΛM = lim←−Y/(I
′)nY ⊗ΛM/Ia(n)M
because Λop → EndΛ′,cts(Y ) is continuous and (I ′)n EndΛ′,cts(Y ) is closed in EndΛ′,cts(Y ),
hence there is an a(n) such that (Ia(n))op maps to HomΛ′,cts(Y, (I ′)nY ).
Lemma 3.6.19. The natural map
Y ⊗̂I′Λ C•cts(G,T )→ C•cts(G, Y ⊗Λ T )
is an isomorphism of Λ′-complexes.
Proof. The proof is very similar to the proof of corollary 3.6.11. Consider the natural maps






G, Y/(I ′)nY ⊗Λ T/Ia(n)T
)
where the first isomorphism holds due to the lemma 3.6.9 and the second isomorphism
holds because all spaces are discrete and Gi is compact. The lemma follows by passing to
the projective limit and noting that Y ⊗Λ T ∼−→ Y ⊗̂I
′
Λ T as T is finitely generated.
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Theorem 3.6.20. Assuming hypothesis 3.6.17, the natural map
Y ⊗LΛ RΓcts(G,T ) ∼−→ RΓcts(G, Y ⊗Λ T )
is an isomorphism in D[0,e]perf(Λ′).
Proof. Due to corollary 3.6.16, there is the equality
[Y ⊗ΛC•cts(G,T )] = Y ⊗LΛ RΓcts(G,T ),
i.e. it suffices to show that the natural map
Y ⊗ΛC•cts(G,T )→ C•cts(G, Y ⊗Λ T )
is a quasi-isomorphism. By the above lemma the problem is immediately reduced to
showing that






We follow [Pot13, Lem. 1.5(3)]. Due to the perfectness of RΓcts(G,T ) there is a quasi-
isomorphism P • → C•cts(G,T ) such that P • is a [0, e]-bounded complex of finitely generated,
projective Λ-modules. From corollary 3.6.16 it follows that Y ⊗Λ P • → Y ⊗ΛC•cts(G,T ) and
Y/(I ′)n⊗Λ P • → Y/(I ′)n⊗ΛC•cts(G,T ) are still quasi-isomorphisms. As Y/(I ′)n⊗Λ P •
and Y/(I ′)n⊗ΛC•cts(G,T ) satisfy the Mittag-Leﬄer property, applying lim←− yields another





However, note that Y ⊗Λ P • → Y ⊗̂I
′
Λ P
• is an isomorphism as the P i’s are finitely
generated. All in all, we get the following commutative diagram:











which shows that the bottom arrow is an isomorphism in the derived category.
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3.6.4 Admissable Examples of Λ
We now want to identify classes of Λ which satisfy all the requirements in 3.6.4(i). Our
first candidates are the Iwasawa algebras which play a central role in Iwasawa theory:
Proposition 3.6.21. Let Λ be the Iwasawa algebra OK [[G]] for a compact p-adic Lie
group G, then the results of this section are valid for Λ, i.e. Λ fulfils hypothesis 3.6.4(i).
Proof. Firstly, Λ and grI Λ are left and right noetherian by theorem 3.5.2. The Artin-Rees
property follows from the next lemma.
Lemma 3.6.22. Assume that Λ is left and right noetherian and that Λ/In is finite for all
n. Then the ideal In has the left and right Artin-Rees property.
Proof. We follow [Neu88]. For the left Artin-Rees property we have to show that for every
n and every left ideal a there is a k such that a ∩ Ik ⊆ Ina.
As Λ is left noetherian, the left ideal a is finitely generated, hence a/Ina is finitely
generated over Λ/In, thus finite. We can deduce that the image of fk : a ∩ Ik → a/Ina
becomes stationary for k  0. Fix such an k0.






(a ∩ Ik + Ina) = a ∩
⋂
k
(Ik + Ina) = a ∩ Ina
where Ina is the closure of Ina in Λ. As Λ is profinite, hence compact, every finitely
generated left ideal of Λ is also compact, hence closed, i.e. Ina = Ina and the right hand
side collapses to Ina.
On the other hand we have that the intersection equals f−1(im fk0) = a ∩ Ik0 + Ina.
Hence, we find a ∩ Ik0 ⊆ Ina as desired.
A second class of rings which feature heavily in arithmetic is the following:
Proposition 3.6.23. Let Λ be a left and right noetherian pi-adically complete OK-Banach
algebra with I = (pi). Then the results of this section are valid for Λ, i.e. Λ fulfils hypothesis
3.6.4(i).
Proof. The Rees rings Λ[Inx] are left and right noetherian because all In are generated by
a central element (see [GW04, thm. 13.3]). Hence we can conclude using remark 3.6.6.
Now we can deduce the following
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Corollary 3.6.24. Additionally to hypothesis 3.6.17 we assume that Λ fulfils the condition
in proposition 3.6.21. Then, in the notation of the section 3.4, Λn fulfils hypothesis of
proposition 3.6.23 for n ≥ 2 and the natural map
Λn⊗LΛ RΓcts(G,T ) ∼−→ RΓcts(G,Λn⊗Λ T )
is an isomorphism in D[0,e]perf(Λn).
Proof. By theorem 3.5.2 we know that Λn is left and right noetherian for n ≥ 2, i.e. Λn
fulfils hypothesis of proposition 3.6.23, hence we can use theorem 3.6.20 in the following
situation: Λ′ = Y = Λn and the Λ-action on Y is continuous because the 〈I〉-adic topology
coincides with the pi-adic topology (see the proof of theorem 3.4.4).
Remark 3.6.25. There is also the obvious consequence for the group cohomology over
K-Banach algebras, assuming that the situation is coming from an integral setting, as we
have the isomorphism
RΓcts(G,T )[pi−1] ∼−→ RΓcts(G,T [pi−1])
in D(Λ[pi−1]) because G is compact.
3.7 Continuous Group Cohomology over Fre´chet-Stein Algebras
We now turn our attention to the cohomology over Fre´chet-Stein algebras. Recall the
definitions of §2.6 regarding the derived categories.
Definition 3.7.1. An OK-model or integral model of a K-algebra A is an OK-algebra Λ
such that K ⊗OK – induces the original object. They are the obvious analogous definitions
for integral modules of A-modules, etc.
From now on we will assume the following in order to get a well-behaved cohomology
theory over Fre´chet-Stein algebras.
Hypothesis 3.7.2. (i) A∞ = lim←−An is a two-sided Fre´chet-Stein algebra and
(ii) V∞ = lim←−Vn is a locally projective, coadmissable module with a continuous A∞[G]-
module structure, i.e. the group homomorphism G→ EndA∞,cts(V∞) is continuous.
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Remark 3.7.3. We note that the action of G on V∞ also induces an action of G on Vn
because we have the natural isomorphism
An⊗A∞ EndA∞,cts(V∞) ∼= EndAn,cts(Vn).
Definition 3.7.4. We say hypothesis 3.7.2 comes from a good integral situation if the
An-modules Vn have integral models Tn over OK-algebras Λn such that Λn with I = (pi)
and Tn fulfil 3.6.4(i) or 3.6.4(iii) respectively. Furthermore, we require the transition maps
to also have integral models.
Definition 3.7.5. Using the standard definition of the cohomology (see definition 3.6.3)
we get the complex
RΓcts(G,V∞) ∈ D(A∞).
However we also get
RΓsh,cts(G,V∞) := RΓcts(G,Vn)n ∈ Dsh(A∞)
as the image of the inverse system C•cts(G,Vn)n in the derived category Dsh(A∞).
Regarding the second map of remark 2.6.5 we have:
Lemma 3.7.6. The natural map
RΓcts(G,V∞) −→ R lim←−RΓsh,cts(G,V∞)
is an isomorphism in the derived category D(A∞).
Proof. As the maps An+1 → An have dense image by theorem A (see theorem 2.4.7(i)),
we have that the composite homomorphism
C•cts(G,Vn+1)→ An⊗An+1 C•cts(G,Vn+1)→ An ⊗̂An+1 C•cts(G,Vn+1) ∼= C•cts(G,Vn)
also has dense image. Hence, C•cts(G,Vn) has the Mittag-Leﬄer property and we deduce
R lim←−RΓcts(G,Vn) = [lim←−C
•
cts(G,Vn)],
noting that the natural isomorphism C•cts(G,V∞)
∼−→ lim←−C
•
cts(G,Vn) is the universal
property of the inverse limit.
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Corollary 3.7.7. Assuming that hypothesis 3.7.2 comes from a good integral situation the
natural maps




are isomorphisms and the cohomology groups H∗cts(G,V∞) are coadmissable A∞-modules.
Proof. As An+1 → An is flat, the first isomorphism holds due to base change (see theorem
3.6.20). Hence, because An+1 → An has dense image, the system H∗cts(G,Vn) has the
Mittag-Leﬄer property. Now, the second isomorphism follows from the above lemma.
As the groups H∗cts(G,Vn) are finitely generated by the perfectness theorem 3.6.15,
H∗cts(G,V∞) ∼= lim←−H
∗
cts(G,Vn) is a coadmissable module.
Proposition 3.7.8. Assuming that hypothesis 3.7.2 comes from a good integral situation,
RΓsh,cts(G,V∞) belongs to D[0,e]sh,perf(A∞) and the natural map
An⊗LA∞ R lim←−RΓsh,cts(G,V∞)
∼−→ RΓcts(G,Vn)
is an isomorphism in D[0,e]perf(An).
Proof. Local perfectness follows by observing that RΓcts(G,Vn) is perfect over An due to
the perfectness theorem 3.6.15.
Note that there is an isomorphism
R lim←−RΓsh,cts(G,V∞)
∼−→ RΓcts(G,V∞)
by lemma 3.7.6. Furthermore, due to corollary 2.4.8(i), An is flat over A∞. Hence, to check
the isomorphism it suffices to show that the natural map
An⊗A∞ H∗cts(G,V∞)→ H∗cts(G,Vn)
is an isomorphism, which is true since H∗cts(G,V∞) ∼= lim←−H
∗
cts(G,Vn) is coadmissable by
the last lemma and by using corollary 2.4.8(ii).
Lemma 3.7.9. We assume that hypothesis 3.7.2 comes from a good integral situation.
Furthermore, let B∞ = lim←−Bn be another two-sided Fre´chet-Stein algebra and let Y∞ =
lim←−Yn be a B∞-A∞-bi-module such that Y∞ is a coadmissable, projective right B∞-module.
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Furthermore, we require the right action of A∞ on Y∞ to be continuous and to commute
with the left action of B∞, i.e. the ring homomorphism Aop∞ → EndB∞,cts(Y∞) is continuous.
Additionally the induced action on Yn via Bn⊗B∞ EndB∞,cts(Y∞) → EndBn,cts(Yn) has
to (continuously) factor through Aopa(n) for some a(n). Then lim←− (Yn⊗A∞ V∞) is a locally
projective, coadmissable B∞-module.
If we moreover assume that B∞ and Y∞ come from a good integral situation as in







∼−→ RΓsh,cts(G, (Yn⊗A∞ V∞)n)
is an isomorphism in D[0,e]sh,perf(B∞).
Proof. As the actions of A∞ and B∞ on Y∞ commute we find
Bn⊗B∞ (Y∞⊗A∞ V∞) ∼= (Bn⊗B∞ Y∞)⊗A∞ V∞ ∼= Yn⊗A∞ V∞ ∼= Yn⊗Aa(n) Va(n)
where the last isomorphism holds because the action of A∞ on Yn factors through Aa(n). The
modules Yn and Va(n) are finitely generated, thus Yn⊗Aa(n) Va(n) is also finitely generated.
Furthermore,
Bn⊗Bn (Yn+1⊗A∞ V∞) ∼= Bn⊗Bn+1 Bn+1⊗B∞ (Y∞⊗A∞ V∞)
∼= Bn⊗B∞ (Y∞⊗A∞ V∞)
∼= Yn⊗A∞ V∞
and we deduce that lim←− (Yn⊗A∞ V∞) is a coadmissable B∞-module.
The isomorphism in the derived category follows from theorem 3.6.20.
Along the same lines we might also deduce a similar result on RΓcts(G,V∞) which looks
slightly less satisfying:




) ∼−→ RΓcts(G, lim←− (Yn⊗A∞ V∞)).
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) ∼−→ RΓcts(G, lim←− (Yn⊗A∞ V∞)).
Hence to show the corollary it suffices to show the following isomorphism:
Yn⊗LA∞ RΓcts(G,V∞)
∼−→ Yn⊗LAa(n) Aa(n)⊗LA∞ RΓcts(G,V∞)
∼−→ Yn⊗LAa(n) RΓcts(G,Va(n)),
where the last isomorphism is by proposition 3.7.8.
Remark 3.7.11. The isomorphism of the last corollary simplifies in some cases, for example
if Bn stabilises, i.e. if B∞ = Bn for n ≥ n0. In this case we find:
Y∞⊗LA∞ RΓcts(G,V∞)
∼−→ RΓcts(G, Y∞⊗A∞ V∞).
One important special case of the last lemma is the following:
Corollary 3.7.12. In addition to the hypothesis of the last lemma, also assume that V∞
is finitely presented and RΓcts(G,V∞) ∈ D[0,e]coad.perf.(A∞). Then
Y∞⊗LA∞ RΓcts(G,V∞)
∼−→ RΓcts(G, Y∞⊗A∞ V∞)
is an isomorphism in D[0,e]coad.perf.(B∞).
Proof. We note that finitely generated projective modules are finitely presented. Let M∞
be a finitely presented A∞-module. Then we check that Y∞⊗A∞M∞ is coadmissable,
i.e. Y∞⊗A∞M∞ ∼= lim←− (Yn⊗A∞M∞). The statement follows from this observation as
coadmissable modules are lim←−-acyclic due to theorem B (see theorem 2.4.7(ii)).
Assume that the finite presentation looks like
Aa∞ Ab∞ M∞ 0.
We would like to imitate the standard proof which shows that the projective limit of a
surjective system commutes with the tensor product with a finitely presented module. Its
only slightly non-trivial ingredient is that im(Y an → Y bn ) has the Mittag-Leﬄer property
assuming that (Y an )n is a surjective system. Here we know that the transition maps of the
system (Y an )n are dense, hence im(Y an → Y bn )n also has dense transition maps by looking at
the ker-coker-sequence, i.e. the system im(Y an → Y bn )n has the Mittag-Leﬄer property.
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Remark 3.7.13. In light of theorem 3.5.5 we see that V∞ is always finitely presented in the
most interesting situation.
Proposition 3.7.14. Let Λ and T be as in corollary 3.6.24. Furthermore, let A∞ be the
associated Fre´chet-Stein algebra to Λ as in §3.5. Then the natural map
A∞⊗LΛ RΓcts(G,T )→ RΓcts(G,A∞⊗Λ T )
is an isomorphism in D[0,e]coad.perf.(A∞).
Proof. Due to the perfectness of RΓcts(G,T ) we find a perfect resolution P •. Note that
it consists of projective modules which are not only finitely generated but also finitely
presented as Λ is left noetherian, hence A∞⊗Λ P • is a complex of coadmissable modules
by 2.4.8(v). Then there are the following natural quasi-isomorphisms:
A∞⊗LΛ RΓcts(G,T ) ∼= A∞⊗LΛ[P •]












P • finitely presented
∼= R lim←− [An⊗Λ P










∼= R lim←−RΓcts(G,An⊗Λ T ) Cor. 3.6.24
∼= RΓcts(G,A∞⊗Λ T ) Prop. 3.7.6.
Remark 3.7.15. We note that in the situation of the last proposition the associated Fre´chet-
Stein algebra A∞ and the coadmissable A∞-module A∞⊗Λ T canonically come from a
good integral situation.
Furthermore, let Λ′, I ′ and Y ′ be as in hypothesis 3.6.17. Set Y∞ := A′∞⊗Λ′ Y , which is
a finitely presented, locally projective coadmissable left A′∞-module with Yn := A′n⊗A′ Y .
We would like to define the induced right action of A∞ on Y∞.
Just like in remark 3.6.18 we find an a(n) such that (Ia(n))op maps to (I ′)n EndΛ′(Y ).
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Hence there are induced continuous algebra maps
Aopa(n) −→ A′n⊗Λ′ EndΛ′(Y ) = EndA′n(Yn)
compatible in n, independent of a(n) and with an obvious integral model. The right action
of A∞ on Y∞ ∼= lim←−Yn now becomes obvious.
We conclude that the situation described here fulfils all the requirements of corollary
3.7.12, thus
Y∞⊗LA∞ RΓcts(G,A∞⊗A T )
∼−→ RΓcts(G, Y∞⊗A T ).
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4 Tate-Sen Theory with Non-Commutative
Coefficients
In this chapter we extend the Tate-Sen theory developed by Berger-Colmez in [BC08, §3]
to a setting with non-commutative coefficients. Since non-commutative aspects already
appeared in their work while treating matrix rings we find that the same definitions still
work and their proof methods remain valid.
4.1 The Tate-Sen Conditions
Let G0 be a profinite group equipped with a continuous character χ : G0 → Z×p with
open image, and let H0 := kerχ. If g ∈ G0, we denote the integer νp(χ(g)− 1) with n(g).
Assuming that G is an open normal subgroup of G0 we set H = G∩H0 = G∩ kerχ which
is also a normal subgroup of G0. We define Γ˜H := G0/H and we let CH be its centre. G0
acts via conjugation on the subgroup G/H of Γ˜H and there is another description of the
action as H = G∩H0: G0 acts on G/H via conjugation in G0/H0. The last group however
is abelian, hence the action is trivial and G/H ⊂ CH .
Lemma 4.1.1 ([BC08, Lem. 3.1.1]). The group CH is an open subgroup of Γ˜H .
We define n1(G) as the smallest integer n ≥ 1 such that χ(G) contains 1 + pnZp.
Hypothesis 4.1.2. Let S be a Qp-Banach algebra and let Λ˜ be an OS-ring equipped with
a valuation νΛ : Λ˜→ R ∪ {+∞} which fulfils:
(i) νΛ(x) = +∞ if and only if x = 0,
(ii) νΛ(xy) ≥ νΛ(x) + νΛ(y),
(iii) νΛ(x+ y) ≥ min(νΛ(x), νΛ(y)), and
(iv) νΛ(p) > 0 and νΛ(px) = νΛ(p) + νΛ(x) for x ∈ Λ˜.
The valuation can be used to define a separated topology on Λ˜. We assume that Λ˜ is
complete for this topology.
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Let U ∈Md(Λ˜), we define νΛ(U) as min(νΛ(Uij)). Hence, we find
Lemma 4.1.3. Let U ∈Md(Λ˜) with νΛ(U − 1) > 0. Then U ∈ GLd(Λ˜) and its inverse is∑+∞
n=0(1− U)n. Furthermore, νΛ(U) = νΛ(U−1) = 0.
Proof. We have to show that V = ∑+∞n=0(1− U)n exists and that V is the inverse of U .
Regarding the existence, we have νΛ(U − 1) > 0 and νΛ(A ·B) ≥ νΛ(A) + νΛ(B), hence
νΛ((1− U)n)→∞ and the sum exists as all the entries of V converge.
Furthermore, V is indeed the inverse of U as




= (1− (1− U)) ·
c∑
n=0








Now note that (1− U)c+1 and Vc = ∑+∞n=c+1(1− U)n go to zero as
(c+ 1)νΛ(1− U) ≤ νΛ((1− U)c+1) ≤ νΛ(Vc)
goes to infinity.
The same calculation shows that V is also a left-inverse.
We assume that Λ˜ is equipped with a continuous OS-linear action of G0 such that
νΛ(g(x)) = νΛ(x) holds for all g ∈ G0.
We define the Tate-Sen conditions:
Definition 4.1.4. In the following G denotes an open normal subgroup of G0. The
Tate-Sen conditions are as follows:
(TS1) There exists a c1 > 0 such that for any two open subgroups H1 ⊂ H2 of H0 which are
normal in G there exists an α ∈ Λ˜H1 such that νΛ(α) > −c1 and
∑
τ∈H2/H1 τ(α) = 1.
(TS2) There is a c2 > 0 and for every open subgroup H of H0 which is normal in G there
is an increasing sequence (ΛH,n)n≥n(H) of closed OS-subrings of Λ˜H . Furthermore,
for n ≥ n(H) there is an OS-linear morphism RH,n : Λ˜H → ΛH,n. The previous data
is subject to the following conditions:
a) If H1 ⊂ H2, then ΛH2,n ⊂ ΛH1,n and the restriction of RH1,n to Λ˜H2 coincides
with RH2,n (for n ≥ n(Hi), i = 1, 2);
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b) RH,n is ΛH,n-linear and RH,n(x) = x for x ∈ ΛH,n;
c) g(ΛH,n) = ΛH,n and g(RH,n(x)) = RH,n(gx) for g ∈ G0, in particular RH,n
commutes with the action of Γ˜H ;
d) for x ∈ Λ˜H , we have νΛ(RH,n(x)) ≥ νΛ(x)− c2;
e) if x ∈ Λ˜H , we have RH,n(x)→ x for n→ +∞.
(TS3) There is a c3 > 0 and there is for every open normal subgroup G of G0 an integer
n(G) ≥ max(n(H), n1(G)), where H = G ∩ H0, such that for γ ∈ Γ˜H and n ≥
max(n(G), n(γ)) we have that γ−1 is invertible on XH,n = kerRH,n = (1−RH,n)(Λ˜H)
and νΛ((γ − 1)−1(x)) ≥ νΛ(x)− c3 if x ∈ XH,n.
Remark 4.1.5. The morphisms RH,n are projection morphisms which give rise to the
topological ΛH,n-module decomposition Λ˜H = ΛH,n ⊕XH,n.
Proposition 4.1.6. Let Λ˜ a Zp-algebra which verifies the Tate-Sen conditions and S
an orthonormalisable Qp-Banach algebra. Then OS ⊗̂Zp Λ˜ with the tensor valuation also
verifies the Tate-Sen conditions with the same constants.
Proof. We first note that the tensor valuation






si⊗λi ∈ OS ⊗Zp Λ˜
}
fulfils all required properties in hypothesis 4.1.2 except possibly the first. However the
completion is Hausdorff, hence Λ˜′ = OS ⊗̂Zp Λ˜ fulfils hypothesis 4.1.2.
An important building block of the proof is that OS ⊗̂(Λ˜)H → (OS ⊗̂ Λ˜)H is an isomor-
phism. We follow [Bel15, Prop. D.1.3]. Because S is orthonormalisable there is an isometry
between S and cI(Qp) (see definition 2.3.2). Thus, OS is isomorphic to cI(Zp) and using
this identification we find
(OS ⊗̂Zp Λ˜)H ∼= (cI(Zp) ⊗̂Zp Λ˜)H
(1)∼= cI(Λ˜)H
(2)∼= cI(Λ˜H)
(1)∼= OS ⊗̂Zp Λ˜H
where (1) follows from the proof of lemma 2.3.5 and (2) holds as the Galois action on cI(Λ˜)
is given by σ(ci) = (σci).
Regarding (TS1), we set α′ := 1⊗α, which fulfils, by construction of the valuation,
νS(1⊗α) ≥ ν(α) > −c1.
Regarding (TS2), we set Λ′H,n := OS ⊗̂ΛH,n and R′H,n = idOS ⊗̂RH,n. We have to show
that Λ′H,n are indeed closed subspaces of Λ˜′. That Λ′H,n maps injectively to Λ˜′ can be seen
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as above, which also implies that it is a (sequence) closed subset as a convergent sequence
has only countably many terms.
Regarding (TS2d) and (TS3), we note that assuming that F is a Zp-linear function and
that νΛ(F (x))− νΛ(x) ≥ c for all x ∈ Λ˜ implies that νS(FS(y))− νS(y) ≥ c for all y ∈ Λ˜′
as it is true for OS ⊗Zp Λ˜ because νS is the supremum of valuations taken over all possible
representations and every representation occurring in the right valuation can be transferred
to the left valuation.
Remark 4.1.7. The proof works in greater generality and just for simplicity we required S
to be orthonormalisable. Since we are only interested in nc-affinoid algebras this is not a
restriction.
4.2 Devissage for Continuous Cohomology
Lemma 4.2.1. Let H be an open subgroup of H0 and let a > c1 and k ∈ N. If τ 7→ Uτ is a
continuous cocycle of H to GLd(Λ˜) which verifies Uτ −1 ∈ pkMd(Λ˜) and νΛ(Uτ −1) ≥ a for
τ ∈ H, then there is a matrix M ∈ GLd(Λ˜) such that M − 1 ∈ pkMd(Λ˜) and νΛ(M − 1) ≥
a−c1. Furthermore, the cocycle τ 7→M−1 ·Uτ ·τ(M) satisfies νΛ(M−1 ·Uτ ·τ(M)−1) ≥ a+1.
Proof. Let H1 be a sufficiently1 small open normal subgroup of H such that ν(Uτ − 1) ≥
a+ 1 + c1 holds for τ ∈ H1. Let α ∈ Λ˜H1 be the element given by TS1, which satisfies (A1)
νΛ(α) > −c1 and (A2)
∑
τ∈H/H1 τ(α) = 1.





Then (A2) implies MQ − 1 ∈ pkMd(Λ˜) and νΛ(MQ − 1) ≥ a − c1, in particular, we find
νΛ(MQ − 1) > 0, thus MQ is invertible.
Let Q′ be another system of representatives of H/H1. Then the cocycle relation, the


















1Use that ν(U − 1) > a+ 1 + c1 is an open condition and the cocycle is continuous.
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Uσ′ · σ′ (Uτ ′ − 1) · σ′(α).
Plugging in all the inequalities and noting that2 νΛ(Uσ′) ≥ 0 yields the desired inequality.
At last, we find
Uτ · τ(MQ) =
∑
σ∈Q
Uτ · (τ(Uσ) · τσ(α)) =
∑
σ∈Q
Uτσ · τσ(α) = MτQ,
hence
M−1Q · Uτ · τ(MQ) = M−1Q ·MτQ = 1 +M−1Q · (MτQ −MQ)
and we deduce
νΛ(M−1Q · Uτ · τ(MQ)− 1) ≥ νΛ(M−1Q ) + νΛ(MτQ −MQ) ≥ 0 + a+ 1
as νΛ(M−1Q ) = 0 by construction.
Corollary 4.2.2. Let H be an open subgroup of H0 and let a > c1 and k ∈ N. If τ 7→ Uτ
is a continuous cocycle of H to GLd(Λ˜) which verifies Uτ − 1 ∈ pkMd(Λ˜) and νΛ(Uτ − 1) ≥
a for τ ∈ H, then there exists a matrix M ∈ GLd(Λ˜) such that M − 1 ∈ pkMd(Λ˜),
νΛ(M − 1) ≥ a− c1 and the cocycle τ 7→M−1 · Uτ · τ(M) is trivial.
Proof. Applying the previous lemma inductively, one constructs matrices (Mm)m such
that Mm − 1 ∈ pkMd(Λ˜) and νΛ(Mm − 1) ≥ a − c1 + m − 1. Furthermore, the cocycle
τ 7→ Un,τ := (∏nm=1Mm)−1 ·Uτ ·τ(∏nm=1Mm) satisfies νΛ(Un,τ −1) ≥ a+n for τ ∈ H. The
product ∏∞m=1Mm converges to an M ∈ GLd(Λ˜) which has all the desired properties.
Lemma 4.2.3. Let G be an open normal subgroup of G0 and set H = G ∩ H0. Pick
γ ∈ Γ˜H and n such that n ≥ max(n(γ), n(G)). Let δ > 0, a, b ∈ R satisfying a ≥ c2 + c3 +δ
and b ≥ max(a+ c2, 2c2 + 2c3 + δ). Assume U = 1 + pkU1 + pkU2 with
U1 ∈Md(ΛH,n), νΛ(U1) ≥ a− νΛ(pk) and
U2 ∈Md(Λ˜H), νΛ(U2) ≥ b− νΛ(pk).
2Follows by νΛ(U − 1) ≥ 0, hence, using the strong triangle inequality, we find νΛ(U) ≥ νΛ(1) = 0, where
the last equality is implied by the fourth condition on the valuation.
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Then there exists an M ∈ 1 + pkMd(Λ˜H) satisfying νΛ(M − 1) ≥ b − c2 − c3 such that
M−1 · U · γ(M) = 1 + pkV1 + pkV2 with
V1 ∈Md(ΛH,n), νΛ(V1) ≥ a− νΛ(pk) and
V2 ∈Md(Λ˜H), νΛ(V2) ≥ b− νΛ(pk) + δ.
Proof. By (TS2) and (TS3), we can write U2 as
U2 = RH,n(U2) + (1− γ)(V )
with νΛ(RH,n(pkU2)) ≥ b− c2 ≥ a (TS2d) and νΛ(pkV ) ≥ b− c2 − c3 > 0 (TS3).
Set
M = 1 + pkV,
V1 = U1 +RH,n(U2) ∈Md(ΛH,n) and
pkV2 = M−1 · U · γ(M)− (1 + pkV1).
The only open claim is νΛ(pkV2) ≥ b+ δ. Note that
pkV2 = (1− pkV + · · · ) · (1 + pkU1 + pkU2) · (1 + pkγ(V ))− (1 + pkU1 + pkRH,n(U2)).
It is beneficial to write pkV2 formally as W0 + pkW1 + p2kW2 + · · · and it is clear that W0
vanishes. Regarding W1, we have
W1 = −V + U1 + U2 + γ(V )− (U1 +RH,n(U2)) = U2 − (1− γ)(V )−RH,n(U2) = 0.
Moreover, every summand of pnkWn for n ≥ 2 has the following form by construction: it is
a product of at most one factor of either pkU1 or pkU2, at most one factor of pkγ(V ) and
all other factors are of the form pkV . Hence, considering that νΛ(pkV ) = νΛ(pkγ(V )) we
find
νΛ(pnkWk) ≥ (n− 1) · νΛ(pkV ) + min(νΛ(pkV ), νΛ(pkU1), νΛ(pkU2))
≥ (b− c2 − c3) + min(b− c2 − c3, a, b)
≥ b+ min(b− 2c2 − 2c3, a− c2 − c3, b− c2 − c3)
≥ b+ δ.
We deduce νΛ(pkV2) ≥ b+ δ.
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Corollary 4.2.4. Let G be an open normal subgroup of G0 and set H = G ∩H0. Pick
γ ∈ Γ˜H and n such that n ≥ max(n(γ), n(G)). Let δ > 0 and let b ≥ 2c2 + 2c3 + δ. Assume
U ∈ 1 + pkMd(Λ˜H) verifies νΛ(U − 1) ≥ b. Then there exists an M ∈ 1 + pkMd(Λ˜H) such
that νΛ(M − 1) ≥ b− c2 − c3 and
M−1 · U · γ(M) ∈ 1 + pkMd(ΛH,n).
Proof. Set an = b− c2 and bn = b+nδ. Applying the previous lemma inductively (with the
constants an, bn) yields Mm with Mm ∈ 1+pkMd(Λ˜H) and νΛ(Mm−1) ≥ bm−1−c2−c3 such




m=1Mm) can be decomposed as Un = 1+pkUn,1 +pkUn,2
with:
Un,1 ∈Md(ΛH,n), νΛ(Un,1) ≥ an − νΛ(pk),
Un,2 ∈Md(Λ˜H), νΛ(Un,2) ≥ bn − νΛ(pk).
Here we have to start the inductive definition with U0,1 = 0 and pkU0,2 = U − 1. At last
we see that
1 + lim
n→∞Un,1 = limn→∞Un = M
−1 · U · γ(M),
with M := ∏∞m=1Mm, indeed converges to an element in Md(ΛH,n) because ΛH,n is closed
in Λ˜H .
Lemma 4.2.5. Let G be an open normal subgroup of G0 and set H = G∩H0. Pick γ ∈ Γ˜H
and n such that n ≥ max(n(γ), n(G)). Let B ∈ GLd(Λ˜H). If there are Vi ∈ GLd(ΛH,n) for
i ∈ {1, 2} such that νΛ(Vi − 1) > c3 and γ(B) = V1 ·B · V2, then B ∈ GLd(ΛH,n).
Proof. Let C = B−RH,n(B), then γ(C) = V1 ·C ·V2 as RH,n is ΛH,n-linear and commutes
with γ. Moreover,
γ(C)− C = V1 · C · V2 − C
= (V1 − 1) · C · V2 + V1 · C · (V2 − 1)− (V1 − 1) · C · (V2 − 1).
Hence, if νΛ(C) is finite we have
νΛ
(
(γ − 1)(C)) ≥ νΛ(C) + min (νΛ(V1 − C), νΛ(V2 − 1)) > νΛ(C) + c3
which contradicts (TS3). Hence C = 0. Applying the same reasoning to B−1 yields the
desired conclusion.
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Proposition 4.2.6. Let σ 7→ Uσ be a continuous coycle of G0 with values in GLd(Λ˜).
Assume that there is an open normal subgroup G of G0 such that Uσ − 1 ∈ pkMd(Λ˜)
and νΛ(Uσ − 1) > c1 + 2c2 + 2c3 for σ ∈ G. Set H = G ∩ H0. Then there exists an
M ∈ 1+pkMd(Λ˜) with νΛ(M−1) > c2 +c3 such that the cocycle σ 7→ Vσ = M−1 ·Uσ ·σ(M)
is trivial on H and takes values in GLd(ΛH,n(G)).
Proof. Corollary 4.2.2 (with a = c1 + 2c2 + 2c3) provides an M1 ∈ 1 + pkMd(Λ˜) with
νΛ(M1− 1) > 2c2 + 2c3 such that the restriction of the cocycle σ 7→ U ′σ = M−11 ·Uσ · σ(M1)
to H is trivial, hence the cocycle is an inflation of a cocycle Γ˜H = G0/H → GLd(Λ˜H).
Choose a γ ∈ G/H ⊂ CH with n(γ) = n(G), hence U ′γ − 1 ∈ pkMd(Λ˜H) and νΛ(U ′γ −
1) > 2c2 + 2c3. In this case corollary 4.2.4 yields a matrix M2 ∈ 1 + pkMd(Λ˜H) with
νΛ(M2 − 1) > c2 + c3 such that M−12 · U ′γ · γ(M2) ∈ GLd(ΛH,n(G)).
Let M = M1 ·M2. Then M ∈ 1 + pkMd(Λ˜), νΛ(M − 1) > c2 + c3 and the cocycle
τ 7→ Vτ = M−1Uττ(M) is trivial on H, has values in GLd(Λ˜H), verifies Vγ ∈ GLd(ΛH,n(G))
and νΛ(Vγ − 1) > c2 + c3 > c3.
If τ ∈ G0, then τγ = γτ holds in Γ˜H = G0/H (see the discussion at the beginning of
section 4.1) and the cocycle relation yields
Vττ(Vγ) = Vτγ = Vγτ = Vγγ(Vτ ),
i.e. γ(Vτ ) = V −1γ Vττ(Vγ). Hence, lemma 4.2.5 implies that the cocycle τ 7→ Vτ actually
takes values in GLd(ΛH,n(G)).
Corollary 4.2.7. Let σ 7→ Uσ and σ 7→ U ′σ be two continuous coycles of G0 with values in
GLd(Λ˜) and GLd′(Λ˜) respectively, fulfilling the requirements of the proposition. Additionally
we assume that all α of (TS1) are in the centre of Λ˜. Furthermore we assume that there is
an OS-matrix A such that
A · Uσ = U ′σ ·A
holds for all σ ∈ G0. Then
A ·X = X ′ ·A
holds for X ∈ {M,M−1, Vσ} in the proposition.
Proof. In order to lighten the notation we say that X is A-equivariant if A ·X = X ′ · A
holds.
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We can check separately the A-equivariance of M1 and M2, in this case the A-equivariance
of Vσ follows directly.





Hence, from A · Uσ = U ′σ ·A it follows that A ·M = M ′ ·A because α is central. Since M
is invertible we also find (M ′)−1 ·A = A ·M−1, hence also the cocycle M−1 · Uτ · τ(M) is
A-equivariant. It follows by induction that M1 produced by corollary 4.2.2 as well as the
new cocycle are A-equivariant.
Moreover regarding lemma 4.2.3, RH,n is OS-linear, hence
U ′2 ·A = RH,n(U ′2 ·A) + (1− γ)(A · V ).
Since we are in the range where 1− γ is bijective we deduce that A · V = V ′ ·A, thus M ,
V1 and V2 are also indeed A-equivariant. Again, by induction M2 is A-equivariant.
Remark 4.2.8. If Λ˜ as in proposition 4.1.6 is commutative, then OS ⊗̂Zp Λ˜ has the property
that the α of (TS1) are indeed in the centre by construction.
4.3 The Method of Tate-Sen and S-representations
We denote with Λ˜+ (resp. Λ+H,n) the ring of integers of Λ˜ (resp. ΛH,n), i.e. the elements
with non-negative valuation.
To ease the notation we denote with Mopd (R) the ring Md(Rop), and we write ? for the
product in this ring to distinguish it from the usual matrix product ·, i.e. A?B = (Bt ·At)t.
(Similarly for GLopd (R).)
Proposition 4.3.1. Let T be a finitely generated, projective left OS-module equipped with
a continuous OS-linear action of G0 and let k be an integer with νΛ(pk) > c1 + 2c2 + 2c3.
Assume that all α of (TS1) are in the centre of Λ˜ and that G is an open normal subgroup of
G0 which acts trivially on T/pkT . Set H = G∩H0 and choose n ≥ n(G). Then Λ˜+⊗OS T
equipped with the diagonal G0-action contains a functorial projective Λ+H,n-submodule
D+H,n(T ) with the following properties:
(i) D+H,n(T ) is point-wise fixed by H and stable under G0,
(ii) the natural homomorphism Λ˜+⊗Λ+H,n D
+
H,n(T )→ Λ˜+⊗OS T is an isomorphism, and
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(iii) D+H,n(T ) possesses a projective Λ
+
H,n-basis which is c3-fixed by G/H, i.e. for every
γ ∈ G/H let Wγ be the matrix of γ with respect to the basis, then νΛ(Wγ − 1) > c3.
Assuming that T is free of rank d, then D+H,n(T ) is also free of rank d and it fulfils the
stronger version (iii)’ of (iii):
(iii)’ the projective basis in part (iii) can be taken to be a basis.
Moreover D+H,n(T ) is the unique Λ
+
H,n-submodule with properties (i), (ii) and (iii)’.
Proof. Since T is projective there exists finitely generated OS-modules P and F such that
F = T ⊕ P is free, say of rank d. If T is free we set F = T . We can extend the G0-action
of T to F by setting σ(t, p) := (σ(t), p) for σ ∈ G0. Obviously G acts trivially on F/pkF .
Let (vi) be a left OS-basis of F and let Uσ = (uσi,j) be the matrix of σ in GLopd (OS).
Note that G0 → GLopd (OS) is continuous and can be regarded as a cocycle with values in
GLopd (OS) ⊂ GLopd (Λ˜+). We assumed that Uσ ∈ 1 + pkMopd (OS) for σ ∈ G and proposition
4.2.6 provides a matrix M ∈ GLopd (Λ˜) with νΛ(M − 1) > c2 + c3 (hence M ∈ GLopd (Λ˜+))
such that the cocycle σ 7→ Vσ = M−1 ? Uσ ? σ(M) is trivial on H and takes values in
GLopd (ΛH,n(G)) ∩GLopd (Λ˜+) = GLopd (Λ+H,n(G)).
Let fF be the automorphism of Λ˜+⊗OS F associated with M , then set ek = fF (vj) =∑
jmj,kvj if M = (mj,k). Furthermore, let D+H,n(F ) be the left Λ
+
H,n-submodule of
Λ˜+⊗OS F which is generated by (ek), i.e. D+H,n(F ) = fF (Λ+H,n⊗OS F ). It is obviously free
and of rank d.
The formation of D+H,n(F ) is functorial as can be seen as follows: let f : F → F ′ be a
G0-equivariant morphism of free left OS-modules which fulfil all the requirements. We
denote the objects associated with F and F ′ without a prime or with a prime respectively
and by abuse of notation we also write f for Λ˜+⊗OS f . Let A be the matrix of the map f
in the basis chosen above. Then A ?M = M ′ ? A can be deduced from corollary 4.2.7, i.e.
f ◦ fF = fF ′ ◦ f holds. Then
f(D+H,n(F )) = f ◦ fF (Λ+H,n⊗OS F ) = fF ′ ◦ f(Λ+H,n⊗OS F )
⊆ fF ′(Λ+H,n⊗OS F ′) = D+H,n(F ′),
i.e. Λ˜+⊗OS f maps D+H,n(F ) ⊂ Λ˜+⊗OS F to D+H,n(F ′) ⊂ Λ˜+⊗OS F ′. We call this G0-
equivariant morphism D+H,n(f).
We now show properties (i)-(iii) for D+H,n(F ).
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vσj,k · ej ,
hence the submodule D+H,n(F ) is G0 stable and its basis is fixed by H.
(ii) is trivially fulfilled as (ek) is by construction also a Λ˜+-basis of Λ˜+⊗OS F .
Regarding (iii)’, let Wγ be the matrix of γ ∈ G/H associated with the basis (ek), then
Wγ = M−1 ? Uσ ? σ(M) for some lift σ of γ. Hence:3
νΛ(Wγ − 1) = νΛ(M−1 ? Uσ ? σ(M)− 1)
≥ min (νΛ(M−1 − 1), νΛ(Uσ − 1), νΛ(σ(M)− 1))
> min
(
c2 + c3, c1 + 2c2 + 2c3, c2 + c3
)
> c3.
We now show that there can only be one module with properties (i)-(iii)’ if T = F is
free. Choose any γ ∈ CH with n(γ) = n. Let (eik) for i = 1, 2 be two bases as in (iii)’ which
are fixed by H, such that the matrices W iγ ∈ GLopd (Λ+H,n(G)) satisfy νΛ(W iγ − 1) > c3. Let
B ∈ GLopd (Λ˜+) be the matrix of (e2k) in the basis (e1k). Hence, B is invariant under H and
we have W 1γ = B−1 ·W 2γ · γ(B). By lemma 4.2.5, this implies that B ∈ GLopd (ΛH,n), hence
B ∈ GLopd (Λ+H,n). Thus, both Λ+H,n-modules generated by (eik) for i = 1, 2 coincide.
3Using −1 +∏xi = −1 +∏(1 + (xi − 1)) =∑(xi − 1) + terms of higher order.
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Let ιX : X → F and pX : F → X be the inclusion and the projection maps of X ∈ {T, P}
associated with the direct sum decomposition F = T ⊕ P . By abuse of notation we also
denote the maps Λ˜+⊗OS ιX and Λ˜+⊗OS pX by ιX and pX respectively again. Note that
ιX : Λ˜+⊗OS X → Λ˜+⊗OS F is injective and we identify Λ˜+⊗OS X with its image in
Λ˜+⊗OS F .
Define
D+H,n(T ) := pT ◦ fF ◦ ιT (Λ+H,n⊗OS T ) ⊂ Λ˜+⊗OS T.
Let piT be the G0-equivariant endomorphism ιT ◦ pT of Λ˜+⊗OS F . Then as already shown
above piT ◦ fF = fF ◦ piT holds. Since ιT is injective we deduce
D+H,n(T ) ∼= piT ◦ fF ◦ ιT (Λ+H,n⊗OS T ) = fF ◦ ιT (Λ+H,n⊗OS T ) = fF (Λ+H,n⊗OS T )
which implies fF (Λ+H,n⊗OS T ) ⊂ (Λ˜+⊗OS T ) ∩D+H,n(F ). Moreover we find
D+H,n(T ) = pT ◦ fF ◦ piT (Λ+H,n⊗OS F ) = pT ◦ fF (Λ+H,n⊗OS F ) = pTD+H,n(F )
which implies fF (Λ+H,n⊗OS T ) = piTD+H,n(F ). Since (Λ˜+⊗OS T ) ∩D+H,n(F ) ⊂ piTD+H,n(F )
we find
D+H,n(T ) ∼= fF (Λ+H,n⊗OS T ) = (Λ˜+⊗OS T ) ∩D+H,n(F ).
Because fF is an isomorphism we also have that fF (Λ+H,n⊗OS T ) ∩ fF (Λ+H,n⊗OS P ) is
trivial, hence
D+H,n(F ) ∼= D+H,n(T )⊕D+H,n(P )
or, in other words, D+H,n(–) respects the direct sum decomposition F = T ⊕ P .
D+H,n(T ) is also functorial. Let f : T → T ′ be a G0-equivariant morphism of free left
OS-modules which fulfil all the requirements. Because we already know that D+H,n is















ιT ιT ′◦f◦pT pT ′
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where the composition of the bottom row is just f . The functoriality of D+H,n(–) also
implies that D+H,n(T ) is independent of F .
D+H,n(T ) clearly has properties (i) and (ii) since the objects and morphisms in question
respect the direct sum decomposition F = T ⊕ P and D+H,n(F ) has these properties.
Furthermore (iii) is immediate.
We record a slight generalisation of an observation that we made in the proposition:
Corollary 4.3.2. Let T and T ′ fulfil the requirements of the proposition. Then
D+H,n(T ⊕ T ′) ∼= D+H,n(T )⊕D+H,n(T ′),
D+H,n(T ) ∼= (Λ˜+⊗OS T ) ∩D+H,n(T ⊕ T ′) and
D+H,n(T ) = pTD
+
H,n(T ⊕ T ′)
hold, where pT is the canonical projection Λ˜+⊗OS (T ⊕ T ′)→ Λ˜+⊗OS T .
Proof. Let F = T ⊕T ′⊕P be free, then D+H,n(X) = pXD+H,n(F ) ∼= (Λ˜+⊗OS X)∩D+H,n(F )
for X ∈ {T, T ′, T ⊕ T ′} and the second and third claims follow. Regarding the first claim
we just need D+H,n(X) ∼= fF (Λ+H,n⊗OS X) and that fF is an isomorphism.
4.4 Properties of D+H,n(T )
Lemma 4.4.1. Let G′0 be a normal open subgroup of G0 and assume that Λ˜ fulfils the
Tate-Sen axioms for G0 and G′0. Let G be a subgroup of G′0 which is open and normal as a
subgroup of G0. Furthermore we assume that (G′0, Λ˜, G, T, k, n) and (G0, Λ˜, G, IndG0G′0 T, k, n)




T ) = IndG0G′0 D
+
H,n(T ).
Proof. Due to the direct sum decomposition of corollary 4.3.2 we may assume that T is free.
Hence we would like to verify that Z[G0]⊗Z[G′0] D
+
H,n(T ) is the unique Λ
+
H,n-submodule of









which verifies (i)-(iii)’. (i) is clear as H is normal in G0. (ii) is obvious. Let gi be a set of
representatives of G0/G′0, and let dj be a basis for D+H,n(T ) which fulfils (iii)’. Then gi⊗ dj
is a basis of Z[G0]⊗Z[G′0] D
+
H,n(T ) on which G/H acts c3-fixed4 since G/H is central in
4see proposition 4.3.1(iii)
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G0/H.
Lemma 4.4.2. Let S and S′ be orthonormalisable Qp-Banach algebras and set Λ˜S =
OS ⊗̂ Λ˜ and Λ˜S′ = OS′ ⊗̂ Λ˜. Let Y be a OS′-OS-bi-module which is finitely generated
and projective as a topological right OS′-Banach-module. Furthermore the action of OS
should commute with the action of OS′ and the ring morphism OopS → EndOS′ (Y ) should
be continuous and of valuation ≥ 0. Let T be a finitely generated, projective left OS-
module equipped with a continuous OS-linear action of G0 and let k be an integer with
νΛ(pk) > c1 + 2c2 + 2c3. Assume that G is an open normal subgroup of G0 which acts
trivially on T/pkT , set H = G ∩H0 and choose n ≥ n(G). Then there is an isomorphism
of left Λ+S′,H,n-modules
Y ⊗̂OS D+H,n(T ) ∼−→ D+H,n(Y ⊗OS T ).
Proof. We first note the following:
Y ⊗̂OS (Λ˜+S ⊗OS T ) ∼=
̂(













∼= Λ˜+S′ ⊗OS′ (Y ⊗OS T ).
We assume for the moment that T and Y are free and we fix a (left) basis of T , Y
and D+H,n(T ), i.e. isomorphisms bT : OdS ∼−→ T , bY : OyS′ ∼−→ Y and bD : (Λ+S,H,n)d ∼−→
D+H,n(T ).
We assume that the basis of D+H,n(T ) chosen above fulfils condition (iii)’ in proposition
4.3.1. Due to (ii), the basis is also a Λ˜+S -basis of Λ˜
+
S ⊗OS T , i.e. there is an isomorphism
(Λ˜+S )d
∼−→ Λ˜+S ⊗OS T which does not come from the basis of T . In this basis D+H,n(T )
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Note that
Y ⊗̂OS Λ+S,H,n ∼= Y ⊗̂OS (OS ⊗̂Zp Λ+H,n) ∼= Y ⊗̂Zp Λ+H,n ∼← (Λ+S′,H,n)y
and
Y ⊗̂OS Λ˜+S ∼= Y ⊗̂OS (OS ⊗̂Zp Λ˜+) ∼= Y ⊗̂Zp Λ˜+ ∼← (Λ˜+S′)y
where the last arrows are induced by bY , i.e. the basis of Y . In particular, Y ⊗̂OS Λ+S,H,n →
Y ⊗̂OS Λ˜+S is injective as Λ+S′,H,n ⊂ Λ˜+S′ (see proposition 4.1.6). Hence:










and we are able to deduce that Y ⊗̂OS D+H,n(T ) is a free left Λ+S′,H,n-submodule of
Λ˜+S′ ⊗OS′ (Y ⊗OS T ) of rank yd.
The lemma now follows for free modules if we are able to show that Y ⊗̂OS D+H,n(T )
fulfils (i)-(iii)’ from proposition 4.3.1. Indeed, (i) and (ii) are clear by construction.
Regarding (iii)’, we take the basis which is induced by the isomorphism
(
Λ+S′,H,n
)yd ∼−→ Y ⊗̂OS (Λ+S,H,n)d ∼−→ Y ⊗̂OS D+H,n(T )
from above. Let Wγ = (wi,j) be the matrix associated with γ ∈ G/H when γ is acting on
D+H,n(T ) and let ψ be the ring homomorphism OopS →My(OS′). Then it is clear that the
matrix for γ acting on Y ⊗̂OS D+H,n(T ) is a block matrix W ′γ with blocks ψ(wi,j). Hence,
vΛ,S′(W ′γ − 1) = min vΛ,S′(ψ(wi,j)− δi,jIy) ≥ min vΛ,S(wi,j − δi,j) ≥ vΛ,S(Wγ − 1) > c3
as ψ has valuation ≥ 0 where δi,j is the Kronecker delta.
We now assume that Y and T are projective modules and direct summands of the free
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modules Z and F . Then
Z ⊗̂OS (Λ˜+S ⊗OS F ) Λ˜+S′ ⊗̂OS′ (Z ⊗OS F )
Y ⊗̂OS (Λ˜+S ⊗OS T ) Λ˜+S′ ⊗̂OS′ (Y ⊗OS T )
Y ⊗̂OS D+H,n(T ) D+H,n(Y ⊗OS T )




S ⊗OS pT ) Λ˜
+







S ⊗OS pT )
⊂
Λ˜+
S′ ⊗̂OS′ (pY ⊗ pT )
where pY and pT are the canonical projection morphisms Z → Y and F → T respectively
and the lower diagonal morphisms are surjective by corollary 4.3.2. The commutativity
of the diagram ensures that the homomorphism Y ⊗̂OS D+H,n(T )→ D+H,n(Y ⊗OS T ) exists
and is an isomorphism.
Lemma 4.4.3. Let S and S′ be orthonormalisable Qp-Banach algebras and set Λ˜S =
OS ⊗̂ Λ˜ and Λ˜S′ = OS′ ⊗̂ Λ˜. We assume that S is a commutative Qp-Banach algebra
and that there is a continuous ring homomorphism S → S′. Let T and T ′ be finitely
generated, projective OS- and (left) OS′-modules respectively equipped with a continuous
OS-linear and OS′-linear action of G0 respectively. Furthermore, let k be an integer with
νΛ(pk) > c1+2c2+2c3. Assume that G is an open normal subgroup of G0 which acts trivially
on T/pkT and T ′/pkT ′ , set H = G ∩H0 and choose n ≥ n(G). Then TS′ := OS′ ⊗OS T is






∼−→ D+H,n(TS′ ⊗OS′ T ′).
Proof. We first note that we can compute D+H,n(TS′) ∼= OS′ ⊗̂OS D+H,n(T ) by considering
TS′ as a left or right representation. However, as D+H,n(T ) is insensitive towards the left
and right module distinction because S is commutative, the same is true for D+H,n(TS′).
We assume for the moment that T and Y are free and we fix a (left) basis of D+H,n(T )
and D+H,n(T ′), i.e. isomorphisms bD : (Λ
+
S′,H,n)d
∼−→ D+H,n(TS′) and b′D : (Λ+S′,H,n)d
′ ∼−→
D+H,n(T ′). Then we have the following commutative diagram:
82




















where the left vertical morphism is an inclusion due to Λ+S′,H,n ⊂ Λ˜+S′ . Hence, the right
vertical morphism is also injective and we deduce that D+H,n(TS′)⊗Λ+
S′,H,n
D+H,n(T ′) is a
































TS′ ⊗OS′ T ′
)
The desired statement for free modules now follows if we are able to show that the module
D+H,n(TS′)⊗Λ+
S′,H,n
D+H,n(T ′) fulfils (i)-(iii)’ from proposition 4.3.1. Indeed, (i) and (ii) are
clear by construction.
Regarding (iii)’, we assume that the bases of D+H,n(TS′) and D
+
H,n(T ′) fulfil (iii)’ and we








It is then clear that the matrix associated with γ is W ′′γ = Wγ(TS′)⊗Wγ(T ′), hence
vΛ,S(W ′′γ − 1) ≥ c3 because
Wγ(TS′)⊗Wγ(T ′)− 1⊗ 1 = Wγ(TS′)⊗(Wγ(T ′)− 1) + (Wγ(TS′)− 1)⊗ 1
and we deduce that this basis also fulfils (iii)’.
We now assume that T and T ′ are projective modules and direct summands of the free
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H,n(FS′ ⊗OS′ F ′)
∼
(Λ˜+
S′ ⊗ pT )⊗(Λ˜
+










S′ ⊗ pT )⊗(Λ˜
+
S′ ⊗ pT ′ )
⊂
(pF ⊗ Λ˜+S′ )⊗(Λ˜
+
S′ ⊗ pF ′ )
where pT and pT ′ are the canonical projection morphisms F → T and F ′ → T ′ respec-
tively and the lower diagonal morphisms are surjective by corollary 4.3.2. The commu-
tativity of the diagram ensures that the homomorphism D+H,n(TS′)⊗Λ+
S′,H,n
D+H,n(T ′) →
D+H,n(TS′ ⊗OS′ T ′) exists and is an isomorphism.
The following lemma is an adaptation of [AI08, Prop. 7.7].
Lemma 4.4.4. Assume that we are in a situation where (TS3) is valid and let D be a
free, finitely generated ΛH,n-module with an action of a γ-semi-linear operator γ′. Choose
a basis (ei) of D and denote its associated matrix by Wγ′. If νΛ(Wγ′ − 1) > c3 holds, the
module Λ˜H ⊗ΛH,n D decomposes as D ⊕XH,n(D) and γ′ − 1 is continuously invertible on
XH,n(D).
Proof. DefineXH,n(D) asXH,n⊗ΛH,n D. The claim regarding the direct sum decomposition
is obvious (see remark 4.1.5) hence we are left with the continuous invertibility of γ′ − 1.
As γ′ fulfils νΛ(Wγ′ − 1) > c3, we find an ε > 0 such that νΛ(Wγ′ − 1) ≥ c3 + ε. We have
XH,n(T ) = ⊕XH,nei and the standard valuation on Λ˜H ⊗ΛH,n D restricts to the valuation
νΛ(
∑
zi · ei) := min{νΛ(zi)} on XH,n(T ). We define the following continuous OS-linear
automorphism f of XH,n(T ):∑
zi · ei 7→
∑
(γ − 1)−1(zi) · ei
which is well-defined because γ − 1 is invertible on XH,n by (TS3).
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We also define the continuous map gz on XH,n(T ):
y 7→ y − f((γ′ − 1)(y) + z)
which is an OS-linear endomorphism if z = 0. Note that we have










(γ − 1)(yi) · ei
)− f((γ′ − 1)(y))
= f
(∑












= −f(∑ γ(yi) · (γ′ − 1)(ei)).
By (TS3), νΛ(f(x)) ≥ νΛ(x)− c3 and






using the above computation. As noted above min{νΛ((γ′ − 1)(ei))} ≥ c3 + ε, hence
νΛ(gz(y1)− gz(y2)) = νΛ(g0(y1 − y2)) ≥ νΛ(y1 − y2) + ε.
Thus, gz is a contraction and there is a unique fixed point yz. As f is bijective, yz is the
only solution of −z = (γ′ − 1)(y), i.e. γ′ − 1 is bijective on XH,n(T ).
We now have to check continuity, i.e. find a bound B such that νΛ(yz) ≥ νΛ(z) +B. We
note that νΛ(yz) ≥ min(νΛ(z), νΛ(yz − z)) as yz = z + (yz − z). Hence, it suffices to find a
bound B such that νΛ(yz − z) ≥ νΛ(z) +B:
νΛ(yz − z) = νΛ(yz − gz(z) + gz(z)− z)
≥ min (νΛ(yz − gz(z)), νΛ(gz(z)− z))
= min
(
νΛ(gz(yz)− gz(z)), νΛ(gz(z)− z)
)
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≥ νΛ(γ′(z))− c3
≥ νΛ(z)− c3
and we deduce that the inverse of γ′ − 1 is continuous.
Corollary 4.4.5. Assume that D can be written as D1 ⊕ D2, where Di is a projective
ΛH,n-module, and that γ′ respects the direct sum decomposition, i.e. γ′ = γ′D1 ⊕ γ′D2 where
γ′Di is the restriction of γ
′ to Di. Then the module Λ˜H ⊗ΛH,n Di also decomposes as
Di ⊕XH,n(Di) and γ′Di − 1 is continuously invertible on XH,n(Di).
Proof. Set XH,n(Di) := XH,n⊗ΛH,n Di. The only thing left is to show that the inverse of
the restriction γ′− 1 to XH,n(Di) is still bijective. However this follows by two applications
of the ker-coker-sequence.
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Now we redevelop the theory of (ϕ,ΓK)-modules for potentially non-commutative Qp-
Banach algebras using the results of the last chapter. Furthermore we define and examine
the cohomology of (ϕ,ΓK)-modules along the lines of Pottharst’s work.
5.1 Robba Ring and Related Rings
We quickly recap the definition of several rings related to the Robba ring. The precise
definitions are carefully stated in various places, e.g. [Ber02] and there are many nice short
introductions like [Pot13, §2.1]. Due to this wealth of resources we refrain from stating
the elaborate definitions (a quick overview can be found here [Bel15, App. B]) and we just
describe the results that we need.
Let χ : GalK → Z×p be the cyclotomic character with kernel HK and image ΓK .
There is a ring A˜(0,r] which is separated and complete with respect to the topology
induced by a valuation ν(0,r]. It is equipped with a Frobenius action ϕ : A˜(0,r] → A˜(0,p−1r]
and the Galois action is continuous. There is the subring A˜†,s = (A˜(0,(p−1)/(ps)])+ and we





say the ring is imperfect because the Frobenius action is not surjective any more.
One goes from the rings A to the corresponding ring B by inverting p, in particular the
Qp-Banach algebras B†,sK and B˜
†,s
K are constructed in this way.
The ring B†,sK admits certain semi-norms and its Hausdorff completion yields a K-Fre´chet-
Stein algebra B†,srig,K . The ring B
†,s
rig,K contains a special element t which corresponds to
log(1 + piQp) and fulfils ϕ(t) = p · t and γ(t) = χ(γ) · t for all γ ∈ ΓK .
The rings without s are defined to be lim−→s of the rings with s, e.g. B
†
K := lim−→s B
†,s
K .
A different perspective on the Robba ring B†,srig,K can be given via the ring RcK/s(piK),
where cK is a constant depending on K and Rs′ is defined in [KPX14, Def. 2.2.2], since
the two are isomorphic albeit non-canonically for s 0 (see also [Bel15, App. B.3] and
[Ber08, §1.1]).
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Definition 5.1.1. Let S be a Qp-Banach algebra and let S ⊗̂B†,sK and S ⊗̂ B˜†,sK denote
the usual Hausdorff completion.1 However S ⊗̂B†,srig,K denotes, by abuse of notation,
lim←−(S ⊗̂Bn) where the Qp-Banach algebras Bn are defined by the Qp-Fre´chet-Stein algebra
presentation B†,srig,K = lim←−Bn (for Bn see for example [KPX14, Def. 2.2.2]). Moreover we
define S ⊗̂B†K := lim−→S ⊗̂B
†,s
K , etc. We note that we will write B
†,(s)






Remark 5.1.2. Let An be as in §3.5, then comparing the ring lim←−An ⊗̂B
†,s
K to the generalised
Robba ring constructed in [Za´b12] looks like a natural undertaking.
Lemma 5.1.3. Let S be a noetherian Qp-Banach algebra and assume that B is B†,(s)K or
B†,(s)rig,K . Then S ⊗̂B is flat over S.
Proof. We first note that the flatness statement for the rings without s follows from the
flatness of the rings with s since direct limits of flat modules are flat.
Let M ↪→M ′ be an injective morphism of finitely generated S-modules. We note that
they are also finitely presented since S is noetherian. In the following let N be some finitely
presented S-module, then:
(S ⊗̂B†,(s)rig,K)⊗S N =
(
lim←−(S ⊗̂Bn)
)⊗S N ∼= lim←− ((S ⊗̂Bn)⊗S N)
where the isomorphism holds because the projective limit of inverse systems with transition
maps which have dense image commutes with tensoring with finitely presented modules
(see the proof of corollary 3.7.12). Furthermore, if B′ ∈ {B†,sK , Bn}, then
(S ⊗̂B′)⊗S N ∼= B′ ⊗̂S ⊗̂S N ∼= B′ ⊗̂N.
The first isomorphism follows from the observation that (S ⊗̂Bn)⊗S N is complete because
N is finitely presented and the quotient of Qp-Banach algebras is again a Qp-Banach
algebra. The second isomorphism can be deduced from corollary 2.1.15.
Since lim←− is left exact, the statement follows if we can verify that
B′ ⊗̂M −→ B′ ⊗̂M ′
is also injective. However B′ ⊗̂ – is an exact functor since B′ is orthonormalisable (see
corollary 2.3.6).
1In the context of (ϕ,ΓK)-modules we will systematically omit the base ring Qp from the tensor product.
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5.2 Definition of (ϕ,ΓK)-Modules
Definition 5.2.1. From now on B(s)K denotes, for example one of the following rings:
S ⊗̂B†,(s)K , S ⊗̂B†,(s)rig,K or S ⊗̂ B˜†,(s)K where S is a Qp-Banach algebra. If Ds is a BsK-module
we define Ds′ to be the base change Bs′K ⊗BsK Ds for s′ ≥ s or s′ = ∅.
Definition 5.2.2. A (left) ϕ-module over BsK is a finitely generated, projective left BsK-
module Ds equipped with a ϕ-semilinear morphism ϕ : Ds → Dps such that the induced
linear map ϕ : BpsK ⊗ϕ,BsK Ds → Dps is an isomorphism. A left ϕ-module over BK is a base
change of a ϕ-module over BsK for some s.
A left (ϕ,ΓK)-module over B(s)K is a left ϕ-module over B
(s)
K additionally equipped with
a commuting semi-linear continuous action of ΓK .
We require morphisms between ϕ-modules or (ϕ,ΓK)-modules to be ϕ-equivariant or ϕ
and ΓK-equivariant respectively. We denote the category of (ϕ,ΓK)-modules over S ⊗̂B†,(s)K





Remark 5.2.3. The tensor product of two ϕ-modules (two (ϕ,ΓK)-modules) where at least
one of them is two-sided is again a ϕ-module ((ϕ,ΓK)-module) when one employs the
diagonal actions.
Remark 5.2.4. In the case S where is a finite field extension of Qp, (ϕ,ΓQp)-modules over
S ⊗̂B†,(s)rig,Qp are automatically free since one can show that S ⊗̂B
†,(s)
rig,Qp is a Be´zout domain
(see [Ked05, Thm. 2.9.6]).
Definition 5.2.5. We say that a ϕ-module D is (c, d)-pure (d > 0) if there is an integral
lattice Dint over OS ⊗̂A†K such that the induced map
1⊗picϕd : (OS ⊗̂A†K)⊗ϕd,OS ⊗̂A†K Dint → Dint
exists and is an isomorphism. We say that D is e´tale if the module is (0, 1)-pure.
Definition 5.2.6. Assume that L/K is a finite Galois extension.
For a (ϕ,ΓK)-module D(s) over B(s)K we define ResLK D(s) := B
(s)
L ⊗B(s)K D
(s) to be the
restricted (ϕ,ΓL)-module of D(s).
For a (ϕ,ΓL)-module D(s) over B(s)L we define IndKL D(s) := Z[ΓK ]⊗Z[ΓL]D(s) to be the
induced (ϕ,ΓK)-module of D(s).
Next we are interested in (ϕ,ΓK)-modules which can be obtained by successive extensions
of rank one (ϕ,ΓK)-modules.
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Definition 5.2.7. Following Colmez we call a (ϕ,ΓK)-module D(s) over B(s)K triangulable
if there is an increasing (ϕ,ΓK)-module filtration (which is separated and exhaustive) such
that the graded pieces are free rank one (ϕ,ΓK)-modules over B(s)K .
We say D(s) is potentially triangulable if D(s) becomes triangulable after a finite extension
of the coefficients S.
Remark 5.2.8. A triangular (ϕ,ΓK)-module has the special property that there exists a
basis such that the associated matrices of the actions of ϕ and ΓK are triangular.
We now introduce an important class of rank one (ϕ,ΓK)-modules: the (ϕ,ΓK)-modules
of character type and we simplify the discussion by assuming that K = Qp. The full story
can be found in [KPX14, §6.2].
Definition 5.2.9. Let S be commutative. For any continuous character δ : Q×p → S×
there exists a free, rank one (ϕ,ΓQp)-module B
(s)
Qp(δ) · e over B
(s)
Qp which is unique up to









Remark 5.2.10. There are the following important continuous characters: δ(x) = |x|p and
δ(x) = x. The Tate twist corresponds to the character δ(x) = x|x|p.
Theorem 5.2.11 ([KPX14, Thm. 6.2.14]). Let A be a (commutative) affinoid and D a
rank one (ϕ,ΓQp)-module over A ⊗̂B†rig,Qp . Then D is isomorphic to (A ⊗̂B
†
rig,Qp)(δ)⊗A L
where L is an A-module of rank one and δ is a character Q×p → A×.
Remark 5.2.12. It would be interesting to see how the analogue of the theorem looks in
the non-commutative situation as the proof uses some class field theory as input.
The next proposition deals with a particular problem in cohomology and is a natural
extension of [Ked08, Prop. 1.2.6].
Proposition 5.2.13. Let A be a Qp-nc-affinoid algebra and Ds a free, e´tale ϕ-module
over A ⊗̂B†,(s)K and let Dsrig be the base change (A ⊗̂B†,srig,K)⊗A ⊗̂B†,sK D
s. Then
id−ϕ : Dsrig/Ds −→ Dpsrig/Dps
is an isomorphism for s 0.
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Proof. Choose a basis of Ds such that the operator ϕ can be represented by a matrix
F ∈Mopn (OA ⊗̂A†,psK ). Then the proposition is equivalent to
id−ϕ · F : (A ⊗̂B†,srig,K)n/(A ⊗̂B†,sK )n −→ (A ⊗̂B†,psrig,K)n/(A ⊗̂B†,psK )n
v 7−→ v − ϕ(v) · F
being an isomorphism.
Since there are more tools available for the ring Rs = Rs(piK) we reformulate the
statement in the language of the rings Rs, Rsbd and Rsint. Their definitions can be found in
[Ked08] and [KPX14]. For example Rs is the ring of Laurent series in the variable T with
coefficients in the maximal unramified extension of the cyclotomic extension K∞ which
converge on the annulus ωs ≤ |T | < 1, where ω = p−1/(p−1) < 1. Then the proposition is
for a different s equivalent to
id−ϕ · F : (A ⊗̂Rs)n/(A ⊗̂Rsbd)n −→ (A ⊗̂Rs/p)n/(A ⊗̂Rs/pbd )n
v 7−→ v − ϕ(v) · F
being an isomorphism for F ∈Mopn (OA ⊗̂Rs/pint ).
Since A is an nc-affinoid, there is a map p : Tncm  A with kernel I. By corollary 2.3.4,
we find a continuous section s of the projection map with norm 1. Define F˜ as the image
of F under the map s ⊗̂ id in Mopn (OTncm ⊗̂Rs/pint ).
Recall that instances of the Bn in definition 5.1.1 are the rings R[rn,s] where rn is a zero-
sequence. Furthermore (M ⊗̂Rs)/(M ⊗̂Rsbd) is isomorphic to the quotient M ⊗̂(Rs/Rsbd),
where the last term is defined as in definition 5.1.1, for any orthonormalisable Qp-Banach
space M because
0 M ⊗̂Rsbd M ⊗̂R[rn,s] M ⊗̂(R[rn,s]/Rsbd) 0
is exact due to corollary 2.3.6 and because the constant system M ⊗̂Rsbd fulfils the Mittag-
Leﬄer property. Note that in particular Tncm , I and A are orthonormalisable Qp-Banach
modules.
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Now, by the ker-coker sequence the desired statement is equivalent to the following:
(i) the second vertical morphism is injective, and
(ii) the first and second vertical morphisms are surjective.
We need some preparatory statements such as a characterisation of Tncm ⊗̂Rsbd in Tncm ⊗̂Rs.
As Rsbd ⊂ Rs it consists just of the bounded elements, i.e.
f ∈ Rsbd ⇔ f ∈ Rs and ∃C such that ∀r ∈ (0, s] : |f |r < C
where we use the Gauß norms defined in [KPX14, Not. 2.1.1]. Assuming that we have
chosen a Schauder basis (ea)a∈J for Tncm , then Tncm ⊗̂Rs ∼= lim←− cJ(R
[rn,s]) ∼= cJ(Rs), hence
an element f ∈ Tncm ⊗̂Rs can be represented by (f (a))a ∈ cJ(Rs) such that for all 0 < r ≤ s
we have |f (a)|r → 0 for a→∞ (see section 2.3). Additionally, we find
(f (a))a ∈ cJ(Rsbd)⇔ (f (a))a ∈ cJ(Rs) and ∀a∃Ca ∀r ∈ (0, s] : |f (a)|r < Ca.
Furthermore, we will need later on that |F˜ |r ≤ 1 for 0 < r ≤ s/p. Let F˜ = (fi,j)i,j ; then
we have |f (a)i,j |r → 0 for a→∞, hence there is a C such that |f (a)i,j |s/p ≤ C for all i, j and a
on the boundary. We note that the claims are invariant under replacing v and F˜ by T−uv
and ϕ(T u)T−uF˜ respectively. We always have |ϕ(T )/T p − 1|r < 1, hence
|ϕ(T )/T |r ≤ |ϕ(T )/T p|r · |T p−1|r
≤ max{|ϕ(T )/T p − 1|r, |1|r} · |T p−1|r
≤ ωr(p−1)
< 1.
We assume that u is chosen in a way such that the new F˜ fulfils |F˜ |s/p ≤ 1.
Since the entries of F˜ are in OTncm ⊗̂Rs/pint , it follows that |F˜ |r ≤ 1 for 0 < r < s/p because
of the following reason: let us assume f ∈ Rs′int with |f |s′ ≤ 1. Then f =
∑
k∈Z akT k
with |ak| ≤ 1 can be split in f = f+ + f− with f+ =
∑




It is clear that |f+|r ≤ 1 holds for all 0 < r ≤ s′. Furthermore, for 0 < r ≤ s′ we find
|f−|r ≤ |f−|s′ ≤ |f |s′ just because of the nature of the exponential function. We deduce
that |f |r = max{|f+|r, |f−|r} ≤ 1 as claimed.
There is a preferred basis on Tncm , namely (XJ)J with J ∈ Nm. Let |J | be the sum of
the entries of J . We choose an enumeration of Nm such that |Ja| ≤ |Jb| for a ≤ b and we
choose (sa := XJa)a as our Schauder basis for Tncm . Its defining property is that its basis
92
5 (ϕ,ΓK)-Modules with Non-Commutative Coefficients
elements are ordered by degree. In particular, sa · sb has no non-trivial sc component if
max(a, b) > c.
Now we can deal with the injectivity statement, i.e. let v ∈ (Tncm ⊗̂Rs)n such that
w := v − ϕ(v) · F˜ ∈ (Tncm ⊗̂Rs/p)n
is actually an element of (Tncm ⊗̂Rs/pbd )n. We have to show that v is an element of
(Tncm ⊗̂Rsbd)n.
We want to use the preferred Schauder basis on Tncm as defined above. As we assumed
that w = (w(a))a is in (Tncm ⊗̂Rs/pbd )n, there are Ca such that |w(a)|r ≤ Ca for 0 < r < s/p.
Directly from the definition of |–|r we see
|v(a)|r ≤ |v(a)|s/p + |v(a)|s
for s/p ≤ r ≤ s, in particular |v(a)|r is bounded above in this interval. We possibly
enlarge Ca such that maxs/p≤r≤s |v(a)|r ≤ Ca holds. We further enlarge Ca by additionally
requiring Ca = maxb≤a{Cb}.
Then, assuming s/p2 ≤ r ≤ s/p,
|v(a)|r = |w(a) + (ϕ(v) · F˜ )(a)|r
















where (1) is true because of the special Schauder basis and (2) is true due to |f |r = |ϕ(f)|r/p.
Furthermore, (3) holds because we assumed Ca to have this property.
We conclude, that
|v(a)|r ≤ Ca
for s/p2 ≤ r ≤ s. By iterating this argument we see that this inequality actually holds for
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the full interval 0 < r ≤ s, hence we deduce that v is indeed an element of (Tncm ⊗̂Rsbd)n.
Lastly we want to deduce the surjectivity statements, i.e. assume that I ⊆ Tncm is a closed
orthonormalisable ideal for which we choose some Schauder basis. We show that
id−ϕ · F˜ : (I ⊗̂(Rs/Rsbd))n → (I ⊗̂(Rs/p/Rs/pbd ))n
is surjective.




be some element with s′ := s/p. We define a sequence






















. We set wk+1 := ϕ(w+k ) · F˜ . Since
w+k has non-vanishing coefficients only in positive degrees, we see from the definition that








= |T |s′|T |s′/p
· |w+k |s′/p ≤ ωs
′−s′/p · |wk|s′/p,
hence |wk+1|s′/p ≤ ωs′−s′/p|wk|s′/p where we used |F˜ |r ≤ 1 from above. We may deduce
that |w+k |s′/p converges to 0, thus also |w+k |r converges to 0 for s′/p ≤ r without any
upper limit for r by the nature of the Gauß norm and because w+k has non-vanishing
coefficients only for positive powers. The same reasoning yields for 0 < r ≤ s′/p the
following inequality:
|w−k |r ≤ |w−k |s′/p ≤ |wk|s′/p.
We now set v := ∑w+k and note that v is an element of (I ⊗̂R[s′/p,∞])n, hence in




. Furthermore, the right hand side of
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Corollary 5.2.14. If Ds as in the proposition has a direct sum decomposition Ds = Ds1⊕Ds2
in the category of ϕ-modules, then
id−ϕ : Dsi,rig/Dsi −→ Dpsi,rig/Dpsi
is also an isomorphism for s 0.
Proof. The statement follows from the proposition and two applications of the ker-coker-
sequence.
5.3 E´tale Descent
In this section we generalise [BC08, Prop. 2.2.1] to the non-commutative setting.
Let B be a commutative Qp-Banach algebra equipped with a continuous action of a finite
group G. Let B\ the same ring B with trivial G-action. We assume that the following
holds:
(i) the BG-module B is free of finite rank and is faithfully flat, and
(ii) we have B\⊗BG B ∼= ⊕g∈GB\eg with egeh = δg,heg and g(eh) = egh where δg,h is the
usual δ-distribution.
Then:
Proposition 5.3.1. If S is a Qp-Banach algebra with trivial G-action and M is a finitely
generated, projective S ⊗̂B-module equipped with a semi-linear action of G, then
(i) MG is a finitely generated, projective S ⊗̂BG-module, and
(ii) the natural map (S ⊗̂B)⊗S ⊗̂BGMG →M is an isomorphism.
Proof. Let piG = (#G)−1
∑
g∈G g ∈ B[G]. For any B[G]-module N , there is the BG-
decomposition N = piGN ⊕ kerLpiG where LpiG is the left multiplication with piG and
NG = piGN . In particular, M = MG⊕kerLpiG which shows that MG is a finitely generated,
projective S ⊗̂BG-module as M is a finitely generated, projective S ⊗̂BG-module due to
condition (i).
Because of the isomorphism (S ⊗̂B)⊗S ⊗̂BGMG ∼= B⊗BGMG (see corollary 2.2.6) it
suffices to show that B⊗BGMG → M is an isomorphism. As here the potential non-
commutative nature of S does not play a role any more, the proof of [BC08, Prop. 2.2.1(ii)]
can be copied.
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Corollary 5.3.2. The inverse of the functor (–)G from the category of finitely generated,
projective left S ⊗̂B-modules with semi-linear action of G to finitely generated, projective





(S ⊗̂B)⊗S ⊗̂BG N
)G




We formalise a method which is often used in [Bel15, App. D]:
Lemma 5.3.3. Let V be a finitely generated, projective left S ⊗̂B†,sL -module and W a
finitely generated, projective left S ⊗̂B†,sK -module. Then
V HK →W








is an isomorphism, assuming s ≥ s(L/K) where s(L/K) is defined in [BC08, Lem. 4.2.5].
Proof. This follows from corollary 5.3.2 and [BC08, Lem. 4.2.5] where one uses that HK/HL
is finite.
5.4 D†,sK (V ) with Non-Commutative Coefficients
We assume the following:
Hypothesis 5.4.1. S is an orthonormalisable Qp-Banach algebra, V a finitely generated,
projective left S-module equipped with a continuous S-linear action of GalK and T a
Galois stable projective OS-lattice. Furthermore, let L be a finite Galois extension of K
such that GalL acts trivially on T/12pT .
Remark 5.4.2. The ideas presented in [Liu15, §1.1] mostly carry over to our situation,
in particular the requirement that the lattice T is supposed to be GalK-stable can be
weakened. However we do not pursue this path.
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Proposition 5.4.3 ([BC08, Prop. 4.2.1]). The ring Λ˜ = A˜(0,1] verifies (TS1), (TS2) and
(TS3) with Λ˜HL =: A˜(0,1]L , ΛHL,n = ϕ−n(A
(0,p−n]
L ), RHL,n = RL,n and νΛ = ν(0,1] and the
constants c1 > 0, c2 > 0 and c3 > 1/(p− 1) can be chosen arbitrarily.
Set A†,sL,n := ϕ−n(A
†,pns
L ), then there is the following
Proposition 5.4.4. Assume that we are in situation 5.4.1 and let n ≥ n(L) := n(GalL).
Then (OS ⊗̂ A˜†,(p−1)/p)⊗OS T possesses a functorial left OS ⊗̂A†,(p−1)/pL,n -module, denoted by
D†,(p−1)/pL,n (T ), which is fixed by HL and stable under GalK , together with a c3-ΓL-invariant
projective basis such that
(OS ⊗̂ A˜†,(p−1)/p)⊗OS ⊗̂A†,(p−1)/pL,n D
†,(p−1)/p
L,n (T )
∼−→ (OS ⊗̂ A˜†,(p−1)/p)⊗OS T.
If T is free, then D†,(p−1)/pL,n (T ) is also free of the same rank and there exists a c3-ΓL-
invariant basis. Furthermore in this case D†,(p−1)/pL,n (T ) is the unique module with these
properties.
Proof. This follows from proposition 4.3.1 as proposition 5.4.3, proposition 4.1.6 and remark
4.2.8 imply the necessary conditions.
Corollary 5.4.5. In the situation of the above proposition:
(i) We have







(ii) For L and n(L) sufficiently large we find
D†,(p−1)/pL,n+1 (T ) = ϕ−1
(





Proof. In the free case it follows from uniqueness (see [Liu15, Cor. 1.1.2]). In the general
case we note that the constructions on the right hand side commute with projections, hence
the statement follows from corollary 4.3.2.
Definition 5.4.6. Define rn = (p− 1)pn−1 and s(V ) = max(rn(L), s(L/K)). We assume
(by potentially enlarging s(V )) that there is an integer n(V ) such that rn(V ) = s(V ).
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Furthermore we assume that L and n(L) are large enough such that corollary 5.4.5(ii) is
applicable. For s ≥ s(V ) we set
D†,sK (V ) =
(
(S ⊗̂B†,sL )⊗OS ⊗̂A†,s(V )L ϕ
n(V )(D†,(p−1)/pL,n(V ) (T ))
)HK
which is equipped with an action of ΓK .
Then we deduce from the previous proposition:
Proposition 5.4.7. Assume that we are in situation 5.4.1 and s ≥ s(V ). Then
(i) D†,sK (V ) is well-defined and independent of L, T and n(V ) (after potentially enlarging
s(V )),
(ii) D†,sK (V ) is a projective left S ⊗̂B†,sK -module (of the same rank as V , if defined), if
additionally K = L holds and V is free, then D†,sK (V ) is also free,
(iii) the natural Galois-equivariant map
(S ⊗̂ B˜†,s)⊗
S ⊗̂B†,sK
D†,sK (V )→ (S ⊗̂ B˜†,s)⊗S V
is an isomorphism,








(v) D†,sK (V ) is compatible with enlarging s, i.e. if s′ ≥ s then
D†,s
′








(vi) the formation of D†,sK (–) is functorial in a natural way which is compatible with the
isomorphism in (iii).
Proof. Let n(s) the biggest integer n with rn ≤ s. Using corollary 5.4.5(ii) we deduce that
(S ⊗̂B†,sL )⊗S ⊗̂A†,rn1L ϕ
n1(D†,(p−1)/pL,n1 (T )) = (S ⊗̂B
†,s
L )⊗S ⊗̂A†,rn2L ϕ
n2(D†,(p−1)/pL,n2 (T ))
as long as n(V ) ≤ ni ≤ n(s) for i = 1, 2. Hence, the definition of D†,sK (V ) is insensitive
with respect to replacing n(V ) by some n such that n(V ) ≤ n ≤ n(s).
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Regarding the independence of L it suffices to check that L and L′ yield the same
D†,sK (V ) assuming L ⊂ L′. Proposition 5.4.4 implies that D†,(p−1)/pL,n(V ) (T ) and D
†,(p−1)/p
L′,n(V ) (T )
are finitely generated projective left modules, hence due to lemma 5.3.3 it suffices to check
that
(S ⊗̂B†,sL′ )⊗S ⊗̂A†,s(V )L ϕ
n(V )(D†,(p−1)/pL,n(V ) (T )) ∼= (S ⊗̂B†,sL′ )⊗S ⊗̂A†,s(V )
L′
ϕn(V )(D†,(p−1)/pL′,n(V ) (T ))
is an isomorphism, which is equivalent to
D†,(p−1)/pL′,n(V ) (T ) ∼= (S ⊗̂A
†,n(V )
L′ )⊗S ⊗̂A†,n(V )L D
†,(p−1)/p
L,n(V ) (T )
being an isomorphism. This follows directly from the uniqueness statement in proposition
5.4.4 in the case T is free and the general case follows from corollary 4.3.2 since the
constructions commute with projections.
The independence from T can be proved as in the commutative free case, cf. [Liu15,
p. 12], and (i) is shown.
As mentioned before proposition 5.4.4 implies that D†,sL (V ) is a projective left S ⊗̂B†,sL -
module and that the morphism
(S ⊗̂ B˜†,s)⊗
S ⊗̂B†,sL
D†,sL (V )→ (S ⊗̂ B˜†,s)⊗S V
is an isomorphism. The claims (ii) and (iii) now follow from proposition 5.3.1.
As D†,sK (V ) is independent of L, we can assume that K,K ′ ⊂ L holds. Hence, D†,sK (V ) =
D†,sK′(V )HK/HK′ and proposition 5.3.1 proves (iv).
The proof of [Liu15, Thm. 1.1.4(4)] also works in our situation and proves (v).
(vi) follows directly from proposition 5.4.4.
Theorem 5.4.8. Assume that we are in situation 5.4.1 and s ≥ s(V ). Then D†,sK (V ) is a
(ϕ,ΓK)-module over S ⊗̂B†,sK . If K = L holds it is even an e´tale (ϕ,ΓK)-module.
Proof. We essentially follow [Liu15, Prop. 1.1.5]. The OS ⊗̂A†,sK -module
D†,sint,K(T ) :=
(
(OS ⊗̂A†,sL )⊗OS ⊗̂A†,s(V )L ϕ
n(V )(D†,(p−1)/pL,n(V ) (T ))
)HK
is an integral model of D†,sK (V ). We have
(OS ⊗̂A†,psL )⊗ϕ,OS ⊗̂A†,sL ϕ(D
†,s
int,L(T ))
= (OS ⊗̂A†,psL )⊗ϕ,OS ⊗̂A†,sL ϕ
(
(OS ⊗̂A†,sL )⊗OS ⊗̂A†,s(V )L ϕ
n(V )(D†,(p−1)/pL,n(V ) (T ))
)
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= (OS ⊗̂A†,psL )⊗ϕ,OS ⊗̂A†,s(V )L ϕ
n(V )+1(D†,(p−1)/pL,n(V ) (T ))
= (OS ⊗̂A†,psL )⊗OS ⊗̂A†,ps(V )L (OS ⊗̂A
†,ps(V )
L )⊗ϕ,OS ⊗̂A†,s(V )L ϕ
n(V )+1(D†,(p−1)/pL,n(V ) (T ))
= (OS ⊗̂A†,psL )⊗OS ⊗̂A†,ps(V )L ϕ
n(V )+1
(
(OS ⊗̂A†,(p−1)/pL,n(V )+1)⊗OS ⊗̂A†,(p−1)/pL,n(V ) D
†,(p−1)/p
L,n(V ) (T )
)
= (OS ⊗̂A†,psL )⊗OS ⊗̂A†,ps(V )L ϕ
n(V )+1(D†,(p−1)/pL,n(V )+1(T ))
= D†,psint,L(T )
where the last equality holds due to the proof of the independence of n(V ) in proposition
5.4.7(i) which also works integrally as it just uses corollary 5.4.5(i).
We deduce that D†,sK (V ) is an e´tale ϕ-module if K = L.
























which proves that D†,sK (V ) is indeed a ϕ-module.
Moreover D†,sK (V ) is a (ϕ,ΓK)-module since the actions of ΓK and ϕ commute because
the Galois action commutes with ϕ on (S ⊗̂ B˜†,s)⊗S V .
Definition 5.4.9. Moreover, we define




D†(,s)rig,K(V ) := (S ⊗̂B†,(s)rig,K)⊗S ⊗̂B†(,s)K D
†(,s)
K (V ).
Remark 5.4.10. D˜†(,s)K (V ) and D
†(,s)
rig,K(V ) are also (ϕ,ΓK)-modules over S ⊗̂ B˜†(,s)K and
S ⊗̂B†,(s)rig,K respectively.
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5.5 Properties of D†,sK (V )
Lemma 5.5.1. Let L be a finite extension of K and assume that (S, V, T, F/L) as well as
(S, IndGalKGalL V, Ind
GalK
GalL T, F/K) fulfils hypothesis 5.4.1. Then there is an isomorphism of




∼−→ D†(,s)K (IndGalKGalL V )
for s 0. Analogous statements hold for D˜†(,s)K (–) and D†(,s)rig,K(–).
Proof. Lemma 4.4.1 yields D†,sF (Ind
GalK




F (V ), hence we are reduced to
showing that (
Z[GalK ]⊗Z[GalL] D†,sF (V )
)HK ∼= Z[ΓK ]⊗Z[ΓL] D†,sF (V )HL .
Note that HF is normal in GalK and D†,sF (V ) is HF invariant, hence the above statement
is equivalent to
(
Z[GalK/HF ]⊗Z[GalL/HF ] D†,sF (V )
)HK/HF ∼= Z[ΓK ]⊗Z[ΓL] D†,sF (V )HL/HF .
We note first that a general element of
(


















where αi ∈ Z, σi ∈ GalK/HF and di ∈ D†,sF (V ). The first equality holds because the
element is invariant under HL/HF and the second equality is based on the following
observation: let σ ∈ GalK/HF and let S be representatives of HL/HF . Then σ−1Sσ is
still a system of representatives of HL/HF since HL is normal in GalK . Hence
Z[GalK/HF ]⊗Z[GalL/HF ] D†,sF (V )HL/HF →
(
Z[GalK/HF ]⊗Z[GalL/HF ] D†,sF (V )
)HL/HF
is an isomorphism and the first term is isomorphic to Z[GalK/HL]⊗Z[ΓL] D†,sF (V )HL/HF .
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Consider the maps







and since the maps are mutually inverse, the spaces are isomorphic.
The desired statement now follows.
Lemma 5.5.2. Let S and S′ be orthonormalisable Qp-Banach algebras. Let Y be a
continuous OS′-OS-bi-module which is finitely generated, projective as a topological left
OS′-Banach-module and set Y = S′⊗OS′ Y. If (S, V, T, L/K) fulfils hypothesis 5.4.1, then
there is an isomorphism of left S′ ⊗̂B†(,s)K -modules
Y ⊗̂S D†(,s)K (V ) ∼−→ D†(,s)K (Y ⊗S V ).
Similar statements hold for D˜†(,s)K (–) and D
†(,s)
rig,K(–).
Proof. The statement is clear for D†,sL (V ) using lemma 4.4.2 and the fact that base
change commutes with ϕ and the inversion of p. Furthermore, one has to use that
S ⊗̂B†,sL ⊗S ⊗̂B†,s(V )L M is isomorphic to B
†,s
L ⊗̂B†,s(V )L M (see corollary 2.2.6).
Hence, it suffices to show that
Y ⊗̂S D†,sL (V )HK →
(
Y ⊗̂S D†,sL (V )
)HK






Y ⊗̂S D†,sL (V )HK
)
→ Y ⊗̂S D†,sL (V )





























∼−→ Y ⊗̂S D†,sL (V )
where we used lemma 5.3.3 again to deduce the last isomorphism.
Lemma 5.5.3. Let S and S′ be orthonormalisable Qp-Banach algebras. We assume that
S is a commutative Qp-Banach algebra and that there is a continuous ring homomor-
phism S → S′ which comes from an integral map OS → OS′. Let (S, V, T, L/K) and
(S′, V ′, T ′, L/K) fulfil hypothesis 5.4.1. Then there is an isomorphism of left S′ ⊗̂B†(,s)K -
modules
D†(,s)K (VS′)⊗S′ ⊗̂B†(,s)K D
†(,s)
K (V
′) ∼−→ D†(,s)K (VS′ ⊗S′ V ′).
Similar statements hold for D˜†(,s)K (–) and D
†(,s)
rig,K(–).
Proof. The statement is clear for D†,sL using lemma 4.4.3 and the fact that the tensor
product is compatible with the inversion of p, application of ϕ and extension of scalars.
Hence, it suffices to show that

























































where we used lemma 5.3.3 again to deduce the last isomorphism.
103
5 (ϕ,ΓK)-Modules with Non-Commutative Coefficients
5.6 Review of p-adic Hodge Theory for (ϕ,ΓK)-Modules
In this section we will review p-adic Hodge theory as presented, for example, in [Nak13,
§2.2] and [Pot13, §3.1]. Hence we restrict ourselves to the (commutative) setting of affinoids.
However we note that many definitions and results generalise to our non-commutative
setting.
According to [Pot13, §3.1] there exist ΓK-equivariant maps ιn : B†,p
n
rig,K → Kn[[t]] for
n ≥ n(K) where Kn := K(ζpn). Furthermore the equality ιn+1 ◦ ϕ = ιn holds.
Definition 5.6.1. For a (ϕ,ΓK)-module D over A ⊗̂B†rig,K where A is a (commutative)
affinoid algebra with A ⊗̂B†,srig,K-model Ds we define the following modules:
D+dif,K(D) := lim←−
(













ΓK [Nak13, p. 19]
D+crys,K(D) := DΓK [Pot13, §3.1]
Dcrys,K(D) := D[t−1]ΓK [Nak13, p. 19].
The resulting objects land in the expected categories, e.g. D(+)crys,K(D) has an action of ϕ
and the modules are filtered.
Definition 5.6.2. Let A = L be a finite extension of Qp. A (ϕ,ΓK)-module D over
A ⊗̂B†rig,K is called crystalline if
rkA⊗NK Dcrys,K(D) = rkA ⊗̂B†rig,K D
where NK is the maximal unramified extension of Qp in K.
D is called deRham if
rkA⊗K DdR,K(D) = rkA ⊗̂B†rig,K D.
Next we define a tool which computes the f -part of the local cohomology.
Definition 5.6.3 ([Pot13, §3.1],[Nak13, p. 25]). Let
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(see definition 1.9.1 for the definition of the mapping fibre). Furthermore, define RΓf (K,D)
to be the image of C•f (K,D) in the derived category and we denote the cohomology groups
of C•f (K,D) by H if (K,D).
Remark 5.6.4. One can also define the e-part and the g-part of the local cohomology (see
[Pot13, §3.1] and [Nak13, p. 25]).
Remark 5.6.5. Assuming that K = Qp and A = L is a finite extension of Qp, we can
immediately deduce
dimLH1f (Qp, D)− dimLH0f (Qp, D)
=
(
dimL Dcrys,Qp(D) + dimL DdR,Qp(D)
)− (dimL Dcrys,Qp(D) + dimL D+dR,Qp(D))
= dimL DdR,Qp(D)− dimL D+dR,Qp(D)
from the definition.
Proposition 5.6.6 ([Nak13, Prop. 2.25(i)]). Let A = L be a finite extension of Qp. Then






∼−→ C•f (K,D†rig,K(V )).
5.7 Galois Cohomology
We are very close to [Pot13, §2.2/3].
Definition 5.7.1. In this section B(s)K denotes one of the following rings: S ⊗̂B†,(s)K ,
S ⊗̂B†,(s)rig,K or S ⊗̂ B˜†,(s)K where S is an orthonormalisable Qp-Banach algebra.










ϕ−1−→ RΓcts(ΓK , D(ps))
]
in Db(S). We call RΓ(K,D(s)) the Galois cohomology of D(s).
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(D(s))∆ (ϕ−1,γK−1)−−−−−−−−→ (D(ps))∆ ⊕ (D(s))∆ (γK−1,1−ϕ)−−−−−−−−→ (D(ps))∆
]
concentrated in degrees [0, 2] where ∆ ⊂ ΓK is a finite group such that ΓK/∆ is pro-cyclic,
with topological generator γK . It is indeed a complex as ϕ and γK commute. Moreover
C•ϕ,γK (D
(s)) is independent of γK (see [KPX14, Def. 2.3.3]).
Lemma 5.7.4. For a (ϕ,ΓL)-module Ds over B(s)L the natural map
RΓ(L,D(s))→ RΓ(K, IndKL D(s))
is a quasi-isomorphism.
Proof. As in [KPX14, Lem. 2.3.5] it suffices to show that the natural map
RΓcts(ΓL, D(s))→ RΓcts(ΓK , IndKL D(s))
is a quasi-isomorphism. Hence Shapiro’s lemma for ΓL ⊂ ΓK yields the statement.
Remark 5.7.5. We naturally have maps
resL/K : RΓ(K,D(s))→ RΓ(L,ResLK D(s)) and
coresL/K : RΓ(L,ResLK D(s))→ RΓ(K,D(s))
defined as in Pottharst’s thesis. The composition coresL/K ◦ resL/K is as usual the
multiplication-by-[L : K] map on the cohomology groups.
Since [L : K] is invertible, we might deduce that H i(K,D(s)) is canonically a direct
summand of H i(L,ResLK D(s)). Furthermore, this decomposition is respected by the maps
induced by D(s) → D˜(s) and D(s) → D(s)rig .
Due to technical difficulties we cannot adapt the base change proof presented by Kedlaya-
Pottharst-Xiao, the best we can currently show in the non-commutative case is the
following:
Proposition 5.7.6. Assume that S is noetherian. Let Y be a S′-S-bi-module such that Y
over S′ is finitely generated and projective and the right action of S on Y is continuous and
commutes with the left action of S′. We assume furthermore that Y is finitely generated
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as an S-module. Let D(s) be a (ϕ,ΓK)-module over S ⊗̂B†,(s)rig,K . Then
Y ⊗LS RΓ(K,D(s)) ∼−→ RΓ(K,Y ⊗̂S D(s))
in the derived category.
Proof. Ds and Dps are flat over S by lemma 5.1.3. Hence the statement reduces to showing
that
C•ϕ,γK (Y ⊗S D(s))→ C•ϕ,γK (Y ⊗̂S D(s))
is a quasi-isomorphism. Since Y is finitely presented over S we have that Y ⊗S D(s) is
complete, i.e. Y ⊗S D(s) = Y ⊗̂S D(s).
Also due to technical difficulties we are not able to generalise Kedlaya-Pottharst-Xiao’s
proof of perfectness of the complexes RΓ(K,D). However in the relevant situations we can
use the following strategy to deduce perfectness: for a (ϕ,ΓK)-module D over S ⊗̂B†rig,K
the complex RΓ(K,D) is perfect if and only if RΓ(K, tD) is perfect. We follow the strategy
in [KPX14, §3.2] and the proofs are the same. However, we still include most of the proofs
for the convenience of the reader.
In [KPX14, Not. 3.2.2] they define maps ιn : R[r,s] → Qp,n such that ιn+1 ◦ ϕ =
(Qp,n ↪→ Qp,n+1) ◦ ιn if r ≤ p1−n ≤ s. Since there is the isomorphism B†,srig,K ∼= RcQp/s,
there are induced maps ιn : S ⊗̂B†,srig,K → S⊗Qp,n if s ≤ cQppn−1. Define Dsn :=
(S⊗Qp,n)⊗S ⊗̂B†,srig,Qp D
s assuming s ≤ cQppn−1. Then we have the following version
of [KPX14, Lem. 3.2.3]:
Lemma 5.7.7. Assume that S is an orthonormalisable Qp-Banach algebra. Let n0 be the
smallest integer such that logp(s0/cQp) ≤ n0. Then the following holds:
(i) Ds0/t ∼= ∏n≥n0 Ds0n ,
(ii) 1⊗ϕn′−n induces an isomorphism
Qp,n′ ⊗Qp,n Ds0n ∼= Ds0n′
as S[ΓQp ]-modules for n′ ≥ n ≥ n0,
(iii) the map ϕ : Ds0/t→ Dps0/t induces via the isomorphism (i) the map ∏n≥n0 Ds0n →∏
n≥n0+1D
ps0
n given by (xn)n 7→ (xn−1)n.
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Proof. We have to use some notation introduced in proposition 5.2.13 to prove (i). Accord-
ing to the proof of [KPX14, Lem. 3.2.3(i)], we have
R[r,cQp/s0]/t ∼−→ ⊕n0≤n≤− logp rQp,n.
Since S ⊗̂ – is exact and –⊗
S ⊗̂B†,s0rig,Qp







∼−→ ⊕n0≤n≤− logp rDs0n .
(i) now follows because the projective limit of inverse systems with transition maps which
have dense image commutes with tensoring with finitely presented modules (see the proof
of corollary 3.7.12).
Regarding (ii), using ιn+1 ◦ ϕ = (Kn ↪→ Kn+1) ◦ ιn we have
Qp,n+1⊗Qp,n Ds0n = Qp,n+1⊗Qp,n(S ⊗̂Qp,n)⊗in,S ⊗̂B†,s0rig,Qp D
s0
= (S ⊗̂Qp,n+1)⊗in+1◦ϕ,S ⊗̂B†,s0rig,Qp D
s0
= (S ⊗̂Qp,n+1)⊗in+1,S ⊗̂B†,ps0rig,Qp S ⊗̂B
†,ps0
rig,Qp ⊗ϕ,S ⊗̂B†,s0rig,Qp D
s0




where we also used that Ds0 is a ϕ-module, i.e. the map
1⊗ϕ : S ⊗̂B†,ps0rig,Qp ⊗ϕ,S ⊗̂B†,s0rig,Qp D
s0 → Dps0
is an isomorphism.
(iii) follows from ιn+1 ◦ ϕ = (Qp,n ↪→ Qp,n+1) ◦ ιn.
Proposition 5.7.8. The complex RΓ(Qp, D/t) is perfect if one uses the usual Herr
complex.
Proof. We assume that D comes from Ds0 , then lemma 5.7.7(i) implies Ds0/t ∼= ∏n≥n0 Ds0n .
We will first prove that 1 − ϕ : Ds0/t → Dps0/t is surjective by an explicit con-
struction. Let (xn)n ∈ ∏n≥n0+1Dps0n ∼= Dps0/t be some element. Set y = (yn)n with
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and if one takes lemma 5.7.7(iii) into account, the last map is the projection map. Hence,
(D/t)ϕ=1 = lim−→s(D




n . Hence, RΓ(Qp, D/t)
is isomorphic to the complex
RΓ(Γ, lim−→
n











n )∆] is quasi-
isomorphic to [(Ds0n1)
∆ γK−1−→ (Ds0n1)∆] for some n1 ≥ n0. This is indeed a perfect complex
as D is projective, hence Ds0n is also projective for all n. It suffices to show that γK − 1
acts bijectively on Dn/Dn1 for n ≥ n1. Note that 5.7.7(ii) implies Ds0n ∼= Qp,n⊗Qp,n1 Ds0n1
as an S[ΓQp ]-module for n ≥ n1.
According to [Liu08, Lem. 3.6(ii)] we have Qp,n ∼= ⊕ρ,N(ρ)≤nQp ·G(ρ) as ΓQp-modules
where ρ is an irreducible finite order Qp-valued character of ΓQp with conductor pN(ρ)
bounded by n and G(ρ) is a Gauß sum as defined in [Liu08, p. 20]. Hence we are reduced
to finding an n1 such that on Ds0(ρ) = (S⊗Qp ·G(ρ))⊗S ⊗̂B†,srig,Qp D
s0 the map γK,ρ − 1 is
bijective for N(ρ) ≥ n1. We note that the γK,ρ = ρ(γK) · γK holds.
Now we can complete the proof along the lines of [KPX14, Prop. 3.2.4].
Corollary 5.7.9. RΓ(K,D) is perfect if and only if RΓ(K, tD) is perfect.
Proof. By lemma 5.7.4 RΓ(K, –) is perfect if and only if RΓ(Qp, IndQpK –) is perfect. Hence
the previous proposition implies the result.
5.8 Galois Cohomology of Galois Representations
In this section we want to compare the Galois cohomology of p-adic representations and the
Galois cohomology of its associated (ϕ,ΓK)-module. We follow [Pot13, §2.2] very closely
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where Pottharst did the same using the virtually the same proofs in the commutative
situation.
Proposition 5.8.1. The natural map
RΓ(K,D†K(V ))→ RΓ(K, D˜†K(V ))
is an isomorphism in Db(S).
Proof. Let L be a finite Galois extension of K such that GalL acts trivially on T/12pT .
It suffices to show the claim for L instead of K as the direct sum decomposition of the
cohomology gets respected by the morphisms (see remark 5.7.5).
It suffices to show that
RΓcts(ΓL,D†L(V ))→ RΓcts(ΓL, D˜†L(V ))
is an isomorphism in the derived category (see definition 5.7.2).
By lemma 4.4.4, the S ⊗̂ B˜†L-module
D˜†L(V ) = (S ⊗̂ B˜†L)⊗S ⊗̂B†,s(V )L ϕ
n(V )(D†,(p−1)/pL,n(V ) (T )[
1
p ])
decomposes into ϕn(V )(D†,(p−1)/pL,n(V ) (T ))[1/p]⊕X(T )[1/p] and moreover γL − 1 is invertible
on X(T )[1/p]. Hence, RΓcts(ΓL, X(T )[1/p]) ∼= 0 and we deduce the isomorphism.
Proposition 5.8.2. The natural map
RΓ(K,D†,(s)K (V ))→ RΓ(K,D†,(s)rig,K(V ))
is an isomorphism in Db(A) for a Qp-nc-affinoid algebra A.
Proof. Let L be a finite Galois extension of K such that GalL acts trivially on T/12pT .
It suffices to show the claim for L instead of K as the direct sum decomposition of the
cohomology gets respected by the morphisms (see remark 5.7.5).
D†,(s)L (V ) is e´tale by theorem 5.4.8, hence corollary 5.2.14 implies that
[D†,sL (V )
1−ϕ−→ D†,psL (V )]→ [D†,srig,L(V )
1−ϕ−→ D†,psrig,L(V )]
is a quasi-isomorphism. The statement without s follows by taking lim−→s and noting that
this functor is exact.
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We are now able to prove the main theorem of this section, the exact analogue of [Pot13,
Thm. 2.8]:
Theorem 5.8.3. For a GalK-representation V over an nc-affinoid algebra A there is a
natural isomorphism
RΓcts(K,V ) ∼−→ RΓ(K,D†rig,K(V ))
in Db(A).
Proof. We note that by propositions 5.8.1 and 5.8.2 we only have to show the existence of
a natural isomorphism
RΓcts(K,V ) ∼−→ RΓ(K, D˜†K(V )).
Since the proof of [Pot13, Lem. 2.9] just uses the fact that A is orthonormalisable, the
analogue for nc-affinoid still holds i.e.
A→ Cone
[
A ⊗̂ B˜†,s 1−ϕ−→ A ⊗̂ B˜†,ps
]
[−1] and
A ⊗̂ B˜†,sK → RΓcts(HK , A ⊗̂ B˜†,s)
are quasi-isomorphisms. Hence, tensoring the first quasi-isomorphism with V and using











is a quasi-isomorphism. Applying RΓcts(HK , –) and noting that
RΓcts
(











is a quasi-isomorphism together with the second quasi-isomorphism of [Pot13, Lem. 2.9]
yields the quasi-isomorphism
RΓcts(HK , V )→ Cone
[
D˜†,sK (V )
1−ϕ−→ D˜†,psK (V )
]
[−1].
Applying RΓcts(ΓK , –) and noting that RΓcts(GalK , –) = RΓcts(ΓK , –) ◦ RΓcts(HK , –)
holds in the derived category proves the desired statement.
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5.9 Galois Cohomology and Duality
We follow [KPX14, §2.3] and we assume in this section that all (ϕ,ΓK)-modules are over
A ⊗̂B†rig,K .
Definition 5.9.1. We have A ⊗̂B†rig,K(1) = D†rig,K(A(1)), hence
RΓcts(K,A(1)) ∼−→ RΓ(K,A ⊗̂B†rig,K(1))
and since A is flat over Qp we find
A
∼−→ H2cts(K,A(1)) ∼−→ H2(K,A ⊗̂B†rig,K(1))
and we call the composition Tate isomorphism TaK .
Definition 5.9.2. The construction in definition [KPX14, Def. 2.3.10] also yields a cup
product
∪ϕ,γK : C•ϕ,γK (D1)⊗AC•ϕ,γK (D2)→ C•ϕ,γK (D1⊗A ⊗̂B†rig,K D2)
where D1 is a right (ϕ,ΓK)-module over A ⊗̂B†rig,K and D2 is a left (ϕ,ΓK)-module over




and the definition of the actions can be found in [Rie13, §2.6.1]. We also define DD := D∗(1).
Definition 5.9.3. Let ev : DD ⊗
A ⊗̂B†rig,K
D → A ⊗̂B†rig,K(1) be the evaluation morphism.
Then the composition of
C•ϕ,γK (D
D)⊗AC•ϕ,γK (D)
∪ϕ,γK−→ C•ϕ,γK (DD ⊗A ⊗̂B†rig,K D)
ev−→ C•ϕ,γK (A ⊗̂B†rig,K(1))
proj−→ H2(K,A ⊗̂B†rig,K(1))
TaK−→ A[−2]
is called the Tate pairing. The pairing induces a morphism
Ψ(Qp, D) : RΓ(K,D)→ RHomA(RΓ(K,DD), A)[−2].
Remark 5.9.4. We are unable to prove that the Tate pairing is an isomorphism. Kedlaya-
Pottharst-Xiao’s proof in the commutative situation does not seem to generalise to our
setting in a straightforward manner.
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5.10 (ϕ,ΓK)-Modules over Fre´chet-Stein Algebras
Definition 5.10.1. Let A∞ be a K-Fre´chet-Stein algebra. We say that the projective
system D = (Dn)n is a (left) (ϕ,ΓK)-module over (An ⊗̂BK)n if every Dn is a (left)
(ϕ,ΓK)-module over An ⊗̂BK and the induced morphisms
An ⊗̂An+1 Dn+1 → Dn
are all isomorphisms of (ϕ,ΓK)-modules.
We might abuse the notation by writing A∞ ⊗̂BK instead of (An ⊗̂BK)n
Remark 5.10.2. By taking first the projective limit and then completing the result we can
get actual modules over A∞ ⊗̂BK . This would however just complicate the arguments
below without any benefit for us.
As expected we can associate a (ϕ,ΓK)-module to a coadmissable module:
Definition 5.10.3. Let V∞ be a coadmissable A∞-module such that all Vn := An⊗A∞ V




The projective system D†rig,K(V∞) is indeed a (ϕ,ΓK)-module over (An ⊗̂B†rig,K)n due to
lemma 5.5.2.
We will now review the standard properties of D†rig,K(V∞) along the lines of §5.5.





since it is true for every n.
Remark 5.10.5. Assume the same situation as in lemma 3.7.9, and additionally require the
Banach algebras An and Bn to be orthonormalisable. Then
Y∞ ⊗̂A∞ D†rig,K(V∞) := (Yn ⊗̂Aa(n) D†rig,K(Va(n)))n
∼−→ (D†rig,K(Yn⊗Aa(n) Va(n)))n = D†rig,K(Y∞⊗A∞ V∞)
due to lemma 5.5.2.
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Remark 5.10.6. Let A∞ and B∞ be two two-sided Fre´chet-Stein algebras where A∞ is
commutative. Furthermore let A∞ → B∞ be a morphism where An factors through Ba(n).






∼−→ D†rig,K((V∞)B∞ ⊗B∞ V ′∞).
where V∞ is an A∞-module and V ′∞ is a B∞-module.
Definition 5.10.7. For a (ϕ,ΓK)-module D = (Dn)n over (An ⊗̂BK)n we define
RΓ(K,D) := [C•ϕ,γK (Dn)]n ∈ Dsh(A∞).
Assuming RΓ(K,Dn) ∈ Dperf(An) for all n, then by definition RΓ(K,D) ∈ Dsh,perf(A∞).
Remark 5.10.8. Assume the same situation as in lemma 3.7.9, and additionally require the
Banach algebras An and Bn to be orthonormalisable. Furthermore we assume that Yn is






∼−→ RΓ(K,Y∞ ⊗̂A∞ D) := RΓ(K, (Yn ⊗̂Aa(n) Da(n))n)
in the derived category Dsh(B∞) because it holds for every n.
Remark 5.10.9. As in theorem 5.8.3 there is a natural isomorphism
RΓ(K,V∞) ∼−→ RΓ(K,D†rig,K(V∞))
in the derived category since it holds on every level.
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(ϕ,ΓQp)-modules
Recall the notation from section 1.5 and section 2.6 regarding determinants.
Similar to Fukaya-Kato’s local -isomorphism conjecture [FK06, §3], which states that
there should exist canonical and strongly functorial isomorphisms
(Λ ⊗̂Zurp )⊗Λ 1Λ −→ (Λ ⊗̂Zurp )⊗Λ
(
dΛ RΓcts(Qp, T ) · dΛ T
)
for every Qp-representation, we would like to conjecture the same for (ϕ,ΓQp)-modules.
We note that in Fukaya-Kato’s case they could just use dΛ T as the ‘target’ but in our case
we need to associate an object in the determinant category over A to a (ϕ,ΓQp)-module. In
the commutative case this was accomplished by Nakamura in [Nak13] using the Knudsen-
Mumford determinant category, in our more general non-commutative case we can only
construct the desired object in Deligne’s determinant category for certain special cases.
We conjecture the existence in a larger generality.
We then go on and conjecture the existence of -isomorphisms for a non-commutative
(ϕ,ΓK)-modules which generalises Fukaya-Kato’s non-commutative conjecture for local
Galois representations and Nakamura’s commutative -conjecture for (ϕ,ΓK)-modules.
6.1 The Primitive Determinants
From now on we assume the following for the remainder of this section:
Hypothesis 6.1.1. (i) We cover two cases:
(A) A is a Qp-nc-affinoid algebra and
(FS) A = A∞ = lim←−An is a two-sided Fre´chet-Stein algebra.
(ii) D is a (ϕ,ΓQp)-module over A ⊗̂B†rig,Qp .
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Definition 6.1.2. Assuming hypothesis 6.1.1, a primitive determinant of D over A is an
element Ψ′A(D) of the universal determinant category Det(A) in case (A) or Detsh(A∞)
in case (FS) together with
(i) an isomorphism




in Det(sh)(A ⊗̂B†rig,Qp) which we define in case (FS) as QCohSh(Det(An ⊗̂B
†
rig,Qp)n),
(ii) an operator ϕ ∈ AutA(Ψ′A(D)) such that the following diagram commutes:
A ⊗̂B†rig,Qp ⊗A Ψ′A(D) A ⊗̂B
†
rig,Qp ⊗ϕ,A ⊗̂B†rig,Qp dA ⊗̂B†rig,Qp D




where we used in the upper left corner the isomorphism
A ⊗̂B†rig,Qp ⊗ϕ,A ⊗̂B†rig,Qp A ⊗̂B
†




(iii) an action of ΓQp , i.e. a homomorphism gA(D) : ΓQp → AutA(Ψ′A(D)), such that for
all γ ∈ ΓQp the following diagram commutes:
A ⊗̂B†rig,Qp ⊗A Ψ′A(D) A ⊗̂B
†
rig,Qp ⊗γ,A ⊗̂B†rig,Qp dA ⊗̂B†rig,Qp D




Remark 6.1.3. The existence and the uniqueness of primitive determinants of (ϕ,ΓQp)-
modules are not as clear as in Nakamura’s case. We conjecture below the existence of good
primitive determinants which interpolate Nakamura’s ∆2-objects (which are also defined
below).
Construction 6.1.4. Assume for this construction that A is commutative. Denote
with ΨNakA (D) a primitive determinant which lives in the graded line bundle determinant
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category, i.e. we utilise the same definition as before and just replace every occurrence of the
determinant category Det(sh)(A) by DetKM(A). In this situation Nakamura gives a general
construction for ΨNakA (D) in [Nak13, p. 32] as follows: let D be a general (ϕ,ΓQp)-module.
Then det
A ⊗̂B†rig,Qp
D is a rank one (ϕ,ΓQp)-module, which according to theorem 5.2.11 is








∣∣∣∣∣ ϕ(x) = δ(p)x,γ(x) = δ(χ(γ))x for γ ∈ ΓQp
})
,
which is an object in DetKM(A). We note that rkD factors through SpecA as required
due to the local Euler-Poincare´ characteristic formula (see [KPX14, Thm. 4.4.5(2)]).
Furthermore we define ϕ and γ ∈ ΓQp using δ, i.e. we set
ϕ := δ(p) ∈ AutA(ΨNakA (D)) and
gA(D)(γ) := δ(χ(γ)) ∈ AutA(ΨNakA (D)).
Note that if the projection functor detKMA from the universal to the graded line bundle
determinant category over A is an equivalence of categories, then Nakamura’s definition is
our candidate for a good primitive determinant, i.e. Ψ′A(D) := ΨNakA (D) together with the
obvious choices for cA(D), ϕ and gA(D).
Remark 6.1.5. We are still in the setting of the last construction and we assume the
equivalence of the determinant categories. Then, for a module whose rank is not 1 it is not
clear if the operators ϕ and γ defined above fulfil 6.1.2(ii) and 6.1.2(iii) respectively. After
applying the projection functor detKM
A ⊗̂B†rig,Qp
the diagrams become commutative, however
this projection functor might not be an equivalence of categories.
Nevertheless we expect the operators to fulfil the correct relations in general. Proving
this however requires a better understanding of K1(A ⊗̂B†rig,Qp) which we currently lack.
We note that for triangulable (ϕ,ΓQp)-modules the required statements for ϕ and γ can
be shown.
Conjecture 6.1.6. For A as in hypothesis 6.1.1(i) there exists a full subcategory ϕΓpdetrig,Qp,A
of the category ϕΓrig,Qp,A of (ϕ,ΓQp)-modules over A ⊗̂B†rig,Qp which admit a primitive
determinant ΨA(D), where the ΨA(D) satisfy the following compatibilities:
(i) Let A′ be as in hypothesis 6.1.1a) and let Y be an A′-A-bi-module which is a finitely
generated, projective A′-module with a continuous commuting right A-action. Then
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the (ϕ,ΓQp)-module Y ⊗̂B†rig,Qp ⊗A ⊗̂B†rig,Qp D is an object of ϕΓ
pdet
rig,Qp,A′ and
ΨA′(Y ⊗̂B†rig,Qp ⊗A ⊗̂B†rig,Qp D) = Y ⊗A ΨA(D)
which is compatible with cA(–), ϕ and γ ∈ ΓQp.
(ii) The construction behaves well with respect to short exact sequences, i.e. let
0 D′ D D′′ 0.
be a short exact sequence of objects in ϕΓpdetrig,Qp,A. Then
ΨA(D) = ΨA(D′) ·ΨA(D′′)
which is compatible with cA(–), ϕ and γ ∈ ΓQp.
(iii) ΨA(D) commutes with Cartier duals, i.e.
ΨA(DD) = ΨA(D)∗
which is compatible with cA(–), ϕ and γ ∈ ΓQp.
(iv) If A is a finite field extension over Qp, then construction 6.1.4 yields the primitive
determinant ΨA(D).1
(v) If D is a rank one module and A is commutative, then construction 6.1.4 yields the
primitive determinant ΨA(D).
(vi) Assume A = An for n ≤ ∞ (see section 3.5) and that there exists an A-submodule
XD of D such that the natural map
(A ⊗̂B†rig,Qp)⊗AXD −→ D
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(vii) Assume that Λ is as in proposition 3.6.21 and that T is a free rank one Λ-representation.
Let V = A⊗Λ T , where A = An (n ≤ ∞) is an associated analytic space. Then there
exists a canonical isomorphism
bA(T ) : (A ⊗̂Qurp )⊗A dA V ∼−→ (A ⊗̂Qurp )⊗A ΨA(D)
such that the induced isomorphism
(A ⊗̂ B˜†)⊗A dA V ∼−→ (A ⊗̂ B˜†)⊗A ΨA(D) ∼−→ (A ⊗̂ B˜†)⊗A ⊗̂B†K dA D
†
rig,Qp(V )
comes from proposition 5.4.7(iii). Furthermore, in the commutative case bA(T )
coincides with the isomorphism induced by the inclusion of Λa ⊂ Zurp ⊗̂Λ (see [Nak13,
Lem. 3.1]).
(viii) Let D1 and D2 be objects in ϕΓpdetrig,Qp,A such that
ΨA(Di) = dA Vi.
Then
ΨA(D1⊗A ⊗̂B†rig,Qp D2) = dA(V1⊗A V2)
with the obvious induced cA(D1⊗A ⊗̂B†rig,Qp D2), ϕ and γ ∈ ΓQp.
Remark 6.1.7. Part (vi) is a consequence of the belief that the canonical map
K
(sh)
0 (A)→ K(sh)0 (A ⊗̂B†rig,Qp)
is injective. This belief is supported by the work of Tama´s Csige (see [Csi16]).
Part (vii) can be understood as a consequence Fukaya-Kato’s local -isomorphism
conjecture.
6.2 The Local -isomorphism Conjecture for (ϕ,ΓQp)-modules
This section is an extension of the ideas of Nakamura as presented in [Nak13, §3.4].
Throughout the section we assume:
Hypothesis 6.2.1. Additionally to hypothesis 6.1.1 we assume that D is an object of
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ϕΓpdetrig,Qp,A with (locally)
2 perfect cohomology RΓ(Qp, D).
Definition 6.2.2. We define
∆A,1(D) := dA RΓ(Qp, D)
which is possible as we assumed that RΓ(Qp, D) is perfect and
∆A,2(D) := ΨA(D).
Furthermore, we define the fundamental line of D by
∆A(D) := ∆A,1(D) ·∆A,2(D).
Conjecture 6.2.3. We assume conjecture 6.1.6. For every pair (A,D) which fulfils the
requirements of hypothesis 6.2.1 there exists a compatible system of A-isomorphisms
A,ξ(D) : 1A ∼−→ ∆A(D),
where ξ is a basis of Zp(1), satisfying the following properties:
(i) Let
0 D′ D D′′ 0
be a short exact sequence of (ϕ,ΓQp)-modules which fulfil hypothesis 6.2.1, then the
canonical isomorphisms
∆A,1(D) ∼−→ ∆A,1(D′) ·∆A,1(D′′) and
∆A,2(D) ∼= ∆A,2(D′) ·∆A,2(D′′) (6.1.6(ii))
yield a commutative diagram
A,ξ(D) = A,ξ(D′) · A,ξ(D′′).
(ii) Let A′ be as in hypothesis 6.2.1(i) and let Y be an A′-A-bi-module which is a finitely
generated, projective A′-module with a continuous commuting right A-action, then
2See definition 2.6.3.
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set D′ = Y ⊗̂B†rig,Qp ⊗A ⊗̂B†rig,Qp D. There are the two homomorphisms
Y ⊗∆A,1(D) −→ ∆A′,1(D′) and
Y ⊗∆A,2(D) ∼= ∆A′,2(D′)
where the second one is an isomorphism by conjecture 6.1.6 part (i) and we assume
that the first homomorphism is an isomorphism. Then D′ also fulfils 6.2.1 and these
two isomorphisms yield the commutative diagram
Y ⊗A A,ξ(D) = A′,ξ(D′).
(iii) There are two homomorphisms
Ψ(Qp, D) : ∆A,1(DD)∗[−2] ∼−→ ∆A,1(D) and
∆A,2(DD) ∼= ∆A,2(D)D,
where the second one is an isomorphism by conjecture 6.1.6 part (iii) and we assume
that the first homomorphism, which is defined in 5.9.3, is an isomorphism. (See
[Ven07, §1] for the definition of the dual of a determinant.) Then
A,ξ(D) · Aop,ξ−1(DD)∗ · dA Ψ(Qp, D) = dA(ξ : D(1)→ D).
(iv) For γ ∈ ΓQp we have
A,γξ(D) = gA(D)(γ) · A,ξ(D).
(v) Let A = F be a finite extension of Qp and assume that D is deRham. Then F,ξ(D)
is dRF,ξ(D), which is defined in [Nak13, §3.3].
(vi) In the notation of conjecture 6.1.6(vii), assuming (A, V ) comes from (Λ, T ), the
-isomorphism given by conjecture [FK06, Conj. 3.4.3] is compatible with An,ξ(D),
i.e.
An ⊗̂Qurp ⊗Λ ⊗̂Zurp Λ,ξ(T ) =
(





We closely follow [FK06, §4.1].
We assume the following:
Hypothesis 7.0.1. (i) In the notation of §3.5 let Λ = OK [[G]] be the Iwasawa algebra
of a compact p-adic Lie group G and let A be an An(G) for 2 ≤ n ≤ ∞.
(ii) Let T be a finitely generated projective Λ-module with a continuous Λ[Gal(Q¯/Q)]-
module structure1 such that the Gal(Q¯/Q)-action on T is unramified at almost all
primes and set V = A⊗Λ T .
(iii) Let D0 be a (ϕ,ΓQp)-module together with a map
lcD0 : D0 −→ D†rig,Qp(V )
subject to the following restrictions:
a) D0 is an object of ϕΓpdetrig,Qp,A,
b) RΓ(Qp, D0) is (locally)2 perfect, and
c) there exists an isomorphism
dA V + ∼−→ ∆A,2(D0),
here (–)+ are the invariants under the complex conjugation.
Remark 7.0.2. In the case n <∞ we use the determinant category Det(A), the notion of
perfect complexes and the normal K-groups Ki(A). If n = ∞ we use Detsh(A), locally
perfect complexes and Kshi (A).
Remark 7.0.3. Usually one requires D0 to be a direct summand of D†rig,Qp(V ) but there






7.1 p-adic L-Functions for p-adic Galois Representations
Definition 7.1.1. Fix a non-empty open subset U of SpecZ[1/p] on which the action of
GalQ on T is unramified. We define the Selmer complex SC(U, V, lcD0) as the mapping
fibre of (see [Pot13, §1.5])





where the map of C•ϕ,γQp (D
0) to Ccts(Qp, V ) is given via
C•ϕ,γQp (D
0)
C•ϕ,γQp (lcD0 )−−−−−−−−→ C•ϕ,γQp (Qp,D
†
rig(V ))
∼−→ C•cts(Qp, V ),
where the quasi-isomorphism used here is the result of theorem 5.8.3 or remark 5.10.9
respectively.
Lemma 7.1.2. We have a distinguished triangle
RΓcts,c(U, V ) SC(U, V, lcD0) V + ⊕RΓ(Qp, D0) .
Proof. We have the following diagram of distinguished triangles
RΓcts,c(U, V ) SC(U, V, lcD0) V + ⊕RΓ(Qp, D0)
RΓcts(U, V ) RΓcts(U, V )⊕RΓ(Qp, D0) RΓ(Qp, D0)
⊕
ν 6∈U RΓcts(Qν , V )
⊕
` 6∈U RΓcts(Q`, V ) RΓ(R, V )[1]
0
0
by [Wei94, Ex. 10.2.6].
Corollary 7.1.3. Assuming conjecture 6.2.3 we deduce [SC(U, V, lcD0)] = 0 in K
(sh)
0 (A).
Proof. The claim follows from [FK06, Prop. 2.1.3], which states that RΓcts,c(U, V ) has the
trivial class in K(sh)0 (A), and hypothesis 7.0.1(iii)c) together with the -isomorphism of
conjecture 6.2.3 which state that V +⊕RΓ(Qp, D0), also has the trivial class in K(sh)0 (A).
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Definition 7.1.4. Fix an isomorphism
β : A˜⊗A dA V + ∼−→ A˜⊗A ∆A,2(D0)
where A˜ := Qurp ⊗̂A if we are in the case n <∞ and A˜ := A˜∞ := lim←−nQ
ur
p ⊗̂An if we are in
the case n =∞. We note that A˜∞ is also a Fre´chet-Stein algebra (see [ST03, Thm. 5.1]),
hence §2.6 still applies and we can form groups like Ksh1 (A˜∞). Let Σ(U, V, lcD0) be the
smallest full subcategory of P(A), the category of (locally) perfect complexes, satisfying
the conditions (i)-(iv) in [FK06, §1.3.1] and containing all objects that are quasi-isomorphic
to SC(U, V, lcD0).
Consider the isomorphism
ζΛ(T ) : 1Λ
∼−→ dΛ RΓcts,c(U, T )−1
from the ζ-isomorphism conjecture [FK06, Conj. 2.3.2] which induces the isomorphism
ζA(V ) : 1A ∼−→ dA RΓcts,c(U, V )−1
by the base change theorem (see corollary 3.6.24). Furthermore, by the -isomorphism
conjecture 6.2.3 there is the following isomorphism
A,ξ(D0) : 1A ∼−→ ∆A(D0).
The above distinguished triangle induces the isomorphism
dA RΓcts,c(U, V )−1 ∼= dA SC(U, V, lcD0)−1 · dA V + · dA RΓ(Qp, D0).
Then it follows that the product
ζβ(U, T, lcD0) := β · (−1A,ξ(D0))A˜ · ζA(V )A˜
is an element of









1 (A˜) by the same symbol
and call it the p-adic ζ-function of the pair (T, lcD0) with respect to U and β. (We suppress
the dependency on ξ.)
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When lcD0 is injective we also write SC(U, V,D0) and ζβ(U, T,D0).
Remark 7.1.5. We expect that the ζ-isomorphism ζA(V ) has its own right to exist, regardless
of whether V comes from a T as in hypothesis 7.0.1. The situation should mirror the situ-
ation with -isomorphisms, where conjecture 6.2.3 generalises Fukaya-Kato’s -conjecture
[FK06, Conj. 3.4.3] to a certain class of nc-affinoids.
Remark 7.1.6. We have ζaβ(U, T, lcD0) = aζβ(U, T, lcD0) for a ∈ K(sh)1 (A˜).
Remark 7.1.7. Let (Λ, A, T, lcD0) and
(Λ′, A′, T ′, lcD0,′) = (Λ′, A′, Y ⊗Λ T, YA′ ⊗̂A lcD0)
be a quadruple which fulfil hypothesis 7.0.1 where Y is Λ′-Λ-bi-module such that Y is a
finitely generated, projective, right Λ′-module and the left action of Λ on Y is continuous
and commutes with the right action of Λ′. Furthermore we assume that the same holds
for YA′ := A′⊗Λ′ Y with Λ replaced by A and Λ′ replaced by A′. Then, assuming that the
canonical map
YA′ ⊗LA RΓ(K,D0) −→ RΓ(K,D0,′)
is an isomorphism, we have the canonical isomorphism
YA′ ⊗A SC(U, V, lcD0) −→ SC(U, V ′, lcD0,′)
and YA′ ⊗A – sends ζβ(U, T, lcD0) to ζβ′(U, T ′, lcD0,′) assuming that β′ is induced by the
original β.
7.2 Values of p-adic L-Functions
Now we define the evaluation of the p-adic L-function at certain homomorphisms:
Definition 7.2.1. Let L/Qp a finite extension, let n ≥ 1 and let ρ : A → Mn(L)
be a continuous ring homomorphism which factors through Am for m  0 such that
Ln⊗LA SC(U, V, lcD0) is acyclic, where Ln is regarded as row vectors and A acts on it from
the right via ρ.
For any object C ∈ Σ(U, V, lcD0), Ln⊗LAC becomes acyclic: the full subcategory
of P(A) which contains all objects which become acyclic after applying Ln⊗LA –, con-
tains SC(U, V, lcD0) and fulfils (i)-(iv) in [FK06, §1.3.1]. Hence, this category contains
Σ(U, V, lcD0) since this is the smallest category with these properties.
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Thus, Ln⊗LA – induces a homomorphism
K
(sh)




1 (A˜)→ K1(L˜)→ K1(Lˆur) = (Lˆur)×.
Here, Lˆur is the completion of the maximal unramified extension of L. We call the image
of ζβ(U, T, lcD0) in (Lˆur)× the value at ρ and denote it by ζβ(U, T, lcD0)(ρ).
We will now try to understand when the acyclicity condition from above is satisfied.
Lemma 7.2.2 ([FK06, Lem. 4.1.6]). Let L be a finite extension of Qp. Let ` be a prime
not equal to p, V be finite-dimensional vector space endowed with a continuous action of
Gal(Q¯`/Q`) and let the Frobenius polynomial of V be
PL,`(V, u) := detL(1− ϕ`u|V I`) ∈ L[u]
where ϕ` is the geometric Frobenius. Then the following conditions are equivalent:
(i) The polynomial PL,`(V, u) does not have a zero at u = 1.
(ii) H0(Q`, V ) vanishes.
(iii) The complex C•f (Q`, V ), defined in [FK06, p. 33], is acyclic.
Proof. For the equivalence of (i) and (ii) note that H0(Q`, V ) = (V I`)ϕ`=1. The equivalence
of (i) and (iii) is also clear after inspection of the definition of C•f (Q`, V ).
The following lemma is a generalisation of [FK06, Lem. 4.1.7], in a similar guise it can
also be found in [Pot13, Prop. 3.7].
Lemma 7.2.3. Let D be a deRham (ϕ,ΓQp)-module over L⊗B†rig,Qp (i.e. A = L) with L
a finite extension over Qp and let the Frobenius polynomial of D be
PL,p(D,u) := detL(1− ϕu|Dcrys(D))
(regarding Dcrys(D) see definition 5.6.1). Let F be a (ϕ,ΓQp)-direct summand of D such
that
DdR(F ) ∼= DdR(D)/D0dR(D).
Then (i) and (ii) are equivalent:
(i) The polynomials PL,p(D,u)PL,p(F, u)−1 and PL,p(FD, u) do not have a zero at u = 1.
126
7 p-adic L-Functions
(ii) H0(Qp, D/F ) = 0 and H0(Qp, FD) = 0.
Both imply
(iii) RΓ(Qp, F ) ∼←− RΓf (Qp, F ) ∼−→ RΓf (Qp, D) (regarding RΓf (Qp, –) see definition
5.6.3).
Proof. To show the equivalence of (i) and (ii) note that
PL,p(D,u)PL,p(F, u)−1 = PL,p(D/F, u)
as F is a direct summand of D and hence the corresponding Bcrys-sequence is split
exact. Furthermore, note that for (ϕ,ΓQp)-modules X we have H0(Qp, X) = (XΓ)ϕ=1 =
D+crys(X)ϕ=1. Additionally, we have D+crys(X) = Dcrys(X) if X fulfils DdR(X) = D0dR(X),
i.e. has only non-negative Hodge-Tate weights, which is true for D/F by assumption and
FD by duality (see [Nak13, p. 23, eq. (13)]).
We show the first arrow of (iii) and we essentially follow [Pot13, Prop. 3.7]: we have
equality of cohomology outside of degree 1 and 2. Let us look at degree 1:
dimLH1(Qp, F )
(1)= dimLH0(Qp, F ) + dimLH2(Qp, F ) + rkF
(2)= dimLH0(Qp, F ) + rkF
(3)= dimLH0(Qp, F ) + dimL DdR(F )− dimL D0dR(F )
(4)= dimLH1f (Qp, F )
where we used:
(1) the local Euler-Poincare´ characteristic formula [KPX14, Thm. 2.3.11(2)],
(2) Tate local duality H2(Qp, F ) ∼= H0(Qp, FD)∗ = 0, see [KPX14, Thm. 2.3.11(3)],
(3) F is deRham as D is deRham (and a direct summand) as well as D0dR(F ) = 0, and
(4) remark 5.6.5.
Calculation (2) also shows that the cohomology coincides in degree 2. Hence, the first
arrow is a quasi-isomorphism.
Regarding the second arrow, we get equality of the cohomology outside of degrees 0 and
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1. We get the commutative diagram
0 Dcrys(F ) Dcrys(D) Dcrys(D/F ) 0
0 Dcrys(F )⊕ tdR(F ) Dcrys(D)⊕ tdR(D) Dcrys(D/F )⊕ tdR(D/F ) 0
fF fD fD/F
where the kernel of fD/F is H0(Qp, D/F ) which vanishes. Hence, degree 0 is settled. It also
follows that H1(Qp, F )→ H1(Qp, D) is injective, so it suffices to compare the dimensions
of H1f (Qp, F ) and H1f (Qp, D): note that we assumed
tdR(F ) = DdR(F ) ∼= tdR(D).
The next lemma is a straightforward generalisation of [FK06, Lem. 4.1.8]:
Lemma 7.2.4. Let L be a finite extension of Qp, V be a finite-dimensional L-vector space
endowed with a continuous action of Gal(Q¯/Q) which is unramified at almost all primes,
and let F be a (ϕ,ΓQp)-module over L⊗B†rig,Qp which is a direct summand of D
†
rig(V ).
Assume that the following conditions (i)–(v) are satisfied:
(i) V is a deRham representation of Gal(Q¯p/Qp).
(ii) DdR(F ) ∼= DdR(V )/D0dR(V ).
(iii) H0(Q, V ), H1f (Q, V ), H0(Q, V D), H1f (Q, V D) all vanish.
(iv) For any prime ` 6= p that is not contained in U , PL,`(V, u) does not have a zero at
u = 1.
(v) The polynomials PL,p(V, u)PL,p(F, u)−1 and PL,p(FD, u) do not have a zero at u = 1.
Then:




Proof. By lemma 7.2.2 and condition (iv) it follows that Cf (Q`, V ) is acyclic for ` 6∈ U∪{p}.
Lemma 7.2.3 and conditions (i), (ii) and (v) show that RΓ(Qp, F ) ∼−→ RΓf (Qp, V ).
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Hence, the mapping fibre of the morphism




is quasi-isomorphic to the mapping fibre of
C•cts(U, V )⊕ C•f (Qp, V )→ C•cts(Qp, V )⊕
⊕
` 6∈U∪{p}
C•cts(Q`, V )/Cf (Q`, V )




C•cts(Q`, V )/Cf (Q`, V ),
in the derived category, which is just RΓf (Q, V ) (see [FK06, p. 33]). By (iii) it now follows
that RΓf (Q, V ) is acyclic (see [FK06, §2.4.3, eq. 2.6]).
Corollary 7.2.5. Let L be a finite extension of Qp, n ≥ 1 and let ρ : A → Mn(L) be a
continuous ring homomorphism which has an integral model which fulfils hypothesis 3.6.17
and in the case of A = A∞ factors through some Am for m <∞. Assume hypothesis 7.0.1.
Define a finite-dimensional L-vector space
Vρ := Ln⊗A V
endowed with a continuous action of Gal(Q¯/Q) and a (ϕ,ΓQp)-module
D0ρ := (L⊗B†rig,Qp)n⊗A ⊗̂B†rig,Qp D
0
over L⊗B†rig,Qp . Assume that D0ρ is a direct summand of D
†
rig(Vρ) via lcD0 . As before, ele-
ments of Ln are regarded as row vectors and A acts on from the right via ρ. Assume that the
pair (Vρ, D0ρ) satisfies condition (i)–(v) of the previous lemma. Then Ln⊗A SC(U, V, lcD0)
is acyclic.
Proof. Note that
Ln⊗LA RΓ(U, V )
(1)∼= RΓ(U, Vρ),






where (1) and (2) are due to theorem 3.6.20 and (3) is due to proposition 5.7.6. Hence, the
statement follows from lemma 7.2.4.
Remark 7.2.6. Assume that D0ρ is not a saturated subspace of D
†
rig(Vρ), e.g. t−kD0ρ is a
direct summand of D†rig(Vρ), but Ln⊗A SC(U, V, lcD0) might not be acyclic. However using
the ideas of the proof of proposition 5.7.8 one can create a canonical trivialisation of the
above complex. Hence, also in this case we can associate a value to the p-adic L-function.
We leave the details to the reader.
7.3 Review of the Theory of Mixed Motives with Coefficients
Since we cannot cover the too vast a topic of the philosophy and the desired properties of
motives we contend ourselves with a quick review of the theory of mixed motives following
[FPR94] and [Del79].
By a motive over a finite extension F over Q we mean its collection of realisations as
follows:
(i) The deRham realisation MdR which is a finite dimensional F -vector space endowed
with a descending Hodge filtration,
(ii) the Betti realisation MB,p for every p ∈ S∞(F ) which is a finite dimensional Q-vector
space together with an action of the absolute Galois group of Fp, and
(iii) the `-adic realisation M` which is a free Q`-vector space endowed with a continuous
action of the absolute Galois group of F .
Furthermore we require the existence of comparison isomorphisms and of the weight
filtrations as described in [FPR94, §2.1.1].
A motive over a finite extension F over Q with an action of a finite extension of K over
Q is a motive M over F as above together with a homomorphism
K → End(M).
7.4 Values of p-adic L-Functions at Motivic Points
Hypothesis 7.4.1. Let L and ρ be as in corollary 7.2.5. Assume that we have K-motive
M over Q with K a finite extension of Q, a homomorphism K → L and an isomorphism
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Vρ ∼= L⊗Qp⊗QKMp as representations of Gal(Q¯/Q) over L. Fix an embedding of K into
C. Also assume that lcD0 induces an isomorphism
lcD0(ρ) : DdR(D0ρ)
∼−→ DdR(Vρ)/D0dR(Vρ)
Definition 7.4.2. Let L, ρ, K and M be as above, and fix embeddings K → C and
L→ Q¯p. We assume that H0(Q,M), H1f (Q,M), H0(Q,MD), H1f (Q,MD) all vanish which
implies condition (iii) of lemma 7.2.4.
Fix a K-basis γ of M+B and a K-basis δ of tM . We define
Ω∞,γ,δ(M) ∈ C× and
Ωp,β,γ,δ(M, lcD0) ∈ (Lˆur)×.
First, let Ω∞,γ,δ(M) be the determinant of the period map C⊗KM+B ∼−→ C⊗K tM with
respect to γ and δ. This value has conjecturally a relation to L-values.




∼−→ dL DdR(D0ρ), (7.4.1)
dL DdR(D0ρ)
∼−→ L⊗K dK tM , (7.4.2)
dK tM ∼−→ dKM+B and (7.4.3)
βρ : L˜⊗K dKM+B ∼−→ L˜⊗L ∆L,2(D0ρ). (7.4.4)
The first isomorphism is defined in [Nak13, p. 38]. The second isomorphism comes from
DdR(D0ρ) ∼= DdR(Vρ)/D0dR(Vρ) which depends on lcD0 . The third isomorphism is induced
by γ and δ. The fourth isomorphism is induced by β.
Multiplying these four isomorphisms gives an automorphism, i.e. an an element of K1(L˜),
which we can map to an element of K1(Lˆur).
Note that changing γ and δ changes both periods, however the change is in a comple-
mentary way so that their “ratio” is constant.
Lemma 7.4.3. Let a ∈ A, then
Ωp,β,γ,δ(M,a · lcD0) = det ρ(a) · Ωp,β,γ,δ(M, lcD0)
if det ρ(a) 6= 0.
Proof. When going from lcD0 to a · lcD0 equation (7.4.2) picks up a ρ(a).
Our analogue of Fukaya-Kato’s main conjecture [FK06, Thm. 4.1.12] is the following
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Theorem 7.4.4. We assume that Λ, T and lcD0 fulfil 7.0.1 and that in our situation
Fukaya-Kato’s ζ-isomorphism conjecture [FK06, Conj. 2.3.2] and the -isomorphism con-
jecture 6.2.3 are valid.
Then the following holds:
(i) The boundary map
K
(sh)
1 (A,Σ(U, V, lcD0))×K1(A) K1(A˜)→ K(sh)0 (Σ(U, V, lcD0))
maps ζβ(U, T, lcD0) to [[SC(U, V, lcD0)]].
(ii) Let L, ρ, K and M be as in definition 7.4.2 and assume that (Vρ, D0ρ) satisfies the
conditions (ii)–(v) in lemma 7.2.4. Let h(r) = dimK grrMdR. Then LK(M, s) has


















Proof. Part (i) is clear, so we only have treat part (ii).
We have:
L˜⊗L 1L L˜⊗L dL (Ln⊗A SC(U, V, lcD0))−1 .
ζβ(U,T,lcD0 )ρ
Note that
ζβ(U, T, lcD0)(ρ) = βρ · (−1A,ξ(F ))ρ · ζA(V )ρ = βρ · L,ξ(D0ρ)−1L˜ · ζL(Vρ)L˜
because of the base change properties of  and ζ. Furthermore, note that the right hand
side of the isomorphism is acyclic by corollary 7.2.5 via this construction:
dL
(
Ln⊗LA SC(U, V, lcD0)






Ln⊗LA RΓcts(Q`, V )
)−1
7.2.5= dL RΓcts(U, Vρ)







7.2.4∼= dL RΓcts(U, Vρ)





dL RΓcts(Q`, Vρ)/dL RΓf (Q`, Vρ)
)−1
def= dL RΓf (U, Vρ)
= 1L.
The isomorphism indicates that we introduced the acyclic complexes RΓf (Q`, Vρ),
i.e. effectively changing the isomorphism by PL,`(Vρ, 1)±1. Additionally, we used the
quasi-isomorphisms of lemma 7.2.3(iii) and an analysis of its construction yields the
following: fD/D0ρ with D = D
†
rig,Qp(Vρ) is an isomorphism which creates the second quasi-
isomorphism of lemma 7.2.3(iii), hence introduces the factor {PL,p(Vρ, u)PL,p(D0ρ, u)−1}u=1
as D0dR(D/D0ρ) = 0. The first quasi-isomorphism of lemma 7.2.3(iii) can be under-
stood as the acyclicity of RΓf (Qp, (D0ρ)D), hence introduces the factor PL,p((D0ρ)D, 1) as
D0dR((D0ρ)D) = 0.
Corollary 7.4.5. Let a ∈ A and ρ(a) 6= 0, then
ζβ(U, T, a · lcD0)(ρ) = det ρ(a) · ζβ(U, T, lcD0)(ρ).
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Hypothesis 8.0.1. Let F be a finite Galois extension over Q, M a motive over F with an
action of a finite extension of K over Q, a place λ of K over p and a Galois extension F∞
of F with Galois group G. We assume that G is a compact p-adic Lie group, in particular
G satisfies (**) of [FK06, §1.4.2], and that only finitely many primes of F ramify in F∞.
The motive has to also satisfy the following conditions:
(C1) Let τM be the Weil restriction of M , i.e. τM is a K-motive over Q. Assume either
a) or b) of the following:
a) The period map gives an isomorphism
R⊗Q(τM)B ∼−→ C⊗Q tτM .
b) F∞ is totally real and the period map gives an isomorphism
R⊗Q(τM)+B ∼−→ R⊗Q tτM .
(C2) Let Mλ = Kλ⊗K⊗Q QpMp be the λ-adic realisation of M , which is a finite-dimensional
Kλ-vector space endowed with a continuous action of Gal(F¯ /F ). Then, for each place
ν of F lying over p, there exists a (ϕ,ΓFν )-direct summand D0λ(ν) over Kλ⊗B†rig,Fν
of D†rig,Fν (Mλ) such that
DdR,Fν (D0λ(ν)) ∼= tdR,ν(Mλ) := DdR,Fν (Mλ)/D0dR,Fν (Mλ).
Remark 8.0.2. The condition (C2) is a (ϕ,Γ)-analogue of the Dabrowski-Panchishkin
condition which first appeared to our knowledge in [Pot13, Prop. 3.7].
Example 8.0.3. Let f ∈ Sk(Γ1(M), ε) be a normalised elliptic modular cuspidal new
eigenform with k ≥ 2. By the work of Deligne and Scholl we can attach to f a motive Mf
and we consider the motive Mf (1) which satisfies (C1). Assume that f has good reduction
134
8 p-adic L-Functions of Motives
at p and that the associated p-adic representation Vpf has the Frobenius polynomial
X2 − apX + ε(p)pk−1.
Furthermore we require that the Frobenius action is semi-simple, that Vpf is indecom-
posable and that the two roots α1 and α2 of the Frobenius polynomial are distinct and
in K. Hence, the theory described in [Pot12, §5] applies and the two (rank one) ϕ-
eigenspaces of Dcrys(Kλ⊗Vpf)(1) correspond to the two rank one subspaces Dα1 and Dα2
of D†rig,Qp(Kλ⊗Vpf) which both satisfy (C2) (see also [Pot13, §3.1]).
8.1 p-adic L-Functions of Motives
Definition 8.1.1. Let Oλ be the ring of integers of Kλ, define
Λ = Oλ[[G]]
and let A be some An in the notation of §3.5.





where we equip the tensor product with the diagonal Galois action. The Galois action of
σ ∈ Gal(F¯ /F ) on x ∈ Λ# is defined to be xσ¯−1, where here σ¯ denotes the canonical image
of σ in G ⊂ Λ. We regard Λ# as a (left) Λ-module via the natural left action of Λ on Λ#.














which is a A ⊗̂B†rig,Qp-module.
Proposition 8.1.2. The quadruple (Λ, A, T#, D0,#) fulfils hypothesis 7.0.1 assuming that
there exists a primitive determinant ∆A(D0,#). Moreover D0,# is even a (ϕ,ΓQp)-direct
summand of D†rig(V #).
Proof. We just have to check 7.0.1(iii) and the direct summand claim which we verify in
the following lemmas.
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Proof. Due to the double coset formula (see [NSW08, Prop. 1.5.11]) we have that the
restriction of the Gal(Q¯/Q)-representation V # to Gal(Q¯p/Qp) fulfils:
ResQpQ V













since the set of right cosets Gal(Fν/Qp)\Gal(F/Q) for a prime ν|p of F are in bijection
with the set of completions of F over p.
By lemma 5.5.1 we find
D†rig,Qp(V
#

















) ∼= D†rig,Fν (Mλ⊗Kλ A)⊗A ⊗̂B†rig,Fν D†rig,Fν (A#)
∼=
(






where the isomorphisms hold due to lemmas 5.5.3 and 5.5.2. The statement follows.
Lemma 8.1.4. RΓ(Qp, D0,#) is perfect which verifies 7.0.1(iii)b).
Proof. By an analogous argument to [Pot12, Prop. 2.5(2)] (i.e. [Liu08, Thm. 4.7,Rem.
4.6], see also [KPX14, Thm. 2.3.11]) the (ϕ,ΓFν )-module D0λ(ν) over Kλ⊗B†rig,Fν can be
decomposed by means of short exact sequences into e´tale modules D†rig,Fν (V ), for V a
Gal(F ν/Fν)-representation over Kλ, and twists (Kλ ⊗̂B†rig,Fν )t±1 (see remark 5.2.10).
Since (ϕ,ΓFν )-modules are projective, these short exact sequences split, hence






can be decomposed into e´tale modules
(A ⊗̂B†rig,Fν ⊗Kλ⊗B†rig,Fν D
†








for V as above, and twists






#) ∼= D†rig,Fν (A#)t±1.
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The statement now follows by observing that both possible ingredients have perfect
cohomology by theorem 3.6.15, theorem 5.8.3 and corollary 5.7.9. Furthermore, induction
leaves the cohomology groups untouched, see lemma 5.7.4.
Regarding 7.0.1(iii)c) we have:
Lemma 8.1.5. The class of V #,+ in K(sh)0 (A) and the class of D0,# in K
(sh)
0 (A ⊗̂B†rig,Qp)
both correspond to the free object of rank r := dimK(τM)+B.
Proof. The proof of [FK06, Lem. 4.2.8] implies that the class of dA V #,+ in K(sh)0 (A)















Due to conjecture 6.1.6(vii), D†rig,Fν (A
#) is isomorphic to A ⊗̂B†rig,Fν . In particular there
exists an abstract isomorphism
D0,#






of A ⊗̂B†rig,Qp-modules. Since Kλ⊗B
†
rig,Qp is a Be´zout domain (see remark 5.2.4), we
deduce that D0,# is free.
Furthermore, because D0λ(ν) is deRham and fulfils the Panchishkin-Dabrowski condition
(C2) we see that every summand contributes
[Fν : Qp] rkD0λ(ν) = [Fν : Qp] rk tdR,ν(Mλ)
to the rank of D0,#. Hence, D0,# also has rank r.
Remark 8.1.6. This implies by conjecture 6.1.6(vi) that ∆A(D0,#) and dA V #,+ are equal
in K0(A).
Definition 8.1.7. Fix a non-empty open set U ⊆ SpecZ[1/p] such that F/Q, F∞/F and
M are unramified over U .
We set
SC(U,M,D0λ(ν), F∞/F ) := SC(U, V #, D0,#)
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and for an isomorphism
β : A˜⊗A dA V #,+ ∼−→ A˜⊗A ∆A,2(D0,#)
we define
ζβ(U,M,D0λ(ν), F∞/F ) := ζβ(U, T#, D0,#).
8.2 p-adic L-Functions of Motives Independent of U
We would like to define the Selmer complex SC(M,D0λ(ν), F∞/F ) and the p-adic L-function
ζβ(M,D0λ(ν), F∞/F ) which are independent of U .
Definition 8.2.1. For ` 6= p we define a subcomplex C•f (Q`, V ) of C•cts(Q`, V ) as follows:
it is 0 in degrees 6= 0, 1, it is C0(Q`, V ) in degree 0 and it is the kernel of C1cts(Q`, V )∂=0 →
H1cts(Qur` , V ) in degree 1.
Definition 8.2.2. Let SC(V,D0) be the mapping fibre of
C•cts(U, V )⊕ C•(Qp, D0)⊕
⊕
`6∈U∪{p}




with the obvious inclusion C•f (Q`, V )→ C•cts(Q`, V ) in the case ` 6= p.
Definition 8.2.3. For each finite place ν of F not lying over p, we define C•f (ν), a sub-
complex of C•cts(Fν ,Mλ⊗Kλ A#): it is 0 in degrees 6= 0, 1, degree 0 is C0cts(Fν ,Mλ⊗Kλ A#)
and degree 1 is the kernel of C1cts(Fν ,Mλ⊗Kλ A#)∂=0 → H1cts(F urν ,Mλ⊗Kλ A#).
Lemma 8.2.4. We have a distinguished triangle
SC(U, V #, D0,#) SC(V #, D0,#) ⊕ν C•f (ν)
where ν ranges over all finite places of F not lying over U ∪ {p}.




C•cts(Fν ,Mλ⊗Kλ A#) and














as seen in the proof of lemma 8.1.3. Additionally, one has to use Shapiro’s lemma.
Definition 8.2.5. We set
SC(M,D0λ(ν), F∞/F ) := SC(V #, D0,#).
Remark 8.2.6. In the derived category, we have canonical isomorphisms
C•f (ν) ∼= C•cts
(
Gal(F urν /Fν), (Mλ⊗Kλ A#)Iν
) ∼= [(Mλ⊗Kλ A#)Iν 1−ϕν−→ (Mλ⊗Kλ A#)Iν] .
Definition 8.2.7. Let Υ be the subset of the finite places of F not over p with infinite
ramification index in F∞/F .
The following proposition can be understood as the base change of [FK06, Prop. 4.2.13]
along the map Λ→ A except maybe the last statement, which however still has the same
proof.
Proposition 8.2.8. Let ν be a finite place of F not over p. Then:
(i) The set Υ is empty if G has a commutative open subgroup.
(ii) (Mλ⊗Kλ A#)Iν is projective and finitely generated.
(iii) If ν ∈ Υ, (Mλ⊗Kλ A#)Iν vanishes.
(iv) Assume ν 6∈ Υ. Let A′ be another Banach algebra which fulfils hypothesis 7.0.1(i) and
let Y be a finitely generated projective A′-module endowed with a continuous right
action of A which commutes with the action of A′. Then there is the isomorphism
Y ⊗LA(Mλ⊗Kλ A#)Iν ∼−→ (Mλ⊗Kλ Y #)Iν .
Proof. As already noted, we just have to prove (iv). By (ii) we can work on the level of
complexes and just consider the normal tensor product. Then
Y ⊗A(Mλ⊗Kλ A#)Iν = Y ⊗A(MJνλ ⊗Kλ A#)Iν/Jν
(?)=
(
Y ⊗A(MJνλ ⊗Kλ A#)
)Iν/Jν
= (MJνλ ⊗Kλ Y #)Iν/Jν = (Mλ⊗Kλ Y #)Iν
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where (?) holds because Iν/Jν is finite (see the proof of [FK06, Prop. 4.2.13(2)]).
Proposition 8.2.9. (i) The complex SC(M,D0λ(ν), F∞/F ) is perfect.
(ii) [SC(M,D0λ(ν), F∞/F )] = 0 in K
(sh)
0 (A).
Proof. The distinguished triangle in lemma 8.2.4 shows that SC(M,D0λ(ν), F∞/F ) is
perfect. Additionally remark 8.2.6 and corollary 7.1.3 show (ii).
Definition 8.2.10. Let Σ(M,D0λ(ν), F∞/F ) be the smallest subcategory which fulfils
[FK06, §1.3.1] and contains all objects of P(A) which are quasi-isomorphic to the complex
SC(M,D0λ(ν), F∞/F ).
We define
ζ(ν, F∞/F ) = ζ(ν,M,F∞/F ) : 1A ∼−→ dAC•f (ν)−1
obtained by the obvious trivialisation of C•f (ν) (see remark 8.2.6).
The distinguished triangle from lemma 8.2.4 implies the canonical isomorphism











is an element of





We denote the class of ζβ(M,D0λ(ν), F∞/F ) in K
(sh)





1 (A˜) with the same symbol.
8.3 Values of p-adic L-Functions of Motives at Twisted Artin
Characters
Definition 8.3.1. Let V be a vector space over a finite extension L of Qp endowed with
a continuous action of Gal(F¯ν/Fν) for ν not dividing p. Then we define the Frobenius
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polynomial of V to be




where ϕν is the geometric Frobenius. For ν|p and a (ϕ,ΓFν )-module D over L⊗B†rig,Fν we
define the Frobenius polynomial of D to be
PL,ν(D,u) := detL⊗Nν (1− ϕνu|Dcrys,Fν (D))
where Nν is the maximal unramified extension in Fν/Qp and ϕν = ϕf with f = [κ(ν) : Fp].
Remark 8.3.2. We think there is a typo in Fukaya-Kato’s definition [FK06, §4.2.19], the
determinant has to be taken over L⊗Nν .
Lemma 8.3.3. The rules regarding induction are:




PL,`(IndQ`Fν V, u) = PL,ν(V, u
f )
PL,p(IndQ`Fν D,u) = PL,ν(D,u
f ).







(–) as in lemma 8.1.3
and [Neu99, Prop. VII.10.4(iv)] implies the second equality with f = [κ(ν) : F`].







)ΓQp ∼= D[1/t]ΓFν = Dcrys,Fν (D)
by Shapiro’s lemma with the same ϕ-action. Let Nν be the maximal unramified sub-
extension of Fν/Qp, in particular the degree [Nν : Qp] is f = [κ(ν) : Fp]. Hence the desired
statement follows by the proof of [Neu99, Prop. VII.10.4(iv)] which shows
detL (1− ϕu|Dcrys,Fν (D)) = detL⊗Nν
(
1− ϕfuf |Dcrys,Fν (D)
)
.
Hypothesis 8.3.4. Let (M,F∞/F, (D0λ(ν))ν) fulfil hypothesis 8.0.1. For j ∈ Z assume
one of the following is fulfilled:
(i) j = 0.
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(ii) We are in the situation a) of condition (C1), F∞ contains Q(ζp∞) and M jdR = M0dR.
(iii) We are in the situation b) of condition (C1), F∞ contains Q(ζp∞)+, j is even and
M jdR = M0dR.
Lemma 8.3.5. Assuming hypothesis 8.3.4, the triple (M(j), F∞/F, (D0λ(ν)(j))ν) also fulfils
hypothesis 8.0.1.
Proof. The condition on the deRham realisation ensures the invariance of the tangent
spaces under the twist. Hence (C2) is still true for the new triple. In the cases (i) and (ii)
condition (C1) remains true. In case (iii) the parity of j ensures that the twist leaves the
real part of the Betti realisation unchanged, hence (C1) always follows.
Proposition 8.3.6. Let j be as in hypothesis 8.3.4. Let χ−j : G → Z×p be the homo-
morphism induced by Gal(Q¯/Q) → Z×p : σ 7→ χ(σ)−j which is the (−j)-th power of the
cyclotomic character.
Let K ′ be a finite extension of K, ρ : G→ GLn(K ′) be a homomorphism which factors
through Gal(Fm/F ) for some m, [ρ∗] be the associated Artin K ′-motive over F and let
M(ρ∗) be the K ′-motive [ρ∗]⊗KM over F . Fix a place λ′ of K ′ lying over λ and let
L = (K ′)λ′.
We assume that the map
ρχ−j : Λ→ GLn(K ′)
factors through an Am with m <∞. Note that ρχ−j factors automatically through Am for
m 0.
Furthermore, let
V = M(ρ∗)(j)λ′ = [ρ∗]λ′ ⊗KλMλ(j),
τ(V ) = IndQF V.
Assume the following:
(i) H0(Q, τ(V )), H1f (Q, τ(V )), H0(Q, τ(V )∗(1)), H1f (Q, τ(V )∗(1)) all vanish.
(ii) PL,ν(V, 1) 6= 1 if ν ∈ Υ in case 1, respectively for all finite places ν of F not lying
over U or p in case 2.
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(iii) For any place ν of F lying over p, let




Then PL,ν(V, u)PL,ν(D0(ν), u)−1 and PL,ν(D0(ν)D, u) do not have a zero at u = 1.
Then Ln⊗LA SC(M,D0λ(ν), F∞/F ) (case 1) and Ln⊗LA SC(U,M,D0λ(ν), F∞/F ) (case 2)
are acyclic where A acts on Ln from the right via ρχ−j (see definition 7.2.1).
Proof. We have
Vρχ−j












































because D†rig commutes with base change (see theorem 5.5.2).
Hence, case 2 follows from corollary 7.2.5 when we use lemma 8.3.3 to relate the Frobenius
polynomials. A similar computation shows that one does not need PL,ν(V, 1) 6= 1 unless
ν ∈ Υ in case 1.
Theorem 8.3.7. We again assume the validity of the ζ- and -isomorphism conjectures
as in theorem 7.4.4.
(i) Analogously to theorem 7.4.4, under the corresponding boundary map, the ele-
ment ζβ(U,M,D0λ(ν), F∞/F ) maps to the class of SC(U,M,D0λ(ν), F∞/F ) and
ζβ(M,D0λ(ν), F∞/F ) maps to the class of SC(M,D0λ(ν), F∞/F ).
(ii) Make assumptions as in proposition 8.3.6: then LK′(M(ρ∗), s) = LK′(τ(M(ρ∗)), s)
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Proof. This is just theorem 7.4.4 and observing the identities found in lemma 8.3.3.
8.4 Refined Formula for Values of p-adic L-Functions of Motives
over Q at Twisted Artin Characters
Assume that F = Q and that we are in case 8.0.1(C1)b) (resp. a)). Furthermore we assume
that all the ϕ-eigenvalues of Dcrys(D0λ(p)) are contained in Kλ, this implies that D0λ(p) is
triangulable (see [Ber11, Thm. 3.3.4/p.6]). As in [FK06, §4.2.24] let γ+ be a K-basis of
M+B (resp. γ− a K-basis of M
−
B ) and let δ be a K-basis of tM . These bases can be used to
define periods
Ω(γ+, δ) ∈ C× (resp. Ω(γ−, δ) ∈ C×)
for a fixed embedding K → C, see [FK06, §4.2.24(1)].
Fukaya-Kato also define an isomorphism dAAr ∼= dA V #,+ using γ+ (resp. γ). We would
now like to define an isomorphism
A˜⊗A dAAr ∼−→ A˜⊗A ∆A,2(D0,#).
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Note that
A˜⊗A ∆A,2(D0,#) = A˜⊗A ∆A,2
(

















where the first isomorphism is due to conjecture 6.1.6 parts (viii) and (vii) and second
isomorphism is according to part (i).
Now we use
∆Kλ,2(D0λ(p))
θdR,L,ξ(D0λ(p))−−−−−−−−−→ dKλ DdR(D0λ(p)) ∼−→ dKλ(Kλ⊗ tM ) ∼−→ dKλ(Krλ)
where the first isomorphism is defined in [Nak13, p. 38] and the last one is induced by δ.
Hence by base change we can now define our isomorphism A˜⊗A dAAr ∼= A˜⊗A ∆A,2(D0,#).
Composing Fukaya-Kato’s isomorphism and our isomorphism yields the isomorphism
βγ,δ : A˜⊗A dA V #,+ ∼−→ A˜⊗A dAAr ∼−→ A˜⊗A ∆A,2(D0,#).
The above construction allows us to deduce:
Theorem 8.4.1. We again assume the validity of the ζ- and -isomorphism conjectures
as in theorem 7.4.4.
Assume the setting of proposition 8.3.6. Additionally assume F = Q and β = βγ,δ as
above. Then the value of ζβ(M,D0λ(ν), F∞/F ) at ρχ−j is{
LK′(M(ρ∗), j)
(2pii)nj rkK tM · Ω(γ+, δ)d(ρ,j,+) · Ω(γ−, δ)d(ρ,j,−)
}
















and the value of ζβ(U,M,D0λ(ν), F∞/F ) at ρχ−j is{
LK′(M(ρ∗), j)
(2pii)nj rkK tM · Ω(γ+, δ)d(ρ,j,+) · Ω(γ−, δ)d(ρ,j,−)
}
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(i) d(ρ, j,+) (resp. d(ρ, j,−)) denotes the K ′-dimension of the part of the Betti realisation
[ρ] on which complex conjugation acts as multiplication by (−1)j (respectively (−1)j−1)
(in the case 8.0.1(C1)b), Ω(γ−, δ)d(ρ,j,−) is defined to be 1),
(ii) (ρ∗, ξ) is the -constant associated to ρ∗ in the sense of [FK06, §3.2.2],
(iii) ν = detKλ(ϕ|Dcrys(D0λ(p))),
(iv) d = dimK tM , and
(v) fp(ρ) is the p-adic order of the Artin conductor of ρ.
Proof. Verbatim copy of the proof of [FK06, Thm. 4.2.26(1)].
We now specialise the previous formula to the case of modular forms:
Example 8.4.2. Assume we are in the situation of example 8.0.3, for F∞ = Qp(µp∞).





















LK′(Vpf(ρ∗), j + 1)
(2pii)j · Ω(γ±, δ)
}
where (ρ∗, ξ) is a Gauß sum associated with ρ∗ with respect to ξ as defined in [FK06,
3.2.2(7)]1 and the sign is determined by (−1)jρ(−1).
Proof. These j fulfil 8.3.4(ii). We have n = 1, rkK tM = 1, d = 1, Υ = ∅, h(j − r) = 1 if
and only if j + 1− r = 0, k− 1 and ν = p−1 · αi. The action of the complex conjugation on
the Betti realisation is given by ρ(−1), hence the sign formula follows from the definition











= 1− ρ(p) · p−j · p−1 · α3−i
= 1− ρ(p) · p
−j−1 · ε(p) · pk−1
αi
= 1− ρ(p) · ε(p) · p
k−j−2
αi
1Note that the defintion is not the standard Gauß sum definition, see also [LVZ15, footnote 1, p.4] for a
small correction.
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since α1 · α2 = ε(p) · pk−1 and
PL,p(D0αi(p)






9 p-adic L-Functions of Motives over the
Cyclotomic Extension
Hypothesis 9.0.1. We still assume hypothesis 8.0.1 in this section. Additionally we
require that the field F∞ is a finite extension of the cyclotomic Zp-extension of F and that
the abelian Galois group G can be decomposed as Zp ×∆, where ∆ is a finite group.
Then Λ(G) can written as Λ(Zp)⊗Λ(∆). Recall that χ is the cyclotomic character and
let γ be a topological generator of Zp.
9.1 The Algebra A∞(Zp)
The algebra A∞(Zp) was studied by Lazard (see [Laz62]) and he proved the following
properties.
Theorem 9.1.1 ([Laz62, (7.3)]). The algebra A∞(Zp) is a Be´zout domain.
Furthermore we have the following relationship between divisibility and zero behaviour:
Lemma 9.1.2 ([Laz62, (4.7)]). For f, g ∈ A∞(Zp) the following holds:
f |g ⇔ (f) ≤ (g),
where (h) is the principal divisor of h ∈ A∞(Zp) (see [Laz62, (4.6)]).
The above choice of γ enables us to identify A∞(Zp) with a subset of power series in
Cp[[X]] which converge on the open unit disc.
Definition 9.1.3. For power series f(X), g(X) ∈ Cp[[X]] which converge on the open unit
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and we say f(X) = O(g(X)) (resp. f(X) = o(g(X))) if
|f(X)|r = O(|g(X)|r) for r → 1−
(resp. |f(X)|r = o(|g(X)|r) for r → 1−).
Furthermore we denote the property f(X) = O(g(X)) and g(X) = O(f(X)) by f(X) ∼
g(X).
We now define special elements in A∞(Zp).
Definition 9.1.4. For q ≥ 0 let µpq be the set of primitive pq-th roots of unity in Q¯p and
let µp∞ =
⋃
µpq be the group of p-power roots of unity in Q¯p.
Definition 9.1.5. We fix once and for all ϕ(pq)-th roots of p (q ≥ 1) which we denote by
ϕ(pq)
√
p, where ϕ is Euler’s totient function.
Lemma 9.1.6. Assume that S is a subset of {j1, . . . , j2} × (µp∞ \ {1}) for j1, j2 ∈ Z such
that for all j and almost all q ≥ 1 the set S∩{j}×µpq is either empty or equal to {j}×µpq .









where q(ζ) is chosen such that ζ ∈ µpq(ζ).
Then the product converges to an element in A∞(Zp) where we used as K the finite
extension Qp(µpq(S) , ϕ(p
q(S))
√
p) of Qp. The zeroes are precisely of the form χ(γ)j · ζ for
(j, ζ) ∈ S and all these zeroes are simple.
Proof. The statement follows from the proof of [Pol03, Lem. 4.1] when we notice that
∏
ζ∈µpq







since #µpq = ϕ(pq) where Φpq(X) is the pq-th cyclotomic polynomial.
Remark 9.1.7. We say that a character ρ of Zp corresponds to an element in S if ρ = χj · ρζ
for (j, ζ) ∈ S, where ρζ is the character of Zp which sends γ to ζ. We might also write ρ
‘in’ S.
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Definition 9.1.8. We define the p-adic logarithm to be
logp := (γ − 1) · logp,{0}×(µp∞\{1}) .
Remark 9.1.9. Note that logp ∼ logp,{0}×(µp∞\{1}).
Lemma 9.1.10. Let S be given by congruence conditions, i.e. for j ∈ {j1, . . . , j2} we are




j1 ≤ j ≤ j2,
qmod cj ∈ Cj ,
ζ ∈ µpq
 .
Let d(S) := ∑j #CJ/mj be the natural density of S. Then
logp,S ∼ (logp,{0}×(µp∞\{1}))d(S) ∼ (logp)d(S).
Proof. For p−
1
pN−1(p−1) ≤ r ≤ p−
1
p(N+1)−1(p−1) we have




























Since S is given by congruence conditions, the difference ∑qmod cj∈Cj ,q≤N+1 1−d(S)·(N+1)
is bounded, hence the first factor is bounded by positive constants from above and from
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where the cj are the lifts of elements in Cj such that 0 ≤ cj < mj . Therefore the exponent





pcj · (pmj(b(N+1−cj)/mjc+1) − 1)− d(S) · (j2 − j1 + 1) · (pN+2 − 1).




p(N+1)−1(p−1) ]. Hence the
second factor can also be bounded from above and from below by positive constants.
Remark 9.1.11. Changing S by finitely many elements does not affect the growth behaviour
since the extra factors are bounded (see [Spr12, Ex. 4.2]).
Lemma 9.1.12. The greatest common divisor of logp,S1 and logp,S2 is logp,S1∩S2.
Proof. It is clear that logp,S1∩S2 | logp,Si by lemma 9.1.2.
Assume that f | logp,Si for both i, then the principal divisors fulfil (f) ≤ (logp,Si). Hence
(f) ≤ (logp,S1∩S2), i.e. f | logp,S1∩S2 .
9.2 Associated Power Series
Remark 9.2.1. We will also use the modified p-adic L-function ζβ(M,D0λ(ν), a, F∞/F )
where the local condition morphism lcD0 is multiplied with a ∈ A∞(G). Fix such an a for
this section. We obviously have ζβ(M,D0λ(ν), F∞/F ) = ζβ(M,D0λ(ν), 1, F∞/F ).





is an isomorphism of An(Zp)-modules.
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Definition 9.2.3. Let ι be the involution σ → σ−1 for σ ∈ G which extends to an
involution ι of A∞.
Definition 9.2.4. For ζ ∈ µp∞ we let ρζ be the character of Zp which sends γ to ζ.
Remark 9.2.5. The character ρζ as above has conductor pq+1 if ζ ∈ µpq .
Hypothesis 9.2.6. Assume that j1, . . . , j2 fulfil 8.3.4(ii). Furthermore we require that





−j2 ≤ j ≤ −j1,
ζ ∈ µp∞ \ {1},
δˆρζχ
j fulfils the assumptions of case 2 in prop. 8.3.6,
a(δˆρζχj) 6= 0





:= An(Zp)/(logp,SδˆM,a) for n ≤ ∞,
SC(M,D0λ(ν), a, F∞/F )log,SδˆM,a
:= A∞,log,SδˆM,a ⊗A∞(G) SC(M,D
0
λ(ν), a, F∞/F ) and
ζβ(M,D0λ(ν), a, F∞/F )log,SδˆM,a
:= A∞,log,SδˆM,a ⊗A∞(G) ζβ(M,D
0
λ(ν), a, F∞/F )
where the map A∞(G)→ A∞(Zp) is induced by δˆ ∈ ∆ˆ.
Remark 9.2.8. Sometimes we will drop (M,D0λ(ν), a, F∞/F ) to shorten the notation, i.e.
we will write ζlog,SδˆM,a instead of ζβ(M,D
0
λ(ν), a, F∞/F )log,SδˆM,a .
Proposition 9.2.9. The complex SC(M,D0λ(ν), a, F∞/F )log,SδˆM,a is locally, i.e. over
A
n,log,SδˆM,a
for every n <∞, acyclic.
Proof. We first note that A
n,log,SδˆM,a
is a (commutative) affinoid, i.e. the quotient by a
maximal ideal m is a finite field extension Km of Qp hence a maximal ideal corresponds to
a map
ρ : Zp → Km
which fulfils ρ(a + b) = ρ(a) · ρ(b) and ρ(0) = 1. Hence ρ(γ) cannot be zero, where γ
as before is a topological generator of Zp. Thus ρ(γ) is invertible, i.e. ρ : Zp → K×m is
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a character, and ρ(γ) has to be a zero of log
p,SδˆM,a
otherwise ρ does not factor through
A
n,log,SδˆM,a
. Hence, ρ corresponds to an element in S δˆM,a (see lemma 9.1.6).
Since these characters fulfil the assumptions of case 2 in proposition 8.3.6 by definition,








SC(M,D0λ(ν), a, F∞/F )log,SδˆM,a





SC(M,D0λ(ν), a, F∞/F )log,SδˆM,a
is acyclic.
Definition 9.2.10. Since SC(M,D0λ(ν), a, F∞/F )log,SδˆM,a is locally acyclic, there is the
following canonical map
A∞,log,SδˆM,a
⊗A∞ Ksh1 (A∞,Σ(U,M,D0λ(ν), a, F∞/F ))→ lim←−K1(An,log,SδˆM,a).
Hence consider the following maps
lim←−K1(An,log,SδˆM,a)×




∼= A˜×∞,log,SδˆM,a ⊂ A˜∞,log,SδˆM,a
ζβ(M,D0λ(ν), a, F∞/F )log,SδˆM,a 7−→ ζ
′
log,SδˆM,a
Set Sa,b := {a, . . . , b} × (µp∞ \ {1}). Then logp,S−j2,−j1\SδˆM,a is coprime to logp,SδˆM,a by









, 0) ζ δˆβ(M,D0λ(ν), a, F∞/F )log.
∼
Define
ζβ(M,D0λ(ν), a, F∞/F )log := ι
(
(ζ δˆβ(M,D0λ(ν), a, F∞/F )log)δˆ
)
∈ A∞(G)/(logp,Sj1,j2 )
using remark 9.2.2 and the involution ι defined in 9.2.3.
153
9 p-adic L-Functions of Motives over the Cyclotomic Extension
Lemma 9.2.11. Assume that f ∈ A∞ has the same values as ζβ(M,D0λ(ν), a, F∞/F )log
at the characters δˆρχj, where δˆ ∈ ∆ˆ, ρ is a finite order character and j1 ≤ j ≤ j2.
In other words, if ρ∗χ−j corresponds to an element in S δˆ−1M,a, then its value should be
given by theorem 8.3.7, otherwise we require the evaluation to be 0. Then f is a lift of
ζβ(M,D0λ(ν), a, F∞/F )log.
Proof. Let g ∈ A∞ be a lift of ζβ(M,D0λ(ν), a, F∞/F )log. By assumption f − g has zeroes
at all characters corresponding to elements in Sj1,j2 . Hence f − g is divisible by logp,Sj1,j2
(see lemmas 9.1.2 and 9.1.6).
A slight generalisation of [Spr12, Lem. 6.11]:
Lemma 9.2.12. There can be at most one lift f ∈ A∞ of ζβ(M,D0λ(ν), a, F∞/F )log with
the property f = O(loghp) such that h < j2 − j1 + 1.
Proof. Assume that there are two distinct functions f and g with these properties. We
have that f − g 6= 0 has zeroes at the characters corresponding to Sj1,j2 , hence f − g is
divisible by logp,Sj1,j2 . We conclude
logp,Sj1,j2 = O(f − g) ⊆ O(log
h
p)
which contradicts logp,Sj1,j2 ∼ log
j2−j1+1
p (see the discussion leading up to [Pol03, Prop.
2.11]).
Definition 9.2.13. The unique lift (if it exists) as in the last lemma we will call the least
logp-growth lift of ζβ(M,D0λ(ν), a, F∞/F ) and will be denoted by ζβ(M,D0λ(ν), a, F∞/F )∞.
In the special situation of modular forms one should suspect that the above theory
connects to known results and indeed the unique least logp-growth lift is just the Mazur-
Tate-Teitelbaum p-adic L-function:
Example 9.2.14. Assume the situation of example 8.0.3, i.e. that our motive comes
from a modular form f . We think of Q(f) and Q(α), where α is a root of the Frobenius
polynomial, as fields embedded in Q¯. Also fix embeddings Q¯ ↪→ C and Q¯ ↪→ Q¯p. Set
K := Q(f, α, µp−1).
Since we want to compare two constructions we have to fix the free parameters
in both constructions. In Mazur-Tate-Teitelbaum’s p-adic L-function we set the pe-
riods Ω±f to be ±Ω(γ±, δ), where Ω(γ±, δ) was defined in section 8.4. Furthermore,
ζβ(Mf (1), Dα,Qp(µp∞)/Qp) depends on the choice of a basis of Zp(1). We let ξ be the
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compatible system of unit roots (exp(−2pii/n))n, considered as a system in Q¯p via the
above embeddings. Note that due to our choices the Gauß sum (ρ, ξ−1) of a character ρ
of Gal(Qp(µp∞)/Qp) considered as an element of C via the above embeddings coincides
with the usual definition of the Gauß sum τ(ρ∗) of the character ρ∗ (see [FK06, 3.2.2(7)]).
In particular we see
(ρ, ξ) = (ρ∗, ξ−1) = τ(ρ) = ρ(−1)τ(ρ∗).
Then Mazur-Tate-Teitelbaum construct the p-adic L-function LMTTp (f, α) ∈ A∞ associ-
ated to f in [MTT86, §13] where A∞ was formed using Kλ (see [Pol03, Def. 2.9]).
We now relate the values of the two p-adic L-functions:








































LK′(Vpf(ρ), j + 1)
(−1)j2pii · (−1)jρ(−1)Ω(γ±, δ)
}
= ζβ(Mf (1), Dα,Qp(µp∞)/Qp)(ρ∗χ−j)
where the first equality follows from [Pol03, Prop. 2.11], the second equality follows from
the above choices and the last one is the content of example 8.4.2.
The above calculation shows that LMTTp (f, α) is a lift of ζβ(M,D0λ(ν), a, F∞/F )log due
to the involution ι used in definition 9.2.10.
Furthermore, 0 ≤ j ≤ k − 2 fulfil 8.3.4(ii), i.e. j1 = 0 and j2 = k − 2. The Mazur-
Tate-Teitelbaum p-adic L-function LMTTp (f, α) is contained in O(log
ordp(α)
p ). Assume that
ordp(α) < k− 1 = j2− j1 + 1, e.g. this is the case in the supersingular case, then we deduce
that the lift is unique, i.e.
ζβ(Mf (1), Dα,Qp(µp∞)/Qp)∞ = LMTTp (f, α) ∈ A∞.
In more generality, using the above results as a guideline, we conjecture the following or
something similar to be true:
Remark 9.2.15. Assume that the range of j1 and j2 is chosen to be maximal, a = 1 and
in the notation of theorem 8.3.7 let hmax be the maximal value of νp(ν) for the different
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ν corresponding to each j. Then we suspect that there exists a lift f ∼ loghfp with
hf ≤ hmax − 1. In particular if hmax − 1 < j2 − j1 + 1 it follows that there should exist a
unique least logp-growth lift ζβ(M,D0λ(ν), a, F∞/F )∞.
It would be very interesting to test this idea using more examples.
9.3 Pollack’s ±-Construction for Modular Forms with ap = 0
We now assume that we are in the setting of example 8.0.3, i.e. we are dealing with a
motive of a modular form and we additionally assume that ap = 0, i.e. α2 = −α1.
Definition 9.3.1. Set
Sj := {0, . . . , j} × (µp∞ \ {1}), logp,j := logp,Sj ,
S+j := {0, . . . , j} ×
⋃
n∈Z+
µp2n , log+p,j := logp,S+j ,
S−j := {0, . . . , j} ×
⋃
n∈Z+
µp2n−1 and log−p,j := logp,S−j .
Definition 9.3.2. log+p,j and log−p,j are coprime, hence by theorem 9.1.1 there exist β+
and β− in A∞ with the Be´zout property
log+p,k−2 ·β+ + log−p,k−2 ·β− = 1.
Definition 9.3.3. We define
ζ(f, αi) := ζβ(Mf (1), Dαi , F∞/F ),
ζ±G (f, αi) := ζβ(Mf (1), Dαi , log
±
p,k−2 ·β±, F∞/F ),
ζ±(f, αi) := ζβ(Mf (1), Dαi , β±, F∞/F )
and we set ζ±? (f, αi)(ρ) = 0 if ρ is a zero of log
±
p,k−2 ·β± or β± respectively.
Remark 9.3.4. We immediately deduce from the Be´zout property and corollary 7.4.5 that
as functions with values in Q¯p
ζ+G (f, αi) + ζ
−
G (f, αi) = ζβ(f, αi)
holds.
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Remark 9.3.5. Let ρ be a character corresponding to S+k−2. Then this is a zero of log
+
p,k−2,
hence log−p,k−2(ρ) · β−(ρ) = 1. Similarly for ρ a character corresponding to S−k−2, we have
log+p,k−2(ρ) · β+(ρ) = 1.
In particular we can deduce
ζ+β (f, αi)(ρ) =
0 for ρ ‘in’ S
+
k−2
ζβ(f, αi)(ρ) for ρ ‘in’ S−k−2 ∩ SMf (1)
and
ζ−β (f, αi)(ρ) =
ζβ(f, αi)(ρ) for ρ ‘in’ S
+
k−2 ∩ SMf (1)
0 for ρ ‘in’ S−k−2.
Remark 9.3.6. Analogously to Pollack [Pol03] we also find by evaluating the values of the p-
adic L-functions (see example 8.4.2 and remark 9.2.5) that ζ+G (f, αi)log and ζ
−
G (f, αi)log/αi
are independent of αi. Furthermore lemma 9.2.11 and example 9.2.14 imply that
G+ :=
LMTTp (f, α1) + LMTTp (f, α2)
2
is the unique least growth lift of ζ+G (f, αi)log and
αi ·G− := αi ·
LMTTp (f, α1)− LMTTp (f, α2)
2α1
is the unique least growth lift of ζ−G (f, αi)log. Note that both G+ and G− are independent
of αi.





and we know that L±p (f) ∈ O(log0p). Hence L±p (f) is the unique least growth lift of
ζ±(f, αi)log,SMf (1)∩S∓k−2 .
In particular Pollack’s decomposition [Pol03, Thm. 5.1]
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