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We address the long-standing controversy regarding the correct description of the electromagnetic
energy-momentum tensor in media and its consequences for the Casimir force. The latter being
due to the zero-point momentum of the electromagnetic field, competing approaches based on the
Abraham or Maxwell stress tensor lead to different predictions. We consider the test scenario of two
colloidal spherical particles submerged in a dielectric medium and use three criteria to distinguish
the two approaches: we show that the Abraham stress tensor, and not the Maxwell stress tensor,
leads to a Casimir force that is form-equivalent to Casimir-Polder and van der Waals forces, obeys
duality as a fundamental symmetry and is consistent with microscopic many-body calculations.
PACS numbers:
The energy and momentum of the electromagnetic field
in media have been subject to an old debate which has
recently attracted renewed interest [1–5]. This is due to
the very fundamental significance of these quantities in
the context of optical forces on particles in media, which
prominently feature in experimental schemes for measur-
ing Casimir forces [6] or the critical Casimir effect [7],
but are also relevant to the predicted Casimir force it-
self [8, 9] as well as a hypothesised vacuum Casimir mo-
mentum transfer [10, 11]. Early works amongst others
go back to Abraham [12] and Minkowski [13]. For the
case of isotropic media (we also restrict our analysis to
isotropic media in this letter), Abraham proposed a stress
tensor [14]
TA(r, t) =D(r, t)⊗E(r, t) +H(r, t)⊗B(r, t)
− 1
2
[
D(r, t) ·E(r, t) +H(r, t) ·B(r, t)
]
I,
(1)
describing the flux of field momentum, with Poynting
vector SA(r, t) = E(r, t) × H(r, t) describing the flux
of field energy, energy density wA(r, t) = − trTA(r, t)
and field momentum density gA(r, t) = SA(r, t)/c
2.
Minkowski supported the same results for the first three
quantities, but proposed a field momentum gMin(r, t) =
D(r, t)×B(r, t) instead of the Abraham field momentum.
This is the subject of the Abraham–Minkowski contro-
versy.
Experiments on the momentum density and the stress
tensor have mostly been performed by measuring the de-
formation of dielectric fluids in the electromagnetic field,
for example when exposed to a laser beam [15, 16], or
inside a capacitor [14, 17, 18]. The electromagnetic force
density on charges depends on the stress tensor as well
as the momentum density according to
f(r, t) = ∇ ·T(r, t)− g˙(r, t). (2)
However, following such methods, a direct measurement
of the field momentum in media is usually not possi-
ble, as g˙ averages to zero for a stationary experimen-
tal setup [19, 20]. From a more fundamental point of
view the Abraham vs Minkowski momentum has also
been analysed in the context of light forces on single
atoms [21].
The question of the correct energy and momentum of
the electromagnetic field in media is also important for
the subject of dispersion forces where one calculates the
mean forces between bodies in media in presence of the
zero-point electromagnetic field. The time derivative of
the momentum density g˙ in Eq. (2) does not contribute
and the dispersion force on a body of volume V thus
reads
F =
∫
V
d3r 〈fˆ(r)〉 =
∫
∂V
dA · 〈Tˆ(r)〉. (3)
Dzyaloshinskii, Lifshitz and Pitaevskii first came up with
a theory capable of describing dispersion forces between
plates immersed in homogeneous media at mechanical
equilibrium [8], generalising the result by Lifshitz for
plates in vacuum [22]. Mechanical equilibrium implies
that forces on the medium itself are balanced by pres-
sure gradients within the medium. Dzyaloshinskii and co-
workers claimed that the Abraham–Minkowski stress ten-
sor (1) is the correct choice for determining the Casimir
force (3) under these assumptions (for simplicity, we will
only refer to it as Abraham stress tensor in the follow-
ing).
In 2005, Raabe and Welsch proposed an alternative way
to derive dispersion forces between bodies in media [9].
Calculating the Lorentz force on the internal charges and
currents of a body, they found the dispersion force be-
tween bodies in media to be given by Eq. (3) together
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2with the Maxwell stress tensor
TM(r, t) =ε0E(r, t)⊗E(r, t) + 1
µ0
B(r, t)⊗B(r, t)
− 1
2
[
ε0E
2(r, t) +
1
µ0
B2(r, t)
]
I,
(4)
traditionally regarded as the stress tensor for the free-
space electromagnetic field [23]. Their result is in clear
contradiction to the one of Dzyaloshinskii, Lifshitz and
Pitaevskii. Note that works by Philbin based on canoni-
cal quantisation [24] and by Brevik and Ellingsen based
on classical electrodynamics [25] favour the Abraham
stress tensor. Raabe and Welsch regard their theory to
be in consensus with considerations from classical elec-
tromagnetism [1] and argue that their approach, being
purely electromagnetic, is on the same footing as mi-
croscopic dispersion forces such as van der Waals and
Casimir–Polder forces [26–28].
Pitaevskii has argued that the approach by Raabe and
Welsch is not complete due to its disregarding of the
medium pressure and is thus not able to describe equi-
librated media [29]. In contrast, Raabe and Welsch
view the latter point as an advantage of their theory, as
their not pressure-corrected dispersion forces may consti-
tute a framework for analysing Casimir-induced pressures
within the intervening medium. In a dilute-gas limit,
such forces would emerge as the well-known Casimir–
Polder forces between the medium atoms and the bod-
ies.
Casimir forces between bodies in media have also been
measured, using a surface force apparatus [30–32] or
atomic force microscope [33–35], often with a special fo-
cus on repulsive forces [36–38]. However, due to uncer-
tainties in the force measurements and the optical data
required to theoretically predict the forces, it is unclear
whether current experiments are able to unambiguously
discriminate between the two models.
In this article, we instead present a theoretical analysis
where we investigate the question of the correct approach
in a pragmatic way. We analyse the dispersion inter-
action between two small magneto-dielectric spheres in
a homogeneous magneto-dielectric medium for the two
theories and check which of the two approaches is on
the same footing as the microscopic dispersion forces.
Small spheres are well studied [39–41], play an impor-
tant role in science, e.g. in colloid physics [42], and
are particularly well suited for comparing macroscopic
to microscopic dispersion forces: small spheres are only
dipole-polarisable and are thus directly comparable to
microscopic dipole-polarisable objects. Furthermore, the
assumption of smallness facilitates the calculations and
leads to more transparent results.
We employ three criteria: (i) the correspondence to the
Casimir–Polder and van der Waals force, (ii) the be-
haviour under duality transformation and (iii) the consis-
tency with the microscopic theory based on summing van
der Waals and Axilrod–Teller interactions. Finally, we
also analyse whether the approach by Raabe and Welsch
leads to forces on a medium in presence of a single sphere.
This could indicate that their force, which unlike the
force by Dzyaloshinskii, Lifshitz and Pitaevskii does not
include balancing forces, is not buoyancy-corrected (the
notion of buoyancy can be understood here in analogy
to the case of a body inside water in the gravitational
field).
Employing the quantisation scheme introduced in [43],
one finds for the zero-point expectation values of the
electric-field stress tensor components
〈E(r)⊗E(r)〉 = ~
ε0pi
∫ ∞
0
dω
ω2
c2
ImG(r, r′, ω)
∣∣∣
r′=r
〈D(r)⊗E(r)〉 =~
pi
∫ ∞
0
dω
ω2
c2
Im {ε(r, ω)G(r, r′, ω)}
∣∣∣
r′=r
(5)
and analogous results for the magnetic fields. G(r, r′, ω)
denotes the electromagnetic Green’s tensor which de-
scribes the propagation of the electromagnetic field from
a source point r′ to a field point r. It is the solution to
the differential equation[
∇× 1
µ(r, ω)
∇×−ω
2
c2
ε(r, ω)
]
G(r, r′, ω) = δ(r− r′).
(6)
We subtract the bulk part G(0) of the Green’s tensor,
which is connected to the position-independent Lamb
shift [44] and does not contribute to forces between bod-
ies, and only use the scattering part G(1) in the following:
G→ G−G(0) = G(1). Also performing a Wick rotation
on the complex frequency plane [45], Eq. (3) with the
Abraham and the Maxwell stress tensors becomes
F[A]M =− ~
pi
∫ ∞
0
dξ
∫
dA ·
{
ξ2
c2
[ε(r, iξ)]G(1)(r, r, iξ)
+
1
[µ(r, iξ)]
∇×G(1)(r, r′, iξ)× ~∇
∣∣∣
r′=r
− 1
2
I tr
(
ξ2
c2
[ε(r, iξ)]G(1)(r, r, iξ)
+ +
1
[µ(r, iξ)]
∇×G(1)(r, r′, iξ)× ~∇
∣∣∣
r′=r
)}
,
(7)
respectively. The results for the two stress tensors only
differ via the factors of ε and 1/µ in square brackets which
only occur when using the Abraham stress tensor.
To calculate the dispersion force between two small
spheres in a homogeneous medium, one has to find the
scattering Green’s tensor G(1)(R,R, iξ) for this geom-
etry, where R denotes positions on the surface of the
sphere we are integrating over. To this end, we use the
method of Born expansion to obtain the Green’s tensor of
3ε1
µ1
ε
µ(I)
(II)
(III)
not considered
FIG. 1: For a small sphere, all relevant paths contributing
to the Green’s tensor either only involve scattering events in
the background bodies (I), or involve scattering events in the
background bodies and subsequently in the small sphere (II),
or the other way round (III).
a small sphere with the position arguments on its surface
in presence of other background bodies and the medium.
Within this method, one has to sum over all possible
propagations of (virtual) photons from a source point to
a field point to obtain the Green’s tensor [46]. The Born
expansion for an electric body (volume V , permittivity
εB) in a homogeneous dielectric (ε) reads (for brevity, the
frequency arguments are omitted in the following)
G(1)(r, r′) =
∞∑
k=1
(−1)k ξ
2k
c2k
(∆ε)
k
∫
V
d3s1 . . .
∫
V
d3sk
×G(0)(r, s1) ·G(0)(s1, s2) . . .G(0)(sk, r′),
(8)
with ∆ε = εB − ε. An analogous formula can be given
for magnetic bodies. As the sphere is small compared to
the distance to other bodies, the contribution from paths
involving multiple scattering between the bodies and the
small sphere are negligible. Three different classes of pho-
ton paths remain. A representative of each class and also
an example of a negligible path are depicted in Fig. 1 for
one background body. Summing all paths from the three
classes, one obtains the Green’s tensor
G
(1)
1
(R,R) = G(1)(R,R)
− ξ
2α∗1
c2ε0
[
G(0)(R, r1) ·G(1)(r1,R)
+G(1)(R, r1) ·G(0)(r1,R)
]
− µ0β∗1
[
G(0)(R, r1)× ~∇1 · ∇1 ×G(1)(r1,R)
+G(1)(R, r1)× ~∇1 · ∇1 ×G(0)(r1,R)
]
.
(9)
The first term, the Green’s tensor for the background
bodies, arises from class (I), the term in the second line
arises from class (II) and the term in the third line arises
from class (III). The remaining terms come from the ana-
logue magnetic contribution. r1 denotes the centre of the
sphere. α∗1 and β
∗
1 are the electric and magnetic excess
dipole polarisabilities of the sphere [47], given by
α∗1 = 4piε0εR
3
1
ε1 − ε
ε1 + 2ε
and β∗1 =
4piR31
µ0µ
µ1 − µ
µ1 + 2µ
. (10)
Here, ε1 and µ1 denote the sphere’s permittivity and per-
meability, while ε and µ are the respective properties of
the medium. A second small sphere with centre at r2
is now introduced by specifying the background Green’s
tensor in Eq. (9) to be the one of a second small sphere
using the result of Sambale et al. [39]
G
(1)
2
(r, r′) =− α
∗
2ξ
2
ε0c2
G(0)(r, r2) ·G(0)(r2, r′)
− µ0β∗2G(0)(r, r2)× ~∇2 · ∇2 ×G(0)(r2, r′).
(11)
Inserting Eq. (9) into Eq. (7), evaluating the surface in-
tegrals using leading order Taylor expansions in R− r1,
specifying the background Green’s tensor to be given by
(11), and by explicitly inserting the bulk Green’s ten-
sor in the non-retarded limit [43], one obtains the dis-
persion forces between two small spheres in the non-
retarded limit, where the spheres are close compared to
the wavelengths of relevant transition frequencies. The
corresponding dispersion potentials read
UA[M](r12) =
C6,A[M]
r612
with
C6,A[M] =
−3~
16pi3
∫ ∞
0
dξ
(
α∗1α
∗
2
ε20ε
2 [+1]
+ µ20µ
2[+1]β∗1β
∗
2
)
(12)
and r12 ≡ ||r1 − r2||. The results for the two stress ten-
sors only differ in the exponents of the medium response
functions ε and µ, the additional powers in the square
brackets only occur when using the Maxwell stress ten-
sor.
Having found the force between two small spheres in a
homogeneous medium on the basis of both stress tensors,
we can now analyse the results by employing three crite-
ria.
(i) Correspondence criterion: The only properties of the
two spheres entering Eq. (12) are the excess dipole po-
larisabilities. By replacing these excess dipole polaris-
abilities by molecular ones, one should obtain the van
der Waals potential of two molecules in a homogeneous
medium. Explicitly inserting the bulk Green’s tensor
of a homogeneous medium in the non-retarded limit in
Ref. [48], one sees that this is the case for the Abraham
potential, but not for the Maxwell potential.
One may wonder whether it is possible to redefine the
4excess polarisabilities (10) such a way that the Maxwell
potential obeys the correspondence criterion. However,
this will lead to inconsistencies when requiring a formal
correspondence to also hold for the Casimir–Polder po-
tential. This can be seen by analysing the force on a
small sphere in a medium in front of a perfectly reflecting
surface, obtained by specifying the background Green’s
tensor in (9) to represent this system. The resulting C3
coefficients read
C3,A[M] =
−~
16pi2
∫ ∞
0
dξ
(
α∗1
ε0ε1[+1]
− µ0µ1[+1]β∗1
)
; (13)
the Abraham result again fits the corresponding Casimir–
Polder result. It is not possible to rescale the excess
polarisabilities (10) in such a way that the Maxwell ap-
proach holds for Eqs. (12) and (13) simultaneously, the
former would demand the scaling factor 1/
√
ε for the
electric excess polarisability whereas the latter would de-
mand the factor 1/ε.
(ii) Duality criterion: The macroscopic Maxwell equa-
tions are symmetric with respect to a duality transfor-
mation which exchanges electric and magnetic fields [43].
This symmetry is also obeyed by the van der Waals
force and the Casimir–Polder force: the electric and mag-
netic contributions transform into each other and the to-
tal forces are invariant. A macroscopic dispersion po-
tential which also incorporates this symmetry is thus
favourable. Exchanging the response functions ε and µ
for the medium and the two spheres in Eq. (12) together
with Eq. (10), one sees that the Abraham potential obeys
duality invariance, while the Maxwell potential does not.
(iii) Microscopic criterion: Finally, we investigate which
of the two potentials is consistent with the microscopic
theory obtained by summing all microscopic potentials
which are involved in the interaction between the two
spheres. This analysis is restricted to the electric parts
of the potentials. We take into account the two-particle
van der Waals potentials and the three-particle Axilrod–
Teller potentials.
The electric van der Waals potential between two
molecules with polarisabilities α and α′ is given by
UvdW(r, r
′) =
−3~
16pi3ε20
∫ ∞
0
dξ αα′
1
||r− r′||6 .
The contribution of the van der Waals potentials to the
potential between two spheres in a medium can be ob-
tained by identifying the part of the energy arising from
all van der Waals interactions which depends on the fi-
nite distance of the spheres. This method was found by
Hamaker [40]. It yields UHam(r12) = C6,Ham/r
6
12 with
C6,Ham =− ~R
3
1R
3
2
3pi
∫ ∞
0
dξ
[
η1α1η2α2
− η1α1ηα− ηαη2α2 + η2α2
]
,
(14)
where α1, α2 and α are the polarisabilities of the
molecules in the two spheres and the medium and η1,
η2 and η the corresponding molecular number densities.
The Axilrod–Teller potential between three molecules
with polarisabilities α, α′ and α′′ is given by [49]
UAT(r, r
′, r′′) =
3~
64pi4ε30
∫ ∞
0
dξ αα′α′′
1 + 3 cos θ cos θ′ cos θ′′
||r− r′||2||r′ − r′′||3||r′′ − r||3 ,
where the angles are the ones of the triangle formed by
the three molecules. The calculation of the three-particle
contribution to the potential between two spheres in a
medium for the case when two molecules are in sepa-
rate spheres and the third one is in the medium yields
U3p(r12) = C6,3p/r
6
12 with
C6,3p =
2~R31R32
9piε30
∫ ∞
0
dξ η1α1η2α2ηα. (15)
The dispersion potential between two spheres, given by
Eq. (12) for the two approaches, should coincide with the
sum of all microscopic potentials between the involved
molecules. This identification is obtained by means of the
Clausius–Mossotti law [50], which links the macroscopic
susceptibility χ to the molecular polarisability α. For
dilute bodies, it reads ηα/ε0 = χ. Hence, an expansion
of the C6 coefficient in Eq. (12) in orders of χ1, χ2 and
χ should yield the microscopic contributions in this case.
Up to the third order in χ1, χ2 and χ and by only taking
into account the term proportional to χ1 χ2 χ in the third
order as depicted in Fig. 2, one obtains
C6,A[M] = C6,Ham + [5/2]C6,3p. (16)
Both, the Abraham and the Maxwell potential, yield the
correct two-particle Hamaker contribution, while only
the Abraham potential also comes with the correct three-
particle contribution whereas the Maxwell potential over-
estimates it by a facter of 5/2.
It could still be possible that the Maxwell potential
between two small spheres in medium is not represent-
ing the full potential but excluding buoyancy corrections
coming from the surrounding medium. However, this is
not the case: the Maxwell potential, like the Abraham
potential, vanishes when replacing one of the spheres by
a spherical volume of medium since the corresponding
excess polarisabilities in (12) vanish in both cases.
The preceding analysis leads us to the conclusion that
the approach by Dzyaloshinskii, Lifshitz and Pitaevskii
on the basis of the Abraham stress tensor is confirmed
for the geometry of two small spheres in a homogeneous
medium. The force is of the same structure as the micro-
scopic van der Waals and Casimir–Polder forces and is
symmetric under exchange of electric and magnetic con-
tributions. Furthermore, we have shown that it can at
5FIG. 2: For comparing C6,A[M] with C6,Ham and C6,3p, all
terms of quadratic order in χ1, χ2 and χ, representing all
possible van der Waals interactions between molecules in the
two spheres and the medium, are taken into account. In the
third order, only the term proportional to χ1 χ2 χ is connected
to U3p, given by Eq. (15). Other contributions, such as the
depicted term which is proportional to χ22 χ, are neglected for
this comparison.
least up to three-particle interactions be viewed as the
sum of all microscopic dispersion forces between the con-
tributing molecules.
Our identification of the correct description of Casimir
forces in media has an immediate impact on studies of
the melting of bodies [51] and the wetting of surfaces [52].
Here, one is interested in the dispersion interaction of a
body, coated by a layer of melted material or liquid, with
the surrounding air. Another recently considered appli-
cation is the formation of ice crystals under water [53].
The approach by Raabe and Welsch on the basis of the
Maxwell stress tensor on the other hand is not fulfilling
these criteria. Furthermore, contrary to their findings
for a planar geometry, their approach does not lead to
forces on an initially homogeneous medium in presence
of a small sphere. By definition, this is also the case for
the theory based on the Abraham stress tensor and it is
thus not possible to calculate such forces on the medium
using the present theory. The prediction of many-body
dispersion forces in a medium as induced by a nearby
solid body remains an important open question which
could be relevant, inter alia, to the atmosphere capture
by small asteroids.
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