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GENERALIZING WITT VECTOR CONSTRUCTION
YOUNG-TAK OH
Abstract. The purpose of this this paper is to generalize the functors arising from the
theory of Witt vectors duto to Cartier. Given a polynomial g(q) ∈ Z[q], we construct a
functor W
g(q)
from the category of Z[q]-algebras to that of commutative rings. When q
is specialized into an integer m, it produces a functor from the category of commutative
rings with unity to that of commutative rings. In a similar way, we also construct
several functors related toW
g(q)
. Functorial and structural properties such as induction,
restriction, classification and unitalness will be investigated intensively.
1. Introduction
The big Witt ring functor W of Cartier [2] was introduced as a generalization of the
classical p-typical Witt ring functor Wp of Teichmu¨ller and Witt [20]. Since its birth, it had
remained as a mysterious object for a long time due to its bizarre structure. For instance,
even their value at the ring of integers had been veiled until the beginning of nineteen-
eighties.
The necklace ring was contrived by Metropolis and Rota [12] to understand Witt vectors
and their operations in a combinatorial way. Given a commutative ring A with unity, they
endowed the set of infinite sequences with entries in A with a commutative ring structure
such that the addition is defined componentwise and the multiplication is defined as
(an)n∈N · (bn)n∈N = (cn)n∈N, where cn =
∑
[i,j]=n
(i, j)ajbj.
Here [i, j] denotes the least common multiple of i and j, (i, j) the greatest common divisor
of i and j, and N the set of positive integers, respectively. This construction induces a
functor Nr and the ring Nr(A) is called the necklace ring over A. It turns out that W (A)
is functorially isomorphic to Nr(A) over binomial rings (see [14]).
The main objective of this paper is to generalize the construction of W and Nr. Let
RINGS be the category of commutative rings (not necessarily unital) and ring homomor-
phisms, Rings the category of commutative rings with unity and unity-preserving ring homo-
morphisms, and Z[q]-Algebras the category of Z[q]-algebras with unity and unity-preserving
Z[q]-algebra homomorphisms. Here q is an indeterminate. We construct a functor
W
g(q)
: Z[q]-Algebras→ RINGS
attached to each polynomial g(q) ∈ Z[q]. When g(q) = q and q is specialized into an integer
m, it produces a functor
Wm : Rings→ RINGS.
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This process can be illustrated as follows:
W
q
: Z[q]-Algebras→ RINGSyq 7→m
Wm : Rings→ RINGS
Viewed as a functor from Rings into itself, W 0 coincides with W .
For categories Ci (i = 1, 2), let F
C1
C2
: C1 → C2 denote the forgetful functor assigning to
each object R in C1 the object R in C2. In the context of Witt vectors, it is well known that
W is isomorphic to the λ-ring functor Λ due to Grothendieck. To be more precise, we have
W ∼= F
λ-Rings
Rings ◦ Λ.
(see Section 2.3). This isomorphism naturally led us to construct functor Λ
g(q)
and Λm such
that
(1) Λ
g(q) ∼=W
g(q)
and (2) Λm ∼=Wm.
It is quite interesting to notice that the relationship between W and Nr can be extended
to our setting. To do this, we construct a functor
B
g(q)
: Z[q]⊗Ψ-Rings→ RINGS,
where Z[q] ⊗ Ψ-Rings is the category of Z[q]-algebras equipped with the Ψ-ring structure
determined by Ψn(q) = qn (n ≥ 1). The morphisms are Z[q]-algebra homomorphisms com-
patible with Ψ-operations. We also construct
Bm : Ψ-Rings→ RINGS
for each integer m. It should be noted that Bm cannot be obtained directly from B
q
by
specializing q into m. It turns out that these functors have close connections to W
g(q)
and
Wm. Indeed we show that
W
g(q)
◦ F
Z[q]⊗ λ-Rings
Rings
∼= B
g(q)
|Z[q]⊗ λ-Rings.
and
Wm ◦ Fλ-RingsRings
∼= B
m|λ-Rings.
Here Z[q] ⊗ λ-Rings is the subcategory of Z[q] ⊗ Ψ-Rings whose objects are Z[q]-algebras
equipped with the λ-ring structure determined by ψn = Ψn (n ≥ 1) and whose morphisms
are Z[q]-algebra homomorphisms preserving λ-operations.
This paper is organized as follows: In Section 2, we introduce prerequisites necessary to
develop our arguments. In Section 3, we construct W
g(q)
for each g(q) ∈ Z[q] and Wm for
each integer m ∈ Z. We also classify W
g(q)
and FRINGSAbel ◦W
g(q)
up to strict-isomorphism as
g(q) ranges over Z[q]. The classification of Wm and FRINGSAbel ◦W
m up to strict-isomorphism
will also be provided as m ranges over the set of integers. In Section 4, we provide functors
Λ
g(q)
and Λm which are equivalent to W
g(q)
and Wm, respectively. Some new bases of
Q[q]⊗ΛZ and Z[q,
1
1−q ]⊗ΛZ will be also given, where ΛZ is the ring of symmetric functions
in infinitely many variables with integer coefficients. In Section 5, we construct B
g(q)
and Bm.
In particular, in Sec 5.3, structure constants of B
g(q)
and Bm will be intensively investigated.
These are particularly interesting due to their connection toMo¨bius-like functions. In Section
6, we study functorial and structural properties of the functors introduced in the previous
sections. To be more precise, we deal with induction, restriction, and the conditions for the
unitalness. In Section 7, we demonstrate the connection between W
g(q)
and B
g(q)
and that
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of Wm and Bm. As an application, we give a ring theoretical interpretation of the product
identities recently introduced by Kim and Lee [9] (see Remark 7.2).
2. Preliminaries
Here we collect definitions, terms, and notation which will be required to develop our
arguments.
2.1. Pre-λ-rings, λ-rings, and Ψ-rings. For the clarity we will use the character R for
pre-λ-rings, λ-rings, and Ψ-rings. On the other hand, the character A will be used to denote
a commutative ring.
2.1.1. A pre-λ-ring R is a commutative ring with unity, 1R (or simply 1), together with a
series of operations λn : R→ R, (n = 0, 1, 2, . . .), such that, for all x, y ∈ R,
(1) λ0(x) = 1R, (2) λ
1(x) = x, (3) λn(x + y) =
n∑
r=0
λr(x)λn−r(y).
Let R and R′ be pre-λ-rings. A ring homomorphism f : R→ R′ with f(1R) = 1R′ is called
a pre-λ-ring homomorphism if λn(f(x)) = f(λn(x)) for all x ∈ R and all n ≥ 0.
Given a positive integer n, we define the nth Adams operation, ψn : R → R, so that
(−1)n−1ψn(x) is the coefficient of d
dt
logλt(x), that is,
d
dt
log λt(x) =
∞∑
n=1
(−1)n−1ψn(x)tn−1, ∀x ∈ R. (2.1)
It is easy to show that ψ1 is the identity function and ψn is additive for all n ≥ 1. Comparing
the coefficient of either side of Eq.(2.1) yields the well known Newton’s formula:
n−1∑
i=0
(−1)iψn−i(x)λi(x) + (−1)nnλn(x) = 0, ∀x ∈ R, ∀n ≥ 1.
Utilizing this formula repeatedly, one can deduce that ψn(x) is a polynomial in λi(x) (1 ≤
i ≤ n) with integer coefficients. To be more precise, for each positive integer n, there exists
the unique polynomial Qn ∈ Z[t1, . . . , tn] with ψ
n(x) = Qn(λ
1(x), λ2(x), . . . , λn(x)). Hence,
every pre-λ-ring homomorphism preserves Adams operations.
2.1.2. Naively speaking, a λ-ring R is a pre-λ-ring with very special properties for λn(xy)
and λn(λm(x)) for all x, y ∈ R and m,n ≥ 1.
LetX = {xi : i ≥ 1} and Y = {yi : i ≥ 1} be the infinite sets of commuting indeterminates
xi and yi (i ≥ 1), respectively. We call these sets alphabets. Let us introduce the following
operations on alphabets:
X + Y = {xi, yi : i ≥ 1}, X · Y = {xiyj : i, j ≥ 1}, and
Λm(X) = {xi1 · · ·xim : i1 < i2 < · · · < im} (m ≥ 1).
Let hn(X) be the nth complete symmetric function in xi (i ≥ 1).
Lemma 2.1. ([1]) With the above notation, we have the following.
(a) For each positive integer n, hn(XY ) ∈ Z[h1(X), . . . , hn(X);h1(Y ), . . . , hn(Y )].
(b) For all positive integers m and n, hn(Λ
m(X)) ∈ Z[hi(X) : 1 ≤ i ≤ mn].
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Let Pn ∈ Z[s1, . . . , sn; t1, . . . , tn] be the unique polynomial characterized by
Pn(h1(X), . . . , hn(X);h1(Y ), . . . , hn(Y )) = hn(XY )
and Pn,m ∈ Z[si : 1 ≤ i ≤ mn] the unique polynomial characterized by
Pn,m(h1(X), . . . , hmn(X)) = hn(Λ
m(X)).
Definition 2.2. A pre-λ-ring R is called a λ-ring if the following conditions are satisfied:
(1) λt(1R) = 1R + t .
(2) For all x, y ∈ R and n ≥ 0, λn(xy) = Pn(λ
1(x), . . . , λn(x);λ1(y), . . . , λn(y)).
(3) For all x ∈ R and m,n ≥ 0, λn(λm(x)) = Pn,m(λ
1(x), . . . , λnm(x)).
For more information on λ-rings, refer to [1, 7, 8, 10, 13, 14, 21].
2.1.3. A Ψ-ring R is a commutative ring with unity together with a series of operations
Ψn : R→ R (n ≥ 1) such that, for all x, y ∈ R and m,n ≥ 1,
(1) Ψ1(x) = x,
(2) Ψn(x+ y) = Ψn(x) + Ψn(y),
(3) Ψn(1R) = 1R,
(4) Ψn(xy) = Ψn(x)Ψn(y), and
(5) Ψn(Ψm(x)) = Ψnm(x).
Let R,R′ be Ψ-rings. A ring homomorphism f : R→ R′ with f(1R) = 1R′ is called a Ψ-ring
homomorphism if Ψn(f(x)) = f(Ψn(x)) for all x ∈ R and all n ≥ 1.
Note that Ψ-operations can be interpreted as Adams operations of a λ-ring in some cases.
Proposition 2.3. ([20]) Let R be a Ψ-ring which has no Z-torsion and such that Ψp(a) = ap
(mod pR) if p is a prime. Then there is the unique λ-ring structure on R such that the
Ψn (n ≥ 1) are the associated Adams operations.
2.2. Categories and forgetful functors. In the present paper, we deal with many kinds
of ring categories and forgetful functors. Here we collect all of them for the understanding
of the readers.
(1) Let Abel be the category of abelian groups and group homomorphisms.
(2) Let RINGS be the category of commutative rings (not necessarily unital) and ring
homomorphisms.
(3) Let Rings be the category of commutative rings with unity and unity-preserving ring
homomorphisms.
(4) Let Z[q]-Algebras be the category of Z[q]-algebras with unity and unity-preserving
Z[q]-algebra homomorphisms. Here q is an indeterminate.
(5) Let Pre-λ-Rings be the category of pre-λ-rings and pre-λ-ring homomorphisms.
(6) Let λ-Rings be the category of λ-rings and pre-λ-ring homomorphisms.
(7) Let Ψ-Rings be the category of Ψ-rings and Ψ-ring homomorphisms.
(8) Let Z[q] ⊗ Ψ-Rings be the category of Z[q]-algebras that are equipped with a Ψ-
ring structure with Ψn(q) = qn for all n ≥ 1. The morphisms are Z[q]-algebra
homomorphisms compatible with Ψ-operations.
(9) Let Z[q] ⊗ λ-Rings be the subcategory of Z[q] ⊗ Ψ-Rings such that the objects are
Z[q]-algebras equipped with the λ-ring structure with ψn = Ψn for all n ≥ 1 and
the morphisms are Z[q]-algebra homomorphisms preserving λ-operations.
Let FC1
C2
: C1 → C2 be the forgetful functor assigning to each object R in C1 the object R
in C2. For instance, we will use the following forgetful functors.
(1) Let Fλ-RingsRings : λ-Rings→ Rings be the forgetful functor assigning to each λ-ring R its
underlying ring R.
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(2) Let FΨ-RingsRings : Ψ-Rings → Rings be the forgetful functor assigning to each Ψ-ring R
its underlying ring R.
(3) Let FRINGSAbel : RINGS → Abel be the forgetful functor assigning to each commutative
ring A its underlying abelian group A.
(4) Let F
Z[q]-Algebras
Rings : Z[q]-Algebras → RINGS be the forgetful functor assigning to each
Z[q]-algebra A its underlying ring A.
Finally, when C is a subcategory of D, the notation ιC
D
: C → D denotes the natural
injection induced by the assignment A→ A. On the other hand, for a functor F : D → D′,
the notation F |C : C→ D
′ denotes the restriction of F onto C.
2.3. Witt ring functor and necklace ring functor. Finally, let us review basic defini-
tions and notation on the ring-valued functors W,Λ, and B very briefly. Let gh : Rings →
Rings be the unique functor defined by the following conditions:
(1) As a set, gh(A) = AN = {(an)n∈N : an ∈ A for all n ≥ 1}.
(2) Addition and multiplication are defined componentwise.
(3) For every unity-preserving ring homomorphism f : A→ B and every α ∈ gh(A) one
has gh(f)(α) = f ◦ α.
The following characterization of the big Witt ring functor is due to Cartier.
Proposition 2.4. ([2]) There exists the unique functor
W : Rings→ Rings
satisfying the following conditions:
(1) As a set, W (A) = AN.
(2) For every unity-preserving ring homomorphism f : A → B and every α ∈ W (A)
one has W (f)(α) = f ◦ α.
(3) The map ΦA : W (A)→ gh(A) defined by
(an)n∈N 7→

∑
d|n
da
n
d
d


n∈N
is a ring homomorphism.
Next, we introduce Grothendieck’s Λ-functor. More information can be found in [1, 7, 8,
10, 13, 14]. Given a commutative ring A with unity, let Λ(A) be the set of all formal power
series of the form 1+
∑∞
n=1 ant
n, an ∈ A for all n ≥ 1. Grothendieck showed that Λ(A) can
have a λ-ring structure with respect to the operations defined in the following manner:
(1) Addition, +Λ, is the usual product of power series.
(2) Multiplication, ×Λ, is given by
1 +∑
n≥1
ant
n

×Λ

1 +∑
n≥1
bnt
n

 = 1 +∑
n≥1
Pn(a1, . . . , an; b1, . . . , bn)t
n .
(3) For each nonnegative integer m, the mth λ-operation, λm, is given by
λm

1 +∑
n≥1
ant
n

 = 1 +∑
n=1
Pn,m(a1, . . . , anm)t
n .
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For the definition of Pn and Pn,m, refer to Section 2.1.1. Given a unity-preserving ring
homomorphism f : A→ B, define Λ(f) : Λ(A)→ Λ(B) by
Λ(f)

1 +∑
n≥1
ant
n

 = 1 +∑
n≥1
f(an)t
n.
One can easily sees that the assignment (A, f) 7→ (Λ(A),Λ(f)) induces a functor Λ : Rings→
λ-Rings.
The functor Λ has a characterization similar to Proposition 2.4. Let Gh : Rings→ Rings
be the functor defined by the following conditions:
(1) As a set, Gh(A) = A[[t]] = {
∑
n≥1 ant
n : an ∈ A}.
(2) Addition and multiplication are defined componentwise.
(3) For every unity-preserving ring homomorphism f : A → B and every α ∈ Gh(A)
one has Gh(f)(α) = f ◦ α.
With this preparation, we can state the following characterization.
Proposition 2.5. ([7, 8, 10]) The functor Λ is uniquely determined by the following conditions:
(1) As a set, Λ(A) = {1 +
∑
n≥1 ant
n : an ∈ A}.
(2) For every unity-preserving ring homomorphism f : A→ B, one has
Λ(f) : Λ(A)→ Λ(B), 1 +
∑
n≥1
ant
n 7→ 1 +
∑
n≥1
f(an)t
n.
(3) The map d
dt
log : Λ(A)→ Gh(A) defined by
1 +
∑
n≥1
ant
n 7→
∑
n≥1 nant
n−1
1 +
∑
n≥1 ant
n
is a ring homomorphism.
We have a natural isomorphism Θ :W → Fλ-RingsRings ◦ Λ, where
ΘA :W (A)→ Λ(A) (an)n∈N 7→
∏
n≥1
1
1− antn
.
For more information, refer to [7].
In the rest of this subsection, we introduce the functor
B : Ψ-Rings→ Rings.
As stated in the introduction, Metropolis and Rota [12] introduced the necklace ring functor
Nr such that Nr(Z) is isomorphic of W (Z). In [13], Nr was generalized to
NrG : λ-Rings→ Rings,
where G is an arbitrary profinite group. In particular, if G = Cˆ, the profinite completion
of the multiplicative infinite cyclic group C, and R is a λ-ring, then Nr
Cˆ
(R) turns out to
be the ring RN such that the addition is defined componentwise and the multiplication is
defined by
(an)n∈N · (bn)n∈N =

 ∑
[i,j]=n
(i, j)ψ
n
i (ai)ψ
n
j (bj)


n∈N
.
The subsequent proposition tells us that Nr
Cˆ
can be extended to the category of Ψ-rings.
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Proposition 2.6. ([17]) There exists the unique functor
B : Ψ-Rings→ Rings
satisfying the following conditions:
(1) As a set, B(R) = RN.
(2) For every Ψ-ring homomorphism f : R→ S and every α ∈ B(R) one has B(f)(α) =
f ◦ α.
(3) The map ϕR : B(R)→ gh(R) defined by
(an)n∈N 7→

∑
d|n
dΨ
n
d (ad)


n∈N
is a ring homomorphism.
Lemma 2.7. ([14, Section 3]) Let x be an indeterminate and E the λ-ring freely generated
by x. For every positive integer n, let
M(x, n) :=
1
n
∑
d|n
µ(d)ψd(x
n
d ).
Then M(x, n) ∈ Z[λi(x) : 1 ≤ i ≤ n].
Given a λ-ringR and an element r ∈ R, let pi : E→ R be the unique λ-ring homomorphism
with pi(x) = r and let M(r, n) be pi(M(x, n)) for all n ≥ 1. Given a λ-ring R, consider the
map
τR :W (R)→ B(R), (an)n∈N 7→

∑
d|n
M(ad, n/d)


n∈N
.
The following theorem is about the relationship between W and B.
Theorem 2.8. ([5, 1.9.3] and [13, 14]) The assignment R 7→ τR induces a natural isomor-
phism τ :W ◦ Fλ-RingsRings → B|λ-Rings.
3. q-deformation of Witt rings and its specializations
Hereafter q denotes an indeterminate and g(q) any polynomial in Z[q]. In this section,
we construct two functors
W
g(q)
, Λ
g(q)
: Z[q]-Algebras→ RINGS
which are naturally isomorphic to each other. When g(q) = q, we obtain functors
Wm, Λm : Rings→ RINGS
by specializing q into an arbitrary integer m.
Definition 3.1. (a) Let p be a prime. For any nonzero integer a, we define νp(a) to be the
p-valuation of a, the exponent of p in the highest power of p dividing a.
(b) Let q be an indeterminate and m an integer. For each positive integer n, we let
[n]q := 1 + q + · · ·+ q
n−1 and [n]m := 1 +m+ · · ·+m
n−1.
The following lemma, which plays a crucial role in our arguments, can be easily verified
by using the binomial expansion formula.
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Lemma 3.2. Let n be a positive integer and p any prime divisor of n.
(a) For any positive integer k and any polynomial f(x1, . . . , xk) ∈ Z[x1, . . . , xk], it holds
that f(xp1, . . . , x
p
k)
n
p ≡ f(x1, . . . , xk)
n (mod pνp(n)).
(b) Let m be an integer. Given a divisor d of n, let p be a prime divisor of n
d
. Then
d(1 −m
n
d ) ≡ d(1 −m
n
pd ) (mod pνp(n)).
3.1. q-Deformation of Witt rings. Let R = Q[q][xn, yn : n ≥ 1]. Consider the map
Φ
q
R : R
N → RN, (an)n∈N 7→

∑
d|n
d(1− q
n
d )a
n
d
d


n∈N
.
LetX = (xn)n∈N and Y = (yn)n∈N and then define Sn,Pn (n ≥ 1) via the following relations:
∑
d|n
d
[n
d
]
q
S
n
d
d =

∑
d|n
d
[n
d
]
q
x
n
d
d

+

∑
d|n
d
[n
d
]
q
y
n
d
d

 ,
∑
d|n
d
[n
d
]
q
P
n
d
d = (1− q)

∑
d|n
d
[n
d
]
q
x
n
d
d



∑
d|n
d
[n
d
]
q
y
n
d
d

 .
(3.1)
Multiplying either side of Eq.(3.1) by 1− q, one can see that
Φ
q
R((Sn)n∈N) = Φ
q
R(X) + Φ
q
R(Y ), and
Φ
q
R((Pn)n∈N) = Φ
q
R(X) · Φ
q
R(Y ).
We also let I = (In)n∈N be the unique element of R
N satisfying the condition that
∑
d|n
d
[n
d
]
q
x
n
d
d

+

∑
d|n
d
[n
d
]
q
I
n
d
d

 = 0 (n ≥ 1). (3.2)
Let us multiply either side of Eq.(3.2) by 1− q to get
Φ
q
R(X) + Φ
q
R(I) = 0.
Utilizing the mathematical induction on n, one can easily see that Sn,Pn ∈ Q[q][xd, yd : d|n]
and In ∈ Q[q][xd : d|n] for all n ≥ 1. The following lemma is a key ingredient in the
construction of W
q
.
Lemma 3.3. For each positive integer n, it holds that Sn,Pn ∈ Z[q][xd, yd : d|n] and
In ∈ Z[q][xd : d|n].
Proof. We’ll only prove that Pn ∈ Z[q][xd, yd : d|n] since the others can be treated in the
same way. When n = 1, then our assertion is obvious since P1 = (1− q)x1y1. If n > 1, then
assume that our assertion holds for all positive integers less than n. Note that
n(1− q)Pn =

∑
d|n
d(1 − q
n
d )x
n
d
d



∑
d|n
d(1− q
n
d )y
n
d
d

 −∑
d|n
d<n
d(1− q
n
d )P
n
d
d , (n ≥ 1).
(3.3)
First, we note that the induction hypothesis shows that the right hand side of Eq.(3.3) is
contained in (1− q)Z[q][xd, yd : d|n]. Second, let us show that it is divisible by n. We will do
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this by using the mathematical induction on n. Let p be any prime divisor of n. Ignoring
all the terms with νp(d) = νp(n), one can derive the following modular equivalence:
n(1− q)Pn
≡

∑
d|n
p
d(1− q
n
d )x
n
d
d



∑
d|n
p
d(1− q
n
d )y
n
d
d

−∑
d|n
p
d(1− q
n
d )P
n
d
d (mod p
νp(n))
=

∑
d|n
p
d(1− (qp)
n
pd )(xpd)
n
pd



∑
d|n
p
d(1− (qp)
n
pd )(ypd)
n
pd

−∑
d|n
p
d(1 − (qp)
n
pd )(Ppd)
n
pd .
(3.4)
In view of Eq.(3.3), one can see that the term
∑
d|n
p
d(1− (qp)
n
pd )(xpd)
n
pd



∑
d|n
p
d(1 − (qp)
n
pd )(ypd)
n
pd


is equal to ∑
d|n
p
d(1− (qp)
n
pd )(Pd| q 7→qp
xi 7→x
p
i
yi 7→y
p
i
)
n
pd ,
where Pd| q 7→qp
xi 7→x
p
i
yi 7→y
p
i
denotes the polynomial obtained from Pd by replacing q, xi, yi by q
p, xpi , y
p
i ,
respectively, for every divisor i of d. Therefore, Eq.(3.4) can be simplified as
n(1− q)Pn ≡
∑
d|n
p
d(1− (qp)
n
pd )

(Pd| q 7→qp
xi 7→x
p
i
yi 7→y
p
i
)
n
pd − (Ppd)
n
pd

 (mod pνp(n)). (3.5)
For each divisor d of n/p, the induction hypothesis implies that Pd ∈ Z[q][xi, yi : i|d]. Hence,
it follows from Lemma 3.2(a) that
(Pd| q 7→qp
xi 7→x
p
i
yi 7→y
p
i
)
n
pd − P
n
d
d ≡ 0 (mod p
νp(n)−νp(d)).
So we can conclude that the right hand side of Eq.(3.5) is divisible by pνp(n). Since p is
arbitrary, it follows that n(1 − q)Pn is divisible by n. Because 1 − q being a primitive
polynomial, this implies that Pn ∈ Z[q][xd, yd : d|n].
In the same manner, we can show that Sn ∈ Z[q][xd, yd : d|n]. To be more precise,
Sn − (xn + yn) ∈ Z[q][xd, yd : d|n, d < n], (n ≥ 1)
since the coefficient of xn, yn in Sn equals 1, respectively. Combining the identity
Sn| xd 7→xd
yd 7→Id
= 0
with the induction hypothesis that Id ∈ Z[q][xi : i|d] for all positive integers d less than n,
we finally conclude that In + xn ∈ Z[q][xd : d|n with d < n]. This completes the proof. 
Given a polynomial g(q) ∈ Z[q], the general W
g(q)
can be obtained merely by transport
of Z[q]-algebra structure by the map Z[q] → Z[q] sending q to g(q). Set gh := ιRingsRINGS ◦ gh.
With this notation, we can derive the following generalization of Witt vectors.
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Theorem 3.4. Given any polynomial g(q) ∈ Z[q], there exists a functor
W
g(q)
: Z[q]-Algebras→ RINGS
subject to the following conditions:
(1) As a set, W
g(q)
(A) = AN.
(2) For every Z[q]-algebra homomorphism f : A → B and every α ∈ W
g(q)
(A) one has
W
g(q)
(f)(α) = f ◦ α.
(3) The map Φ
g(q)
A : W
g(q)
(A)→ gh(A) defined by
(an)n∈N 7→

∑
d|n
d(1− g(q)
n
d )a
n
d
d


n∈N
is a ring homomorphism.
If g(q) 6= 1, then W
g(q)
is uniquely determined by the conditions (1)-(3).
Proof. First, let us show the existence of W
g(q)
. Let F = Z[q][xn, yn : n ≥ 1], X = (xn)n∈N
and Y = (yn)n∈N. Given any Z[q]-algebra A, define W
g(q)
(A) to be the ring AN whose ring
operations are defined in such a way that
(an)n∈N + (bn)n∈N = (Sn| xd 7→ad
yd 7→bd
)n∈N,
(an)n∈N · (bn)n∈N = (Pn| xd 7→ad
yd 7→bd
)n∈N,
− (an)n∈N = (In|xd 7→ad)n∈N
for all elements (an)n∈N, (bn)n∈N ∈W
g(q)
(A). In addition, define morphisms as in (2). Then
one easily sees that the assignment A 7→W
g(q)
(A) induces a functor
W
g(q)
: Z[q]-Algebras→ RINGS
satisfying the conditions (1)-(3).
For the second assertion, assume that g(q) 6= 1 and Wˆ g(q) is a functor satisfying the
desired conditions (1)-(3), where the third condition says that the map
Φˆ
g(q)
A : Wˆ
g(q)(A)→ gh(A), (an)n∈N 7→

∑
d|n
d(1 − g(q)
n
d )a
n
d
d


n∈N
is a ring homomorphism. For any Z[q]-algebra A, let idA : W
g(q)
(A) → Wˆ g(q)(A) be the
identity map. We claim that A 7→ idA induces a natural isomorphism id :W
g(q)
→ Wˆ g(q). In
verifying our claim, the only nontrivial part is to confirm that idA is a ring homomorphism.
In case where A = F, this follows from the fact that Φ
g(q)
F , Φˆ
g(q)
F are injective and Φ
g(q)
F =
Φˆ
g(q)
F ◦ idF. From now on, suppose that A is an arbitrary Z[q]-algebra. Given any elements
a = (an)n∈N and b = (bn)n∈N of W
g(q)
(A), note that
idA(a · b) = idA((Pn| xd 7→ad
yd 7→bd
)n∈N) = (Pn| xd 7→ad
yd 7→bd
)n∈N.
We now compute idA(a) · idA(b). Let pi : F → A be the unique Z[q]-algebra homomor-
phism with xn 7→ an, yn 7→ bn for all n ∈ N. The functoriality of Wˆ
g(q) induces the ring
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homomorphism Wˆ g(q)(pi) : Wˆ g(q)(F) → Wˆ g(q)(A), which satisfies that X = (xn) 7→ a and
Y = (yn) 7→ b. Therefore, it follows that
idA(a) · idA(b) = a · b = Wˆ
g(q)(pi)(X) · Wˆ g(q)(pi)(Y ) = Wˆ g(q)(pi)(X · Y ).
Finally we replace X · Y by (Pn)n∈N to derive that
idA(a) · idA(b) = (pi(Pn))n∈N = (Pn| xd 7→ad
yd 7→bd
)n∈N.
In the same way as in the above, we can verify that
idA(a+ b) = (Sn| xd 7→ad
yd 7→bd
)n∈N = idA(a) + idA(b).
This completes the proof. 
Remark 3.5. (a) One easily sees that the assignment A 7→ Φ
g(q)
A induces a natural trans-
formation Φg(q) :W
g(q)
→ gh ◦ F
Z[q]-Algebras
Rings .
(b) The third condition of Theorem 3.4 can be sharpened a little more. Indeed the
first equation in (3.1) implies that the third condition can be divided into two parts in the
following manner:
(3-1) The map (Φab)
g(q)
A :W
g(q)
(A)→ gh(A) defined by
(an)n∈N 7→

∑
d|n
d
[n
d
]
g(q)
a
n
d
d


n∈N
is an (abelian) group homomorphism.
(3-2) The map Φ
g(q)
A :W
g(q)
(A)→ gh(A) defined by
(an)n∈N 7→

∑
d|n
d(1− g(q)
n
d )a
n
d
d


n∈N
is multiplicative.
This description is very useful in studying the abelian structure of W
g(q)
(A). Furthermore,
by mimicking the proof of Theorem 3.4, one can show that FRINGSAbel ◦W
g(q)
is the unique
functor satisfying the conditions (1), (2), and (3-1) for all g(q) ∈ Z[q]. In this case, it should
be mentioned that the condition g(q) 6= 1 is not necessary in proving the uniqueness.
3.2. Specializing q into an integer. It is quite interesting to note that one can specialize
q into an arbitrary integer m in Theorem 3.4. In fact this specialization makes sense since
it is compatible with ring homomorphisms. Let us explain it in more detail. Let A,B
be Z[q]-algebras and let f : A → B be a Z[q]-algebra homomorphism. Denote by q 7→
m, A|q 7→m, B|q 7→m, and f |q 7→m the specialization of q into m, the ring obtained from A by
the specialization q 7→ m, the ring obtained from B by the specialization q 7→ m, and the
ring homomorphism obtained from f by the specialization q 7→ m, respectively. Then the
following diagram
A
f
−−−−→ B
q 7→m
y yq 7→m
A|q 7→m −−−−→
f |q 7→m
B|q 7→m
commutes since
((q 7→ m) ◦ f)(q · x) = (q 7→ m)(q · f(x)) = mf(x)
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and
(fq 7→m ◦ (q 7→ m))(q · x) = fq 7→m(mx) = mf(x)
for all x ∈ A. Denote by
Wm : Rings→ RINGS
the functor obtained from W
q
by specializing q into m. Let us explain it in more detail. For
any commutative ring A with unity, Wm(A) means the ring defined in such a way that
(an)n∈N + (bn)n∈N = (Sn| q 7→m
xd 7→ad
yd 7→bd
)n∈N,
(an)n∈N · (bn)n∈N = (Pn| q 7→m
xd 7→ad
yd 7→bd
)n∈N,
− (an)n∈N = (In| q 7→m
xd 7→ad
)n∈N
for any elements (an)n∈N, (bn)n∈N ∈ W
m(A). The following corollary follows immediately
from Theorem 3.4.
Corollary 3.6. Given an integer m, the functor Wm satisfies the following conditions:
(1) As a set, Wm(A) = AN.
(2) For every unity-preserving ring homomorphism f : A → B and every α ∈ Wm(A)
one has Wm(f)(α) = f ◦ α.
(3) The map ΦmA : W
m(A)→ gh(A) defined by
(an)n∈N 7→

∑
d|n
d(1−m
n
d )a
n
d
d


n∈N
is a ring homomorphism.
Furthermore, if m 6= 1, then it is uniquely determined by (1)-(3).
Remark 3.7. (a) As in Remark 3.5, the third condition in Corollary 3.6 can be rephrased
in the following manner:
(3-1) The map (Φab)
m
A :W
m(A)→ gh(A) defined by
(an)n∈N 7→

∑
d|n
d
[n
d
]
m
a
n
d
d


n∈N
is an (abelian) group homomorphism.
(3-2) The map Φ
g(q)
A :W
m(A)→ gh(A) defined by
(an)n∈N 7→

∑
d|n
d(1− g(q)
n
d )a
n
d
d


n∈N
is multiplicative.
(b) Let m be an integer. In the same way as in Corollary 3.6, we can derive a functor
W
g(q)
|q 7→m : Rings→ RINGS
by specializing q into m. Let us denote this functor by W g(m). To see that this notation
is well defined, let us assume that g(m) = g′(m′) = k for some g(q), g′(q) ∈ Z[q] − {1} and
m,m′ ∈ Z. Then it is obvious that
W k(
by def.
= W
q
|q 7→k) =W
g(q)
|q 7→m =W
g′(q)
|q 7→m′ .
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(c) It should be noted that W
m
is not Wm but W
g(q)
with g(q) = m.
3.3. Classification theorems.
3.3.1. We classify W
g(q)
and FRINGSAbel ◦W
g(q)
up to strict-isomorphism as g(q) varies over
Z[q]. To begin with, we start with the definition of strict-isomorphism.
Definition 3.8. Suppose that g(q) and h(q) range over Z[q].
(a) We say thatW
g(q)
is strictly isomorphic toW
h(q)
if there exists a natural isomorphism
ω :W
g(q)
→W
h(q)
such that Φ
g(q)
= Φ
h(q)
◦ ω.
(b) We say that FRINGSAbel ◦W
g(q)
is strictly isomorphic to FRINGSAbel ◦W
h(q)
if there exists a
natural isomorphism ω : FRINGSAbel ◦W
g(q)
→ FRINGSAbel ◦W
h(q)
such that Φ
g(q)
ab = Φ
h(q)
ab ◦ ω.
Proposition 3.9. Let g(q), h(q) ∈ Z[q]. Then W
g(q)
is strictly isomorphic to W
h(q)
if and
only if h(q) = g(q) or h(q) = 2− g(q) with g(q) 6= 1.
Proof. Assume that W
g(q)
is strictly isomorphic to W
h(q)
. Let F = Z[q][xn : n ≥ 1]. Then
there exists a ring isomorphism ωF :W
g(q)
(F )→W
h(q)
(F ) satisfying that∑
d|n
d(1 − g(q)
n
d )x
n
d
d =
∑
d|n
d(1 − h(q)
n
d )y
n
d
d , (n ≥ 1), (3.6)
where (yn)n∈N := ωF ((xn)n∈N). If g(q) = 1, then∑
d|n
d(1− h(q)
n
d )y
n
d
d = 0, (n ≥ 1).
If h(q) 6= 1, then yn = 0 for all n ≥ 1. This is obviously a contradiction since ωF is a
bijection. Thus h(q) should be 1. From now on, assume that g(q) 6= 1. When n = 1,
Eq.(3.6) is reduced to
(1− g(q))x1 = (1− h(q))y1.
Hence, y1 is divisible by x1. If we let y1 = x1α for some α ∈ F, then
(1− g(q))x1 = (1− h(q))x1α
and thus 1 − g(q) is divisible by 1 − h(q). In the same manner, we can show that 1 − h(q)
is divisible by 1 − g(q). As a consequence, 1 − g(q) = ±(1 − h(q)). If g(q) 6= h(q), then
1− g(q) = −(1− h(q)), that is, h(q) = 2− g(q). So we are done.
Next, let us prove the converse. In case where h(q) = g(q) we can take ω as id. From
now on, we suppose h(q) 6= g(q) . To begin with, note g(q) 6= 1 since h(q) = 2 − g(q) = 1.
Also we note 1− h(q) = −(1− g(q)). As before, let F = Z[q][xn : n ≥ 1] and X = (xn)n∈N.
For each positive integer n, define yn via the following recursive relations:
− n(1− g(q))yn =
∑
d|n
d(1 − g(q)
n
d )x
n
d
d −
∑
d|n
d<n
d(1 − (2− g(q))
n
d )y
n
d
d , (n ≥ 1). (3.7)
We claim that
yn ∈ Z[g(q)][xd : d|n], (n ≥ 1).
When n = 1, it is clear that y1 = −x1. If n > 1, assume that our assertion holds for all
positive integers less than n. Exploiting the induction hypothesis, it is easy to see that the
right hand side of Eq.(3.7) is contained in (1 − g(q))Z[g(q)][xd : d|n]. In the following, we
will see that it is also divisible by n. Choose any prime divisor p of n. Note that
−n(1− g(q))yn ≡
∑
d|n
p
d(1− (g(q)p)
n
pd )(xpd)
n
pd −
∑
d|n
p
d(1 − (2− g(q))
n
d )(ypd)
n
pd (mod pνp(n)).
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But, by replacing n and g(q) by n/p and g(q)p, respectively, in Eq.(3.7), we can deduce that∑
d|n
p
d(1− (g(q)p)
n
pd )(xpd)
n
pd =
∑
d|n
p
d(1 − (2− g(q)p)
n
pd )(yd| g(q)7→g(q)p
xi 7→x
p
i
)
n
pd .
Consequently we have
− n(1 − g(q))yn
≡
∑
d|n
p
d(1 − (2− g(q)p)
n
pd )(yd| g(q)7→g(q)p
xi 7→x
p
i
)
n
pd −
∑
d|n
p
d(1 − (2− g(q))
n
d )(ypd)
n
pd (mod pνp(n))
≡
∑
d|n
p
d(1 − (2− g(q)p)
n
pd )((yd| g(q)7→g(q)p
xi 7→x
p
i
)
n
pd − (ypd)
n
pd )
−
∑
d|n
p
d((2 − g(q)p)
n
pd − ((2− g(q))p)
n
pd )(ypd)
n
pd (mod pνp(n)).
For each divisor d of n/p, Lemma 3.2(a) implies that
(yd| g(q)7→g(q)p
xi 7→x
p
i
)
n
pd − (ypd)
n
pd ≡ 0 (mod pνp(n)−νp(d))
and
(2 − g(q)p)
n
pd − ((2 − g(q))p)
n
pd ≡ 0 (mod pνp(n)−νp(d))
since
(2 − g(q)p)− (2− g(q))p ≡ 0 (mod p).
Therefore, it holds that
−n(1− g(q))yn ≡ 0 (mod p
νp(n))
and thus −n(1− g(q))yn ≡ 0 (mod n) since p is an arbitrary prime divisor of n. For the full
justification of our claim, we should prove that the right hand side of Eq.(3.7) is divisible
by n(1− g(q)). This can be done in the same way as in the proof of Lemma 3.3.
Now, we are ready to construct the desired natural transformation. Given a Z[q]-algebra
A, consider the map
ωA :W
g(q)
(A)→W
2−g(q)
(A), (an)n∈N 7→ (yn|xd 7→ad).
Obviously ωA is a bijection since the coefficient of xn in yn equals 1. One can verify in
a routine way that the assignment A 7→ ωA induces a natural isomorphism ω : W
g(q)
→
W
2−g(q)
satisfying Φ
g(q)
= Φ
h(q)
◦ ω. This completes the proof. 
Lemma 3.10. Let p be a prime. For any polynomial f(q) ∈ Z[q], p|1− f(q) if and only if
p|[p]f(q).
Proof. Suppose p|1 − f(q). If f(q) = 1, there is nothing to prove since [p]f(q) = p. If
f(q) 6= 1, let us write 1 − f(q) as −pafˆ(q) with (p, fˆ(q)) = 1 and a ≥ 1. Then the desired
result follows from the fact that
1− f(q)p = 1− (1 + pafˆ(q))p ≡ 0 (mod pa+1).
Conversely, assume p|[p]f(q). Then p|1− f(q)
p and thus p|1− f(qp). Letting
f(q) = a0 + a1q + · · ·+ amq
m,
the above condition implies that 1 − a0, a1, a2, · · · , am are divisible by p. Consequently p
divides 1− f(q). 
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Recall that a nonzero polynomial k(q) ∈ Z[q] is called primitive if the only integers that
divide all coefficients of k(q) at once are ±1. With this definition, we can derive the following
classification theorem.
Proposition 3.11. Let g(q), h(q) ∈ Z[q]. Then FRINGSAbel ◦W
g(q)
is strictly isomorphic to
FRINGSAbel ◦W
h(q)
if and only if 1 − g(q) = c1k(q) and 1 − h(q) = c2k(q) for some c1, c2 ∈ Z
and k(q) ∈ Z[q] such that
(1) c1 and c2 have the same set of prime divisors, and
(2) k(q) is primitive.
Proof. To begin with, assume that FRINGSAbel ◦W
g(q)
is strictly isomorphic to FRINGSAbel ◦W
h(q)
.
Let F = Z[q][xn : n ≥ 1]. By assumption there exists a ring isomorphism ωF : W
g(q)
(F )→
W
h(q)
(F ) satisfying that∑
d|n
d
[n
d
]
g(q)
x
n
d
d =
∑
d|n
d
[n
d
]
h(q)
y
n
d
d , (n ≥ 1),
where (yn)n∈N := ωF ((xn)n∈N). For a prime p, we have
yp = xp +
[p]g(q) − [p]h(q)
p
xp1. (3.8)
It implies that [p]g(q) − [p]h(q) is divisible by p. Set
1− g(q) = c1q
agˆ(q) and 1− h(q) = c2q
bhˆ(q),
where c1, c2 ∈ Z, a, b ∈ Z≥0, and gˆ(q), hˆ(q) are primitive polynomials with a positive constant
term. Then the assertion that c1, c2 have the same set of divisors follows from the following
equivalences:
p|1− g(q)
by Lemma 3.10
⇐⇒ p|[p]g(q)
by Eq.3.8
⇐⇒ p|[p]h(q)
by Lemma 3.10
⇐⇒ p|1− h(q)
Next, we will show that a = b and gˆ(q) = ±hˆ(q). In the following, suppose p ∤ 1− g(q) (so,
p ∤ 1 − h(q)). In particular, c1 and c2 are nonzero. Because g(q)
p−1 − [p]h(q) is divisible by
p, so is
(1 − h(q))g(q)p − (1 − g(q))(1− h(q)p).
Hence, the congruences g(q)p ≡ g(qp) (mod p) and h(q)p ≡ h(qp) (mod p) imply that
(c2q
bhˆ(q))(c1q
pagˆ(qp))− (c1q
agˆ(q))(c2q
pbhˆ(qp))
is divisible by p. For simplicity, set
gˆ(q) = a0 + a1q + · · ·+ asq
s
and
hˆ(q) = b0 + b1q + · · ·+ btq
t,
where a0, b0 are nonzero. It is not difficult to see that
(c2q
bhˆ(q))(c1q
pagˆ(qp))− (c1q
agˆ(q))(c2q
pbhˆ(qp))
can be simplified to
c1c2q
pa+b
∑
k≥0

 ∑
pi+j=k
aibj

 qk − c1c2qa+pb∑
k≥0

 ∑
i+pj=k
aibj

 qk.
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To see a = b, assume a > b. Then the coefficient of qa+pb equals c1c2a0b0. Since p is an
arbitrary prime with p ∤ 1 − g(q), we may assume that p is sufficiently large. Under this
assumption, the condition p|c1c2a0b0 forces a = 0 or b = 0, which is absurd. In the same
manner, we can derive a contradiction when a < b. Consequently a = b, thus the coefficient
of qpa+a+k equals c1c2(a0bk−akb0) for all k ≥ 0 (because p is sufficiently large). In addition,
since none of c1, c2 are divisible by p, we get a0bk − akb0 = 0. It means that hˆ(q) =
b0
a0
gˆ(q).
On the other hand, gˆ(q), hˆ(q) are primitive, thus b0
a0
should be ±1. So we are done.
Next, let us prove the converse. Let F = Z[q][xn : n ≥ 1] and X = (xn)n∈N. For n ≥ 1,
define yn via the following recursive relations:
nyn =
∑
d|n
d
[n
d
]
g(q)
x
n
d
d −
∑
d|n
d<n
d
[n
d
]
h(q)
y
n
d
d (∀n ≥ 1). (3.9)
We claim that yn ∈ Z[g(q)][xd : d|n] for all n ≥ 1. When n = 1, y1 = x1. If n > 1,
assume that our assertion holds for all positive integers less than n. In view of the induction
hypothesis, it is obvious that the right hand side of Eq.(3.9) is contained in Z[g(q)][xd : d|n].
To see that it is also divisible by n, choose any prime divisor p of n.
First, assume that (p, 1 − g(q)) = (p, 1 − h(q)) = p. Using Lemma 3.2(a), one can easily
see that d
[
n
d
]
g(q)
and d
[
n
d
]
h(q)
are divisible by pνp(n) for every divisor d of n. As a result,
the right hand side of Eq.(3.9) is divisible by pνp(n).
Second, assume that (p, 1− g(q)) = (p, 1− h(q)) = 1. From Eq.(3.9) it follows that
n(1 − g(q))(1− h(q))yn
≡ (1− h(q))
∑
d|n
p
d(1− g(q)
n
d )x
n
d
d − (1− g(q))
∑
d|n
p
d(1 − h(q)
n
d )y
n
d
d
≡ (1− h(q))
∑
d|n
p
d(1− (g(q)p)
n
dp )(xpd)
n
dp − (1− g(q))
∑
d|n
p
d(1 − (h(q)p)
n
dp )(ypd)
n
dp
≡ (1− h(q))(1 − g(qp))
∑
d|n
p
d
[
n
dp
]
g(qp)
(xpd)
n
dp − (1− g(q))(1 − h(qp))
∑
d|n
p
d
[
n
dp
]
h(qp)
(ypd)
n
dp .
Here ‘≡’ denotes ‘≡ (mod pνp(n))’. Considering Eq.(3.9) for n
p
, we can deduce that
∑
d|n
p
d
[
n
dp
]
g(qp)
(xpd)
n
dp =
∑
d|n
p
d
[
n
dp
]
h(qp)
(yd| q 7→qp
xd 7→x
p
d
)
n
dp .
Combining it with the congruence
(yd| q 7→qp
xd 7→x
p
d
)
n
dp ≡ (yd| q 7→qp
xd 7→x
p
d
)
n
dp (mod pνp(
n
p
)),
we can see that n(1− g(q))(1 − h(q))yn is congruent to
((1− h(q))(1 − g(qp))− (1 − g(q))(1− h(qp)))
∑
d|n
p
d
[
n
dp
]
h(qp)
y
n
d
d (mod p
νp(n)),
which is zero. Because (p, 1− g(q)) = (p, 1− h(q)) = 1, it follows that
nyn ≡ 0 (mod p
νp(n)).
So our claim is verified. Finally, by mimicking the method in the proof of Proposition 3.9,
we can construct the desired natural transformation. 
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3.3.2. Here we classify Wm and FRINGSAbel ◦W
m up to strict-isomorphism as m varies over
the set of integers.
Definition 3.12. Suppose that a, b range over the set of integers.
(a) We say that W a is strictly-isomorphic to W b if there exists a natural isomorphism
ω :W a → W b such that Φa = Φb ◦ω. In this case, ω is called a strict natural isomorphism.
(b) We say that FRINGSAbel ◦W
a is strictly isomorphic to FRINGSAbel ◦W
b if there exists a natural
isomorphism ω : FRINGSAbel ◦W
a → FRINGSAbel ◦W
b such that (Φab)
a = (Φab)
b ◦ ω.
Proposition 3.13. (a) Let a, b be integers. Then W a is strictly-isomorphic to W b if and
only if a = b or a+ b = 2 with a 6= 1.
(b) Suppose that m varies over the set of integers. Then Wm is classified by the set of
positive integers up to strict-isomorphism.
Proof. (a) It follows from proposition 3.9.
(b) First, we will show that W a is not strictly isomorphic to W b for any integers a, b ≥ 1
with a 6= b. It is trivial by (a) since a+ b always exceeds 2. Second, we will show that for
any nonnegative integer a, W a is strictly isomorphic to W b for some positive integer b. It,
however, is trivial since W a is strictly isomorphic to W 2−a and 2− a ≥ 2. 
Proposition 3.14. (a) Let a, b be arbitrary integers. Then FRINGSAbel ◦W
a is strictly isomorphic
to FRINGSAbel ◦W
b if and only if (1− a) and (1− b) have the same set of prime divisors.
(b) Suppose that m varies over the set of integers and let P be the set of all primes. Then
FRINGSAbel ◦W
m is classified by {S ⊂ P : |S| <∞ or S = P} up to strict-isomorphism.
Proof. (a) It follows from Proposition 3.11.
(b) For a, b ∈ Z define a ∼ b if 1 − a and 1 − b have the same set of prime divisors.
Obviously ∼ is an equivalence relation on Z. And, from (a) it follows that FRINGSAbel ◦W
m is
classified by the set of equivalence classes up to strict-isomorphism. Consider the map
η : Z/ ∼→ {S ⊂ P : |S| <∞ or S = P}, [m] 7→ the set of all prime divisors of 1−m.
By the definition of ∼, η is well defined and injective. To see that η is surjective, pick up any
finite subset {p1, . . . , pl} of P. Then η(1 − p1p2 · · · pl) = {p1, . . . , pl}. In addition, η(1) = P.
This completes the proof. 
4. q-Deformation of Grothendieck’s Λ-functor
4.1. q-Deformation of Grothendieck’s Λ-functor and its specializations. Let g(q)
be an arbitrary polynomial in Z[q]. For any Z[q]-algebra A, let Λ
g(q)
(A) be the ring such
that the underlying set consists of formal power series with coefficients in A and constant 1.
For each object A in Z[q]-Algebras, the addition and the multiplication are defined in such
a way that ∏
n≥1
1
1− antn
+
Λ
g(q)
A
∏
n≥1
1
1− bntn
=
∏
n≥1
1
1− Sn| xd 7→ad
yd 7→bd
tn
,
∏
n≥1
1
1− antn
×
Λ
g(q)
A
∏
n≥1
1
1− bntn
=
∏
n≥1
1
1− Pn| xd 7→ad
yd 7→bd
tn
.
(4.1)
For the definition of Sn,Pn, see Section 3.1. For a Z[q]-algebra homomorphism f : A→ B,
consider the map Λ
g(q)
(f) : Λ
g(q)
(A)→ Λ
g(q)
(B) defined by
1 +
∑
n≥1
ant
n 7→ 1 +
∑
n≥1
f(an)t
n.
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One easily sees that the assignment A 7→ Λ
g(q)
(A) induces a functor
Λ
g(q)
: Z[q]-Algebras→ RINGS.
Set Gh := ιRingsRINGS ◦Gh (for the definition of Gh, refer to Section 2.3). In the same way as in
Theorem 3.4, we can derive the following characterization of Λ
g(q)
.
Theorem 4.1. Let g(q) be any polynomial in Z[q]. The functor Λ
g(q)
satisfies the following
conditions:
(1) As a set, Λ
g(q)
(A) = {1 +
∑
n≥1 ant
n : an ∈ A}.
(2) For a Z[q]-algebra homomorphism f : A→ B, one has
Λ
g(q)
(f) : Λ
g(q)
(A)→ Λ
g(q)
(B), 1 +
∑
n≥1
ant
n 7→ 1 +
∑
n≥1
f(an)t
n.
(3) The map Υ
g(q)
A : Λ
g(q)
(A)→ Gh(A) defined by∏
n≥1
1
1− antn
7→
d
dt
log
∏
n≥1
1− g(q)ant
n
1− antn
is a ring homomorphism.
Furthermore, if g(q) 6= 1, then Λ
g(q)
is uniquely determined by the conditions (1)-(3).
Consider the case where g(q) = q. Specializing q into an integer m produces a functor
Λm : Rings→ RINGS for each integer m. The subsequent corollary follows immediately from
Theorem 4.1.
Corollary 4.2. For any integer m, Λm satisfies the following conditions:
(1) As a set, Λm(A) = {1 +
∑
n≥1 ant
n : an ∈ A}.
(2) For a unity-preserving ring homomorphism f : A→ B, one has
Λm(f) : Λm(A)→ Λm(B), 1 +
∑
n≥1
ant
n 7→ 1 +
∑
n≥1
f(an)t
n.
(3) The map ΥmA : Λ
m(A)→ Gh(A) defined by∏
n≥1
1
1− antn
7→
d
dt
log
∏
n≥1
1−mant
n
1− antn
is a ring homomorphism.
Furthermore, if m 6= 1, then it is uniquely determined by (1)-(3).
4.2. Symmetric functions arising in the context of our q-deformed Witt rings.
In this subsection, we focus on certain symmetric functions which are naturally arise in the
context of our q-deformed Witt rings. Let X = {xi : i ≥ 1} be an alphabet. Define new
symmetric functions uqn(X), v
q
n(X), (n ≥ 1) via the following relations:∑
d|n
d
[n
d
]
q
u
q
d(X)
n
d =
∑
d|n
d(1− q
n
d )vqd(X)
n
d = pn(X), (n ≥ 1). (4.2)
Here pn(X) denotes the nth power-sum symmetric function in xi’s, that is, pn(x) = x
n
1 +
xn2 + x
n
3 + · · · . Let H(X, t) be the generating function of hn(X)’s, that is,
H(X, t) =
∞∑
n=0
hn(X)t
n :=
∞∏
i=1
1
1− xit
.
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Let
Hq(X, t) = 1 +
∑
n≥1
hqn(X)t
n :=
∏
n≥1
1
1− uqn(X)tn
, and
Gq(X, t) = 1 +
∑
n≥1
gqn(X)t
n :=
∏
n≥1
1
1− vqn(X)tn
.
Lemma 4.3. Let X = {xi : i ≥ 1}, Y = {yi : i ≥ 1} be alphabets. For each positive integer
n, we have
(a) hqn(X + Y ) ∈ Z[q][h
q
i (X), h
q
j(Y ) : 1 ≤ i, j ≤ n].
(b) gqn(XY ) ∈ Z[q][g
q
i (X), g
q
j(Y ) : 1 ≤ i, j ≤ n].
Proof.
(a) Let us observe that
uqn(X)− h
q
n(X) ∈ Z[q][h
q
d(X) : d|n]
and
hqn(X + Y ) =
∑
a1+2a2+···+nan=n
ai≥0
u
q
1(X + Y )
a1u
q
2(X + Y )
a2 · · · uqn(X + Y )
an
for all n ≥ 1. Thus, to prove our assertion, it suffices to see that
uqn(X + Y ) ∈ Z[q][u
q
d(X), u
q
d(Y ) : d|n]
for all n ≥ 1. On the other hand, due to the identity∑
d|n
d
[n
d
]
q
u
q
d(X + Y )
n
d = pn(X + Y ) = pn(X) + pn(Y ),
we have ∑
d|n
d
[n
d
]
q
u
q
d(X + Y )
n
d =
∑
d|n
d
[n
d
]
q
(uqd(X)
n
d + uqd(Y )
n
d ).
Immediately it follows that
uqn(X + Y ) ∈ Q[q][u
q
d(X), u
q
d(Y ) : d|n]
for each positive integer n. In the following, we will show that
uqn(X + Y ) ∈ Z[q][u
q
d(X), u
q
d(Y ) : d|n].
Let p be any prime divisor of n. Then
n(1− q)uqn(X + Y )
=
∑
d|n
d(1− q
n
d )(uqd(X)
n
d + uqd(Y )
n
d )−
∑
d|n
d<n
d(1 − q
n
d )uqd(X + Y )
n
d
≡
∑
d|n
p
d(1− (qp)
n
pd )((uqd(X)
p)
n
dp + (uqd(Y )
p)
n
pd )−
∑
d|n
p
d(1 − (qp)
n
pd )(uqd(X + Y )
p)
n
pd
≡
∑
d|n
p
d(1− (qp)
n
pd )((uqd(X + Y )| q 7→qp
ui(X)7→ui(X)
p
ui(Y )7→ui(Y )
p
)
n
pd − (uqd(X + Y )
p)
n
pd )
≡ 0 (by Lemma 3.2).
Here ‘≡’ denotes ‘≡ (mod pνp(n))’. It implies that n(1−q)uqn(X+Y ) is divisible by n. But,
it it obvious that n(1− q)uqn(X + Y ) is divisible by 1− q. Hence, our proof is completed.
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(b) Recall
gqn(XY ) =
∑
a1+2a2+···+nan=n
ai≥0
v
q
1(XY )
a1v
q
2(XY )
a2 · · · vqn(XY )
an .
Hence, to verify our assertion, it suffices to show that
vqn(XY ) ∈ Z[q][v
q
d(X), v
q
d(Y ) : d|n]
for all n ≥ 1. since
v
q
d(X)− g
q
d(X) ∈ Z[q][g
q
i (X) : i|d].
To this end, observe that the equalities∑
d|n
d(1− q
n
d )vqd(XY )
n
d = pn(XY ) = pn(X)pn(Y ), (n ≥ 1)
imply
∑
d|n
d(1 − q
n
d )vqd(XY )
n
d =

∑
d|n
d(1− q
n
d )vqd(X)
n
d



∑
d|n
d(1− q
n
d )vqd(Y )
n
d


for all n ≥ 1. In a recursive way, one easily sees that
vqn(XY ) ∈ Q[q][v
q
d(X), v
q
d(Y ) : d|n].
Now, we are ready to prove that
vqn(XY ) ∈ Z[q][v
q
d(X), v
q
d(Y ) : d|n]
for all n ≥ 1. Let p be any prime divisor of n. Then
n(1 − q)vqn(XY )
= (
∑
d|n
d(1 − q
n
d )vqd(X)
n
d )

∑
d|n
d(1− q
n
d )vqd(Y )
n
d

−∑
d|n
d<n
d(1 − q
n
d )vqd(XY )
n
d
≡ (
∑
d|n
p
d(1 − (qp)
n
pd )(vqd(X)
p)
n
pd )

∑
d|n
p
d(1 − (qp)
n
pd )(vqd(Y )
p)
n
pd

−∑
d|n
p
d(1− q
n
d )(vqd(XY )
p)
n
pd
≡
∑
d|n
p
d(1− (qp)
n
pd )

(vqd(XY )| q 7→qp
v
q
i
(X)7→(v
q
i
(X))p
v
q
i
(Y )7→(v
q
i
(Y ))p
)
n
pd − (vqd(XY )
p)
n
pd


≡ 0 (by Lemma 3.2)(a)).
Here ‘≡’ denotes ‘≡ (mod pνp(n))’. Since p is arbitrary, our assertion is verified. 
For a partition λ = (λ1, . . . , λl), let
u
q
λ(X) := u
q
λ1
(X)uqλ2(X) · · · u
q
λl
(X),
v
q
λ(X) := v
q
λ1
(X)vqλ2(X) · · · v
q
λl
(X),
h
q
λ(X) := h
q
λ1
(X)hqλ2(X) · · · h
q
λl
(X),
g
q
λ(X) := g
q
λ1
(X)gqλ2(X) · · · g
q
λl
(X).
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Let X = {xi : i ≥ 1} be an alphabet, ΛZ the ring of symmetric functions in infinitely many
variables xi, (i ≥ 1), over Z, and Par the set of all partitions. For simplicity, let
Z[q]1−q := Z[q]
[
1
1− q
]
.
We prove the following theorem.
Theorem 4.4. With the notation above, we have
(a){uqλ(X) : λ ∈ Par} is a Q[q]-basis of Q[q]⊗ ΛZ.
(b){hqλ(X) : λ ∈ Par} is a Q[q]-basis of Q[q]⊗ ΛZ.
(c){vqλ(X) : λ ∈ Par} is a Z[q]1−q-basis of Z[q]1−q ⊗ ΛZ.
(d){gqλ(X) : λ ∈ Par} is a Z[q]1−q-basis of Z[q]1−q ⊗ ΛZ.
Proof.
(a) From the first equation of (4.2) it follows that
pn(X)− nu
q
n(X) ∈ Z[q][u
q
d(X) : d|n, d < n]
for all n ≥ 1. Since {pλ(X) : λ ∈ Par} is a Q-basis of Q ⊗ ΛZ, it follows that {u
q
λ(X) : λ ∈
Par} is a spanning set of Q[q]⊗ ΛZ. To see that it is linearly independent, let
aλ(1)u
q
λ(1)
+ aλ(2)u
q
λ(2)
+ · · ·+ aλ(r)u
q
λ(r)
= 0, with aλ(i) ∈ Q[q],
where λ(1) ☎λ(2) ☎ · · ·☎λ(r) in the dominance order. Writing the left hand side in terms of
pλ(X), (λ ∈ Par) yields that
aλ(1)pλ(1) + lower terms = 0.
Hence, we can conclude that aλ(1) = 0. Repeating this process, we can see that all the
coefficients vanish.
(b) Since
hqn(X) =
∑
a1+2a2+···+nan=n
ai≥0
u
q
1(X)
a1u
q
2(X)
a2 · · · uqn(X)
an ,
it follows that
hqn(X)− u
q
n(X) ∈ Z[u
q
d(X) : d|n, d < n]
for all positive integers n. Thus our assertion follows from (a).
(c) To begin with, we will show that
vqn(X) ∈ Z[q]1−q ⊗ ΛZ, (n ≥ 1).
From the identity ∏
n≥1
1− qvqn(X)t
n
1− vqn(X)tn
= H(X, t)
it follows that hn(X) can be expressed as
∑
i+j=n
0≤i,j≤n

 ∑
a1+2a2+···+iai=i
al≥0,(1≤l≤i)
v
q
1(X)
a1v
q
2(X)
a2 · · · vqn(X)
an



 ∑
b1+b2+···+bs=j
bk>0,(1≤k≤s)
(−q)jvqb1(X) · · · v
q
bs
(X)

 .
(4.3)
In case where n = 1, our claim is obvious since
vqn(X) =
1
1− q
h1(X).
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When n > 1, assume that our assertion is true for all positive integers less than n. By (4.3)
we can deduce that
hn(X)− (1 − q)v
q
n(X) ∈ Z[q][v
q
i (X) : 1 ≤ i ≤ n− 1],
and thus
vqn(X)−
1
1− q
hn(X) ∈ Z[q][v
q
i (X) : 1 ≤ i ≤ n− 1].
Now, the claim is immediate from the induction hypothesis. We are now ready to show that
{vqλ(X) : λ ∈ Par} is a basis. In view of (4.3), {v
q
λ(X) : λ ∈ Par} is obviously a spanning
set of Z[q]1−q ⊗ ΛZ. The linear independence can be shown in the same way as in (a).
(d) It can be verified in the same manner as in (b). 
Remark 4.5. It should be noted that {uqλ(X) : λ ∈ Par} is not a Z[q]-basis of Z[q] ⊗ ΛZ.
To illustrate this, define symmetric functions qn(X), (n ≥ 1) via the relations:
pn(X) =
∑
d|n
dqd(X)
n
d , (n ≥ 1).
For a partition λ = (λ1, . . . , λl), let
qλ(X) := qλ1(X)qλ2(X) · · · qλl(X).
It is easy to see that {qλ(X) : λ ∈ Par} is a Z-basis of ΛZ (see [18, 19]). However, the
system of equations ∑
d|n
d
[n
d
]
q
u
q
d(X)
n
d =
∑
d|n
dqd(X)
n
d , (n ≥ 1),
imply that
qp(X) = u
q
p(X) +
[p]q − 1
p
u
q
1(X)
p,
where p is a prime. Obviously
[p]q−1
p
/∈ Z[q].
4.3. Connection betweenW
q(q)
and Λ
g(q)
. As before, let g(q) be an arbitrary polynomial
in Z[q]. Given a Z[q]-algebra A, consider the map ΘA :W
g(q)
(A)→ Λ
g(q)
(A) defined by
(an)n∈N 7→
∏
n≥1
1
1− antn
.
Since the ring structure of Λ
g(q)
(A) is transported from that of W
g(q)
(A) via ΘA, the
assignment A 7→ ΘA induces a natural isomorphism Θ : W
g(q)
→ Λ
g(q)
such that the
diagram
W
g(q) Θ
−−−−→
∼=
Λ
g(q)
Φ
g(q)
y Υg(q)y
gh ◦ F
Z[q]-Algebras
Rings −−−−→
int
Gh ◦ F
Z[q]-Algebras
Rings
is commutative. Here int denotes the natural transformation such that intA((an)n∈N) =∑
n≥1 ant
n−1 (refer to Eq.(4.1)).
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In the rest of this subsection, we introduce some product identities which arise naturally
in our context. Let xn (n ≥ 1) be indeterminates and assume that g(q) ranges over the set
Z[q] \ {1}. For h(q) ∈ Z[q] \ {1}, consider the following system of equations:
∑
d|n
d(1− g(q)
n
d )x
n
d
d =
∑
d|n
d(1− h(q)
n
d )T
n
d
d , (n ≥ 1). (4.4)
Lemma 4.6. Assume that g(q) ranges over the set Z[q] \ {1}. Then, Tn ∈ Z[g(q)][xd : d|n]
for every positive integer n if and only if h(q) = 0, 2.
Proof. First, assume that Tn ∈ Z[g(q)][xd : d|n] for every positive integer n. From Eq.(4.4)
it follows that
Tn −
1− g(q)
1− h(q)
xn ∈ Z[g(q)][xd : d|n, d < n]
for all n ≥ 1. Since g(q) is arbitrary, it follows that 1− h(q) = ±1, that is, h(q) = 0 or 2.
To prove the converse, assume that h(q) = 0 or 2. We will prove the desired result by using
mathematical induction on n. When n = 1, our assertion is trivial since T1 = ±(1− g(q))x1
by Eq.(4.4). When n > 1, assume that it holds for all positive integers less than n. First,
let h(q) = 0. Let p be any prime divisor of n. Then
nTn =
∑
d|n
d(1− g(q)
n
d )x
n
d
d −
∑
d|n
d<n
dT
n
d
d
≡
∑
d|n
p
d(1− (g(q)p)
n
pd )(xpd)
n
d −
∑
d|n
p
d(Tpd)
n
pd (mod pνp(n))
≡
∑
d|n
p
d((Td| g(q)7→g(q)p
xi 7→x
p
i
)
n
pd − (Tpd)
n
pd ) (mod pνp(n))
≡ 0 (mod pνp(n)) (by Lemma 3.2(a)).
On the other hand, if h(q) = 2, then
−nTn =
∑
d|n
d(1− g(q)
n
d )x
n
d
d −
∑
d|n
d<n
d(1− 2
n
d )T
n
d
d
≡
∑
d|n
p
d(1− (g(q)p)
n
pd )(xpd)
n
d −
∑
d|n
p
d(1− 2
n
pd )(Tpd)
n
pd (mod pνp(n))
≡
∑
d|n
p
d(1− 2
n
pd )((Td| g(q)7→g(q)p
xi 7→x
p
i
)
n
pd − (Tpd)
n
pd ) (mod pνp(n))
≡ 0 (mod pνp(n)) (by Lemma 3.2(a)).
Since p is arbitrary, we can conclude that Tn is divisible by n. This completes the proof. 
Let h(q) = 0, 2. For a Z[q]-algebra A, let ω
g(q),h(q)
A : W
g(q)
(A) → W
h(q)
(A) be the map
defined by
(an)n∈N 7→ (Tn|xd 7→ad)n∈N.
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Then the assignment A 7→ ω
g(q),h(q)
A induces a natural transformation ω
g(q),h(q) : W
g(q)
→
W
h(q)
such that the diagram
W
g(q) ωg(q),h(q)
−−−−−−→ W
h(q) Θ
−−−−→ Λ
h(q)
Φ
g(q)
y Φh(q)y Υh(q)y
gh ◦ F
Z[q]-Algebras
Rings −−−−→id
gh ◦ F
Z[q]-Algebras
Rings −−−−→
int
Gh ◦ F
Z[q]-Algebras
Rings
is commutative.
Suppose that l,m are arbitrary integers. Combining Eq.(4.4) and Lemma 4.6 yields the
following proposition.
Proposition 4.7. Let A be any Z[q]-algebra and assume that g(q) ranges over Z[q] \ {1}.
For (an)n∈N ∈ W
g(q)
(A), let (bn)n∈N := ω
g(q),0
A ((an)n∈N) and (cn)n∈N := ω
g(q),2
A ((an)n∈N).
Then we have
∏
n≥1
1− g(q)ant
n
1− antn
=
∏
n≥1
1
1− bntn
=
∏
n≥1
1− 2cnt
n
1− cntn
.
Define zn(n ≥ 1) via the following system of equations:∑
d|n
d(1 −m
n
d )x
n
d
d =
∑
d|n
d(1 − l
n
d )z
n
d
d , (n ≥ 1).
Letting g(q) = q and then specializing q into an integer m in the above paragraph, we can
derive the following corollary.
Corollary 4.8. Let m vary the set of integers. Then we have the following.
(a) With the above notation, zn ∈ Z[xd : d|n] for every positive integer n if and only if
l = 0, 2
(b) Let l = 0, 2. For a Z[q]-algebra A, let
ω¯m,lA :W
m(A)→W l(A), (an)n∈N 7→ (zn|xd 7→ad)n∈N.
Then the assignment A 7→ ωm,lA induces a natural transformation ω¯
m,l : Wm → W l such
that the diagram
W m
ω¯m,l
−−−−→ W l
Θ
−−−−→ Λl
Φm
y Φly Υly
gh −−−−→
id
gh −−−−→
int
Gh
is commutative.
(c) Let A be any commutative ring with unity and let m be any integer. For (an)n∈N ∈
Wm(A), let (bn)n∈N := ω¯
m,0
A ((an)n∈N) and (cn)n∈N := ω¯
m,2
A ((an)n∈N). Then we have
∏
n≥1
1−mant
n
1− antn
=
∏
n≥1
1
1− bntn
=
∏
n≥1
1− 2cnt
n
1− cntn
.
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5. q-deformation of necklace rings
As explained in the introduction, classical necklace rings come as a partner of classical
Witt rings. Motivated by this phenomenon, in this section, we provide functors
B
g(q)
: Z[q]⊗Ψ-Rings→ RINGS
attached to each polynomial g(q) ∈ Z[q] and
Bm : Ψ-Rings→ RINGS
attached to each integerm ∈ Z. The relationship betweenW
g(q)
and B
g(q)
and that between
Wm and Bm will be studied intensively in Section 7.
5.1. q-Deformation of necklace rings. Throughout this subsection, we assume that Z[q]
is equipped with the Ψ-ring structure such that Ψn(f(q)) = f(qn) for all f(q) ∈ Z[q] and
n ≥ 1. Let E be the Ψ-ring freely generated by xn, yn (n ≥ 1). It is easy to see that
F := Z[q]⊗ E is made into a Ψ-ring if we define
Ψn(a⊗ b) = Ψn(a)⊗Ψn(b), a ∈ Z[q], b ∈ E.
Remark 5.1. Proposition 2.3 implies that the polynomial ring Z[q] can be equipped with
the λ-ring structure with the Adams operations defined as above.
Let R := Q[q]⊗ E. Given a polynomial g(q) ∈ Z[q], consider the map
ϕ
g(q)
R : R
N → RN, (an)n∈N 7→

∑
d|n
d(1− g(q)
n
d )Ψ
n
d (ad)


n∈N
.
Let X = (xn)n∈N and Y = (yn)n∈N. Let P = (Pn)n∈N be the element determined by the
relation:
∑
d|n
d
[n
d
]
g(q)
Ψ
n
d (Pd) = (1−g(q))

∑
d|n
d
[n
d
]
g(q)
Ψ
n
d (xd)



∑
d|n
d
[n
d
]
g(q)
Ψ
n
d (yd)

 , (n ≥ 1).
(5.1)
Multiplying either side of Eq.(5.1) by 1− g(q) yields that
ϕ
g(q)
R (P ) = ϕ
g(q)
R (X) ϕ
g(q)
R (Y ).
Lemma 5.2. Let n be an arbitrary positive integer. Then Pn ∈ Z[q][Ψ
n
d (xd),Ψ
n
d (yd) : d|n].
Proof. If g(q) = 1, then Pn = 0 for all n ≥ 1. Indeed it can be verified by applying
the mathematical induction on n to Eq.(5.1). So, from now on, assume g(q) 6= 1. Note
P1 = (1 − g(q))x1y1. If n > 1, assume that the desired assertion holds for all positive
integers less than n. Multiplying either side of Eq.(5.1) by 1− g(q), we have
n(1− g(q))Pn
=

∑
d|n
d(1 − g(q)
n
d )Ψ
n
d (xd)



∑
d|n
d(1− g(q)
n
d )Ψ
n
d (yd)

−∑
d|n
d<n
d(1 − g(q)
n
d )Ψ
n
d (Pd).
(5.2)
Due to the induction hypothesis, it is clear that the right hand side of the above equation
is contained in Z[q][Ψ
n
d (xd),Ψ
n
d (yd) : d|n]. The proof of Lemma 3.3 shows that our claim is
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almost straightforward if one can prove that the right hand side of Eq.(3.7) is divisible by
n. Let p be a prime divisor of n. Then we have the following congruence:
n(1− g(q))Pn ≡

∑
d|n
p
d(1− g(q)
n
d )Ψ
n
d (xd)



∑
d|n
p
d(1 − g(q)
n
d )Ψ
n
d (yd)


−
∑
d|n
p
d(1− g(q)
n
d )Ψ
n
d (Pd) (mod p
νp(n)).
(5.3)
In view of Lemma 3.2(a), one has
Ψp(1− g(q)
n
pd ) = 1− g(qp)
n
pd ≡ 1− g(q)
n
d (mod pνp(
n
d
)) (5.4)
for every divisor d of n
p
. Therefore,
∑
d|n
p
d(1 − g(q)
n
d )Ψ
n
d (xd)



∑
d|n
p
d(1− g(q)
n
d )Ψ
n
d (yd)


≡ Ψp



∑
d|n
p
d(1− g(q)
n
pd )Ψ
n
pd (xd)



∑
d|n
p
d(1− g(q)
n
pd )Ψ
n
pd (yd)



 (mod pνp(n))
= Ψp

∑
d|n
p
d(1− g(q)
n
pd )Ψ
n
pd (Pd)

 (by Eq.(5.1))
=
∑
d|n
p
d(1− g(q)
n
d )Ψ
n
d (Pd).
Apply this to (5.3) to get
n(1− g(q))Pn ≡ 0 (mod p
νp(n)).
Consequently n(1− g(q))Pn ≡ 0 (mod n), as required. 
Let us define the category Z[q]⊗Ψ-Rings. Its objects consist of the Z[q]-algebras that are
equipped with the structure of a Ψ-ring such that Ψn(q) = qn for all n ≥ 1. The morphisms
are Z[q]-algebra homomorphisms compatible with Ψ-operations. By virtue of Lemma 5.2,
one can construct a functor
B
g(q)
: Z[q]⊗Ψ-Rings→ RINGS
such that, for each object R, the addition B
g(q)
(A) is defined componentwise and the multi-
plication is defined via the universal polynomials Pn’s (n ≥ 1) (refer to the proof of Theorem
3.4). The following theorem can be derived essentially in the same way as in Theorem 3.4.
Theorem 5.3. Given an polynomial g(g) ∈ Z[q], there exists a functor
B
g(q)
: Z[q]⊗Ψ-Rings→ RINGS
subject to the following conditions:
(1) As a set, B
g(g)
(R) = RN.
(2) For every morphism f : R→ S and every α ∈ B
g(g)
(R) one has B
g(g)
(f)(α) = f ◦α.
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(3) The map ϕ
g(g)
R : B
g(g)
(R)→ gh(R) defined by
(an)n∈N 7→

∑
d|n
d(1− g(q)
n
d )Ψ
n
d (ad)


n∈N
is a ring homomorphism.
If g(q) 6= 1, then B
g(g)
is uniquely determined by the conditions (1)-(3).
Remark 5.4. (a) In the above theorem, one can see that ϕg(q) is a natural transformation.
(b) Obviously Z[q] is equipped with the Ψ-ring structure with Ψn = id for all n ≥ 1.
With this Ψ-ring structure, define Pn as in Eq.(5.1). But, in this case,
Pn /∈ Z[q][Ψ
n
d (xd),Ψ
n
d (yd) : d|n]
in general. For instance, if g(q) = q, then
P2 = (1− q
2)Ψ2(x1)y2 + (1 − q
2)x2Ψ
2(y1) + 2(1− q)x2y2 +
q − q3
2
Ψ2(x1y1).
5.2. Necklace ring attached to an integer. In this subsection, let F will denote the
Ψ-ring freely generated by xn, yn (n ≥ 1). As a ring, it is the polynomial ring
Z[Ψk(xn),Ψ
k(yn) : k, n ≥ 1].
Let R := Q[q]⊗ F. Given an integer m, let us consider the map
ϕmR : R
N → RN, (an)n∈N 7→

∑
d|n
d(1 −m
n
d )Ψ
n
d (ad)


n∈N
.
Let X = (xn)n∈N and Y = (yn)n∈N, and define P = (Pn)n∈N recursively via the following
relations:
∑
d|n
d
[n
d
]
m
Ψ
n
d (Pd) = (1 −m)

∑
d|n
d
[n
d
]
m
Ψ
n
d (xd)



∑
d|n
d
[n
d
]
m
Ψ
n
d (yd)

 , (n ≥ 1),
(5.5)
equivalently,
ϕmR (P) = ϕ
m
R (X)ϕ
m
R (Y ).
Exploiting the mathematical induction on n one easily sees that
Pn ∈ Q[Ψ
n
d (xd),Ψ
n
d (yd) : d|n], (n ≥ 1).
The proof of the following theorem can be done by a a slight modification of that of Lemma
5.2.
Lemma 5.5. Let n be an arbitrary positive integer. Then Pn ∈ Z[Ψ
n
d (xd),Ψ
n
d (yd) : d|n].
By virtue of Lemma 5.5, one can construct a functor
Bm : Ψ-Rings→ RINGS
such that the addition is defined componentwise and the multiplication is defined via the
universal polynomials Pn’s (n ≥ 1). We prove the following theorem in the same way as in
Theorem 3.4.
Theorem 5.6. Given an integer m, the functor Bm satisfies the following conditions:
(1) As a set, Bm(R) = RN.
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(2) For every Ψ-ring homomorphism f : R → S and every α ∈ Bm(R) one has
Bm(f)(α) = f ◦ α.
(3) The map ϕmR : B
m(R)→ gh(R) defined by
(an)n∈N 7→

∑
d|n
d(1−m
n
d )Ψ
n
d (ad)


n∈N
is a ring homomorphism.
If m 6= 1, then it is uniquely determined by (1)-(3).
Remark 5.7. (a) Theorem 5.6 cannot be deduced from Theorem 5.3 by the specialization
q 7→ m since it is not compatible with Ψn, (n ≥ 1). For instance,
(1− qn)Ψn(x)
q 7→m
−→ (1−mn)Ψn(x),
whereas
Ψn((1 − q)x)
q 7→m
−→ Ψn((1 −m)x) = (1 −m)Ψn(x).
(b) The functors B
g(q)
and Bm have the exactly same classification theorems as in Section
3.3, all of which can be obtained by the slight modification of the arguments in Section 3.3.
5.3. Structure constants of B
g(q)
and Bm.
5.3.1. In the previous section, we have shown that
B
g(q)
(X)B
g(q)
(Y ) = (Pn),
where
Pn =
∑
i,j|n
d(i, j)Ψ
n
i (xi)Ψ
n
j (yj).
Here we focus on the explicit form of d(i, j). To begin with, let us introduce definitions and
notation necessary to develop our arguments. For a positive integer n, let Dn be the poset
consisting of all divisors of n where i  j in Dn if j is divisible by i. For positive integers
a, b ∈ Dn with a  b, let C(a, b) the set of all chains from a to b in Dn. It is easy to see that
it does not depend on the choice of n.
For positive integers a, b ∈ Dn with a  b and for any chain C = (a = xr ≺ · · · ≺ x0 =
b) ∈ C(a, b), let
Wtg(q)(C) := (−1)
r
[
x0
x1
]
g(q)
[
x1
x2
]
g(q
x0
x1 )
· · ·
[
xr−1
xr
]
g(q
x0
xr−1 )
.
and
µˆg(q)(b, a) :=
∑
C∈C(a,b)
Wtg(q)(C).
It can be easily seen that µˆg(q)(b, a) = µˆg(q)(b
′, a′) if b/a = b′/a′. For each positive integer
n, let us define µˆg(q)(n) by µˆg(q)(n, 1).
Proposition 5.8. Let n be a positive integer and i, j divisors of n. Then we have
d(i, j) =
ij
n
∑
e| n
[i,j]
(1− g(qe))
[ n
ei
]
g(qe)
[
n
ej
]
g(qe)
µˆg(q)(e).
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Proof. Note that nPn equals
(1 − g(q))

∑
d1n
d1
[
n
d1
]
g(q)
Ψ
n
d1 (xd1)



∑
d′1n
d′1
[
n
d′1
]
g(q)
Ψ
n
d′1 (yd′1)

 − ∑
d1≺n
[
n
d1
]
g(q)
Ψ
n
d1 (d1Pd1).
(5.6)
If d1Pd1 is replaced by
(1−g(q))

 ∑
d2d1
d2
[
d1
d2
]
g(q)
Ψ
d1
d2 (xd2)



 ∑
d′2d1
d′2
[
d1
d′2
]
g(q)
Ψ
d1
d′2 (yd′2)

− ∑
d2≺d1
[
d1
d2
]
g(q)
Ψ
d1
d2 (d2Pd2),
(5.7)
then nPn is expressed as
(1− g(q))

 ∑
d1,d
′
1n
d1d
′
1
[
n
d1
]
g(q)
[
n
d′1
]
g(q)
Ψ
n
d1 (xd1)Ψ
n
d′1 (yd′1)


− (1− g(q
n
d1 ))

 ∑
d2,d
′
2d1≺n
d2d
′
2
[
n
d1
]
g(q)
[
d1
d2
]
g(q
n
d1 )
[
d1
d′2
]
g(q
n
d1 )
Ψ
d1
d2 (xd2)Ψ
d1
d′
2 (yd′2)


−
∑
d2≺d1≺n
[
n
d1
]
g(q)
[
d1
d2
]
g(q
n
d1 )
Ψ
n
d2 (d2Pd2).
Continue this process. More precisely, replacing diPdi (i ≥ 2) by
(1− g(q))

 ∑
di+1di
di+1
[
di
di+1
]
g(q)
Ψ
di
di+1 (xdi+1)



 ∑
d′i+1di
d′i+1
[
di
d′i+1
]
g(q)
Ψ
di
d′
i+1 (yd′i+1)


−
∑
di+1≺di
[
di
di+1
]
g(q)
Ψ
di
di+1 (di+1Pdi+1)
(5.8)
in each step, we finally arrive at the identity that
nPn =
∑
i,j|n
d(i, j)Ψ
n
i (xi)Ψ
n
j (yj),
where d(i, j) is equal to
ij
∑
r≥0
i,jdr≺dr−1≺···≺d1≺d0:=n
(−1)r(1− g(q
n
dr ))
(
r−1∏
l=0
[
dl
dl+1
]
g(q
n
dl )
)[
dr
i
]
g(q
n
dr )
[
dr
j
]
g(q
n
dr )
,
where d0 := n and
∏r−1
l=0
[
dl
dl+1
]
g(q
n
dl )
is set to be 1 when r = 0. Observe that the sum is
over the set A(n; i, j) of all subposets of Dn of the form {d0, d1, . . . , dr−1, dr}, where r ≥ 0
and
i, j  dr ≺ dr−1 ≺ · · · ≺ d2 ≺ d1 ≺ n.
Since dr can take any divisor with [i, j]|dr|n, we have
A(n; i, j) =
⊔
[i,j]|k|n
C(k, n),
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It is easy to see that the map
η : A(n; i, j)→
⊔
e| n
[i,j]
C(e,
n
[i, j]
), {d0, d1, . . . , dr−1, dr} 7→
(
dr−1
dr
, . . . ,
d0
dr
)
.
is bijective and weight-preserving, that is,
Wtg(q)(C) = Wtg(q)(η(C)), C ∈ A(n; i, j).
Consequently, we have
∑
r≥0
i,jdr≺dr−1≺···≺d1≺d0:=n
(−1)r(1 − g(q
n
dr ))
(
r−1∏
l=0
[
dl
dl+1
]
g(q
n
dl )
)[
dr
i
]
g(q
n
dr )
[
dr
j
]
g(q
n
dr )
=
∑
[i,j]|k|n
(1− g(q
n
k ))

 ∑
r≥0
k=dr≺dr−1≺···≺d2≺d1≺d0
(−1)r
(
r−1∏
l=0
[
dl
dl+1
]
g(q
n
dl )
)[k
i
]
g(q
n
k )
[
k
j
]
g(q
n
k )
=
∑
[i,j]|k|n
(1− g(q
n
k ))µˆg(q)(n, k)
[
k
i
]
g(q
n
k )
[
k
j
]
g(q
n
k )
=
∑
e| n
[i,j]
(1− g(qe))
[ n
ei
]
g(qe)
[
n
ej
]
g(qe)
µˆg(q)(e) (by replacing n/k by e).
This completes the proof. 
Example 5.9. In case where g(q) = q, it can be easily seen that µˆq(e) = [e]q µ(e). Therefore,
we have
d(i, j) =


ij(1− q)
n
[
n
i
]
q
[
n
j
]
q
if [i, j] = n,
0 otherwise.
Let Bm(X)Bm(Y ) = (Pn), where Pn is of the form∑
i,j|n
c(i, j)Ψ
n
i (xi)Ψ
n
j (yj).
For any chain C = (a = xr ≺ · · · ≺ x0 = b) ∈ C(a, b), let
wtm(C) :=


(−1)r
[
x0
x1
]
m
· · ·
[
xr−1
xr
]
m
if a < b
1 if a = b
and
µm(b, a) :=
∑
C∈C(a,b)
wtm(C).
It can be easily seen that µm(b, a) = µm(b
′, a′) if b/a = b′/a′. For each positive integer n,
let us define µm(n) by µm(n, 1). By the slight modification of the proof of Proposition 5.8
we can derive the explicit form of c(i, j).
Corollary 5.10. Let n be a positive integer and i, j divisors of n. Then we have
c(i, j) =
(1−m)ij
n
∑
e| n
[i,j]
[ n
ei
]
m
[
n
ej
]
m
µm(e).
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Example 5.11. By simple calculation, one can show that
Pn =


∑
[i,j]=n(i, j)Ψ
n
i (xi)Ψ
n
j (yj) when m = 0,
0 when m = 1,
2
∑
[i,j]=n
n
i
, n
j
are odd
(i, j)Ψ
n
i (xi)Ψ
n
j (yj) when m = −1.
Remark 5.12. Corollary 5.10 implies that
(1 −m)ij
∑
e| n
[i,j]
[ n
ei
]
m
[
n
ej
]
m
µm(e)
is divisible by n. It would be very nice to give a direct proof for this divisibility. For instance,
if i = j = 1, then
(1−m)
∑
e|n
[n
e
]2
m
µm(e)
is divisible by n.
6. Functorial and structural properties
6.1. Induction. Assume that F denotes gh◦F
Z[q]-Algebras
Rings , gh◦F
Z[q]⊗Ψ-Rings
Rings , or gh. For each
r ≥ 1 and each object A, consider the map
Indr,A : F(A)→ F(A), (an)n∈N 7→ (ran
r
)n∈N,
where an
r
is set to be zero if n
r
/∈ N. It should be noted that this map is additive, but
not multiplicative. It is easy to show that the assignment A 7→ Indr,A induces a natural
transformation Indr : F
RINGS
Abel ◦ F → F
RINGS
Abel ◦ F.
Now assume that G denotes one of the following functors:
W
g(q)
, B
g(q)
, Wm, and Bm, where g(q) ∈ Z[q] and m ≥ 1.
For each r ≥ 1 and each object A, consider the map
Indr,A : G(A)→ G(A), (an)n∈N 7→ (an
r
)n∈N.
Proposition 6.1. Suppose that g(q) ∈ Z[q] and m ∈ Z. For an arbitrary positive integer r
we have the following.
(a) The assignment A 7→ Indr,A induces a natural transformation
Indr : F
RINGS
Abel ◦W
g(q)
→ FRINGSAbel ◦W
g(q)
such that Φ
g(q)
A ◦ Indr,A = Indr,A ◦ Φ
g(q)
A for every Z[q]-algebra A. If g(q) 6= 1, then it is
uniquely determined by this commutativity.
(b) The assignment A 7→ Indr,A induces a natural transformation
Indr : F
RINGS
Abel ◦ B
g(q)
→ FRINGSAbel ◦ B
g(q)
such that ϕ
g(q)
A ◦ indr,A = indr,A ◦ ϕ
g(q)
A for every object of Z[q]⊗Ψ-Rings. If m 6= 1, then it
is uniquely determined by this commutativity.
(c) The assignment A 7→ Indr,A induces a natural transformation
Indr : F
RINGS
Abel ◦W
m →Wm
such that ΦmA ◦ Indr,A = Indr,A ◦ Φ
m
A for every commutative ring A with unity. If m 6= 1,
then it is uniquely determined by this commutativity.
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(d) The assignment A 7→ Indr,A induces a natural transformation
Indr : F
RINGS
Abel ◦ B
m → Bm
satisfying ϕmA ◦ Indr,A = Indr,A ◦ ϕ
m
A for every Ψ-ring A. If m 6= 1, then it is uniquely
determined by this commutativity.
Proof. Since all the assertions can be proved in the same way, we here prove only (a). The
proof will be accomplished in the following steps:
Step 1: First, we will show that Φ
g(q)
A ◦ Indr,A = Indr,A ◦Φ
g(q)
A for every Z[q]-algebra A.
To do this it suffices to see that (Φab)
g(q)
A ◦ Indr,A = Indr,A ◦ (Φab)
g(q)
A . This is obvious since
(Φab)
g(q)
A ◦ Indr,A((an)n∈N) = (Φab)
g(q)
A ((anr )n∈N)
=

∑
d|n
d
[n
d
]
g(q)
a
n
d
d
r


n∈N
=

r∑
e| n
r
e
[ n
er
]
g(q)
a
n
er
e


n∈N
(by letting e = d/r)
= Indr,A ◦ (Φab)
g(q)
A ((an)n∈N).
Step 2: Second, we show that Indr,A is additive for any Z[q]-algebra A. Let F =
Z[q][xn, yn : n ≥ 1], X = (xn)n∈N and Y = (yn)n∈N. To begin with, we will see that
Indr,F(X + Y ) = Indr,F(X) + Indr,F(Y ). Since
(Φab)
g(q)
F ◦ Indr,F(X + Y ) = Indr,F ◦ (Φab)
g(q)
F (X + Y )
= Indr,F ◦ (Φab)
g(q)
F (X) + Indr,F ◦ (Φab)
g(q)
F (Y )
= (Φab)
g(q)
F ◦ Indr,F(X) + (Φab)
g(q)
F ◦ Indr,F(Y ),
our assertion follows from the injectivity of (Φab)
g(q)
F . For any elements a = (an)n∈N and
b = (bn)n∈N of W
g(q)
(A), let pi : F → A be the unique Z[q]-algebra homomorphism with
xn 7→ an, yn 7→ bn for all n ∈ N. Then we have
Indr,A((an)n∈N + (bn)n∈N) = Indr,A((an)n∈N + (bn)n∈N)
= Indr,A(W
g(q)
(pi)(X) +W
g(q)
(pi)(Y ))
= Indr,A(W
g(q)
(pi)(X + Y )).
Since Indr,A ◦W
g(q)
(pi) =W
g(q)
(pi) ◦ Indr,F, we finally have
Indr,A((an)n∈N + (bn)n∈N) =W
g(q)
(pi) ◦ Indr,F(X) +W
g(q)
(pi) ◦ Indr,F(Y )
= Indr,A((an)n∈N) + Indr,A((bn)n∈N)
= Indr,A((an)n∈N) + Indr,A((bn)n∈N).
Moreover, it is easy to see that Indr is a natural transformation.
Step 3: For the uniqueness, let g(q) 6= 1 and let Vr be a natural transformation with the
desired property. Let E = Z[q][xn : n ≥ 1], Let X = (xn)n∈N and V = (vn)n∈N := Vr,E(X).
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From Φ
g(q)
E ◦ Vr,E = Vr,E ◦ Φ
g(q)
E it follows that∑
d|n
d(1 − g(q)
n
d )v
n
d
d = r
∑
e|n
r
e(1− g(q)
n
er )x
n
er
e =
∑
d|n
d(1− g(q)
n
d )x
n
d
d
r
.
By the injectivity of Φ
g(q)
E we get vn = xnr for all n ≥ 1. Now, for any Z[q]-algebra A and
any element (an)n∈N ∈ W
g(q)
(A), let pˆi : E → A be the morphism uniquely determined by
xn 7→ an, (n ≥ 1). From the commutativity of the diagram
W
g(q)
(E)
Vr,E
−−−−→ W
g(q)
(E)
W
g(q)
(pˆi)
y yWg(q)(pˆi)
W
g(q)
(A) −−−−→
Vr,A
W
g(q)
(A)
it follows that
Vr,A((an)n∈N) = Vr,A(W
g(q)
(pˆi)(X)) =W
g(q)
(pˆi) ◦ Vr,E(X) = (an
r
)n∈N = Indr,A((an)n∈N),
which shows that Vr,A = Indr,A. 
In case of Λ
g(q)
and Λm (m ∈ Z), the rth inductions V Λ
g(q)
r and V
Λm
r (m ∈ Z) are defined
in such a way that V Λ
g(q)
r,A = ΘA ◦ Indr,A ◦Θ
−1
A and V
Λm
r,A = ΘA ◦ Indr,A ◦Θ
−1
A . In fact, it is
easy to see that, for any object A,
V Λ
g(q)
r,A (1 + a1t+ a2t
2 + · · · ) = 1 + a1t
r + a2t
2r + · · · ,
V Λ
m
r,A (1 + a1t+ a2t
2 + · · · ) = 1 + a1t
r + a2t
2r + · · · .
6.2. Restriction. Assume that F denotes one of the following functors
gh ◦ F
Z[q]-Algebras
Rings , gh ◦ F
Z[q]⊗Ψ-Rings
Rings , and gh.
For each r ≥ 1 and each object A, let Resr,A : F(A)→ F(A) be the map sending (an)n∈N to
(arn)n∈N. Obviously Resr,A is a ring homomorphism. Moreover, it is easy to show that the
assignment A 7→ Resr,A induces a natural transformation Resr : F → F.
6.2.1. Here we introduce restrictions on W
g(q)
and Wm, (m ∈ Z).
Proposition 6.2. Given a polynomial g(q) ∈ Z[q], there exists a natural transformation
Res
W
g(q)
r : W
g(q)
→ W
g(q)
with Φ
g(q)
◦ ResW
g(q)
r = Resr ◦ Φ
g(q)
. Furthermore, if g(q) 6= 1,
then ResW
g(q)
r is uniquely determined by the above commutativity.
Proof. Let F = Z[q][xn : n ≥ 1]. Let X = (xn)n∈N and define Rn, (n ≥ 1) via the following
recursive relations:
nRn =
∑
e|nr
e
[nr
e
]
g(q)
x
nr
e
e −
∑
d|n
d<n
d
[n
d
]
g(q)
R
n
d
d , (n ≥ 1). (6.1)
Obviously Rn ∈ Q[g(q)][xd : d|nr]. However, we claim that Rn ∈ Z[g(q)][xd : d|nr] for all
n ≥ 1.
First, assume that g(q) = 1: Eq.(6.1) is simplified as∑
d|n
R
n
d
d = r
∑
e|nr
x
nr
e
e .
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Since R1 = r
∑
e|r x
r
e
e , our assertion holds when n = 1. Now the claim can be verified by
using the mathematical induction on n.
Next, let us consider the case g(q) 6= 1. Since
R1 =
∑
e|r
e
[r
e
]
g(q)
x
r
e
e ,
our claim holds when n = 1. If n > 1, assume that the claim holds for all positive integers
less than n. Then it is easy to see that the right hand side of Eq.(6.1) is in Z[g(q)][xd : d|nr].
Thus, for the verification of our claim, we have only to see that the right hand side of Eq.(6.1)
is divisible by n. To do this, we will see that the right hand side of Eq.(6.1) multiplied by
1 − g(q) is divisible by n(1 − g(q)). But it can be done exactly in the same way as in the
proof of Lemma 3.3. The only nontrivial part is to see that n(1− g(q))Rn is divisible by n.
Indeed this is true since, for every prime divisor p of n, we have
n(1− g(q))Rn =
∑
e|nr
e(1− g(q)
nr
e )x
nr
e
e −
∑
d|n
d<n
d(1 − g(q)
n
d )R
n
d
d
≡
∑
e|nr
p
e(1− (g(q)
p
)
nr
pe )(xpe)
nr
pe −
∑
d|n
p
d(1− g(q)
n
d )R
n
d
d
≡
∑
d|n
p
d(1− g(q)
n
d )((Rd| g(q)7→g(q)p
xe 7→x
p
e
)
n
pd − (Rpd)
n
pd )
≡ 0 (mod pνp(n)) (by Lemma 3.2(a)).
This shows that Rn ∈ Z[g(q)][xd : d|n, d < n]. For any Z[q]-algebra A, consider the map
Res
W
g(q)
r,A :W
g(q)
(A)→W
g(q)
(A), (an)n∈N 7→ (Rn|xd 7→ad)n∈N.
Mimicking the proof of Proposition 6.1, one can see that the assignment A 7→ ResW
g(q)
r,A
induces a natural transformation with the desired property. 
Let g(q) = q. Then Proposition 6.2 produces the following corollary when q is specialized
into m.
Corollary 6.3. Let m be an integer. For each positive integer r, there exists a natural
transformation ResW
m
r : W
m → Wm with Φm ◦ ResW
m
r = Resr ◦ Φ
m. Furthermore, if
g(q) 6= 1, then ResW
m
r satisfying this commutativity is uniquely determined.
Remark 6.4. In case of Λ
g(q)
and Λm, (m ∈ Z), the rth restrictions FΛ
g(q)
r and F
Λm
r , (m ∈
Z), are defined in such a way that FΛ
g(q)
r,A = ΘA ◦Resr,A ◦Θ
−1
A and F
Λm
r,A = ΘA ◦Resr,A ◦Θ
−1
A .
It is easy to see that, for any Z[q]-algebra A,
FΛ
g(q)
r,A
(
∞∏
i=1
1
1− antn
)
=
∞∏
i=1
1
1− Rn|xd 7→ad t
n
.
6.2.2. One can show that statements analogous to Proposition 6.2 and Corollary 6.3 hold
for B
g(q)
and Bm, respectively.
Proposition 6.5. (a) Given a polynomial g(q) ∈ Z[q], there exists a natural transformation
Res
Bg(q)
r : B
g(q)
→ B
g(q)
with ϕg(q) ◦ ResB
g(q)
r = Resr ◦ ϕ
g(q). Furthermore, if g(q) 6= 1, then
Res
Bg(q)
r is uniquely determined by the above commutativity.
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(b) For each integer m, there exists a natural transformation ResB
m
r : B
m → Bm with
ϕm ◦ ResB
m
r = Resr ◦ ϕ
m. Furthermore, if m 6= 1, then ResB
m
r satisfying this commutativity
is uniquely determined.
(c) For each Ψ-ring A and (an)n∈N ∈ B
m(A), we have
Res
Bm
r ((an)n∈N) =

 1
n
∑
e|nr

e ∑
d|(n,nr
e
)
µm(d)
[nr
de
]
m

Ψnre (ae)


n∈N
. (6.2)
Proof. The first two statements can be proved by slightly modifying the proof of Proposi-
tion6.2. So we here prove only (c). Note that∑
d|n
d
[n
d
]
m
Ψ
n
d (Rd) =
∑
e|nr
e
[nr
e
]
m
Ψ
nr
e (xe), (n ≥ 1).
In view of Lemma 7.4, one has
Rn =
1
n
∑
d|n
µm(d)Ψ
d

∑
e|nr
d
e
[nr
ed
]
m
Ψ
nr
ed (xe)

 = 1
n
∑
e|nr
e

 ∑
d|(n,nr
e
)
µm(d)
[nr
ed
]
m

Ψnre (xe).
As a consequence,
Rn|xd 7→ad =
1
n
∑
e|nr
e

 ∑
d|(n,nr
e
)
µm(d)
[nr
ed
]
m

Ψnre (ae), (6.3)
as required. 
Remark 6.6. If m = 0, then Eq.(6.3) reduces
Rn|xd 7→ad =
1
n
∑
[r,e]=nr
eΨ
nr
e (ae).
6.3. Unitalness theorems. Given a ring-valued functor, say F : C → D, one of the most
fundamental problems may be to determine whether F(A) is unital or not for each object A
in C. In the rest of this section, we deal with this problem for our generalized functors.
Proposition 6.7. Suppose g(q) 6= 1. Then the following hold.
(a) Let A be a Z[q]-algebra. Then W
g(q)
(A) is unital if and only if 1 − g(q) is a unit in
A.
(b) Let A be an object of the category Z[q]⊗Ψ-Rings. Then B
g(q)
(A) is unital if and only
if 1− g(q) is a unit in A.
Proof. (a) First, assume that W
g(q)
(A) is unital. Let (en)n∈N be the unity of W
g(q)
(A)
and let (an)n∈N be an arbitrary element in W
g(q)
(A). Since (en)n∈N · (an)n∈N = (an)n∈N, it
holds that (1− g(q))a1e1 = a1. In particular, by letting a1 = 1, we have (1− g(q))e1 = 1 So,
1 − g(q) is a unit in A. For the converse, let us define En ∈ Q(q), (n ≥ 1) via the following
recursions: ∑
d|n
d(1 − g(q)
n
d )E
n
d
d = 1, (n ≥ 1). (6.4)
We claim that (1− g(q))nEn ∈ Z[q]. The case where n = 1 is trivial since (1− g(q))E1 = 1.
If n > 1, assume (1− g(q))iEi ∈ Z[q] for all positive integers i < n. Let
Ei :=
Eˆi
(1 − g(q))i
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for 1 ≤ i < n. Multiplying both sides of Eq.(6.4) by (1 − g(q))n yields that
n(1− g(q))n+1En = (1 − g(q))
n −

∑
d|n
d<n
d(1− g(q)
n
d )Eˆ
n
d
d

 . (6.5)
Since Eˆd ∈ Z[q], the right hand side is contained in (1− g(q))Z[q] and thus n(1− g(q))
n+1En
is divisible by 1 − g(q). To see that n(1 − g(q))n+1En is divisible by n, choose any prime
divisor p of n. Notice∑
d|n
d<n
d(1 − g(q)
n
d )Eˆ
n
d
d ≡
∑
d|n
p
d(1− (g(q)p)
n
dp )(Eˆ
p
d)
n
dp
≡
∑
d|n
p
d(1− g(qp)
n
dp )(Eˆd|q 7→qp)
n
dp (mod pνp(n)),
which holds since∑
d|n
p
d(1− g(qp)
n
dp )((Eˆd|q 7→qp )
n
dp − (Eˆ
p
d)
n
dp ) ≡ 0 (mod pνp(n)).
On the other hand, in view of Eq.(6.4), one has that∑
d|n
p
d(1 − g(qp)
n
dp )(Eˆd|q 7→qp)
n
dp = (1− g(qp))
n
p .
As a consequence,
n(1 − g(q))n+1En ≡ (1− g(q))
n − (1− g(qp))
n
p ≡ 0 (mod pνp(n)).
The last equivalence follows from Lemma 3.2(a). Now, we are ready to prove (1−g(q))nEn ∈
Z[q]. Let p′ be a prime divisor of n(1− g(q)). In case where (p′, n) = 1 or (p′, 1− g(q)) = 1,
our assertion is trivial since n(1− g(q))((1− g(q))nEn) is divisible by n and 1− g(q). So we
assume (p′, n) = (p′, 1− g(q)) = p′. For every divisor d of n, it holds that
d(1 − g(q)
n
d ) ≡ p′
νp(n(1−g(q))
(refer to the proof of Lemma 3.3). It says that the right hand side of Eq.(6.5) is divisible by
p′
νp(n(1−g(q)). So our claim is verified. Finally, set en = En ·1A for all n ≥ 1. By construction
it is obvious that (en)n∈N is the unity of W
g(q)
(A).
(b) The “only if” part can be shown as in the same way as in (a). For the converse,
assume that 1− g(q) is a unit. For all n ≥ 1 define En ∈ Q(q) to be
(1− g(q))
−1 if n = 1,
0 otherwise.
Set en = En · 1A for all n ≥ 1. Then∑
d|n
d(1 − g(q)
n
d )Ψ
n
d (ed) = 1, (n ≥ 1),
which means that (en)n∈N is the unity of B
g(q)
(A). 
The following corollary can be deduced from Proposition 6.7 by specializing q into m.
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Corollary 6.8. Suppose that m is an integer not equal to 1. Then the following hold.
(a) Let A be an commutative ring with unity. Then Wm(A) is unital if and only if 1−m
is a unit in A.
(b) Let A be a Ψ-ring. Then Bm(A) is unital if and only if 1−m is a unit in A.
7. Relationship between Witt rings and necklace rings
7.1. Connection between W
g(q)
and B
g(q)
. Let Z[q] ⊗ λ-Rings be the subcategory of
Z[q] ⊗ Ψ-Rings such that the objects are Z[q]-algebras equipped with the λ-ring structure
with ψn = Ψn for all n ≥ 1 and the morphisms are Z[q]-algebra homomorphisms preserving
λ-operations. Therefore,
ψn(g(q)) = g(qn), g(q) ∈ Z[q], n ≥ 1.
Let E be the object of Z[q]⊗ λ-Rings freely generated by x, thus
E = Z[q][λn(x) : n ≥ 1].
For each positive integer n define Mg(q)(x, n) via the following recursive relations:∑
d|n
d(1 − g(q)
n
d )Ψ
n
d (Mg(q)(x, d)) = (1− g(q)n)xn, (n ≥ 1).
Let p be a prime divisor of n. Then, in view of (5.4), we have
n(1− g(q))Mg(q)(x, n) = (1− g(q)n)xn −
∑
d|n
d(1− g(q)
n
d )Ψ
n
d (Mg(q)(x, d))
≡ (1− g(q)n)xn −
∑
d|n
p
d(1− g(qp)
n
dp )Ψ
n
d (Mg(q)(x, d)) (mod pνp(n)).
Applying the following congruence∑
d|n
p
d(1 − g(qp)
n
dp )Ψ
n
d (Mg(q)(x, d)) ≡ Ψp(
∑
d|n
p
d(1 − g(q)
n
dp )Ψ
n
dp (Mg(q)(x, d)))
≡ Ψp((1 − g(q)
n
p )x
n
p )
≡ (1 − g(qp)
n
p )Ψp(x
n
p ) (mod pνp(n))
yields that
n(1− g(q))Mg(q)(x, n) ≡ (1− g(q)n)(xn −Ψp(x
n
p )) (mod pνp(n)).
Let n = pνp(n)n′. Then Lemma 2.7 implies that
M(xn
′
, pνp(n)) =
1
pνp(n)
(xn − ψp(x
n
p )) ∈ E,
and thus
xn − ψp(x
n
p ) ≡ 0 (mod pνp(n)).
Let R be an arbitrary object of the category Z[q] ⊗ λ-Rings. Given an element r ∈ R let
pi : E → R be the unique Z[q]-algebra homomorphism preserving λ-operations determined
by x 7→ r. Define Mg(q)(r, n) to be pi(Mg(q)(x, n)) for all n ≥ 1 and consider the map
Mg(q) : R→ B
g(q)
(R), r 7→ (Mg(q)(r, n))n∈N.
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Finally, let τ
g(q)
R :W
g(q)
(R)→ B
g(q)
(R) be the map defined by
(an)n∈N 7→
∑
n≥1
Indn,R(M
g(q)(an)).
Then
τ
g(q)
R ((an)n∈N) =

∑
d|n
Mg(q)(ad,
n
d
)


n∈N
.
Theorem 7.1. The assignment R 7→ τ
g(q)
R induces a natural isomorphism
τ g(q) :W
g(q)
◦ F
Z[q]⊗ λ-Rings
Rings → B
g(q)
|Z[q]⊗ λ-Rings.
Proof. To begin with, we show that, for every object R in Z[q] ⊗ λ-Rings, τ
g(q)
R is a ring
isomorphism with Φ
g(q)
R = ϕ
g(q)
R ◦ τ
g(q)
R . Note that
τ
g(q)
R ((an)n∈N) =

an +∑
d|n
d<n
Mg(q)(ad,
n
d
)


n∈N
.
Since the coefficient of an is 1, one can see in a recursive way that τ
g(q)
R is bijective. To see
that Φ
g(q)
R = ϕ
g(q)
R ◦ τ
g(q)
R , choose any element (an)n∈N ∈W
g(q)
(R). Then we have
ϕ
g(q)
R ◦
∑
r≥1
Indr(M
g(q)(ar))
by Prop. 6.1
=
∑
r≥1
Indr ◦ ϕ
g(q)
R (M
g(q)(ar))
=
∑
r≥1
Indr(((1 − g(q)
n)anr )n≥1).
Note that
Indr(((1 − g(q)
n)anr )n≥1) = (br,n)n∈N,
where
br,m =

r(1 − g(q)
n
r )a
n
r
r if r|n,
0 otherwise.
Consequently the nth component of
∑
r≥1 Indr(M
g(q)(ar)) is given by
∑
d|n d(1−g(q)
n
d )a
n
d
d .
Finally we should verify the commutativity condition. It is straightforward since, for any
Z[q]-algebra homomorphism f : R→ S preserving λ-operations,
Mg(q)(f(a), n) = f(Mg(q)(a, n)), a ∈ R, n ≥ 1.
So we are done. 
Let R be an object of the category Z[q]⊗ λ-Rings. Then the diagram
B
g(q)
|Z[q]⊗ λ-Rings(R)
τ
g(q)
R←−−−− W
g(q)
(R)
ΘR−−−−→ Λ0(R)
ϕ
g(q)
R
y Φg(q)R y Υg(q)R y
(gh(R)
id
←−−−− (gh(R)
intR−−−−→ (Gh(R)
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is commutative. From the commutativity it follows that
ΘR ◦ (τ
g(q)
R )
−1((an)n∈N) =
∏
n≥1
exp

∑
r≥1
1
r
(1 − g(q)r)ψr(an)t
nr

 . (7.1)
In particular, if ψr = id for all r ≥ 1, then Eq.(7.1) is reduced to
ΘR ◦ (τ
g(q)
R )
−1((an)n∈N) =
∏
n≥1
(
1− g(q)tn
1− tn
)an
. (7.2)
Remark 7.2. Recently Kim and Lee [9] introduced the product identities of the following
form: ∏
n≥1
(
1− tn
1− qtn
)an
= 1 +
∑
n≥1
bnt
n, (7.3)
where an ∈ Z and bn ∈ Z[q] for all n ≥ 1. In order to interpret them ring-theoretically, let
R = Z[q] be the λ-ring with ψn(q) = qn, (n ≥ 1). Let
Λ¯q(R) = {1 +
∑
n≥1
ant
n : an ∈ R}
be the ring such that the ring operations are defined in such a way that
f(t) + g(t) := ρ(ρ−1(f(t)) + ρ−1(g(t))),
f(t) ∗ g(t) := ρ(ρ−1(f(t)) ∗ ρ−1(g(t))),
where
ρ : Λq(R)→ Λ¯q(R), f(t) 7→
1
f(t)
.
In view of Eq.(7.2), if an ∈ Z for all n ≥ 1, then
ρ ◦ΘR ◦ (τ
q
R)
−1((an)n∈N) =
∏
n≥1
(
1− tn
1− qtn
)an
.
Finally, let
1 +
∑
n≥1
bnt
n := ρ ◦ΘR ◦ (τ
q
R)
−1((an)n∈N).
Since ρ,ΘR, τ
q
R are isomorphisms, bn ∈ Z[q] for all n ≥ 1 and thus we obtain Eq.(7.3).
7.2. Connection between Wm and Bm. Let us define an N× N matrix ζm with entries
in Z by
ζm(a, b) =


[
a
b
]
m
if b|a,
0 otherwise.
It is a lower-triangular matrix with the diagonal elements 1. Denote by µm the inverse of
ζm. As in Section 5.3, for any chain C = (a = xr ≺ · · · ≺ x0 = b) ∈ C(a, b), we let
wtm(C) := (−1)
r
[
x0
x1
]
m
· · ·
[
xr−1
xr
]
m
.
Then it is easy to see
µm(b, a) =
∑
C∈C(a,b)
wtm(C)
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and µm(b, a) = µm(b
′, a′) if b/a = b′/a′. For each positive integer n, let us define µm(n)
by µm(n, 1). Then the entries of µm have the following properties. To begin with, let us
introduce some notations. Given a positive integer n, a multiplicative composition of n,
denoted by α  n, is an ordered sequence (α1, α2, . . . , αl) of positive integers with α1 ·α2 · · · ·
αl = n and 1 ≤ l ≤ n. In this case, l is called the length of α. Set
[α]m := [α1]m[α2]m · · · [αl]m.
Lemma 7.3. Let a be a positive integer. For any multiple n of a, we have
(a) µm(n, a) =
∑
αn
a
(−1)l(α)−1[α]m.
(b) µm(n, a) = µm(ln, la) for every positive integer l.
Proof. (a) Note that the (n, a)th entry of ζmµm equals
∑
a|d|n
[n
d
]
m
µm(d, a) =

1 if a = n,0 otherwise.
If a = n, then the desired result obviously holds. Assume that the assertion holds for all the
multiples of a less than n. Then
µm(n, a) = −
∑
a|d|n
d<n
[n
d
]
m
(
∑
α d
a
(−1)l(α)−1[α]m)
=
∑
βn
a
(−1)l(β)−1[β]m (by letting β = (α1, . . . , αl(α), n/d).
(b) This follows from (a). 
Define µm(n) to be µm(n, 1), (n ≥ 1). From Lemma 7.3 it follows that
µm(n, 1) =
∑
αn
(−1)l(α)−1[α]m = µm(nl, l)
for all l ≥ 1. For m 6= 1, let us define another N× N matrix ζ˜m by
ζ˜m(a, b) =

b(1−m
a
b )Ψ
n
d if b|a,
0 otherwise.
Let µ˜m be the inverse of ζ˜m. Then we can derive the following lemma.
Lemma 7.4. Let a be any positive integer. For any multiple n of a, we have that
µ˜m(n, a) =
µm(n, a)
n(1−m)
Ψ
n
a .
Proof. The (n, a)th entry of ζ˜mµ˜m equals
∑
a|d|n
d(1−m
n
d )Ψ
n
d ◦ µ˜m(d, a) =

id if a = n,0 otherwise.
If a = n, then our assertion is trivial since
µ˜m(a, a) =
1
a(1−m)
id.
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Now, we assume the our assertion holds for all multiples of a less than n. Then
n(1−m)µ˜m(n, a) = −
∑
a|d|n
d<n
d(1 −m
n
d )Ψ
n
d ◦
1
d(1 −m)

∑
α d
a
(−1)l(α)−1[α]m

Ψ da
=

∑
βn
a
(−1)l(β)−1[β]m

Ψna .
Now the desired result follows from Lemma 7.3(a). 
Let R be a torsion free Ψ-ring. For x ∈ R, let Mm(x) be the transpose of
µ˜m


...
(1−mn)xn
...


n∈N
.
Let Mm(x, n) be the nth component of Mm(x), that is, Mm(x) = (Mm(x, n))n∈N. It should
be noticed that Mm(x, n) is contained in Q⊗R, not in R, in general. For all n ≥ 1, we have
Mm(x, n) =
∑
d|n
µ˜m(n, d)((1 −m
d)xd)
=
1
n(1−m)
∑
d|n
µm(n, d)Ψ
n
d ((1 −md)xd) (by Lemma 7.4)
=
1
n
∑
d|n
µm(d)
[n
d
]
m
Ψd(x
n
d ).
(7.4)
Utilizing the relation
ζ˜mM
m(x)T = ((1 −mn)xn)Tn∈N,
we can derive the following recursive formula for Mm(x, n):∑
d|n
d
[n
d
]
m
Ψ
n
d (Mm(x, d)) = [n]mx
n, (n ≥ 1).
LetR be an arbitrary λ-ring and letm be an arbitrary integer. For r ∈ R and each positive
integer n, let us define Mm(r, n). To do this, we first consider the free λ-ring generated by
x, denoted by F (x). It is easy to see that F (x) = Z[λk(x) : k ≥ 1] (for instance, see [1]).
It is well known that F (x) is isomorphic to ΛZ, the ring of symmetric functions over Z in
x1, x2, . . ., where the explicit isomorphism is given by
F (x)→ Λ, λk(x) 7→ ek(x), (k ≥ 1).
For all n ≥ 1, let
Mm(x, n) :=
1
n
∑
d|n
µm(d)
[n
d
]
m
ψd(x
n
d ). (7.5)
By definition it is straightforward that∑
d|n
d
[n
d
]
m
ψ
n
d (Mm(x, d)) = [n]mx
n.
Lemma 7.5. Let x be an indeterminate and F (x) the free λ-ring generated by x. For any
integer m and any positive integer n, we have that Mm(x, n) ∈ F (x).
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Proof. Recall that
nMm(x, n) = −
∑
d|n
d<n
d
[n
d
]
m
ψ
n
d (Mm(x, d)) + [n]m x
n.
(7.6)
First, assume that 1 −m 6= 0. To show that it is divisible by n, choose an arbitrary prime
divisor p of n. Then
n(1 −m)Mm(x, n) ≡ −
∑
d|n
p
d(1 −m
n
pd )ψ
n
d (Mm(x, d)) + (1−m
n
p )xn
≡ −ψp(
∑
d|n
p
d(1−m
n
pd )ψ
n
pd (Mm(x, d))) + (1−m
n
p )xn
≡ −ψp((1−m
n
p )x
n
p )) + (1 −m
n
p )xn
≡ (1−m
n
p )(xn − ψp(x
n
p ))
≡ 0 (mod pνp(n)).
The last equivalence follows from the fact that
M0(x, pνp(n)) =
1
pνp(n)
(xp − ψp(x
n
p )) ∈ F (x) (by Lemma 2.7).
Consequently we have shown that n(1 − m)Mm(x, n) is divisible by n and 1 −m. To see
that it is divisible by n(1 − m), let p¯ be a common prime divisor of n and 1 − m. Let
n = p¯νn′, d = p¯αd′ and 1−m = −p¯lk, where (n′, p¯) = (d′, p¯) = (k, p¯) = 1. Since
(1−m
n
d ) = 1− (1 + p¯lk)p¯
ν−α n′
d′ ≡ 0 (mod p¯ν−α+l),
the product of the right hand side of Eq.(7.6)) and 1 − m is divisible by pν+α. Hence,
n(1 − m)Mm(x, n) is divisible by pν+α and thus we can conclude that it is divisible by
n(1 −m).
If m = 1, then ∑
d|n
ψ
n
d (M1(x, d)) = xn.
By Mo¨bius inversion formula, we get that
M1(x, n) =
∑
d|n
µ(d)ψd(x
n
d ), (n ≥ 1),
which are obviously contained in F (x) (see Lemma 2.7). This completes the proof. 
For any λ-ring R and r ∈ R, let pi : F (x)→ R be the λ-ring homomorphism determined
by the condition x 7→ r. DefineMm(r, n) by pi(Mm(x, n)). Consider the map τmR :W
m(R)→
Bm(R) defined by
(an)n∈N 7→

∑
d|n
Mm(ad,
n
d
)


n∈N
.
With the above preparation, we can prove the following theorem in the same way as in
Theorem 7.1.
Theorem 7.6. For each integer m, the assignment R 7→ τmR induces a natural isomorphism
τm :Wm ◦ Fλ-RingsRings → B
m|λ-Rings.
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