We present photometry for globular and open cluster stars observed with the Sloan Digital Sky Survey (SDSS). In order to exploit over 100 million stellar objects with r < 22.5 mag observed by SDSS, we need to understand the characteristics of stars in the SDSS ugriz filters. While star clusters provide important calibration samples for stellar colors, the regions close to globular clusters, where the fraction of field stars is smallest, are too crowded for the standard SDSS photometric pipeline to process. To complement the SDSS imaging survey, we reduce the SDSS imaging data for crowded cluster fields using the DAOPHOT/ALLFRAME suite of programs and present photometry for 17 globular clusters and 3 open clusters in a SDSS value-added catalog. Our photometry and cluster fiducial sequences are on the native SDSS 2.5-meter ugriz photometric system, and the fiducial sequences can be directly applied to the SDSS photometry without relying upon any transformations. Model photometry for red giant branch and main-sequence stars obtained by Girardi et al. cannot be matched simultaneously to fiducial sequences; their colors differ by ∼ 0.02-0.05 mag. Good agreement ( 0.02 mag in colors) is found with Clem et al. empirical fiducial sequences in u ′ g ′ r ′ i ′ z ′ when using the transformation equations in Tucker et al.
1. INTRODUCTION As single-age and (in most cases) single-metallicity populations, Galactic star clusters provide important calibration samples for exploring the relationships between stellar colors and absolute magnitudes as functions of stellar age and heavyelement content. These two observable properties of a star are related to fundamental physical parameters, such as the effec-tive temperature (T eff ) and surface gravity (log g), as well as the metallicity. The color and magnitude relations can be used to test stellar evolutionary theories, to interpret the observed distribution of stars in color-color and color-magnitude diagrams (CMDs), and to derive distances to stars and star clusters via photometric parallax or main-sequence (MS) fitting techniques (e.g., Johnson 1957) .
Because the relationships between magnitude, color, and fundamental stellar properties depend on the filters used, it is necessary to characterize these relations for each filter system. Galactic globular and open clusters provide an ideal opportunity to achieve this goal because the same distance can be assumed for cluster members with a wide range of stellar masses. Furthermore, observations of a large number of Galactic clusters can cover a wide range of the heavy-element content, providing an opportunity to explore the effects of metallicity on magnitudes and colors for each set of filter bandpasses.
Among previous and ongoing optical surveys, the Sloan Digital Sky Survey (SDSS; York et al. 2000; Stoughton et al. 2002; Abazajian et al. 2003 Abazajian et al. , 2004 Abazajian et al. , 2005 Adelman-McCarthy et al. 2006 is the largest and most homogeneous database of stellar brightnesses currently available. The original goal of the SDSS was to survey large numbers of galaxies and quasars. However, in the first five years of operation, SDSS-I has made remarkable contributions to our understanding of the Milky Way and its stellar populations (e.g., Newberg et al. 2002; Allende Prieto et al. 2006; Belokurov et al. 2006; de Jong et al. 2008; Jurić et al. 2008 ). These successes have initiated the Galactic structure program SEGUE (Sloan Extension for Galactic Understand-ing and Exploration; B. Yanny et al. 2008, in preparation) , one of the surveys being conducted in the ongoing three year extension of the survey (SDSS-II). When SDSS-II finishes, it will provide imaging data for approximately 10,000 square degrees of the northern sky.
SDSS measures the brightnesses of stars using a dedicated 2.5-m telescope (Gunn et al. 2006) in five broadband filters u, g, r, i, and z, with average wavelengths of 3551Å, 4686Å, 6165Å, 7481Å, and 8931Å, respectively (Fukugita et al. 1996; Stoughton et al. 2002) . The 95% detection repeatability limits are 22.0 mag, 22.2 mag, 22.2 mag, 21.3 mag, and 20.5 mag for point sources in u, g, r, i, and z, respectively. The rms photometric precision is 0.02 mag for sources not limited by photon statistics , and the photometric calibration is accurate to ∼ 2% in the g, r, i bands, and ∼ 3% in u and z (Ivezić et al. 2004 ). The SDSS filters represent a new filter set for stellar observations, and therefore it is important to understand the properties of stars in this system. Furthermore, future imaging surveys such as the Panoramic Survey Telescope & Rapid Response System (Pan-STARRS; Kaiser et al. 2002) and the Large Synoptic Survey Telescope (LSST; Stubbs et al. 2004 ) will use similar photometric bandpasses, providing even deeper data in ugriz than SDSS over a larger fraction of the sky.
During the course of SDSS-I, about 15 globular clusters and several open clusters were observed. Several more clusters were imaged in SDSS-II including M71. These clusters together provide accurate calibration samples for stellar colors and magnitudes in the SDSS filters. The SDSS images are processed using the standard SDSS photometric pipelines (Photo; Lupton et al. 2002) . Photo pre-processes the raw images, determines the point spread function (PSF), detects objects, and measures their properties. Photometric calibration is then carried out using observations of stars in the secondary patch transfer fields (Tucker et al. 2006; Davenport et al. 2007) . In this paper, we simply refer to these calibrated magnitudes as Photo magnitudes.
Photo was originally designed to handle high Galactic latitude fields with relatively low densities of Galactic field stars (owing to the primarily extragalactic mission of SDSS-I); however, there are some concerns about its photometry derived in crowded fields (Adelman-McCarthy et al. 2008) . In particular, stellar clusters present a challenge to Photo. Firstly, Photo slows down dramatically in the high density cluster cores, which are too crowded for Photo to process, so it does not provide photometry for the most crowded regions of these scans. Figure 1 compares a CMD for the globular cluster M3 obtained from Photo photometry to that obtained from a DAOPHOT (Stetson 1987 ) reduction in this paper, which is specifically designed for crowded field photometry. The Photo photometry is only available on the outskirts of the cluster, and it provides a considerably less well-defined subgiant branch (SGB), red giant branch (RGB), and horizontal branch (HB). Secondly, there is a concern that the photometry in the area surrounding clusters, and in low Galactic latitude fields, may also be affected by inaccurate modeling of the PSF if stars in crowded regions were selected as PSF stars by Photo.
Photometric information in crowded fields can be extracted from the original SDSS imaging data. For example, Smolčić et al. (2007) used the DoPHOT (Schechter et al. 1993 ) photometry package to explore the structure of the Leo I dwarf spheroidal galaxy (dSph). Similarly, Coleman et al. (2007) used the DAOPHOT package to study the stellar distribution of the dSph Leo II. In this paper, we employ the DAOPHOT/ALLFRAME (Stetson 1987 (Stetson , 1994 suite of programs to derive photometry for 17 globular clusters and 3 open clusters that have been observed with SDSS. We derive photometry by running DAOPHOT for SDSS imaging frames where Photo did not run. In addition, we reduce imaging data for fields farther away from the clusters, where the Photo results are expected to be reliable, in order to set up photometric zero points for the DAOPHOT photometry. We also compare DAOPHOT and Photo results for the open cluster fields to verify the accuracy of the Photo magnitudes in these semi-crowded fields.
An overview of the SDSS imaging survey and our sample clusters are presented in § 2. In § 3 we describe the preparation of imaging data from the SDSS database. In § 4 we describe the method of crowded field photometry using DAOPHOT/ALLFRAME, and evaluate the photometric accuracy. In § 5 we present cluster photometry and fiducial sequences, and compare them with theoretical stellar isochrones and fiducial sequences in u ′ g ′ r ′ i ′ z ′ .
SDSS OBSERVATIONS OF GALACTIC CLUSTERS
The SDSS images are taken in drift-scan or time-delay-andintegrate (TDI) mode, with an effective exposure time of 54.1 seconds per band. The imaging is carried out on moonless nights of good seeing (better than 1.6 ′′ ) under photometric conditions (Hogg et al. 2001) . A portion of the sky (along great circles) is imaged in each run by 6 columns of CCDs (Gunn et al. 1998) . Each CCD observes 13.52
′ of sky, forming a scanline or camcol, with a gap of 11.68 ′ between the columns. A second scan or strip in a different run fills in the gap, overlapping the first scan by 8% on each side (York et al. 2000 ). An example of the scanning pattern is shown in Figure 2 for the globular cluster M3. Each of the rectangular regions represent a SDSS field. Frames reduced in this paper are indicated as thick boxes. Table 1 lists our sample of globular clusters observed by SDSS, and summarizes estimates of the reddening, distance moduli, and metallicity measurements for these clusters reported in the recent literature. A number of the properties are taken from the catalog of Harris (1996 , February 2003 . We also include the [Fe/H] values reported by Kraft & Ivans (2003 . These are based on Fe II lines from high-resolution spectra, which are expected to be less affected by non-local thermodynamic equilibrium (non-LTE) effects. In their study a consistent technique was employed to derive metallicities for giants in 16 key well-known globular clusters. Seven clusters in our sample are included in their sample of 16 key clusters. For the remaining sample clusters we list their [Fe/H] determinations based on the correlation between [Fe/H] II and the reduced strength of the nearinfrared Ca II triplet. Although these accurate metallicities make Galactic clusters useful calibrators, some of the lighter elements (always C and N, but sometimes also O, Na, Mg, and Al as well) vary from star to star (e.g., Kraft 1994) . However, extensive studies have shown that the abundances of most elements (in particular Fe) are the same for all cluster stars (in the sample we consider), and the overall effect on the colors of stars in broadband filters, such as ugriz, from variations of these lighter elements should be small.
The distances and reddenings to clusters have also been the subject of much research. Kraft & Ivans used the Hipparcos subdwarfs (see references therein for their sample selection) FIG. 1.-CMDs of M3 from the SDSS photometric pipeline (Photo; left) and DAOPHOT reduction in this paper (right). Stars within a 30 ′ radius from the cluster center are shown in the left panel, but the Photo photometry is only available on the outskirts of the cluster. In the right panel, RR Lyraes are scattered off the cluster horizontal branch.
FIG. 2.-SDSS scans over the 2 • × 1 • region surrounding M3, generated using the SDSS Finding Chart Tool. Each of the horizontal strips represents a scanning footprint for each CCD. This strip is divided into rectangular frames with small overlapping regions. Adjacent strips in different runs also overlap with each other. Frames reduced in this paper are indicated as thick boxes. For each run and camcol, flanking areas are shown on each side of the cluster. North is to the top, and the east to the left. An et al. 2007b , and references therein; (3) Pinsonneault et al. 2008 (in preparation) and references therein. a True distance modulus assuming A V /E(B −V ) = 3.1.
to derive distances to five key globular clusters from their application of the MS fitting technique. These Hipparcos-based distances are expected to be accurate to ∼ 10 − 15% (e.g., Gratton et al. 1997; Reid 1997 ), which will hopefully be improved greatly from upcoming astrometric missions such as Gaia (Perryman et al. 2001) . They also provided estimates of reddening for the clusters by comparing colors derived from high-resolution spectroscopic determinations of T eff with the observed colors of the same stars. Table 2 lists reddening, distance, and metallicity estimates for our sample open clusters. For NGC 2420 we list those given by Anthony-Twarog et al. (2006) , which are based on intermediate-band vbyCaHβ photometry. For M67 we take the reddening, distance, and metallicity reported by An et al. (2007b) , which is an average between literature values and those estimated using empirically calibrated sets of isochrones (see also Pinsonneault et al. 2003 Pinsonneault et al. , 2004 . The latter set of authors also used an extended set of calibrated isochrones to estimate these parameters for NGC 6791 (M. H. Pinsonneault et al. 2008, in preparation) ; these values are listed in Table 2 . Their metallicity estimate for NGC 6791 is consistent with recent results from high-resolution spectroscopic studies (Carraro et al. 2006; Gratton et al. 2006; Origlia et al. 2006) . Their reddening estimate based on the stellar sequence [E(B − V ) = 0.10 ± 0.01] is lower than the Schlegel et al. (1998) value.
Although typical SDSS imaging scans involve small overlaps between adjacent stripes in most of the survey area, occasionally two runs from adjacent stripes overlap by a larger fraction of each field. This results in a large number of stars with repeated flux measurements, providing an opportunity to estimate realistic photometric errors ( § 4.3). Five clusters in our sample (M67, NGC 2420, NGC 5466, NGC 6791, and Pal 14) have been scanned in such a manner, covering most of the cluster fields twice.
3. DATA ACQUISITION AND PREPARATION We retrieved the fpC corrected imaging frames and the fpM mask frames for the cluster fields from the Data Archive Server (DAS) for all five bandpasses. We also downloaded the best version tsField and asTrans files for each field. Table 3 lists the SDSS run, rerun, camcol, and field numbers for each cluster field analyzed. In addition to the cluster fields, we reduced flanking fields ( § 4.2) belonging to the same run, rerun, and camcol, which had considerably lower stellar densities. These fields had been successfully run through Photo, and are used to set the zero points for the DAOPHOT photometry by comparing the magnitudes of the stars in the two different reductions. This insures that our reductions are securely tied to the 2.5-meter ugriz photometric system. Table 3 also lists the SDSS fields reduced using DAOPHOT. For cluster fields we typically combined two or three contiguous fields to form a single field, using the IRAF 15 package imtile for DAOPHOT reductions.
16 Some of the globular clusters subtend a small enough angle that an entire cluster fits within a single SDSS field. For these cases we did not attempt to include adjacent fields. For the flanking fields we always combined three SDSS fields to form a single field, and -40-4 190-192 185-187/195-197 5416-40-3 190-192 186-188/194-196 6177-40- reduced it as a single data processing unit in DAOPHOT. Before running DAOPHOT, we removed the softbias of 1000 DN and masked pixels affected by saturation. DAOPHOT identifies pixels above a "high good datum" value as saturated. However, for SDSS a saturated pixel will overflow and pour charge into its neighbors. This results in distorted shapes for the PSF of the brightest stars, but without necessarily setting the counts in an affected pixel above a certain value. It is also noted that the full well depth varies from chip to chip. To set the pixel value to a large number, we used the SDSS readAtlasImages code 17 to set the pixels flagged as saturated, as well as the pixels within a radius of 3 pixels, equal to 70000 DN. The bad pixel value in DAOPHOT was then set to 65000 DN. The gain and readnoise values for each chip and filter are listed in Table 4. 4. CROWDED FIELD PHOTOMETRY 4.1. DAOPHOT/ALLFRAME Reduction The goal of this study is to obtain accurate photometry for stars in the crowded cluster fields using the same final aperture radius as the SDSS data, which is 18.584 pixels (7.43 ′′ ). We used DAOPHOT and its accompanying program ALLSTAR to find stars, derive a spatially varying PSF, and perform the first measurements for all stars in a single field and a single filter. We then matched the stars from all the filters in a single field, using DAOMATCH and DAOMASTER, to form a master list that served as the input into ALLFRAME, which simultaneously reduces all the data for a particular field. The remainder of this section describes the reduction process in detail. Stars were identified in each frame using DAOPHOT/FIND, with a threshold of 4σ, a low sharpness 18 cutoff of 0.30, a high sharpness cutoff of 1.40, a low roundness cutoff of −1.00, and a high roundness cutoff of 1.00. The FWHM parameter, which is used to define the Gaussian that detects stars, was set to the average FWHM of stars in each frame. Since our goal is to derive cluster fiducial sequences rather than cluster luminosity functions, no effort was made to correct for incompleteness, which obviously increases in the more crowded regions.
For each frame, a large number (∼ 100 − 300) of relatively isolated stars spread across the frame were chosen as PSF stars. The fitting radius of the PSF in the χ 2 minimization was set to 5 pixels. The PSF was calculated out to a radius of 15 pixels, which defines how far out the light from the star was subtracted on the image. DAOPHOT first determined a constant, analytic PSF across the entire field. Neighboring stars of the PSF stars were identified. Next, the neighboring stars were subtracted using ALLSTAR with the first pass PSF. The PSF was then re-determined with both the analytic and lookup table components. This new PSF was then used to subtract the neighbors. The next iteration allowed the PSF to vary linearly across the frame, and subsequent iterations increased the variability to quadratic and finally cubic. ALLSTAR was then run on the entire field. The subtracted image was searched for additional stars, this time with a threshold of 10σ, before the final ALLSTAR run was performed on all stars.
Before we can run ALLFRAME, we need to provide a master list of stars so that the same stars can be used to reduce each frame. In contrast to the usual method of crowded field photometry, where multiple long and short exposures are taken in all filters, SDSS scans most regions once, with only small parts of the frames overlapping with a separate scan. Therefore, the standard technique of using exposures in the same filter to eliminate cosmic rays and spurious detections (e.g., in the bright wings of badly subtracted stars) is not possible.
Instead, we relied on multiple detections in different filter bandpasses to reduce the chances of spurious detections. We first used DAOMATCH and DAOMASTER to match stars among different filter frames. We then made a master star 18 The index sharpness in DAOPHOT/FIND is defined as the ratio of the height of the bivariate delta-function, which best fits the brightness peak, to the height of the bivariate Gaussian function, which best fits the peak.
list, requiring that a star should appear in at least two of the frames. This leads to the possibility that a star could be a real detection in one of the bandpasses, but be eliminated because of a lack of detection in the other four filters. However, our selection criterion, with a minimum two detections in different filter frames, insures that each star has at least one color, which is crucial in the derivation of the fiducial sequences. The master list served as the input for ALLFRAME, which simultaneously determines the separate brightnesses for stars in all frames while enforcing one set of centroids and one transformation between images.
Finally, we applied aperture corrections to obtain the instrumental magnitude of a star within an 18.584 pixel aperture radius. After subtracting all other stars, we measured the aperture magnitudes for the PSF stars through 12 different radii. We used HSTDAOGROW, which is a modified version of DAOGROW (Stetson 1990) , to calculate the total magnitude by the curve of growth method. The difference between these programs is that HSTDAOGROW does not extrapolate to twice the largest aperture, as is done by DAOGROW. The difference between the PSF magnitude and the aperture magnitude for each star defines the aperture correction. We calculated the average difference after iterating twice and discarding stars that were more than 1.8 times the rms away from the mean. This final average aperture correction was applied to all of the PSF magnitudes.
We converted (aperture-corrected PSF) DAOPHOT (Pogson) magnitudes into the SDSS asinh magnitude system (luptitude; Lupton et al. 1999 ) using the photometric zero point (aa), extinction coefficient (kk), and air-mass (airmass) values from the tsField files:
where b is the softening parameter for the photometric band in question 19 and
The air-mass value used was either the one for the central frame, if three frames were used, or the eastern frame of the cluster field set. Any changes in air mass during the time of the 2-3 frame scan were negligible. We used cvtcoords in the SDSS astrotools suite of programs as well as the information in the asTrans files from the DAS to determine celestial coordinates of right ascension and declination of the stars in the r-band images. Astrometric positions in SDSS are accurate to < 0.1 ′′ for sources with r < 20.5 mag (Pier et al. 2003) .
Photometric Zero Points
Our initial DAOPHOT reductions in relatively low stellardensity fields showed that there exist ∼ 0.02 mag differences between DAOPHOT and Photo magnitudes. Since the DAOPHOT reduction in this study does not include photometric standard fields to independently calibrate the data, we put the DAOPHOT magnitudes onto the Photo scale as described below.
Data
In order to place our DAOPHOT photometry on the same scale as that determined by Photo, it was necessary to compare results for stars that are far enough from the clusters' dense stellar fields to avoid crowding effects, but close enough to represent the local photometric properties near the clusters. These comparisons are accomplished by using stars contained in a set of flanking fields that lie at least two frames away (≈ 20 ′ ) from the crowded cluster fields. An example of flanking fields is shown in Figure 2 for M3.
The location of these flanking fields is largely based on how Photo computes the model PSF. In Photo, the PSF is modeled using a Karhunen-Loève (KL) transform, where stars lying in ±2 adjacent frames (in the scan direction) are used to determine the KL basis functions (Lupton et al. 2002) . At the same time, Photo also relies upon stars in ±0.5 adjacent frames to follow the spatial (temporal) variation of the PSF. Therefore, the two closest fields to a cluster, where Photo has modeled the PSF without using stars in the crowded region, are those that are two frames away from the crowded fields.
For each run and camcol we selected flanking areas on each side of a cluster, which we refer to as western and eastern flanking fields. We combined three contiguous fields to form a single flanking field and derived stellar magnitudes following the same procedure as cluster photometry using DAOPHOT. By analyzing three combined fields instead of just one, we had a larger number of bright PSF stars, especially in relative sparse halo fields. We typically selected 50 − 100 PSF stars in each flanking field with good signal-to-noise ratios (r 18 mag), and used a model PSF that varies cubically with position. Although we had only ∼ 30 PSF stars in the u-band frames for about one third of our flanking fields, we found that the cubically varying PSF is necessary to adequately reduce data in these fields. We used HSTDAOGROW to determine aperture corrections, and converted DAOPHOT magnitudes into the SDSS asinh magnitudes.
To derive an accurate photometric zero point, we used photometry with errors smaller than 0.05 mag in each band (errors reported from DAOPHOT) for stars brighter than 15.5 mag in u, 16.0 mag in gri, and 15.0 mag in z. We additionally filtered data based on the sharp 20 and χ values from DAOPHOT. We adopted |sharp| < 1 and χ < 1.5 + 4.5 × 10 −0.4(m−m0) (Stetson et al. 2003) , where m 0 = 15.5 mag in u, m 0 = 16.0 mag in gri, and m 0 = 15.0 mag in z, in order to remove objects that have relatively poor goodness-of-fit values.
We retrieved Photo PSF magnitudes either from the Catalog Archive Server (CAS) in the Sixth Data Release, or directly from the tsObject files when the data were not yet available through the data release. We used Photo magnitudes for stars that passed a set of photometric criteria to obtain 20 The index sharp used here is defined differently from the sharpness index in DAOPHOT/FIND: sharp 2 ≈ |s 2 obs − s 2 PSF | where s obs is a characteristic radius of the measured image profile, and s PSF is a characteristic radius of the PSF. The sign of the sharp index is positive if s obs > s PSF .
clean photometry. We selected objects that are classified as STAR (unresolved point sources) and used SDSS primary or secondary detections with photometric errors smaller than 0.05 mag. For the r-band image of run 5071, camcol 2, field 376 (hereafter we use the format 5071-r2-376 to represent a specific frame) and 6895-i3-56, we relaxed the threshold to 0.06 mag because all of the Photo magnitudes in these fields have errors larger than 0.05 mag. We ignored photometry for objects that have the following flags set: EDGE, NOPROFILE, PEAKCENTER, NOTCHECKED, PSF_FLUX_INTERP, SATURATED, BAD_COUNTS_ERROR, DEBLEND_NOPEAK, INTERP_CENTER, or COSMIC_RAY (e.g., Ivezić et al. 2007) . 21 We employed these selection criteria in each filter bandpass, in order not to eliminate a star from all of the filter frames even if it was flagged or had a large error in one of the bandpasses. This helps to keep many of the point sources that were poorly detected in the u-band frames. We then cross-matched photometry in Photo and DAOPHOT, using a search radius of 3 pixels.
Comparison with Photo
For the flanking fields we first compared the number of stellar objects found by DAOPHOT and Photo. In the r band, DAOPHOT detected ∼ 50 to ∼ 5000 stellar sources on each (SDSS) field with r < 20 mag. Among these, Photo recovered on average 75% ± 9% of the sources classified as STAR, except in the case of M71 flanking field 6895-r3-56/57/58 (see below). All detections in Photo were recovered by DAOPHOT; there is no apparent trend of the detection rate in Photo as a function of the total number of detected sources in DAOPHOT. The average recovery fraction in Photo becomes 87% ± 4% when we matched sources in DAOPHOT with the above χ and sharp index selections. Figure 3 shows the comparison between DAOPHOT and Photo magnitudes in one of the flanking fields for M13, 3226-5-121/122/123. The constant offsets between the two are the zero-point corrections that will be applied to the cluster photometry. However, we noted that there are systematic variations in the difference, at a level of ∼ 2%, in the scan direction or over time, in addition to photon noise. These high spatial frequency structures are likely due to fast PSF variations, which were not followed by the PSF of Photo on a rapid enough spatial or temporal scale.
The accuracy of PSF photometry can be best tested from the comparison with aperture photometry for isolated bright stars. Specifically, we can use the individual aperture corrections to test how accurately our model PSF accounted for the variability of the PSF by plotting the difference between the PSF magnitude and the aperture magnitude as a function of position. If we have modeled the variability of the PSF sufficiently well, there will be no dependence of that difference on the position of the stars on the chip. Figure 4 shows the differences between the DAOPHOT PSF and aperture magnitudes, with aperture radii of 18.584 pixels from the HSTDAOGROW analysis. Individual points are those used in our PSF modeling, and an average offset in each panel represents the aperture correction for DAOPHOT PSF photometry in each filter bandpass. The same fields are shown as in the above comparison with Photo. However, in contrast to the systematic variations seen in Figure 3 , the differences 21 See also http://www.sdss.org/dr6/products/catalogs/flags.html. between the DAOPHOT and aperture magnitudes are quite uniform, to better than 1% accuracy, over a time scale covered by at least one flanking field (∼ 30 ′ or ∼ 3 min in time). This test shows that the systematic residuals in Figure 3 are due to errors in the Photo magnitudes, presumably due to imperfect modeling of the PSFs. In support of this conclusion, we found similar high spatial frequency structures (in size and amplitude) as those in Figure 3 , obtained from the comparison between the Photo PSF and aperture 7 magnitudes (flux measurements with an 18.584 pixel aperture from Photo).
Other flanking fields also exhibit stable differences between DAOPHOT magnitudes and aperture photometry, but exhibit systematic variations of Photo magnitudes, seen most clearly in the scanning direction. After iterative 3σ clipping, we computed a rms dispersion for each field and estimated a median of the rms from all of our flanking fields (except for the few cases discussed below). From a comparison between the HST-DAOGROW aperture magnitudes and the DAOPHOT magnitudes, we found a median rms of 0.0061 mag, 0.0039 mag, 0.0045 mag, 0.0052 mag, and 0.0054 mag in ugriz, respectively, yielding a precise aperture correction and its spatial uniformity. From the comparison between Photo and DAOPHOT, however, we found a factor of three larger rms values: 0.0198 mag, 0.0172 mag, 0.0162 mag, 0.0176 mag, and 0.0173 mag in ugriz, respectively (Fig. 5) . We note that Smolčić et al. (2007) compared the DoPHOT and Photo photometry in an uncrowded field and estimated the rms differences of 0.029 mag, 0.013 mag, 0.027 mag in gri, respectively.
The 2% variation of Photo is consistent with the spec- ified size of the photometric errors in the SDSS project (Ivezić et al. , 2004 . While this level of accuracy already makes SDSS one of the most successful optical surveys (see also Sesar et al. 2006) , the spatial variations of the Photo PSF magnitudes clearly indicates that there is room for future improvement in the photometric accuracy (e.g., Ivezić et al. 2007; Padmanabhan et al. 2008) .
There is a small fraction of cases where DAOPHOT magnitudes vary significantly with respect to aperture photometry over a given frame. In some of these cases the difference between the DAOPHOT and the aperture photometry jumps by ∼ 0.02 mag systematically in some parts of the flanking fields. These abrupt variations are strongly correlated with the change in the PSF shapes, which may be caused by a sudden change in the telescope focus or tracking.
We initially attempted to model these spatially varying PSFs by reducing individual frames of each flanking field. However, we found that, in most cases, the sudden PSF variations could not be adequately modeled by cubically varying the PSFs in DAOPHOT, so we decided not to include such fields in the following analyses. The problematic flanking fields have significantly large rms values in the comparison with aperture photometry, so we used rms cuts of 0.040 mag in the u band and 0.020 mag in griz, after initial 5σ clipping, to identify them. A total of nine flanking fields (2% of all of the 380 flanking fields in this study) were rejected using these cuts: 3462-r6-19/20/21, 4649-i4-150/151/152, 5071-u2-368/369/370, -i2-368/369/370, 5360-u5-339/340/341, 5360-i5-339/340/341, 5360-r6-343/344/345, 6004-r5-109/110/111, 6004-i5-109/110/111 . For these runs we used photometry in a flanking field on the other side of a cluster to set the photometric zero points.
5071
Among the fields with small rms differences between the aperture and the DAOPHOT photometry, the DAOPHOT magnitudes show particularly large rms differences with Photo (> 0.050 mag after initial 5σ clipping) in two flanking fields: 5403-r4-185/186/187 (NGC 6791 run) and 6895-i3-56/57/58 (M71 run). In the former case, most of the dispersion comes from a strong discontinuity in the magnitude difference of the field 187, when compared with the preceding two fields. In the last field, the PSP_FIELD_PSF11 flag in PspStatus was set, indicating that Photo magnitudes were derived using a spatially (temporally) constant PSF. We did not use this field in the following analyses.
The 6895-3-56/57/58 (M71 run) has the highest stellar density among cluster flanking fields in this study. Approximately 15000 point sources were found in one flanking field with r < 20 mag from DAOPHOT. The large rms observed in this field was caused by a magnitude-dependent trend in the difference between DAOPHOT and Photo (which is not seen in other flanking fields): Photo detections become fainter with increasing apparent magnitude. One likely explanation is that Photo over-estimates the sky brightness in crowded fields, where it fails in the detection and subtraction of faint objects. In fact, Photo detected only ∼ 700 sources classified as STAR with r < 20 mag in this flanking field and does not report flux measurements in the other flanking field. We derived zero-point differences between Photo and DAOPHOT using bright stars with u < 20 mag, g < 19 mag, r < 18 mag, i < 18 mag, and z < 17 mag.
For each flanking field we took an average over three fields to determine a zero-point correction, ∆aa, for DAOPHOT:
We then averaged results from two flanking fields on each run, filter, and camcol, with weights given by the errors in ∆aa. These are either the propagated error from the Photo comparison on each flanking field, or the difference in ∆aa between western and eastern flanking fields divided by two, whichever is larger. Table 5 lists new aa coefficients for our fields. The second and third columns in Table 6 list the average zero-point correction and rms dispersion in each bandpass, respectively, from all of our flanking fields. As also shown in Figure 6 , the u band has the largest average correction among bandpasses, with ∆aa ≈ −0.009, while longer wavelength filters have smaller ∆aa values. These zero-point corrections are systematic in nature and statistically significant. The cause of the zero-point difference remains unclear. It could be an error in the aperture correction, or it could be due to different ways of determining sky values in the two The total number of comparisons in this column is smaller than the total number of runs in this study (Nrun = 39) because some of the runs have only one flanking field available in the analysis. data reduction procedures. To scrutinize this issues, one may wish to reduce secondary patches using DAOPHOT and independently calibrate DAOPHOT magnitudes. However, this requires a significant amount of data reduction with human intervention (e.g., PSF selection). Therefore, we chose to put DAOPHOT photometry onto the Photo system, which is internally defined in a self-consistent manner, and avoid any discussion of the absolute calibration in this paper. The new zero points (aa DAOPHOT ) derived from the Photo comparisons were used, along with the extinction coefficient (kk) and airmass (airmass) values, to derive magnitudes for stars in the crowded cluster fields (Eqs. 1 and 2).
Photometric Errors
To assess the accuracy of our photometry, we need to know both how well we can determine the zero point of the calibration and how well we can measure the brightness of a particular star, which can be affected by the degree of crowding as well as by photon noise. We first consider zero-point errors, followed by a discussion of the random star-by-star errors.
Zero-Point Accuracy
Systematic zero-point errors for the DAOPHOT photometry are the results of uncertainties in the aperture correction, the derivation of zero-point differences between DAOPHOT and Photo magnitudes, and the intrinsic zero-point errors in the reference Photo system. The zero-point errors in Photo can be further divided into an absolute calibration error, which can be reduced to a problem of tying the SDSS magnitude system to an AB system (Abazajian et al. 2004) , and a relative zero-point calibration error. The latter is exhibited as spatial variations in the calibration on the sky, or differences in flux measurements for stars observed in overlapping runs.
To assess the zero-point errors we took the following two approaches. Firstly, we compared the DAOPHOT photometry in flanking fields to the Photo values, in order to check the spatial stability of the Photo zero points over several frames. We took into account the fact that all of the above error components, except the absolute calibration error, will manifest themselves collectively as differences in the Photo comparisons. Secondly, we used multiple measurements for sources detected in more than two different runs to assess the zeropoint errors. A discussion on absolute calibration errors is beyond the scope of this paper.
In § 4.2 we showed that the DAOPHOT PSF magnitudes are spatially and temporally uniform to ∼ 0.005 mag with respect to the aperture photometry. Given this high internal precision of the photometry, ∼ 2% spatial (temporal) variations in the difference between the DAOPHOT and the Photo magnitudes on a sub-field scale (e.g., Fig. 3 ) were attributed to the PSF modeling errors in Photo. Nevertheless, these high spatial frequency structures are not a significant error component of the DAOPHOT zero point because we took an average of the difference between the two photometric measurements with a large number of comparison stars in each flanking field (< 0.001 mag).
We investigated an additional error component of the photometric zero point by comparing results from the western and eastern flanking fields. The two flanking fields on each run and camcol are separated by about 10 fields. Therefore, a zero-point variation over a large angular scale (∼ 1.5
• or ∼ 10 min in scanning time), or the difference in zero-point corrections in these two fields (∆aa west and ∆aa east for the western and eastern fields, respectively) can be used as a measure of the zero-point shifts. Figure 7 shows the distribution of zero-point differences in the western and eastern fields for all pairs of the flanking fields. The fifth column in Table 6 lists the global average of the zero-point difference, which is generally consistent with zero in all of the filter bandpasses. However, zero points from the western and eastern flanking fields typically differ by ∼ 0.006 mag on each run, as shown in the sixth column. This indicates that DAOPHOT magnitudes will have a mild zeropoint variation over an ∼ 1.5
• scale, which is smaller than the ∼ 0.02 mag fluctuations seen on a sub-field scale.
However, it should be kept in mind that the above comparisons are based on flux measurements in each run and camcol, which have the same aa and kk coefficients from the tsField files. As a second approach, we assessed the zeropoint errors by comparing flux measurements from overlapping regions between different strips and runs. A small fraction of stars are found in overlapping strips, and their fluxes were individually measured and calibrated to the Photo system for each run in the DAOPHOT reduction. Therefore, the net magnitude difference between the two runs directly measures the reliability of our photometric zero points. Table 7 shows comparisons for the DAOPHOT magnitudes from all of the overlapping runs. The second and third column list two runs in the comparison. A "reference" run was selected if it covers a larger fraction of a cluster than a "comparison" run, otherwise a small-numbered run was chosen. In the derivation of the fiducial sequences ( § 5.2) we use the local zero point set by the reference runs to combine photometry from two different runs. The fourth through eighth columns list weighted average magnitude differences in the five passbands. We matched stars from separate runs using the celestial coordinates with a match radius of 1 ′′ . We used stars that satisfy the same selection criteria on magnitudes, errors, χ, and sharp index values as in § 4.2. However, in the u-band and z-band frames, we relaxed the thresholds on magnitude errors to 0.10 mag to include more comparison stars in these small overlapping regions. We further increased the threshold for the u-band matches to 0.30 mag in some clusters (M53, M92, NGC 4147, NGC 5053, and Pal 14), which have an even smaller number of comparison stars. For Pal 4 we did not compute the zero-point difference in the u band because no stars were found in that filter frame that satisfy our χ and sharp index criteria.
The rms of these differences from all comparisons are 0.042 mag, 0.021 mag, 0.027 mag, 0.024 mag, and 0.026 mag in ugriz, respectively. In Table 7 we also found that the rms differences in colors are 0.040 mag in u − g, 0.021 mag in g − r, 0.017 mag in g − i, and 0.021 mag in g − z. Although there is a mild zero-point variation over ∼ 10 fields (∼ 0.6%), the calibration accuracy of the DAOPHOT photometry is predominantly limited by these ∼ 2% run-to-run zero-point variations. Our results are consistent with a zero-point uncertainty of ∼ 2%-3% in Photo (Ivezić et al. 2004 ).
Random Errors
Repeated flux measurements in overlapping strips/runs also provide an opportunity to determine the star-to-star uncertainties in the photometry. We used the same matched list of stars as in the previous section, but without the cuts on magnitudes and magnitude errors. We adjusted the net zero-point differences between the runs (Table 7) before making the photometric comparisons and then estimated the standard deviations of individual measurements. We only considered double measurements, although some of the stars in the open cluster fields have been detected in three runs. Figure 8 shows the standard deviations of individual mea- surements for stars that have been observed twice in overlapping strips. The thick solid line shows the median of these with intervals of 0.5 mag; thin lines on either side are the first and third quartiles. The error distributions at the bright ends indicate errors of ∼ 1% in griz and ∼ 2% in the u band, while the Photo magnitudes have 2% rms photometric precision for sources not limited by photon statistics . The photometric precision of DAOPHOT is about a factor of two better than that of Photo.
The bottom right panel in Figure 8 shows the reported DAOPHOT errors in the r-band. DAOPHOT estimates standard errors in the individual (instrumental) magnitudes, which are obtained either from the PSF profile-fitting residuals or from the star and sky flux measurements (Stetson et al. 2003 ). For stars observed in different strips, we estimated the standard error in the mean as 1/σ 2 = Σ i (1/σ i ) 2 , where σ i is the error reported from DAOPHOT, and multiplied it by the square root of the number of measurements (= 2). As seen in Figure 8 , most of the points are between the median and third quartile of the error distribution. Although DAOPHOT errors are slightly larger than the errors estimated from repeat measurements, they represent the approximate size of the errors well. The comparisons in other bands are similar to that in the r band.
Comparison with Photo in Semi-Crowded Fields
The stellar densities in open cluster fields are significantly lower than in the cores of globular clusters, and Photo reports magnitudes for many objects. On the other hand, open cluster fields are more crowded than the typical high Galactic latitude fields in SDSS. Therefore, DAOPHOT magnitudes can be used to test the accuracy of the SDSS imaging pipelines near the Galactic plane, which is directly related to the quality assurance for the SEGUE imaging outputs. The systematic errors in these semi-crowded fields cannot be fully accounted for using the method based on the stellar locus (Ivezić et al. 2004 ) because the extinction corrections from Schlegel et al. (1998) become uncertain near the Galactic plane (Adelman-McCarthy et al. 2008) .
In three open clusters in our sample, DAOPHOT detected ∼ 100, ∼ 300, and ∼ 1500 sources in M67 (b = +31.9
• ), NGC 2420 (b = +19.6
• ), and NGC 6791 (b = +10.9 • ), respectively, with r < 20 mag on each frame (10 ′ × 13 ′ ). Stellar densities in NGC 2420 and NGC 6791 are about 2 − 10 times higher than the median density in the flanking fields for globular clusters, which is ∼ 150 per frame. Photo detected a comparable number of sources classified as STAR (∼ 80%). However, it is noted again that Photo failed to detect many stellar sources in fields near the globular cluster M71, where the stellar density is about four times higher than that of NGC 6791. We discuss the issue of M71 again in § 5.4.
While Photo detected a comparable number of stellar sources in the cluster fields, its photometry is less accurate than obtained in high Galactic latitude fields. Figure 9 shows differences between the DAOPHOT and the Photo magnitudes in one of the NGC 2420 runs, 2888-3-24/25/26. The comparisons are shown with no corrections on aa to DAOPHOT magnitudes. The spatial variations of the difference are stronger than those in the typical flanking fields for globular clusters (e.g., tion for the large differences is that Photo has trouble finding isolated bright objects for the PSF modeling in these semicrowded fields. Thus, caution should be used for Photo results in open clusters and for those in low Galactic latitude fields.
RESULTS
In this section we present the DAOPHOT/ALLFRAME photometry for 20 clusters and derive cluster fiducial sequences over a wide range of metal abundances, ∆ log(Z/Z ⊙ ) ∼ 3 dex. We then use these fiducial sequences to perform a preliminary test of theoretical isochrones, and to compare with fiducial sequences in
Value-Added Catalog for DAOPHOT Cluster
Photometry We present the cluster photometry for this paper as a SDSS value-added catalog. 22 There is a file for each cluster for each run, labeled cluster_run.phot. For example, the M92 data are in m92_4682.phot and m92_5327.phot. Table 8 lists the columns of data. We note that the DAOPHOT identification number is unique for each cluster/run combination, and that the x and y pixel positions are for the tiled images. We flag saturated stars, i.e., those stars, which have a pixel set to 65000 DN within a 10 pixel radius from a stellar centroid. Although DAOPHOT will determine magnitudes for these stars based on the non-saturated pixels, these magnitudes should be treated with extreme caution. The flag is set to 1 if the star is near a saturated pixel, 9 if the star is not detected in a given frame, and 0 otherwise. Figures 10 and 11 show CMDs of M3 and M92, respectively, with u − g, g − r, g − i, and g − z as color indices, and r as a luminosity index; hereafter (u − g, r) , (g − r, r), (g − i, r), and (g − z, r), respectively. The (g − r, r) CMDs for all analyzed clusters are shown in Figures 12-16 . Stars brighter than r ∼ 14 mag are saturated in the SDSS CCDs, so the brightest portions of the RGB are not seen in many cluster CMDs. A detailed description on the data and fiducial sequences is presented in the following section.
RR Lyraes show the most notable variations of fluxes in globular cluster studies. This can be seen in Figures 10-15 , where RR Lyraes are scattered off the HBs, because most of them were observed only once in SDSS. They also stand out with large rms magnitude errors in the repeat flux measurements at r ∼ 16 mag (Fig. 8) .
Cluster Fiducial Sequences
The individual points in Figures 10-16 are those stars that satisfy χ and sharp index selection criteria in § 4.2. To identify stars in less-crowded regions, we further used the separation index (Stetson et al. 2003) , which is defined as the logarithmic ratio of the surface brightness of a star to the summed brightness from all neighboring stars. We followed the detailed procedure of computing a separation index in Clem et al. (2008) . That is, we assumed the Moffat stellar profile of the surface brightness and considered the light contribution from those stars lying within 10 times the assumed FWHM in the r-band images. We adopted 1.4
′′ for the typical FWHM seeing for all fields using RunQA (Ivezić et al. 2004) . In most of the cases we accepted those stars with a separation index larger than 3.5 dex. For M71 we used stars with a separation index larger than 2 dex, which produces the best looking sequences on the CMDs. However, we did not apply the above criterion based on the separation index for the relatively sparse clusters NGC 4147, NGC 7006, Pal 3, Pal 4, Pal 5, and Pal 14.
Given the ∼ 2% zero-point differences between different runs, we adjusted the zero point for the photometry in one of the runs to match the others before combining them together. Our selected runs for the local photometric standards are listed in the second column of Table 7 . To reduce the contamination from background stars, we selected stars within a 2.5 ′ radius from a cluster center for Pal 3, Pal 4, and NGC 7006, those within a 5.0 ′ radius for NGC 6791, and Pal 5, and those within a 2.0 ′ for M71. The curves in Figures 10-16 represent cluster fiducial sequences derived from the above data sample. A cluster fiducial sequence is defined as the locus of the number density peaks on a CMD. Representing a color-magnitude relation for single stars in a cluster, fiducial sequences can be used to derive relative distances to stars and star clusters and to test theoretical stellar isochrones. However, most of Galactic clusters lack a complete census of cluster membership and binarity, and the observed CMDs typically contain a non-uniform distribution of foreground/background stars and cluster binaries. In particular, low mass-ratio binaries are difficult to identify because their colors and magnitudes are similar to those of single stars. Therefore, careful selection of data points is required in order to derive accurate cluster fiducial sequences.
We adopted a photometric filtering scheme, as in An et al. (2007b , see also An et al. 2007a , in order to reduce the number of cluster binaries and non-cluster members in the CMDs. The photometric filtering is an automated process with a least amount of human intervention. The filtering process iteratively identifies the MS, SGB, and RGB ridgelines independently of the isochrones, determines the spread of points, and rejects stars if they are too far away from the ridgeline for a given magnitude. We combined the results from (g − r, r), (g − i, r) , and (g − z, r), and rejected stars if they were tagged as an outlier at least in one of the CMDs. We started with a 3σ rejection and reduced the threshold until it was limited to 2.5σ. About 20% of stars were rejected from each set of CMDs, including cluster HB stars. For extremely sparse clusters (Pal 3, Pal 4, and Pal 14), we handpicked probable single star members from (g − r, r), (g − i, r) , and (g − z, r).
Although a cluster ridgeline was obtained as a by-product from the photometric filtering, it has many small scale structures, which are mostly not physical. To obtain a smooth cluster sequence we used wider magnitude bins and estimated median colors in the last stage of the filtering process. We adjusted the magnitude bin size to adequately follow the shapes of the MS, SGB, and RGB, and smoothed the curve by averaging each point with a linear interpolation between adjacent points.
Although the above method worked well in most of the cases, it often showed a deviation at the top of the RGB for sparsely populated clusters (e.g., NGC 4147, Pal 5). We adjusted these sequences by hand to match the observed RGB. In addition, we drew by hand the SGB of NGC 6791, which exhibits double color peaks at a given r magnitude. Fiducial sequences for the 20 clusters in our study are provided in Tables 9-28. Girardi et al. (2004) provided the first extensive sets of theoretical isochrones in the ugriz system. They derived magnitudes in ugriz using ATLAS9 synthetic spectra (Castelli et al. 1997; Bessell et al. 1998 ) for most regions of T eff and log g space. Here we test the models constructed from the Girardi et al. (2000) evolutionary tracks with our fiducial sequences. Detailed comparisons to theoretical models will be presented in a companion paper (D. An et al. 2008, in preparation) .
Preliminary Test of Theoretical Models
Isochrones in Girardi et al. (2004) were constructed for a perfect AB magnitude system, in which magnitudes can be translated directly into physical flux units. However, it is known that the SDSS photometry slightly deviates from a true AB system (Abazajian et al. 2004) . To compare our fiducial sequences to the isochrones, we adjusted model magnitudes using AB corrections given by Eisenstein et al. (2006) corrections in g and r (see also Holberg & Bergeron 2006) . We restricted our comparisons to five globular clusters (M3, M5, M13, M15, and M92) and one solar-metallicity open cluster (M67). These clusters not only have well-defined sequences but also have relatively well-studied distances and reddening estimates, which are necessary to infer the absolute magnitudes of stars. Furthermore, the metallicities of these clusters are well-studied, so the model colors can be tested more accurately for a given metallicity.
For globular clusters, we adopted the MS-fitting distances given by Kraft & Ivans (2003, see Table 1 ), which are based on measurements of Hipparcos subdwarfs. We also adopted reddening values from Kraft & Ivans (2003) . For M67 we adopted cluster distance and reddening estimates from An et al. (2007b) . The isochrone colors and magnitudes were corrected for the assumed reddening using theoretical computations of extinction coefficients (A λ /A V ) in Girardi et al. (2004) . Specifically, we used their model flux calculation for Figure 17 shows fiducial sequences for these clusters on the absolute magnitude M r versus intrinsic color (g − r) 0 space, with the above adopted distances and reddening values. We included a fiducial sequence for NGC 6791 in the plot, using its parameters in Table 2 . These clusters cover a wide range of metal abundances (−2.4 < [Fe/H] < +0.4); their fiducial sequences become redder at higher metallicities. In the figure, two groups of globular cluster sequences are distinguished by two different colors according to their metal abundances in Kraft & Ivans (2003) : M15 and M92 ([Fe/H] ≈ −2.4; violet), M3 and M13 ([Fe/H] ≈ −1.6; green). Cluster sequences in each group of the clusters show 2% agreement in color. We note that these differences are within the expected size of the errors from the adopted distance, reddening, and photometric zero points ( § 4.2) . Figures 18 and 19 show comparisons between fiducial sequences for the two most metal-poor globular clusters in our sample, M15 and M92 (dotted line), and the Girardi et al. (2004) g − r, r), (g − i, r), and (g − z, r) show that model colors are ∼ 0.02-0.05 mag bluer and redder than the fiducial sequences for MS and RGB, respectively. In addition, the morphology of the model SGB does not perfectly match the observed ones. A significant color offset is found in (u − g, r) , up to as large as ∼ 0.1 mag. While the SDSS u-band filters are known to have a red leak (Stoughton et al. 2002) , it is probably not the reason for the discrepancy found for stars bluer than g − r ∼ 1.2. We note again that our photometry does not reach to the tips of the RGBs in all clusters because of saturation, and that this work does not constrain the reddest part of the RGBs for the nearest clusters.
Figures 20 3), to bracket the observed cluster abundances. It is noted that these models assume the scaled-solar abundance ratios, while metal-poor stars show α-enhanced abundances (e.g., Sneden et al. 2004; Venn et al. 2004 , and references therein). However, the effects of α-enhancement can be mimicked by increasing the total metal abundance in this low metallicity range (Salaris et al. 1993; Kim et al. 2002; Cassisi et al. 2004 ). Nevertheless, neither isochrones simultaneously match the colors of both the MS and RGB sequences with high precision. We found a similar result for M5 ([Fe/H] = −1.26), as shown in Figure 22 .
Here we neglected the effects of unresolved binaries. An et al. (2007b) performed extensive simulations of unresolved binaries in clusters and their influence in the MS-fitting distances. After the same photometric filtering as we applied in this paper, they found that the unresolved binaries can make the MS look brighter by ∼ 0.007 mag for a 40% binary fraction 23 because all of the low mass-ratio binaries cannot be detected in the photometric filtering. However, this tranlates into only ∼ 0.001 mag in colors since the slope of the MS is about 5-6. Furthermore, the observed binary fraction of globular clusters is typcially less than 20% (e.g., Sollima et al. 2007; Davis et al. 2008 , and references therein), which makes the influence of unresolved binaries even smaller. Figure 23 shows the comparison between the solarmetallicity open cluster M67 CMDs and 3.5 Gyr models at three different metallicities, Z = 0.0080, 0.0190, and 0.0300 ([m/H] ≈ −0.4, +0.0, +0.2). We used models without convective core overshooting, but the difference from those models based on the overshooting assumption is small in most parts of the CMDs in Figure 23 . Near the MS turnoff, the agreement is good between solar-metallicity models and the data. However, the models begin to diverge from the fiducial MS below r ∼ 16.5 mag or ∼ 0.7M ⊙ in their models. The difference becomes as large as ∼ 0.5 mag in (g − i, r) and (g − z, r) at the bottom of the MS. Users of these models should be warned about this potentially large discrepancy. The photometry in Clem et al. has been calibrated to the u ′ g ′ r ′ i ′ z ′ system defined by the Smith et al. (2002) sample of standard stars, while the SDSS photometry is on the natural ugriz system of the 2.5-m survey telescope. Therefore, we converted their fiducial sequences in the u ′ g ′ r ′ i ′ z ′ system onto the SDSS 2.5-m ugriz system, using the transformation equations in Tucker et al. (2006) While a generally good agreement is found between the two sets of fiducial sequences, the comparisons for M71 show particularly large differences in all four of the color indices. The differences in colors are ∼ 0.05-0.15 mag, in the sense that our fiducial sequences are always redder than those in Clem et al. As we noted in § 4.2, the zero points for the M71 photometry were very uncertain, due to the suspicious Photo magnitudes in the cluster's flanking field. In addition, the shapes of the fiducial sequences could not be accurately defined due to the strong contamination from background stars. Caution should be given when using our DAOPHOT photometry for M71 and its fiducial sequences.
Comparison with Fiducial Sequences in u
Except for M71, the differences in colors and/or magnitudes between the two fiducial sequences are typically less than ∼ 2%. These differences are smaller than those found from the comparison with theoretical isochrones (Figs. 18-23 ). Furthermore, they are comparable in size to the zeropoint errors in the DAOPHOT photometry ( § 4.3). Therefore, the agreement found here not only validates the accuracy of the transformation equations between u ′ g ′ r ′ i ′ z ′ and ugriz, but also the accuracy of our fiducial sequences derived from the single-epoch photometry.
In the case of NGC 6791, our fiducial sequences on RGB become redder than the Clem et al. sequences at redder colors. The differences at the tip of our fiducial sequences are ∼ 0.05-0.10 mag. Although different filter responses can cause these color-dependent zero-point shifts, the observed differences are possibly due to uncertainties in the fiducial sequences from the sparsely populated RGB of the cluster.
6. CONCLUSION We used the DAOPHOT/ALLFRAME suite of programs to derive photometry in ugriz filter bandpasses for 17 globular clusters and 3 open clusters that have been observed with SDSS. The regions close to the globular clusters are too crowded for the standard SDSS photometric pipeline (Photo) to process, and the photometry is not available for the most crowded regions of these clusters. In order to exploit over 100 million stellar objects with r < 22.5 mag observed by SDSS, we used the DAOPHOT crowded field photometry package to derive accurate magnitudes and colors of stars in the Galactic clusters. We also derived fiducial sequences for the 20 clusters on the native SDSS 2.5-meter ugriz photometric system, which can be directly applied to the SDSS photometry without relying upon transformations from the u ′ g ′ r ′ i ′ z ′ system. We showed that DAOPHOT PSF magnitudes are spatially and temporally uniform to 0.5% with respect to aperture photometry. However, comparison between the DAOPHOT and the Photo magnitudes showed ∼ 2% high spatial frequency structures on a sub-field scale, indicating an error in the Photo magnitudes. Although the 2% accuracy of Photo magnitudes already makes SDSS one of the most successful optical surveys, our result indicates that its photometric accuracy could be further improved in the future (e.g., Ivezić et al. 2007; Padmanabhan et al. 2008) . Nevertheless, the accuracy of the zero point in the DAOPHOT photometry is predominantly limited by the ∼ 2% run-to-run zero-point variations.
From repeated flux measurements in overlapping strips/runs, we also measured realistic photometric errors for SDSS photometry determined by DAOPHOT. The error distributions at the bright ends indicate errors of ∼ 1% in griz and ∼ 2% in the u band, which are a factor of two better than the 2% rms photometric precision obtained with Photo . We found slightly larger rms differences (∼ 0.025 mag) between the Photo and the DAOPHOT magnitudes in semi-crowded open cluster fields.
Using fiducial sequences, we performed a preliminary test of theoretical isochrones from Girardi et al. (2004) . We found that model colors differ by ∼ 0.02-0.05 mag from those of the fiducial sequences for our adopted cluster distance and reddening values. Furthermore, these models cannot be simultaneously matched to the MS and RGB ridgelines of our fiducial sequences. In the solar-metallicity open cluster M67, model colors are too blue by ∼ 0.5 mag at the bottom of the MS. On the other hand, we found a good agreement ( 0.02 mag in colors) with the Clem et al. (2008) empirical fiducial sequences in u ′ g ′ r ′ i ′ z ′ , after transformation to the native ugriz system using the transformation equations of Tucker et al. (2006) . This result not only validates the accuracy of the transformation equations between u ′ g ′ r ′ i ′ z ′ and ugriz, but also the accuracy of our fiducial sequences derived from the single-epoch photometry.
There are several projects that will benefit from our accurate cluster photometry and fiducial sequences in ugriz. The photometry is of great value for empirical calibrations of the spectroscopic measurements such as the SEGUE Stellar Parameter Pipeline (Lee et al. 2007a,b; Allende Prieto et al. 2007) , and for deriving accurate transformations between ugriz and other photometric systems. As templates for stellar populations, fiducial sequences can be used to identify and characterize the dwarf companions to the Milky Way and Andromeda galaxies. They can be also used for tracing the tidal structures from globular clusters (e.g., Odenkirchen et al. 2001 ). In addition, the distances to individual stars in SDSS can be better determined with ugriz fiducials of well-studied clusters, which is the subject of the next paper in this series. Funding for the SDSS and SDSS-II has been provided by the Alfred P. Sloan Foundation, the Participating Institutions, the National Science Foundation, the U.S. Department of Energy, the National Aeronautics and Space Administration, the Japanese Monbukagakusho, the Max Planck Society, and the Higher Education Funding Council for England. The SDSS Web Site is http://www.sdss.org/.
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