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A graph G is said to be highly constricted if there exists a nonempty subset S of 
vertices such that (i) G - S has more than I S I components, (ii) S induces the 
complete graph, and (iii) for every I( E S and v  # S, we have do(u) > do(v), where 
do(u) denotes the degree of u in G. In this paper it is shown that a non-hamiltonian 
self-complementary graph G of order p is highly constricted, unless p = 4N and 
G is a particular graph G*(4N). It is also proved that if G is a se&complementary 
graph of order p(>8) and = its degree sequence, then G is pancyclic if r has a 
realization with a hamiltonian cycle, and G has a 2-factor if * has a realization 
with a 2-factor, unless p = 4N and G = G*(4N). 
1. INTRODUCTION AND DEFINITIONS 
One of the long unsolved problems in the theory of graphs is to find an 
useful and simple characterization of hamiltonian graphs. The main aim of 
this paper is to solve the hamiltonian problem for self-complementary 
graphs. 
A graph G is said to be self-complementary (s.c.) if G is isomorphic to its 
complement %. It is well known that if G is a S.C. graph of order p, then p 
is congruent to 0, 1 module 4. For such integers p define 
Y(p) = {G/G is a S.C. graph of order p}. (1.1) 
It is proved in Clapham [3] that every S.C. graph has a hamiltonian chain. 
It is shown in [12] by the present author that, if G E 9’(p) and p > 8, then 
for every 1, 3 < 1 < p - 2, G has an Z-cycle. Further, if G is hamiltonian, 
then G is pancyclic. The aim of this paper is to characterize the hamiltonian 
S.C. graphs. In a companion paper [14] we characterize and enumerate S.C. 
graphs according to their circumference. 
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For a graph G, the symbols V(G), E(G) denote the vertex set, edge set of G 
respectively. If G has a spanning cycle t.~, then G is said to be hamiltonian 
and CL, a hamiltonian cycle in G. A k-factor in G is a spanning subgraph in G 
which is regular of degree k. 
As always, K,, , or K when unambiguous, denotes the complete graph of 
order n, K,“, or Kc when unambiguous, denotes the empty graph, that is, 
the graph with no edges. Similarly K,,, , or K when unambiguous, denotes 
the complete bipartite graph with two independent sets having m and n 
vertices. If X and Y are subsets of V(G), G[X, Y] denotes the subgraph of G 
with X u Y as its vertices, which includes exactly those edges of G, having 
one end vertex in X and the other in Y. We write G[Xl for G[X, X]. 
Following Nash-Williams [lo], a graph G is said to be constricted if there 
exists a nonempty subset X of V = V(G) such that G[ V - X] has more than 
[ X ( components. Clearly, constricted graphs cannot have hamiltonian cycles 
so that being constricted is a structural property which precludes the presence 
of a hamiltonian cycle in the graph. A graph G is said to be highly constricted 
if there exists a nonempty subset X of V such that (i) G[ V - x] has more than 
1 X ( components, (ii) G[X] is complete and (iii) for every u E X and v 6 X 
d,(u) > d,(v), where de(u) denotes the degree of the vertex ZJ in G. We prove 
that if G E 9’(p) and G is non-hamiltonian, then G is either highly constricted 
or G = G*(4N), (see Definition (1.2) (1.3) below), where in the latter case G 
is constricted. 
Let G E 9’(p) and u be an isomorphism of G onto its complement G. 
Clearly u is a permutation of V(G) and is referred to as a complementing 
permutation of G. Let%‘(G) be the set of all complementing permutations of G. 
From now onwards we will assume that all permutations are expressed as the 
product of disjoint cycles, and denote by k(u) the number of cycles of 0. Let 
V,(G) be the set of all permutations o in g(G) for which k(u) is the maximum 
possible. Also let O(G) be the set of all vertices u for which d(u) 3 p/2. 
Let G E 9’(p) and G e%(G). It is well known (Ringel[15], Sachs [16]) that if 
p is even, then the length of each cycle of u is a multiple of 4; and if p is odd, 
then u has exactly one cycle of length 1 and the length of every other cycle is a 
multiple of 4. If 0, is a cycle of u, we denote the length of u, by Z(u,), and the 
cycle u, by 
u, = (a u.1 ,.*.v ausDU T ) 
where pU = I(u,). Note that pU = 4n, or pu = 1, 1 < u < k(u). Suppose 
now pU > 1. We may suppose that (a,,, , a,,J E E(G), (for otherwise, 
(au,zT ad E E(G) an d we consider the equivalent relabeling (a,,, , au,3 ,..., 
a U,B, , a,,,) of u.,), and this implies that (a,,i , aU,i+.J E E(G) whenever i is odd 
and 1 < i < pU, where the second suffixes are to be taken modulo pU . The 
vertices a,,i with i odd are called the odd vertices of uU , and the vertices a,,i 
with i even are called the even vertices of uU . The set of all odd (even) vertices 
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of uU will be denoted by A,(&). [Notice that here, and elsewhere, we use the 
convention of making two similar statements simultaneously by using 
brackets containing alternatives which are to be taken throughout the 
sentence to give the second meaning.] From hereafter we will assume that 
the vertices of the cycles of u are labeled in such a way that in each cycle of c 
consecutive odd vertices are joined by an edge in G. 
For a digraph D the symbols V(D), E(D) denote the vertex set, arc set of D 
respectively. Let G E Y(p) and u E V(G). Associate a digraph D = D(a) 
with CJ as follows: V(D) is the set of all cycles of (r. For distinct vertices u, , uV 
of V(D), (mu 9 u,,) E E(D) if one of the following conditions holds: 
(i) I(u,) > 1, I(u,) > 1, and (cz,,~ , a,J E E(G) for some i even and j 
odd. 
(ii) I(u,) = 1 and the vertex of uU is joined to an odd vertex of u, . 
(iii) I(u,) = 1 and some even vertex of uU is joined to the vertex of u, . 
The condensation D* of an arbitrary digraph D is a digraph where V(D*) 
is the set of all strong components of D, and for distinct vertices 01, /3 of V(D*), 
(a, 8) E E(D*) f f i or some u E V(a) and some u E V(p), we have (u, a) E E(D). 
We need the definitions of the following two special graphs G* and G**. 
Let Lt , 1 < i < 4, be pairwise disjoint sets each with cardinality N. The 
vertex set of G* = G*(4N) is the set & Li . The set E(G*) is defined by the 
following conditions (1.2) and (1.3) 
G*[L1 u L3] = K, G*[L, u L4] = Kc. (1.2) 
For i odd and j even 
G*L , &I = /EC 
if j=i+l, 
if j=i+3, (1.3) 
where the suffixes are to be taken modulo 4. 
The graph G** = G**(8) is defined as follows: 
V(G**) = {I,..., S} 
G**[(l, 3, 5, 7}] = K, G**[{2,4, 6, S}] = Kc. 
(1.4) 
For i odd and j even 
G**[i,j] = [EC 
if jE{i + 1, i + 3}, 
if jc{i + 5, i + 7}, (1.5) 
where the suffixes are to be taken modulo 8. 
Finally we need the following definition. Let pL1 = (ul ,..., us) and 
#zb/zy/r-z 
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p2 = (Vl ,-a*, vt) be two walks in a graph G, where q = u, . Then p1 + pa 
denotes the walk (uI ,..., u, = q ,..., Q). For notation and terminology not 
given here the reader is referred to Harary [4] and Behzad, Chartrand [l]. 
2. STATEMENTS 0F RFS~L~ 
MAIN LEMMA. Let G be a nonhamiltonian selfkomplementary graph with 
4N + E vertices, where E = 0 or 1. Then either E = 0 and G = G*(4N); or 
V(G) can be partitioned into sets VI , V, of order 4N, + E, 4N, respectively, 
where NI + N, = N, such that 
(2.1) Hi = G[V,] is a S.C. graph, i = 1, 2, 
(2.2) Let L = O(H,) and R = V, - L, then 
G[L] = K and G[R] = Kc, 
(2.3) G[V, , L] = Kand GIVI , R] = K”. 
THEOREM A.l. Let G be a nonhamiltonian self-complementary graph with 
4N + E vertices, where E = 0 or 1. Then either E = 0 and G = G*(4N) or G 
is highly constricted. 
THEOREM A.2. Let G be a self-complementary graph with p (38) vertices 
and G # G*(4N). Suppose for all non-adjacent vertices u and v, do(u) + 
do(v) > p/2. Then G is pancyclic. Further, the result is the best possible. 
THEOREM A.3. Suppose G is self-complementary with p (28) vertices. 
Then G does not have a 2-factor if and only tf V(G) can be partitioned into sets 
such that (2. l), (2.2), (2.3) and (2.4) if N, > 1, then HI does not have a 2-factor. 
THEOREM B. Suppose G is self-complementary with p (>8) vertices and 
G # G*(4N). Let 7~ = (dI ,..., d,) be the degree sequence of G arranged in 
nonincreasing order. Then G is pancyclic if and only zf(2.5) for every s < p/2 
with d, > d,,, , 
jl 4 < s(p - s - 1) + F; d,, . 
Using Rao, Rao [ll], we immediately have 
COROLLARY B.l. Under the hypothesis of Theorem B, G is pancyclic if 
and only tf there exists a hamiltonian realization (not necessarily s.c.) of rr. 
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THEOREM C (Rao [13]). Suppose G is self-complementary and G # 
G*(4N). Then G has a 2-factor if and only if r - 2 is graphic. 
The following is an immediate consequence. 
COROLLARY C.l. Under the hypothesis of Theorem C, G has a 2-factor if 
and only if there exists a realization (not necessarily s.c.) of v with a 2-factor. 
3. SOME OBSERVATIONS AND KNOWN REWLTS ON S.C. GRAPHS 
It is convenient to record some observations and known results which 
are used repeatedly in the following sections. Let G E 9’(p) and u E g(G). 
OBSERVATION 3.1. Let s be an integer. Then 8 E %?(G) if and only if s is 
odd. us is an automorphism of G if and only ifs is even. 
Let t be the product of odd prime divisors of the lengths of the cycles of a 
and suppose t > 1. Then k(o3 > k(o) and, by Observation 3.1, ut E W(G). 
Thus we have the following. 
OBSERVATION 3.2. Let u E V,,(G). Then the length of every cycle of (T is a 
power of 2 (of course, u has at most one cycle of length 1 and none of 
length 2). 
OBSERVATION 3.3. In any cycle of u of length greater than 1, the vertices 
alternate in degree, the sum of the consecutive degrees being p - 1. Thus if p 
is even, then / G(G)1 = p/2. 
OBSERVATION 3.4. The set of vertices in any subset of the cycles of u 
induces a S.C. graph of which the corresponding subset of the cycles of u is a 
complementing permutation. 
OBSERVATION 3.5. Let u, be a cycle of u. Then every vertex of A@,) is 
joined to exactly n, vertices of &(A,), where Z(uJ = 4n, . This follows since 
the number of edges in G[A, , B,] = 2nU2, and every vertex of A,(&) is 
joined to the same number of vertices in &(A,). 
OBSERVATION 3.6. Let uU, u, be distinct cycles of a. Then every vertex of 
A,(&) is joined in G to the same number of vertices in A,(&). 
LEMMA 3.7 (Clapham [3], Rao [12]). Let GE 9’(p) and u E V(G). Then 
(a) D = D(u) is a complete digraph of order k(u). 
@> Let (a, ,uJ E E(D). 
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(i) ,?f Z(crJ > 1, &a,) > 1, then every even vertex of cr, is joined to 
an odd vertex of o, ; and every odd vertex of u’, is joined to an even vertex of a, . 
(ii) If Z(a,J = 1, then the vertex of o, is joined to all odd vertices of o,, 
and tono even vertex of o, . 
‘(iii) If&o,) = 1, then every even vertex of u, is joined to the vertex of 
uu , and no odd vertex of u, is joined to the vertex of u, . 
(c) Suppose (a,, uJ $ E(D). Then G[& , A,] = K. 
LEMMA 3.8 (Clapham [3], Compare Rao [12]). Let G E 9(p), u E %7(G) 
andp even. Let (oi, ,..., ois) be an open path in D(u) where 1 < 8 < k(u). 
(a) Given any pair of consecutive odd vertices of uiI there is a chain in G 
containing the vertices of all ut3 , 1 < j < 8, and none outside, in which 
(i) the given odd vertices of uil appear consecutively and whose end 
vertices are consecutive even vertices of uig , 
(ii) for every j, 2 ,< j < 0, the chain has some even vertex of uiiel 
and some odd vertex of uii appearing consecutively in it. 
(b) Given any pair of consecutive even vertices of uig there is a chain in G 
containing the vertices of all oij , 1 < j < 8, and none outside, in which 
(i) a pair of consecutive odd vertices of oi, appear consecutively and 
whose end vertices are the given even vertices of oig , 
(ii) for every j, 2 < j < 0, the chain has some even vertex of oi,-* 
and some odd vertex of oil appearing consecutively in it. 
4. PROOF OF THE MAIN LEMMA IN CASE p = 4N AND D(u) WITH UE'X,,(G) 
Is NOT STRONG 
We first prove the following: 
LEMMA 4.1. Let G E Y(4N) where N is a power of 2 and a E g(G). Suppose 
k(u) = 1 and some pair of even vertices of u are joined in G. Then G has a 
hamiltonian cycle in which a pair of consecutive odd vertices of a appear 
consecutively. 
Proof It is convenient to take u in the form 
u = (1, l’, 2, 2’,..., 2N, 2N’), 
where as usual we assume that (i, i + 1) E E(G), 1 < i < 2N. Also we may 
suppose that (1, 1’) E E(G) (f or otherwise, (1,2N’) E E(G) and we consider u-l 
and note that u-l E Q(G) and i, j are consecutive odd vertices of u if and 
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only if they are consecutive odd vertices of 0-l). This implies that (i, i’) E E(G), 
for every i, 1 < i < 2N. Now for vertices of the form i’, j’ with j’ > i’, define 
and 
&i’,j’) = min(j - i, 2N + i - j), (4.1) 
r = min{l(i’,j’)}, (4.2) 
where the minimum is to be taken over all (i’, j’) E E(G). Since some pair of 
even vertices of u are joined in G and (i, i + 1) E E(G) it follows that r in (4.2) 
exists and 2 < r < N. By the minimality of r, we have (i’,j’) g,!?(G) 
whenever I(i’,j’) < r - 1. Hence by Observation 3.1 (by taking s = -2) 
we have (i,j) E E(G) whenever /(i’,j’) < r - 1. Also again by the definition 
of r, we have (s’, (s + r)‘) E E(G) for some s, I < s < 2N. This implies that 
(i’,j’) E E(G) whenever r(i’,j’) = r. Thus 
((i + (j - l)r)‘, (i + jr)‘) E E(G) for every i, j (i # j). 
Let 
0 = g(X 9, (4.3) 
where g(2N, r) denotes the greatest common divisor of 2N and r. Clearly 
2N/e * r E 0 (mod 2N). Define for every i, 1 < i < 8, the open walks 
pj =(i’,(i+(*-l)r)‘,(i+(+-2)r)‘,..., (ifr)‘), (4.4) 
where the terms are to be taken modulo 2N. 
We first show that & , 1 < i < 8, are pairwise disjoint chains in G each 
containing 2N/B vertices. Since ((i + ( j - l)r)‘, (i + jr)‘) E E(G’) for every i, j 
it follows that consecutive vertices of p: are joined in G, 1 < i < 8. Suppose 
now 
i+sr=j+tr (mod 2N), 
wheretI>j>i>land2N/8-1 >s,t>O. 
Then 
(s - t)r = (j - i) (mod 2N). (4.5) 
Since 0 of (4.3) divides both r and 2N it follows, by (4.5), that 8 also divides 
J . - i. Since 0 < j - i < 8 - 1, this implies thatj = i. Then (4.5) reduces to 
(s - t)r = 0 (mod 2N). (4.6) 
Since g(2N, r) = 8, we have 2N = &3, r = Se for some integers c11, p where 
g(or, p) = 1. Let s 2 t. Now by (4.6), (II = 2N/B divides s - t. Since 
O<s-t<<NjB- 1, we have s = t. Thus it follows that pi , 1 ,( i < 8, 
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of (4.4) are pair-wise vertex disjoint open chains in G each containing 2N/O 
vertices and hence together cover all the even vertices of u. 
Since N is a power of 2, we have either 0 = 1 or B is an even integer. 
Define for every i, 1 < i < 8, 
vi = (i, i’) + pi + ((i + r)‘, i + r). 
Note that (i, i’), ((i + r)‘, i + r) E E(G). Therefore vi is a chain in G. Now we 
consider three cases: 
Case 1. 0 = 1. Note, by (4.3), that r >, 3. Consider 
v1 + (1 + r, 2, 3 ,..., r, r + 2, r + 3 ,..., 1). (4.7) 
By the minimality of r it follows that (4.7) is a hamiltonian cycle in G. Clearly 
the consecutive odd vertices 2N, 1 of u appear consecutively in this cycle. 
Let 8 > 2. Put 
B-l 
v = C (vi + (i + r, i + 1)) + ve . 
i=l 
By the minimality of r we have (i + 1, i + r) E E(G) and it is clear that v is 
a chain in G from 1 to 8 + r. 
Case 2. 8 > 2 and 2N/8 = 2. Now we have 8 = N. Further, by (4.3) 
and the fact that r < N it follows that r = N. Thus 0 + r = 2N. Then 
v + CW 11, 
is a hamiltonian cycle in G in which the consecutive odd vertices 2N, 1 of o 
appear consecutively. 
Case 3. 0 > 2 and 2NIe > 3. For every i, 2 < i < 2NlO - 1 define 
the open chains 
pi = (e + (i - l)r, e - 1 + ir, 8 - 2 + ir ,..., 1 + ir, 8 + ir). (4.8) 
Since 8 < r and 2 < r and the difference of any two consecutive vertices of pi 
in (4.8) is <r - 1, it follows by the minimality of r that pi is a chain in 
G, 2 -=c i < 2N/B - 1. Now let 
P = v + “off-’ t-4 + (e + (+ - 1) r, 1). (4.9) 
THE HAMILTONIAN PROBLEM 21 
Note that 8 + (2N/B - 1)r - 1 3 (r - 8 + 1) (mod 2N). Since B > 2, we 
haver-681 ,<r-l.Thus 
1) r, 1) EE(G). 
Now it is easy to check that p of (4.9) is a hamiltonian cycle in G in which 
the consecutive odd vertices 19 - 1 + 2r, 0 - 2 + 2r of 0 appear’ conse- 
cutively (by taking i = 2 in (4.8)). 1 
Remark 4.2. It follows from Observation 3.1 that, under the hypothesis 
of Lemma 4.1, given any two consecutive odd vertices of a there is a hamil- 
tonian cycle in G in which these vertices appear consecutively. 
Throughout the remainder of this section we assume that G is non- 
hamiltonian. Since D(a) is a complete digraph, the condensation of D(u) is a 
nontrivial transitive tournament [5, p. 2981. Let C, ,..., C, , s > 2, be the 
strong components of D(u) arranged in such an order that for every i, j with 
1 < i < j < s and for every uU E V(C), u, E V(C), we have 
This implies, by (c) of Lemma 3.7, that 
Wu , &I = K and GM,, 41 = Kc, (4.11) 
for every i, j with 1 9 i < j < s and for every u, E V(C), uy E V(C). 
Define V, to be set of all vertices of the cycles of u in IJ:Lf V(C) = W, 
(say); and I’, to be the set of all vertices of the cycles of u in V(C,) = W, . 
Clearly I’, , Vz is a partition of V(G). Also, by Observation 3.4, H, = G[V,] 
is a S.C. graph of order I Vi I = 4Ni (say), i = 1,2, and N1 + Nz = N. Thus 
Condition (2.1) holds. %Ve first prove three Assertions (a), (b) and (c) below 
and then complete the proof of Theorem A in the case under consideration. 
ASSERTION (a). Suppose a, E W, and CT, E W, . Then G[B, , B,] = Kc. 
Suppose e, = (a,,i , a,,,) E E(G) with u, v as above and i, j even. Then 
e2 = (au,d+2 , au.i+J E s(Gk w  h ere, as always, the second suffixes are to be 
taken module the length of the cycles in which they appear. Let crU E V(C), 
1 < I < s - 1. By Camion’s Theorem [4, p. 2071, Ci has a hamiltonian 
circuit, 1 9 i < s. Now it is not difficult to check that there is a uW - u, 
open path in D(u) containing all the vertices of &V(C,) (u:ar+l V(C)) and 
none outside, where a, E V(C,) and u, E V(C,+,). Then obtain, by Lemma 
3.8(b), a chain p1 in G by combining the cycles of u in the uW - uU path in 
which a pair of consecutive odd vertices of a, appear consecutively and 
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whose end vertices are a,,i , a,,i+a . Similarly obtain a chain pa in G by com- 
bining the cycles of u in the (I~ - u,, path in which a pair of consecutive odd 
vertices of a, appear consecutively and whose end vertices are av,j , av,j+2 . 
Now a hamiltonian cycle TV in G may be obtained by defining 
P = p1 + el + e2 + p2 , (4.12) 
and this is a contradiction and completes the proof of the assertion. 
ASSERTION (b). Suppose u, , u, e W, where v # w. Then G[Bv , B,] = Kc. 
Suppose es = (a,,t , a,J E E(G) with v, w  as above i, j even. Then e4 = 
hi+2 , a,,j+d E E(G). Let h ,-., pr , pl) be a hamiltonian circuit of C, with 
p1 = uy and pI = uu,, where 2 < 1 < r. Take a u, - u, path in D(u) 
containing all the vertices of lJ :ii V(C) and none outside where u, E V(Ch 
and u‘, E V(C,-,). Extend it to a u, - u, path by including the vertices 
pz41 , pz+a ,..., pl- , p1 = u, at the end of the u, - us path in that order. Let pa 
be a chain in G obtained by Lemma 3.8(b) by combining the cycles in the 
0, - u,, path in which a pair of consecutive odd vertices of u, appear 
consecutively and whose end vertices are a,,i , au,i+2 . Also obtain a chain ~1~ 
in G by combining the cycles in the path (p2 ,..., pz = u,J in which a pair of 
consecutive odd vertices of pz appear consecutively and whose end vertices 
are a,,j , aw,j+2 . Then 
EL = p3 + e3 + e4 + p4, (4.13) 
is a hamiltonian cycle in G, a contradiction. This completes the proof of the 
assertion. 
ASSERTION (c). Suppose u, E: W, . Then G[B,] = Kc. 
Let Z(0,) = 4n, . Clearly the assertion is true if n, = 1. So we may suppose 
that n, > 1. Let, if possible, (a,,$ , a,,3 E E(G) with u, E W, and i,j even. It is 
not difficult to check that there is a u, - u, hamiltonian path in O(u - a,) 
with the property that (uU , a,) E E(D). Obtain by Lemma 3.8(b) a chain p5 
in G by combining the cycles in the uW - u, path in which a pair of conse- 
cutive odd vertices of crW appear consecutively and whose end vertices are 
consecutive even vertices, say, a,,, , au.t+2 (t even) of u, . Since (uW , a,) E E(D), 
e5 = (a,,, , a,,3 E E(G) for some a odd. Then e, = (a,,t+z, av,oi+2) E E(G). 
Since u E V,(G) we have, by Observation 3.2, that n, is a power of 2. Also 
by the hypothesis (a,,d , a,,J E E(G), where i,j are even. Hence by Lemma 4.1 
and Remark 4.2 there is a hamiltonian cycle p6 in G[u,] in which a,., , U~..+~ 
appear consecutively. Define 
P = w6 + e5 + e6 + pFLs - bar, au.or+2h (4.14) 
THE HAMILTONIAN PROBLEM 23 
Then p is a hamiltonian cycle in G, a contradiction and this proves the 
assertion. 
Now we are ready to complete the proof. Let A*, B* be the odd vertices, 
even vertices respectively of the cycles of cr in V(CJ = W, . By Assertions (b) 
and (c) it follows that G[B*] = Kc. Since o(A*) = B* and o(B*) = A*, the 
above fact implizs that G[A*] = K. Now it is clear that L = O(HJ = A* 
and R = F’, - L = B*. Thus Condition (2.2) holds. By Assertion (a) we 
have G[BU , B,] = KC for every gU E WI and u, E W, . Since a(B,) = A, and 
o(B,) = A, this implies that G[A, , A,,] = Kfor every uU E WI and u, E W, . 
This, together with (4.1 I), by takingj = s and i varying between 1 and s - 1, 
implies that 
G[V,, L] = K and G[V, , R] = KC. 
This proves that the Condition (2.3) also holds. This completes the proof 
of Main Lemma in case p = 4N and D(u) is not strong. 
Remark 4.3. In each of the hamiltonian cycles (4.12), (4.13) and (4.14) 
a pair of consecutive odd vertices of some cycle of a in V(C,) appear 
consecutively. 
5. PROOF OF THE MAIN LEMMA IN CASE p = 4N AND D(u) WITH u E VO(G) 
IS STRONG 
Kt denotes the complete graph with t vertices, and we use it to denote also 
the digraph with the property that (i,j) is an arc of the digraph for all pairs 
of distinct vertices i, j. 
We first prove the following 
LEMMA 5.1. Let D be an arbitrary strong complete digraph of order t with 
the property that every hamiltonian path in D has the short cut (that is, if p is a 
u - v hamiltonian path in D, then (u, v) E E(D)). Then D = Kt . 
Proof. Since D is a strong complete digraph by Camion’s Theorem 
[4, p. 2071, D has a hamiltonian circuit. By the hypothesis it follows that 
every hamiltonian circuit in D is symmetric (that is the converse of the 
circuit is also a circuit). If t < 3, then by what has been remarked already, 
we have D = Kt . So let t > 4. Let p = (1, 2 ,..., t, 1) be a hamiltonian 
circuit in D where (1, 3) E E(D). We first prove that (3, I), (2,4) and 
(4,2) E E(D). Since (2, 1, 3,4 ,..., t) is a hamiltonian path in D, it follows by 
the hypothesis that (2, t) E E(D). Suppose now (1, i) $ E(D) for some i, then 
let i,, be the smallest such integer. Then (1, i,, - 1) E E(D), and also, since D is 
a complete digraph, (i, , 1) E E(D). 
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Now 
(1, i0 - 1, i0 - 2 ,..., 2, t, t - l,..., iO) 
is a hamiltonian path in D. Hence (1, i,) E E(D), contradicting the selection 
of i,, . Thus we have shown that (1, i) E E(D) for every i, 2 < i < t. Since 
(2, t) E E(D), it follows by arguing with the hamiltonian circuit (2, 1, t, 
t - l,..., 3, 2), that (2, i) E E(D) for every i, 3 < i < t. Therefore, (2, 4, 5 ,..., 
t, 1, 3,2) is a hamiltonian circuit in D which contains the arcs (2,4) and (1,3) 
of D. Hence (4,2) and (3, 1) E E(D). Now repeating the argument it may be 
proved that (i, i + 2) and (i + 2, i) E E(D) for every i, 1 < i < t. Thus 
(i, i + l), (i, i + 2) are symmetric arcs of D for every i, 1 < i < t. Now 
given any distinct vertices i, j it is not difficult to check that there is a i - j 
hamiltonian path in D which is symmetric. But then by the hypothesis, 
(i,j) is a symmetric arc for every 1 < i, j < t. Thus D = Kt . a 
The following Lemmas 5.2 and 5.4 will be the basic tools in the arguments 
of the proofs of the other lemmas to follow. 
LEMMA 5.2. Let GE 9’(p), with p even, be a nonhamiltonian graph. 
Suppose (T E vO(G) and D = D(u) is strong. Then D = K,(,) . 
Proof. By Lemma 3.7 and the hypothesis, D is a strong complete digraph. 
Now in view of Lemma 5.1 it is enough to show that every hamiltonian path 
in D has the short cut. Suppose there is a uU - u, hamiltonian path in D 
such that (a, , uJ I$ E(D). First by Lemma 3.8 there is a hamiltonian chain 
p1 (say) in G in which two consecutive odd vertices, (say) a,,i , aU,1+2, of u, 
appear consecutively and whose end vertices are the consecutive even vertices 
a,,f , a,,j+z. Since (a,, cr,) # E(D) by (c) of Lemma 3.7 we have 
G[& , B,] = K. But then p or p* is a hamiltonian cycle in G, where 
cL = ~1 - hi , a,,i+z) + (a,,j, a,,i> + (av,j+z, au.i+J, 
v* = PI - (au,iT au.i+J + (60 , a,,i+A + (av.l+z, a ,& 
This is a contradiction. 1 
LEMMA 5.3. Let GE 9’(p) with p, a power of 2. Suppose G is non- 
hamiltonian and there is a u E S,,(G) such that D(u) is strong. Let L = O(G). 
Then G[L] = K and G[V - L] = Kc. 
ProojI As in the proof of Assertions (b) and (c) of Section 4 it may be 
shown that G[& , I?,] = Kc for every u, , up, E D(u) (U may be equal to v). 
Let A*@*) be the odd vertices (even vertices) of the cycles of a. Then 
.G[B*] = KC and hence G[A*] = K. Now it is clear that L = O(G) = A* 
andV-L=B*. 1 
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LEMMA 5.4. Let HE 9’(p) where p is a power of 2, suppose there is a 
u E V(H) such that k(u) = 1, and let L be the set of all odd vertices of 0. 
(I) H is nonhamiltonian if and only if H = G*(p). 
(II) Let H = G**(8) and u E L, v $ L. Then there is a u - v hamiltonian 
chain in H if and only if (u, v) E E(H). 
(III) If H 6 {G*(p), G**(8)) and u E L, v $ L, then there is a u - v 
hamiltonian chain in H. (This property will be referred to as the property Q). 
Proof Let p = 4N and u = (I,..., 4N) where as usual we suppose that 
(i, i + l), (i, i + 2) E E(H), for every i odd, 1 < i < 4N. 
(I) First let H = G*(4N). Clearly then H is nonhamiltonian. Con- 
versely suppose H is nonhamiltonian. Then by Lemma 4.1, G[ V - L] = Kc 
and G[L] = K. Suppose (1, i), (1, i + 2) E E(H) for some i even. Then 
(1, i + 2, 3, i + 4 ,..., 4N - 1, i, 1) is a hamiltonian cycle in H. Thus we may 
suppose that 1 is not adjacent to two consecutive even vertices of u. By 
Observation 3.5 the point 1 is joined to exactly N vertices of 
(2,4,..., 4N). Since (1, 2) EE(H), it then follows (1, i) EE(H) for every 
i E {2,6 ,..., 4N - 2) = L, (say) and (1, i) $ E(H) for every i E (4, 8 ,..., 4N) = 
L4 (say). Define L, = (1, 5 ,..., 4N - 3) and L, = L - L, . Now it is not 
difficult to check by using Observation 3.1 that (2.2) and (2.3) of the defi- 
nition of G*(4N) are satisfied by H. Thus H = G*(4N). 
(II) The proof is easy and is omitted. 
(III) First we prove a few assertions. 
ASSERTION 1. Suppose that for some j even and d odd (1, j + 2sd), for 
s = 0, 1,2 are distinct edges of H, then H has the property Q. 
For in that case, let 
and 
S = (1, 1 + 2d, 1 + 4d ,..., 1 + 2(2N - I)d}, 
T=(j,j+2d,j+4d ,..., j+2(2N- l)d}, 
where the terms are to be taken modulo 4N. Since N is a power of 2 and j 
even d odd, it follows that S = L and T = V - L. Since (1, j + 2sd) E E(H) 
for s = 0, I,2 it follows by Observation 3.1 that 
(1 + 2W + 20 + 44 E E(H), 
for s = 0, I,2 and every i, 0 < i < 2N - 1. Now it is not difficult to check 
that H has the property Q. 
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ASSERTION 2. Suppose (1, j + 2sd) with j even, d odd and s = 0, 1,2 are 
distinct edges of f7, then H has the property Q. 
For in that case (2,1 + j + 2sd) E E(H) and, since 4N - j - 2sd is an 
even integer, it follows that (4N - j - 2sd + 2, 1) E E(H), s = 0, 1,2. Put 
j’ = 4N - j - 4d + 2. Then j’ is even and (1, j’ + 2sd) are distinct edges of 
H for s = 0, 1, 2; and the assertion follows from Assertion 1. 
Now suppose that H does not have the property Q and H is not equal to 
G*(p). Then we show that p = 8 and H = G**(8). Since H # G* and 
H[L] = K, we have that for some even j, the edges (I, j) and (1, j + 2) E 
E(H). We fix such a vertex j throughout the remainder of the proof of (III). 
Then by Assertion 1, (1, j + 4), (1, j - 2) 6 E(H). In case N = 2, we have 
H = G**(8). Thus we may suppose that N > 4. 
ASSERTION 3. (1, j + 6) 4 E(H). 
Suppose (1, j + 6) E E(H). We first prove that 
and 
U,j + 4t + 21, (1, j - 40 E E(H), (5.1) 
(Lj + 4th W - 4 - 2) #E(H), (5.2) 
where t is any positive integer such that 4t < 2N - 4. (Also (5.1) holds for 
t = 0). The proof is by induction on t. Already (1, j + 6) E E(H) and 
(1, j + 4) #E(H). Since (1, j), (1, j + 6) E E(H) it follows, by Assertion 1 
and the fact that H does not have the property Q, that (1, j - 6) $ E(H). 
This together with the fact (1, j - 2) +k E(H) imply by Assertion 2 that 
(1, j - 4) E E(H). Thus (5.1) and (5.2) are true for t = 1. Assume that (5.1) 
and (5.2) hold for all values less than or equal to t and let 4(t + 1) < 2N - 4. 
Let j’ = j - 4t - 6. Now (l,,j’ + 2(2t + 1)) (1, j’ + 4(2t + 1)) are respec- 
tively, (1, j - 4), (1, j + 4t - 2) and these belong to E(H); and therefore by 
Assertion 1, (1, j’) = (1, j - 4t - 6) $ E(H). By the inductive hypothesis 
(Lj’ + 4) 4 E(H). W e h avebyAssertion2that(l,,j’+ 2) = (1,j - 4t - 4)~ 
E(H). Now let j” = j - 4t + 2. Then by the inductive hypothesis (1, j”), 
(1, j” + 2(2t + 1)) 6 E(H) and therefore by Assertion 2, (1, j” + 4(2t + 1)) = 
(1, j + 4t + 6) E E(H). Also, since (1, j + 4t + 2) E E(H), we have that 
(1, j + 4t + 4) $ E(H). Thus (5.1) and (5.2) also hold for t + 1. Hence by 
induction (5.1) and (5.2) hold for all positive integers t such that 4t < 2N - 4. 
Note that 4iV (316) is a power of 2. Let 4N = 2” (s > 4), and define 
t, = 25-3 - 1. Then t, is a positive integer and 4t, = 28-1 - 4 = 2N - 4. 
Hence (5.1) holds for this t,, and t, - 1 and also for t = 1. Thus 
(1, j + 2N - 2), (1, j + 2N - 6) and (1, j - 4) GE(H). Now let j* = 
j + 2N - 2 and d = N - 1. Clearly j* is even and, since N is a power of 2, 
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d is odd. Also j*.+2d=j-4 (mod4N) and j*+4d=(j+2N-6) 
(mod 4N). Thus (1, j* + 2sd), s = 0, 1,2, are distinct (since N > 4) and 
belong to E(H). Hence by Assertion 1, N has the property Q, a contradiction. 
This proves the assertion. 
ASSERTION 4. For all integral t, 0 < t < N/2 - 1, we have 
(1, j + 8t + 4 E EW), if r = 0, 2. 
(Li + 8t + 4 6 E(H), if r = 4,6. 
(5.3) 
(5.4) 
The proof is again by induction on t. By Assertion 3 it follows that (5.3) and 
(5.4) are true for t = 0. Assume that (5.3) and(5.4) hold for all values less than 
orequaltot,wherel <t<N/2----.Since(l,j+8t-2),(l,j+@+4)$ 
E(H) (by taking t - 1 and r = 6; t and r = 4 respectively in (5.4)), we have 
by Assertion 1 that (1, j + 8t + 10) EE(H). Since (1, j + 8t + 4), 
(l,.j + 8t + 6) $ E(H), we have by Assertion 2 that (1, j + 8t + 8) E E(H). 
This coupled with the fact that (1, j + 8t + 10) E E(H) and Assertion 1 
imply that (1, j + 8t + 12) #E(H). Now since (l,j + 8t + 2), (I, j + 
8t + 8) E E(H), we have (1, j + 8t + 14) $ E(H). Thus (5.3) and (5.4) hold 
for t + 1 as well. Therefore, by induction, (5.3) and (5.4) hold for all integral 
t,O <t 6 N/2- 1. 
Now for i E {I,..., 8) define the sets 
L, = 
I 
{i, i + 8 ,..., i + 4N - 81, if i E (1, 3, 5,7}, 
z {j-Ii-2,j+i+6 ,..., j+i+4N- lo}, if i~{2,4,6,8}, 
(5.5) 
where the vertices are to be taken modulo 4N. Clearly we have 
and 
for all i, 1 <i<8. 
ASSERTION 5. For s odd r even, we have 
(5.5) 
where the suffixes s and r are to be taken module 8. 
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By Assertion 4 it follows that 
and 
H[l, L,] = H[l, L4] = K, 
H[l, L,] = H[l, L,] = KC. 
Now by Observation 3.1 with appropriate values of r, s and the Definition 
(5.5) it can be proved without much difficulty that (5.6) holds. 
Now we are ready to complete the proof of (III) of the Lemma. Note that 
N > 4. We show by using the structure of H given by (5.6) that H has the 
property Q and obtain a contradiction. For this it is enough to show, by 
(5.6), that there are hamiltonian chains pi , 1 G i < 4, in H each with initial 
vertex 1; and pi with final vertex j, j + 2, j + 4 and j + 6 respectively 
according as i = 1,2,3 and 4. 
To this end define 
p.1 = (Lj + 2, %j + l%.., 4N-7,j+4N-66;3,j+4,ll,j+ 12, . . . . 
4N-5,j+4N-4;5,j+6,13,j+14 ,..., 4N--3,j+4N-22; 7, 
j+ 8, IS,j+ 16 ,..., 4N-l,j+4N=j); 
p2 = (1, j, 9,j + 8 ,... , 4N-7,j+4N-8;7,j+6,15,j+ 14 ,..., 4N- 1, 
j+4N-2;5,j+4,13,j+ 12 ,..., 4N-3,j+4N-44;3,j+ 10, 
11, j + 18,..., 4N-5,j+4N-2=j+f); 
~3=(l,j,7;j+8,9,j+16,17,..., j + 4N - 8,4N - 7; j + 2,3, j + 10, 
11 ,..., j+4N-6,4N-5;j+12,13,ji-20,21,..., j+4N--4, 
4N - 3; j + 14,15, j + 22,23 ,..., j + 4N - 10,4N - 9; 
j+4N-2,4N- l,j+6,5,j+4); 
and 
,u4=(l,j,7;j+S,9,j+16,17 ,..., j+4N-8,4N-7;j+2,3,j+lO, 
11 ,..., j+4N-6,4N--;j+4,5,j+ 12,13 ,..., j+4N-4, 
4N - 3; j + 14, 15, j + 22,23 ,..., j + 4N - 10,4N - 9; 
j+4N-2,4N-l,j+6), 
where the vertices are to be taken modulo 4N. Then pi , 1 < i < 4, are the 
required hamiltonian chains. Thus H has the property Q, a contradiction and 
this completes the proof of (III) and hence that of Lemma 5.4. 1 
Throughout the remainder of this section we assume that G E P’(p), 
p = 4N, u E V(G) and D(u) is a strong digraph, and G is nonhamiltonian. 
We then show that G = G*(4N). This is achieved by proving a sequence of 
Lemmas. To this end we need a few definitions. Call a cycle u, of u Type 1 
cycle if G[(TJ = G*(4n,); Type 2 cycle if G[a,] = G**(8); and Type 3 cycle 
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. 
if it is neither a Type 1 cycle nor a Type 2 cycle but G[A,] = K. Let ti be the 
number of Type i cycles of (T, i = 1,2,3. 
We will next present a series of Lemmas which will lead to the proof of 
the Main Lemma, in the present case. 
LEMMA 5.5. tl + t, + t, = k(u); and if uU is a Type 3 cycle, then given 
vertices a,,i E A, and aUSj E B, , there exists a a,,< - aUSj hamiltonian chain in 
G[d. 
Proof. The proof follows by Lemma 5.3 and (III) of Lemma 5.4. 1 
LEMMA 5.6. Suppose u, is a Type 2 or a Type 3 cycle of CT. Then given 
a,,i E A, there exist a a,,j E B, and a hamiltonian cycle J in G[u,] in which the 
vertices 4.i , a,.i , a,,i+z , au.i+a , a,,j+p appear consecutively in that order. 
In particular, there is a a,,< - a,,j hamiltonian chain in G[u,]. 
Proof. Let a,,i E A,. Since uzl is a Type 2 or a Type 3 cycle there exists 
a vertex a,,j E B, such that (a,,$ , a,,j), (a,,i , a,,i+2) E E(G) (for otherwise, 
uV is a Type 1 cycle by (I) of Lemma 5.4). Now define 
J = (a0.j , av,i, av,j+:!, a,,i+2, av,j+4, au.j+6 ,..., au,i--3y ad (5.7) 
and 
J’ = J - (a,,j , a&. (5.8) 
Then J is the required hamiltonian cycle and J’ the required hamiltonian 
chain in G[a,]. 1 
LEMMA 5.7. Suppose u, is a Type 2 cycle or a Type 3 cycle, for each u, 
1 < u < k(u). Then given any two distinct cycles CT,, CT,, of u and a,,i E A, 
there is a hamiltonian chain in G whose initial vertex is a,,i and final vertex 
is in B, . 
Proof. Write k for k(u). By Lemma 5.2, D(a) = Kk. Hence there is a 
au - u, hamiltonian path in D(u), say (a,, u, ,..., u,). By Lemma 5.6 there 
1s a aUVi - a,,j hamiltonian chain, say pL1 , in G[u,] for some i odd and j even. 
Since (a, , uw) E E(D), we have (a,,? , a,,,) E E(G) for some t odd. Now again 
by Lemma 5.6 there is a a,,, - aW,s hamiltonian chain, say pLz, in G[a,], 
where s is even. Suppose now k = 2. Then 
is a hamiltonian chain in G with the required property. Thus we may suppose 
that k > 2. Then it is clear how the k cycles in the ~7~ - ul, path may be 
combined, by repeating the above process k - 1 times, to get the required 
hamiltonian chain in G. 1 
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LEMMA 5.8. In the graph G*(4N), given vertices ui E Li , 1 < i < 4, 
where the sets Li are as in the Definition (1.2) and (1.3), there is a u2 - up 
hamiitonian chain in G containing the edge (ul , u3). Further in any u2 - uq 
hamiltonian chain in G*(4N) containing the edge (ul , us) the vertices of the 
u2 - ul(u, - u4) sub-chain alternate in L, and L, (L, and L4) and hence 
contains all the 2N vertices of L, U L,(L, U L4). 
Proof. The proof is easy and is omitted. 
Now we are ready to prove 4 Lemmas and then conclude that k(u) = N. 
LEMMA 5.9. t, = 0 or k(a). 
Proof. Suppose 0 < t, < k(u). Let u, be a Type 1 cycle and oV be a 
Type 2 or a Type 3 cycle of u. By Lemma 5.2 there is a u, - uV hamiltonian 
path in D(u). Let u, be the cycle of u immediately preceding u, in this path. 
The cycles of this uU - (T, subpath may be combined by Lemma 3.8 to obtain 
a chain p1 in G in which two consecutive odd vertices, say aU,S , a,,,+z (s odd) 
appear consecutively and whose end vertices are consecutive even vertices, 
say a,,t, aw,t+2 (t even) of u, . Since (uW , u,J E E(D) we have (a,,, , a,,3 E 
E(G) for some i odd. Let J be the hamiltonian cycle in G[u,] given by (5.7). 
Define 
and 
p2 = p1 + (aw,t, 4J + (aw.t+2, av.i+2h 
p3 = ~2 + J - hi , ad + hi , a,J - Gb , au,s+2) 
+ hs+2 y av,j+2) - tau,j+2 , a,,t+2). 
It is easy to check that cc3 is a 2-factor in G having at most two components. 
Since G is nonhamiltonian it follows that p3 has exactly two cycles, say Fl 
and F, . Let a,,j E V(Fl). Then it is clear that the chain (aw,t+z , aV,i+2 , av.j+4,..., 
au,i-2 , a,,j) is a subchain of Fl . Also (a,,, , a,,d , a,,j+2 , aU,S+2) is a subchain 
of F, . Consider the aU,S - a,,j chain Fl - (a,,j , a,,J. By Lemma 5.8 and the 
fact that u, E V(G[u,]) and k(qJ = 1, it follows that the vertex au.S+4 belongs 
to this chain. (The case aU,S+4 = a,,, is also included.) Let x be the vertex 
immediately succeeding aU,S+4 in this chain. Then by Lemma 5.8, x = ar,or 
for some 01 even and (au,, , a,,3 E E(G). Define now 
p = 4 + F2 - hi , a,,j+2) + (a,,j+2 , %i+2) 
- tav,i+2, %,j+4) + tav,j+40 a21,s+4) - tau.s+4 , aa,3 
+ ha, a,,3 - hs p a,,J + hi , a,,& 
Then it is not difficult to check that 1-1 is a connected 2-factor in G. (In case 
au.s+4 = au.s 9 we note that deletion of (au,s+4 , a,,3 and addition of 
tau.ti g au,.J k=v the edge ha+4 T a,&) intact in p.) This implies that p is a 
hamiltonian cycle in G, a contradiction. 1 
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LEMMA 5.10. Iftl = 0 then t, = 0. 
Proof. Suppose t1 = 0 and t3 > 0. If k = 1, then by (I) of Lemma 5.4, 
G is hamiltonian. So we may suppose that k > 1. Let aU be a Type 3 cycle 
and a, be any other cycle of a. By Lemma 5.2, there is a a, - au hamiltonian 
path in D(a). Note that every cycle of a is Type 2 or Type 3. Therefore by 
Lemma 5.7 there is a aupi - aosj hamiltonian chain, say p1 , in G where i is 
odd and j is even. Since (au, au) E E(D), (a,,j , a& E E(G) for some s odd. 
Since a, is a Type 3 cycle we may suppose by Lemma 5.5 that s = i. But then 
pL1 + (at,,j , a,,i) is a hamiltonian cycle in G, a contradiction. 1 
LEMMA 5.11. t, = k(a). 
Proof. Suppose t, < k = k(a). Then by Lemmas 5.9 and 5.10 we have 
tl = 0 = t3 . Hence by Lemma 5.5 we have t, = k. If k = 1, then by (I) 
of Lemma 5.4, G is hamiltonian. Thus we may suppose that k 3 2. Let (5U 
and a, be distinct cycles of a. Then at least one of the graphs G[A, , B,], 
G[A, , B,] has at least 8 edges. To be specific let G[AU , B,] be a graph which 
has at least 8 edges. By Lemma 5.2 there is a a, - a0 hamiltonian path in 
D(a). Let azD be the vertex immediately preceding aV in this path. Since 
G[d = G**(8) it follows that (G,~, au,l+s), (a,,, , au.3+s) EE(G) for 
exactly one s E (1, 5). Let pL1 be a a,,l - au,l+s hamiltonian chain in G[cr,] 
where s E { 1,5} is chosen such that (ausl, a U,l+J E E(G) (see (II) of Lemma 5.4). 
Now the cycles in the uU - aW subpath may be combined as in Lemma 5.7, 
by taking p1 in G[a,J and appropriate hamiltonian chains in the other cycles 
of u in this subpath, to obtain a a,,, - am,* hamiltonian chain p2 in G - a, , 
where 01 is even. Now (a,,, , a,J E E(G) for some i odd. Note that G[a,] = 
G**(8). Now let p3 be a a,,i - a,,i+t hamiltonian chain in G[a,] where 
t E (1, 5) is chosen such that (a,,i , avpi+J E E(G). Then pz and p3 may be 
combined to obtain a a,,, - a,,i+t hamiltonian chain, say p-L4 in G. Suppose 
now e, = (u,,~+~, a,,,) or e, = (a,,i+t, a,,,) E E(G). In the former case 
p4 + e, is a hamiltonian cycle in G; whereas in the latter case first replace the 
subchain p1 of p4 by a aus - au,l+s hamiltonian chain in G[a,] to get a 
hamiltonian chain ph in G and then note that ps + e2 is a hamiltonian cycle 
in G. Thus we may suppose that e, , e2 4 E(G). Since G[& , B,] has at least 8 
edges it follows by Observation 3.6 that (u,,~+~ , a,J and (u,,~+~, auJ E E(G). 
This implies that e3 = (av,i+t+2, au,,) E E(G). Now the subchain ps of p.5 
may be replaced by a a,%, - av,i+t+$ hamiltonian chain in G[a,] to get a 
hamiltonian chain ps in G. But then pG + e3 is a hamiltonian cycle in G, a 
contradiction. 1 
LEMMA 5.12. k(u) = AJ. 
Proof. Certainly k = k(a) < N. If now k = 1, then by Lemma 5.11, 
tl = 1 so that G = G*(4N). Clearly G*(4N) has a complementing permu- 
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tation consisting of N cycles. Hence by the definition of V,,(G) we have 
k(u) > N. Thus 1 = k(u) = N. Thus we may suppose that k > 2. 
For a cycle u, , 1 < u < k, of u define for every i, 1 < i Q 4, 
Lb = hi, au.f+4 ,..., au.f+4d. (5.8) 
ASSERTION (a). For u and v (u # v), no vertex in Lesi , i = 2 or 4, is 
joined to two vertices of uu one in L,,l and the other in Lrs8. 
Suppose some vertex fl,,j with j even is joined to a vertex a,,fl in I& and 
to a,,iP in L,,, . Obtain a uU - uu hamiltonian path in D(u). Let pI be a 
hamiltonian chain in G[u,] in which the consecutive odd vertices a,,il , a,,f,+z 
of u, appear consecutively. This chain together with approrpiate hamiltonian 
chains in the other cycles of the uU - u, hamiltonian path may be combined 
to obtain by Lemmas 3.8 and 5.8 a hamiltonian chain in G, say CL, whose end 
vertices are the consecutive vertices a,,j , au,i+2 (j as above). Note that 
(au+2 9 a,,i,+J E E(G). Define 
p* = P + (4.5 , a,,iJ + @v.j+2 , ar,fl+2) - (au,i19 au,i,+2). 
Since G is nonhamiltonian ~1” is a 2-factor in G having exactly two com- 
ponents, say Fl , Fz . Let a,,j E V(&). Then au,f, E V(F;) and aV,j+g, au,i,+2 E 
V(F.J. Also by Lemma 5.8 and the hypothesis rt follows that a,,il E V(F& and 
a,,f,+z E WS). Clearly, 4 - (au,il, a,,j) (respectively, & - (%i,+2 , %j+2)) 
is a a+ - a,,5 (respectively, au.i,+2 - a,,j+2) chain containing the vertex 
au,i,+2 (respectively, a,,$,). Let aus (respectively, a,,J be the vertex following 
aU,i,+2 , (respectively, a,,#,) in this chain. Then (a+ , au,J, (au,i1+2 , a,J E 
E(G). Also by the hypothesis (aV,i+2 , au,i,+J E E(G). Define 
v = 4 + -Fz - (a,,j , a,,iJ + (a,,i, , au.J 
- (au.sp au,i,+2) + (au,f,+2 , %i+n) 
- (a.,j+2 , a,,i,+2> + (au,f,+2 , f-h) 
- (a,,t , %.iJ + (au,i2 , %J. 
Then v is a hamiltonian cycle of G, a contradiction. This completes the proof 
of the assertion. 
ASSERTION (/I). For u and v, (u # v) 
or 
WL,, 3 L.21 = K and GLL,s 3 L,,l = KC; 
GL, 9 -L21 = KC and GL,, 3 JL.21 = K* 
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Clearly one of the graphs G[A, , I?,], G[& , B,] has at least 2n,n, edges. 
To be specific let it be G[A, , I&]. By Lemma 5.2, (ou , a,) E E(D) and hence, 
by (b) of Lemma 3.7, the vertex ao,2 is joined to some vertex u,,~ E A,. 
Suppose u,,~ E I,&$& then, by Assertion (a), av,2 is joined to no vertex of 
LU,3(LU,l). Since G[AU , B,] has at least 2n,n, edges it then follows by 
Observation 3.6 that aV,2 is joined to all the vertices of L,,,(L,,,). Theerfore 
by Observation 3.1 we have 
GL,,v L,,,] = K or Wu.3 3 La1 = K. 
In the former case G[LU,3, L,,,] = Kc and in the latter case G[L,,, , L,,,] = 
Kc and this proves the assertion. 
Now we are ready to complete the proof of the lemma. In case each cycle 
of 0 has length 4, we have k = N. So we may suppose that some cycle, say 
CT, of u, has length >4. Since G[a,] = G*(4n,) it follows by (1.2) and (1.3) 
that 
GL,, , L,J = K and Ww 3 LtJ = Kc; 
or 
GL,, 3 Ll = KC and GL,, > LoI = K. (5.9) 
Let now u* be the permutation obtained from u by replacing the cycle trU 
of u by the n, (> 1) cycles 
(G,I , au.3 , k3 , %4L (au,4n,-3 , au,4n,--2 , au,4n,-l , au.4nu). 
Clearly k(u*) > k(u). 
Also by Assertion (j3) and (5.9) it follows that u* E V(G), this is a contra- 
diction since a E cS,(G). 1 
Now we are ready to complete the proof of the Main Lemma in case p is 
even and D(u) is strong with u E V,,(G). 
Let u, = (Q, c2, a.,3, G.& 1 < u < k. 
Call u, , a Type A (Type B) cycle if (a,,, , a,,3 E E(G) ($ E(G)). Let t,(&,) 
denote the number of Type A (Type B) cycles. Clearly t, + tb = N. 
Case (i). t, = N. Since G is nonhamiltonian by Lemma 5.12 we have 
k(u) = N and (relabeling the vertices) we may suppose that u = uI ..* uN, 
where 
ui = (4i - 3,4i - 2,4i - 1,4i), 1 <i<N, 
and (4i - 3,4i - 2), (4i - 3,4i - 1) E E(G). Also by Lemma 5.2 we may 
suppose that 1 is joined to all the vertices in the set (2,6,..., 4N - 2) = L, (say) 
(by replacing U~ by (4i - 1,4i, 4i - 3,4i - 2), if necessary). Now let 
L, = (1, 5 ,..., 4N - 3}, L, = (3, 7,..., 4N - l} 
and L, = (4, 8 ,..., 4N). 
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Since 1 is adjacent to all vertices in L, it follows by Lemma 5.2 that 1 is 
adjacent to no vertex in L4. Suppose now k = 2, then by what has been 
proved already we have G = G*(8). So we may suppose that k > 3. We claim 
that G[L, , L,] = K. Suppose not, then without loss of generality we may 
assume that (5, 10) 6 E(G). This implies by Lemma 5.2 that 
(5, 12) (6, ll>, (7,W and 
(5, 1% (7, 12), (6,9) and 
@,9) E E(G) 
(8, 11) # E(G). 
(5.10) 
Obtain by Lemma 5.2, a or - us hamiltonian path in D(a) such that u2 is the 
vertex immediately preceding u, in this path. Now by Lemma 3.8(a) we obtain 
a hamiltonian chain, say p1 , in G in which 1, 3 appear consecutively and 
whose end vertices are 10, 12. First note by (5.10) that 7, 8, 9, 10 appear 
consecutively in pL1 and also 5, 6, 11, 12 appear consecutively in p1 . Define 
P * = ccl+ (1, 10) + (3, 12) - (1,3). (5.11) 
Clearly I** is a 2-factor of G having at most two components. Since G is 
nonhamiltonian p* has exactly two components say, FI , Fs . Let 1 E V(F,). 
This implies that 7, 8,9, 10, 1 occur consecutively in Fl in that order and 5,6, 
11, 12, 3 occur consecutively in Fz in that order. Define 
EL = p” - (738) + (893) - (3, 12) + (12, 5) - (596) + (6 1) 
- (1, 10) + (l&7). 
Note that (1,6), (3, 8) E E(G). Now by (5.11) and (5.10) it follows that p is a 
hamiltonian cycle in G. Thus G[L, , L,] = K. Hence by Observation 3.1, 
we have 
and 
G[Ls , L,] = G[L4, L,] = KC. 
Note that O(G) = L1 u L, . Therefore, by Lemma 5.3 and (1.2), (1.3) it 
follows that G = G*(4N). 
Case (ii). tb = N. By considering u-l instead of a, it can be proved as 
in Case (i) that G = G*(4N). 
Case (iii). 0 < t, , t6 < N. Let ui = (4i - 3,4i - 2,4i - 1,4i), 1 < 
i,(N.LetaibeofTypeA,l <i<t,,anduibeofTypeB,t,<i<N. 
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Further we may suppose that 1 is joined to all the vertices in Lz and 4t, + 1 
is joined to all the vertices in L; , where 
Li = {i, i + 4 ,...) i + 4(ta - l)), 
LE = (4t, + i, 4t, + i + 4 ,..., 4t, + i + 4(tb - i)>, 
1 < i < 4. Then as in Case (i) it may be shown that 
GE, , Ll = W,, Ll = K, 
G[L; , L;] = G[L; , L;] = K. 
Also as in the proof of Assertion (a) of Lemma 5.12 it may be proved that 
no point of Li(Li) is joined to two points, one in L, and the other in L, . 
Then by Lemma 5.2 it follows that either 
or 
GK; , L,] = G[L; , LJ = K = G[L; , L,] = G[L; , L,], 
‘XL;, Lo] = G[L; , L,] = K = G[L; , L4] = G[Lj , L,]. 
In either case it is not difficult to check that G has a hamiltonian cycle, a 
contradiction. 
The cases (i), (ii) and (iii) are exhaustive and this completes the proof of 
the Main Lemma in the case p = 4N. l 
6. PROOF OF THE MAIN LEMMA, WHEN p = 4N+ I 
The proof of the main lemma will be complete if we show that it holds 
when p = 4N + 1. Throughout this section we assume that G E -9(p) with 
p odd, G is nonhamiltonian and 0 E go(G). Let a, be the unique fixed point 
of a and o, = (a,). We prove below that if one of the Assertions (a), (b) and 
(c) of Section 4 are not satisfied by G - a, and (T - a,, then the vertex a, 
may be incorporated in between two appropriate vertices of a suitable 
hamiltonian cycle in G - a, , to get a hamiltonian cycle in G. The details 
are given below. 
Let C, ,..., C, be the strong components of D = D(O) arranged as in 
(4.10). We first prove the following: 
LEMMA 6.1. u, 4 V(C,). Thus, in particular, s > 2. 
ProojI Suppose a0 E V(C,). Then obtain a u, - CY~ hamiltonian path in 
D - a0 such that (a,, uo) E E(D). By Lemma 3.8 there is a hamiltonian chain, 
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say p1 , in G - a0 whose end vertices are consecutive even vertices of u,, . 
Since (uu , q,) E E(D) we have by (b) of Lemma 3.7 that a, is joined to all even 
vertices of u, . Hence the vertex a,, may be incorporated at the ends of ~1~ to 
get a hamiltonian cycle in G, a contradiction. 1 
Define V, , V, as in Section 4. By Lemma 6.1 it then follows that 1 V, 1 = 1 
(mod 4). Let I V1 1 = 4N, + 1 and 1 V, I = 4N, . Clearly N1 + Nz = N and 
Hi = G[Vi] is a S.C. graph, i = 1,2. Thus Condition (2.1) holds. First we 
prove that Assertions (b) and (c) of Section 4 are valid in this case also. 
Suppose Assertion (b) is false and let uu , uw be as in the statement. Obtain a 
- u, path, as in the proof of Assertion (b), containing the vertices of 
zi:t V(Ci) - (~~0) and the vertices pl+l ,..., p,. , p1 and none outside. Let p3 
and ~1~ be the chains as in the proof of the Assertion (b). Then the cycle ~1 
of (4.13) is a hamiltonian cycle in G - a, . Now the cycle p by Remark 4.3 
has two odd vertices of pz appearing consecutively in it, and by (b) of 
Lemma 3.7, the vertex a, may be incorporated in between these odd vertices 
to obtain a hamiltonian cycle in G, a contradiction. The proof of Assertion (c) 
in this case is similar to the proof of Assertion (c) Section 4. 
Now we prove that Assertion (a) holds in this case also. Suppose it is false 
and let uU , uV be as in the statement. Let a, E V(C,,) and uU E V(C,-), 1 S I’, 
1” < s - 1. If N1 = 0 then by what has been said already it follows as in the 
proof of Theorem A in Section 4 that V, , V, satisfy the conditions (2.1) 
through (2.3). Thus we may suppose that N1 3 1. We consider three cases. 
Case 1. 1’ < 1”. First obtain a Us - u, path in D(u) containing all the 
vertices of Will V(Ci) - (u,,} and none outside such that if I’ > 1 or V’(C) # 
{a,], then for the last vertex, say uy , in this path which belongs to ui:r V(C) 
we have (a,, u,J E E(D). Let u, be the vertex immediately succeeding uy 
in this path. Clearly (q, , UJ E E(0). Also obtain a uz - uV path containing 
all the vertices of u&+1 V(Ci) and none outside. Now the cycles of these 
paths may be combined as in (4.12) to get a hamiltonian cycle ~1 of G - a, . 
If now I’ > 1 or V(C,t) # {a,}, then by (ii) of Lemma 3.8, p has some even 
vertex of uar and some odd vertex of u, appearing consecutively in it and, 
since (u, , CQ,), (CT,, uJ E E(D), the vertex a, by Lemma 3.7 may be incor- 
porated in between these vertices to get a hamiltonian cycle in G. Thus 1’ = 1 
and V(C,) = {uO}. But then (uO, r u ) E E(O) and by (b) of Lemma 3.7 and 
Remark 4.3, the vertex a, may be incorporated in between a pair of conse- 
cutive odd vertices of u, which appear consecutively in TV to obtain a hamil- 
tonian cycle in G, a contradiction. 
Case 2. 1’ > 1”. Obtain a a, - ur path containing all the vertices of 
& V(Ci) and none outside. Also obtain a uz - u, path containing all the 
vertices of (Jt,e+l V(Ci) - {a,} such that if I’ > 1” + 1 or V(C,,) f {u,,) 
then for the last vertex, say uy , in this path which belongs IJ::,.+l I’(C) 
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we have (u, , CT,) E E(D). Let (I, be the vertex immediately succeeding a, in 
this path. Now as in Case 1 we get a hamiltonian cycle in G, a contradiction. 
Case 3. 1’ = I”. First note by (4.10) that uU # a,. Let @I ,..., p,. , pl) 
be a hamiltonian circuit in C1, with p1 = u’, and pr = a, . Obtain a uW - uU 
path in D(u) containing all the vertices of &, V(Ci) and (P~+~, pz+a ,..., pl= a,} 
and none outside. Also extend the path pe ,..., pre1 (take it to be the empty 
path if 1 = 2) to obtain a path with terminal vertex u, and containing all the 
vertices of ut,,,, V(CJ and none outside. Let uy be the first vertex in this 
path which belongs to u:X1j+l V(CJ. Now the cycles in these paths may be 
combined as in (4.12) to obtain a hamiltonian cycle p of G - a, . 
Suppose I = 2, then by Remark 4.3, the vertex a, may be incorporated 
in between a pair of consecutive odd vertices of cr, appearing consecutively 
in TV, to obtain a hamiltonian cycle in G. Thus we may suppose that I > 3. 
Since pze1 , uV appear consecutively in the second path the cycle ~1, by (ii) of 
Lemma 3.8, has an even vertex of pzml and an odd vertex of uy appearing 
consecutively in it. Since (plel , q,), (a, , UJ E E(D), we may by Lemma 3.7 
incorporate a0 in between the even vertex of pzP1 and the odd vertex of uy to 
get a hamiltonian cycle of G, a contradiction. 
The cases (l), (2) and (3) are exhaustive and this completes the proof of the 
Main Lemma. 
7. DEDUCING THE THEOREMS FROM THE MAIN LEMMA 
Proof of Theorem A.l. Suppose G f G*(4N) and let VI , V, , L and R be 
as in Main Lemma. By Observation 3.3 we have ( L 1 = 2N, and hence 
1 R 1 = 2N, . Now by using (2.2) and (2.3) it is easy to see that G[V - L] 
has more than 1 R 1 = 2N, = I L I components and G[L] = K. Suppose 
now u E L, u E V, and w  E R. Then by Conditions (2.1), (2.2) and (2.3), we 
have 
and 
WV) < 2% - 1, 
2N, < L&(V) < 4N, + E + 2N, - 1 
Thus 
4% + E + 2& < 4du). 
444 -=I dm < &W, (7.1) 
for every u E L, v E VI and w  E R. In particular, for every u E L and v $ L, 
we have a,(v) < &(u). Therefore, G is highly constricted. 1 
38 SIDDANI BHASKARA RAO 
LEMMA 7.1. Let G be an arbitrary graph of order p, suppose V(G) can be 
partitioned into sets VI, V, such that Conditions (2.1), (2.2) and (2.3) are 
satisfied. Then G E 9’(p) and G is nonhamiltonian. 
Proof. The proof is easy and is omitted. 
Proof of Theorem A.2. By a theorem of Rao [12] it is enough to show that 
G is hamiltonian. Suppose that G is nonhamiltonian. Let VI , V, , L and R 
be as in Main Lemma. Then by Observation 3.3, we have 1 L 1 = / R j = 2N,. 
Since H, E 9’(4N,), it follows that the number of edges in G[L, R] = H,[L, R] 
is 2Ns2. Since G[R] = Kc and G[V, , R] = KC it then follows that for some 
vertex u E R, we have do(u) < N2 . Let v = q2(u), where u1 E 9?(H,). Note 
that u # v, v E R, do(u) = d,(v) and (u, v) $ E(G). Therefore de(u) + d,(v) < 
2N2 . Since p = 4N, + 4N2 + E it follows that 2N2 < p/2, a contradiction 
to the hypothesis since (u, v) 4: E(G). Therefore, G is pancyclic. 
To show that the result is the best possible construct appropriate graphs, by 
Lemma7.1,bytaking/V,~=4,/V2j=p-4((1V~[=1,~V~”,l=p-l) 
according as p is even or p is odd. 1 
Proofof Theorem A.3. Suppose G E Y(p) and G does not have a 2-factor. 
In particular, G is nonhamiltonian and G # G*(p), ifp is even. Let V, , V2 , L 
and R be as in Main Lemma. Suppose now N, > 1 and HI has a 2-factor. 
Note that there is a D* E q0(H2) such that D(u*) is strong. Therefore, by the 
results of Section 4, H, is hamiltonian or H, = G*(4N2). In either case H, has 
a 2-factor. This implies that G has a 2-factor, a contradiction. 1 
We need the following Lemmas 7.2, 7.3 in the proof of Theorem C. 
LEMMA 7.2 (Koren [7], Compare Rao, Rao [ll]). Let rr = (4 ,..., d,> be 
a graphic nonincreasing sequence. Let 
&j, rr) =j(j - 1) + i min(di ,.j) - i di , 
i=j+1 i=l 
where j is an integer, 1 < j < p. Suppose S(j, n) = 0 for some j, 1 < j < p. 
Zf dj+l > j, let r = r(j) be an index such that d, > j > d,,, . Zf d,+l < j, let 
r = j. For any realization H with vertices u1 ,..., u, of rr with dn(ui) = di , 
1 < i < p, define 
and 
s = {ul ,...) Uj}, T = {ur+l ,.-., 4, 
u = {Uj,l ,...) u,}. 
Then 
H[S] = K and H[T] = KC. 
ZfU# o,then 
H[S, U] = K and H[T, U] = Kc. 
(7.2) 
(7.3) 
(7.4) 
THE HAMILTONIAN PROBLEM 39 
THEOREM 7.3 (Koren [IO]). Suppose H with vertices u1 ,..., u, realizes r 
and let S, T, U be as in (7.2) where now j, r are arbitrary integers satisfying, 
p > j > 1, r > j. Suppose (7.3) holds for S and T, and if U # O, then (7.4) 
holds. Then S(j, 7r) = 0. 
Proof of Theorem B. To prove the necessity of (2.5), let G be a hamiltonian 
graph satisfying the hypothesis. Let s <p/2 and set A = {ul ,..., us}, 
B = h-,+1 ,..., u,} where V(G) = {v ,..., u,] and d,(ui) = di , 1 < i < p. 
Since G is a realization of rr we have, by a simple counting argument, that 
2 4 < s(s - 1) + s(p - 2s) f “t’ d,+ . 
i=l i=O 
(7.5) 
Note that the right hand side of (7.5) is same as that of (2.5). If now equality 
holds in (7.5), then G[B] = Kc and G[B, V - A - B] = Kc. Now it is clear 
that G[ V - A] has more than j B 1 = / A I = s components. Therefore G is 
constricted and hence is nonhamiltonian, a contradiction. This proves the 
necessity of (2.5). 
Conversely, let G E Y(p), (p > 8), and G # G*(p) be such that its degree 
sequence satisfies (2.5). By a theorem of Rao [12], it is enough to show that 
G is hamiltonian. Suppose, if possible, G be nonhamiltonian. Let V, , V, , L 
and R be as in Main Lemma. By (7.1) we have d,(w) < d,(v) < d,(u), for 
every u E L, v E VI and w  E R. Let s = 2N, . Clearly s < p/2 and by (7.1) 
4 > ds,, . Now by the structure of G given by (2.2) and (2.3) it is clear that 
y 4 = 2N& - 1 - 2NJ + ‘5’ dDmj, 
i=l i=O 
a contradiction. # 
Remark B.2. Let G E Y(p), p > 8, and 7~ be its degree sequence. Since 
G*(4N), N 3 2, and every hamiltonian graph has a 2-factor, if 7~ satisfies 
condition (2.5), then 7r - 2 is graphic. 
Proof of Theorem C. The necessity is trivial. The proof of the sufficiency 
is by induction on p, the statement being vacuously true for p = 4. Assume 
the result for all values less than p (28) and suppose that G E Y(p) and n its 
degree sequence. Suppose G does not have a 2-factor. In particular G is 
nonhamiltonian and G # G*(4N). Let V, , V2 , L and R be as in the Main 
Lemma. Let j = 2N2 and r = r(j) = 2N, + 4N, + E and define S, T, U by 
(7.2). 
Note that S = L, U = V, and T = R. Now by the Main Lemma it follows 
that (7.3) and (7.4) holds. Hence by Lemma 7.3 we have that 6(2N2 , n) = 0. 
Since n and 7r - 2 are graphic ti follows by a Theorem of Kundu [8] (see 
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also Kleitman, Wang [6]) that there is a realization, say H* of rr with a 
2-factor. Since S(2N, , n) = 0 it follows by Lemma 7.2 that H* satisfies (7.3) 
and (7.4) with j = 2N, where r(i) = 2N, + 4N, + E by (7.1). Since H* has 
a 2-factor it then follows that H*[VJ and N*[V,] have 2-factors. It is also 
evident that the degree sequence of H*[U] = the degree sequence of 
G[U] = the degree sequence of H1 = rrl (say); and the degree sequence of 
H*[SUT] = the degree sequence of G[SUT] = the degree sequence of 
Hz = rr2 (say). 
Since H*[UJ, H*[SUT] have 2-factors it follows that ri - 2 is graphic, 
i = 1,2. Thus Hi is a S.C. graph with degree sequence wi such that rri - 2 is 
graphic, i = 1,2. Therefore, by the inductive hypothesis, Hi has a 2-factor, 
say Fi , i = 1,2. But then Fl + F2 is a 2-factor in G, a contradiction. 1 
8. EPILOGUE 
Two outstanding problems are to characterize hamiltonian connected 
S.C. graphs, and strongly hamiltonian S.C. graphs, and the problem of 
characterizing S.C. graphs with k-factors, k >, 3, is a feasible research 
problem. In this connection we take the risk of conjecturing the following: 
Conjecture. Let G be a S.C. graph and rr = (dt ,..., d& its degree sequence. 
Then G has a k-factor if and only if r - k = (dl - k,..., d, - k) is graphic. 
We remark that Conjecture 3 about hamiltonian graphs mentioned in 
Chvatal [2] is true for S.C. graphs. 
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