Robotterne kommer! - At skabe en intelligent maskine by Siiger, Cristina et al.
1Robotterne kommer!
– At skabe en intelligent maskine
Skrevet af:
Joachim Stidsen Kollerup
Rikke Schlamovitz
Cristina Nyangai Siiger
Karl Emil Hillbrandt
Gabriel LeikersfeldtRasmussen
Michael Tøth
Vejleder: Oleg Koefoed
Efteråret 2012
Hum-Bach P10
Roskilde Universitet
2
Abstract
This study looks at the difference between human intelligence and artificial intelli-
gence as Ray Kurzweil and Mikkel Willum Johansen relatively perceive it. In order
to examine their perceptions from the outside, we have included other relevant litera-
ture that will be used in a comparing analysis of their very different opinions. The
comparison will not be done in order to value their perceptions, but to understand
how they have drawn the conclusions that they have.
The study begins with a thorough explanation of all the background material and
theory used, which is followed by the comparison of the two gentlemen. In the end it
will be concluded that the real reason that Ray Kurzweil and Mikkel Willum Johan-
sen’s perceptions of how big the difference is between human and artificial intelli-
gence differ so much from each other, is because their basic perceptions of what in-
telligence is are very dissimilar.
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5Motivation
Teknologiens udvikling går hurtigere og hurtigere, og interessen for science fiction
vokser og vokser. Det er blevet et underholdningsprodukt og bliver hele tiden tolket
og genfortolket. Vi ser film som Star Wars (1977-2005), Matrix (1999-2003) og I,
Robot (2004), der berør emnet kunstig intelligens, og man føler sig fristet til at stille
spørgsmålet: Kan emnet overhovedet defineres som fiktion længere? Teknologiens
udvikling presser sig mere og mere ind på vores hverdag, og vi omgiver os i højere
grad med maskiner, computere og robotter, end vi gjorde for bare ti år siden. Tænk
bare over, hvor pludseligt alle mennesker gik fra at have ”gammeldags”
tastaturtelefoner til smartphones. I dag er det heller ikke unormalt at have en
automatisk støvsuger rendende i hjemmet. Hvis man kunne tage disse ting – og
mange flere, der i 2012 er inkorporeret i vores hverdag – med i en tidsmaskine tilbage
til en gennemsnitsfamilie i 1990’erne, kunne man forestille sig, at de ville blive
rimelig overraskede.
Vores motivation ligger i en usikkerhed på fremtiden. Bliver verden overtaget af en
stor robot-hær eller vil udviklingskurven knække, fordi vi mennesker tidsnok indser,
at disse selvtænkende maskiner er ved at komme lidt for tæt på? Vi er alle i gruppen
optagede af menneskets natur og adfærd, og derfor synes vi, det er spændende at
gisne om konsekvenserne af den teknologiske udvikling. Det er ikke noget nyt, at
mennesker vælger at se bort fra den længeresigtede fremtid. Som eksempel kunne
man nævne den globale opvarmning, som de fleste er klar over er et stort problem for
det fremtidige liv på jorden. Alligevel virker det ikke som om, at mange har tænkt sig
aktivt at forhindre den negative udvikling. I gruppen har vi et indtryk af, at
mennesker ofte ser meget kortsigtet og mere lokalt på tingene og har svært ved at
forholde sig til noget, der ligger "langt væk". Om det siger Zigmunt Bauman og Tim
May:
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De fleste mennesker ser ikke ud over grænserne for deres umiddelbare omgivelser
og er derfor, forståeligt nok, tilbøjelige til at fokusere på ting, begivenheder og
mennesker i umiddelbar nærhed af, hvor de bor. (Bauman 2003:160)
Denne tendens bekymrer os, når vi snakker om teknologiens udvikling. Måske vil
mennesket stå og se passivt til, mens teknologien og robotterne langsomt overtager
mere og mere af vores liv. Et skrækscenarium er, at vi som mennesker bliver helt
overflødige. Emnet kan virke en smule "sat på spidsen"; at forestille sig en verden
styret af robotter virker for os i dag som en god biograffilm. Men at forestille sig en
verden, der ser radikalt anderledes ud end i dag, er vi i gruppen langtfra de første, der
har gjort. Helt tilbage til antikkens store tænkere har filosoffer som Platon forestillet
sig den kendte verden som begrænset, og han antyder, at der muligvis kunne ligge en
anderledes og større sandhed bag. Det kommer bl.a. til udtryk i Platons hulelignelse,
der grundlæggende handler om nogle fanger, der hele livet har været indespærret i en
hule. Den virkelighed, de ser og oplever i hulen, er deres virkelighed. En dag bliver
den ene fange sat fri og kommer op af hulen. Her oplever han en anden verden, der
langtfra svarer til hans egen, og da han vender tilbage til hulen og fortæller de andre
om sine oplevelser, ender det med, de tæsker ham ihjel, fordi de mener, at de allerede
havde en klar opfattelse af "virkeligheden" – og det kan ingen tillade sig at stille
spørgsmålstegn ved. Godt nok virker forudsigelser om fremtiden, der bruger træk fra
fiktionens verden, som absurde, fordi den intet har at gøre med den virkelighed, vi
lever i idag. Men som Platons hulelignelse også forklarer, er intet menneske i stand til
at forestille sig noget, der ligger uden for dets virkelighedsbillede. Vi har ingen reelt
intelligente maskiner i dag – det ligger uden for vores virkelighed – og derfor virker
hypotesen om en robotrevolution provokerende, fordi den stiller spørgsmålstegn ved
vores opfattelse af virkeligheden. Hvis en robot bliver intelligent, kræver det, at vi
revurderer vores forhold til, hvad der er menneskeligt.
Noget, vi også kom til at tænke over i forbindelse med intelligente robotter og
deres udvikling i fremtiden, er slaver. Det virker umiddelbart usammenhængende,
men det er det faktisk ikke helt. I USA før det 20. århundrede var slaver reducerede
7til dyr. De var så frihedsberøvede, at tanken om at revolutionere og bryde fri fra
overmagten simpelthen ikke eksisterede. Alligevel skete det, at en lille revolutionær
gnist blev tændt, og branden den medførte, spredte sig. Til sidst gjorde slaverne
oprør, og fortællinger om slaveri i de forende stater findes i dag kun i
historiebøgerne. I gruppen stillede vi os selv spørgsmålet, om det samme kunne ske,
hvis vi udstyrede robotterne med tilstrækkelig intelligens, der ville gøre dem
bevidste. Hvad hvis de pludselig fik samme tanke, som slaverne fik dengang: At der
ikke er nogen grund til at lade sig undertrykke af en magt, der hverken er stærkere
eller har mere ret til at bestemme. Der er en higen efter, at gøre computerne
intelligente, men hvad hvis de bliver så intelligente, at de indser, de ikke har brug for
os? Og hvad hvis vi ikke overvejer dette scenarie, før det er for sent? Hvad vil der
ske, hvis robotterne siger stop, før vi gør?
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Indledning
Forskningen og udviklingen i teknologi har altid interesseret offentligheden. Vi øn-
sker som forbrugere nye dimser og dingenoter, der kan hjælpe os i hverdagen for at
effektivisere os og spare os tid. En iPhone kan hjælpe dig med at finde vej, en vaske-
og opvaskemaskine aflaster dig med det sure arbejde, og en computer med et skrive-
program kan gøre danskopgaven lidt lettere at skrive. Teknologien er en vigtig ”ven”,
vi har haft med os hele vejen, siden mennesket begyndte at benytte instrumenter og
artefakter til at manipulere sin omverden med. Teknologiens udvikling bevæger sig
eksponentielt. (Kurzweil 1999:18) Jo længere tid der går, jo hurtigere udvikler den
sig.
Hvis man undersøger udviklingen i computerens regnekraft set i forhold til deres
pris, vil man se, at der er tale om en eksponentielt stigende kurve. For hvert 20.
år tusinddobles den regnekraft man kan købe for en krone. (Johansen 2003:115)
[…] your personal computer will be able to simulate the brain power of a small
village by the year 2030, the entire population of the United States by 2048, and
a trillion human brains by 2060.[…] one penny’s worth of computing circa 2099
will have a billion times greater computing capacity than all humans on Earth.
(Kurzweil 1999:133)
Teknologien udvikler sig i takt med menneskers interesse. Og denne interesse medfø-
rer også en række spørgsmål om fremtiden. I underholdningsverdenen ser man flere
store science fiction film, der behandler emnet kunstig intelligens. Flere film præsen-
terer fremtidsscenarier, hvor menneskeheden bliver eller er blevet overtaget af robot-
ter, der virker til at være langt mere intelligente end os. Dette fænomen ser vi bl.a. i
Matrix-filmene. Emnet er ikke kun aktuelt i fiktionens verden. Store pengesummer
går i øjeblikket til at finansiere forskningen i teknologi, og intet tyder på, at udviklin-
gen vil stoppe. Denne forskning har lagt kimen til en masse andre spørgsmål og be-
greber. Den første, der nogensinde skrev om det centrale begreb kunstig intelligens,
9var John McCarthy. Han anmodede om en konference til at diskutere kunstig intelli-
gens som en akademisk disciplin, da maskiner var begyndt at simulere intelligens og
intelligent adfærd. Begrebet opstod omkring konferencen i 1950’erne og disciplinen
har derfor relativt få år på bagen (Garnham1988:3).
Forskningen i kunstig intelligens har ført forskere ind i blandt andet psykologiens
og filosofiens verden. For at kunne skabe kunstig intelligens, bliver man nødt til at
finde ud af, hvad intelligens er. ”To make a machine that can ”think” one must have
ideas about what thinking is” (Garnham 1988:XIII). En ordbogsdefinition lyder såle-
des:
1. Someone’s intelligence is their ability to understand and learn things.
2. Intelligence is the ability to think and understand instead of doing things by
instinct or automatically.
(Essential English Dictionary 2008 I Negnevitsky 2001:1)
Det kommenterer Michael Negnevitsky på således:
Thus, according to the first definition, intelligence is the quality possesed by
humans. But the second definition suggests a completely different approach and
gives some flexibility; it does not specify whether it is someone or something that
has the ability to think and understand.
(Negnevitsky 2011:1)
Ordbogen har altså én definition, der præcist angiver, at det må være nogen – altså en
person – der besidder intelligens, men den har også endnu en, der ikke specificerer
dette. Det er interessant af to grunde: For det første fordi en computer oftest vil siges
at tilhøre kategorien noget – en ting – og den anden definition lægger op til, at en ting
også kan være intelligent. Den anden grund er, at en intelligent computer måske i
virkeligheden vil kunne betegnes som havende bevæget sig fra at være noget til at
være nogen.
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Problemfelt
Hver gang, der passerer 18 måneder, fordobles computerens regnekraft.(Kurzweil
2001:37) Denne teknologiske udvikling, som efterhånden går stærkt, er på vej i én
retning. Men hvilken retning? Mange robotforskere og teoretikere inden for
forskellige faglige dimensioner har forsøgt at give deres bud på, hvor denne udvikling
vil tage os hen, og i dag er det tilsyneladende svært at afgøre, hvad den generelle
opfattelse er. Selv en ordbogsdefinition er ikke entydig (Negnevitsky 2011:1). Er
robotter og mennesker to adskilte størrelser? Hvorvidt kan menneskelig og kunstig
intelligens sammenlignes? Der er uenighed om svaret, og idéen om hvad der gør os til
mennesker, vil derfor blive udfordret, hvis der en dag bliver udviklet kunstig
intelligens i laboratoriet. Forestillingen om at menneske og robot er to adskilte
størrelser, stammer tilsyneladende fra en opfattelse af, at intelligens - som et led i
bevidstheden - i højeste grad er noget menneskeligt. Men hvad er intelligens?
Hvordan definerer man ”ægte,” altså menneskelig intelligens, set i forhold til den
kunstige, og kan man overhovedet italesætte dem som to forskellige størrelser. Er den
menneskelige hjerne blot en slags neuronbaseret computer med et system af regler,
der produceres gennem evolutionen? Og hvis det er det, vil en computer med
tilstrækkelig kapacitet, hastigheds- og ydeevne så ikke kunne nå samme stadie af
intelligens? Mange tror ikke, en computer nogensinde vil blive i stand til at kunne
analysere og forstå betydningen af noget så ”menneskeligt” som et digt, men det kan
et barn heller ikke, før det har lært metoden af andre. Ligeledes er det svært at
forestille sig en robot, der ikke forvirres af sprogfinurligheder som f.eks. ordsprog og
metaforer, men kan vi regne med, at en kineser ville forstå meningen af et ærkedansk
udtryk, hvis vi blot oversætter det til mandarin? Hvis man sammenligner en robot
med et nyfødt barn, der har alt at lære om verdenen, ville man så ikke kunne
sammenligne robottens programmering med et barns indlæringsproces?
Disse er alle relevante problemstillinger, fordi de får os til at stille spørgsmålstegn
ved selve opfattelsen af, hvad der gør os til mennesker. Som skrevet ovenfor er det
vigtigt at kunne undersøge den menneskelige natur som begreb, for at kunne under-
søge forskellen mellem den menneskelige og kunstige intelligens. Men med den vok-
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sende hastighed i den teknologiske udvikling, vil denne opfattelse af kunstig intelli-
gens måske blive rykket ved. Måske bliver man nødt til at genoverveje og genoptage
nogle af de mere grundlæggende konventioner, der hersker om menneskets eksistens.
Vores projekt vil især fokusere på intelligensbegrebet og på opfattelsen af, at intel-
ligens, som et led i bevidstheden, kan siges at være noget særligt menneskeligt, eller
om intelligens er noget konstruerbart. Hvis der kan argumenteres for, at resultatet af
udviklingen indenfor kunstig intelligens går i retning af – og måske nærmest bliver
identisk med – den menneskelige intelligens, vil vi måske i sidste ende se os nødsaget
til at redefinere begrebet menneske og til sidst opleve et krav om at inddrage studiet
af robotter i humanistisk forskning.
Feltet, hvori problemet ligger bliver, stadigt større og større. Hvert spørgsmål sy-
nes at medføre en del andre, men en af de væsentligste pointer er at undersøge, hvor
stor forskellen mellem mennesker og robotter er, og i hvilken retning udviklingen
kommer til at gå. For at undersøge hele forskellen mellem mennesker og robotter bli-
ver man nødt til at tage mange flere aspekter i betragtning, end vi har hverken kom-
petencer eller ressourcer til. Ved at undersøge en specifik del mere dybdegående kan
man, som vi har gjort, tage fat i den menneskelige intelligens og undersøge forskellen
mellem den og den kunstige. Ray Kurzweil, som netop har skrevet en bog om emnet,
har en grundlæggende opfattelse af, at robotter i den nærmeste fremtid vil komme til
at ligne os mennesker. Måske vil de en dag ligne os så meget, at man ikke længere
kan skelne mellem menneske og robot. Mikkel Willum Johansen påstår på den anden
side, blandt andet i et interview, at dette ikke er tilfældet, men at der er langt flere
problemer i forskningen, man stadig ikke har fundet løsninger på. Da vi ikke kan give
et kvalificeret og akademisk begrundet bud på fremtiden, vil vi, i stedet for at vurdere
Kurzweil og Johansens holdninger, søge at udvide vores forståelse af den teoretiske
baggrund bag deres forskellige opfattelser.
Problemformulering
Hvor stor er forskellen mellem menneskelig og kunstig intelligens?
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Metoderapport
Vores projektrapport vil starte med redegørelser og udvalgte teorier, der dækker den
menneskelige og kunstige intelligens. Vi vil derefter bruge dette som en teoretisk
forforståelse i en sammenlignende analyse af holdningerne hos hhv. Kurzweil og
Johansen, som de er beskrevet i deres bøger Ånden i Maskinen – Når computerne
overgår den menneskelige intelligens og Kunstig Intelligens – Eller hvorfor det er
sværere at smøre en håndmad end at blive stormester i skak. Dette vil fungere som
vores primære materiale. Derudover har vi foretaget et interview med Johansen, hvor
pointerne fra dette også vil indgå i redegørelsen for bedre at belyse hans holdning til
emnet. De to forfatteres holdninger vil blive redegjort separat for senere at blive
sammenlignet i en analyse, hvor vi inddrager den øvrige teori om menneskelig og
kunstig intelligens.
Metoden vil hjælpe os til at udvide vores forståelse om de to forfatteres holdninger.
Ved at sammenligne de to, men også inddrage noget af den teori vi mener udgør det
fundamentale i deres holdninger, kan vi opnå en bredere indsigt i bevæggrundende,
udgangspunkterne og opfattelserne, der ligger til grund for forfatternes synspunkter.
Ved at bruge den sammenlignende metode kan vi undersøge de to forfatteres
udgangspunkter og tilgangsvinkler til emnet. Vi kan undersøge, om disse står i
kontrast til hinanden, eller om Johansen og Kurzweil i virkeligheden taler noget af
det samme sprog. Undersøgelsen kan også kompensere for eventuelle mangler hos
hhv Kurzweil og Johansen, ved at udfylde de ”huller”, den ene forfatter kunne have i
et emne, med den anden forfatters synspunkt. Med andre ord: Det, den ene diskuterer,
kan eventuelt belyse det, den anden ikke diskuterer.
Forfatternes Baggrund
Da han udgav sin bog Ånden i maskinen: Når computere overgår den menneskelige
intelligens i 1999,havdeKurzweil gennemført en bachelorgrad i computervidenskab
og litteratur i 1970 hos MIT (Massachusetts Institute of Technology)1 og havde
1Ray Kurzweil. Wikipedia, oprettet: 08.12.2012. Hentet 10.12.2012 på: http://en.wikipedia.org/wiki/Ray_Kurzweil#Mid-life
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grundlagt ni selskaber2, På det tidspunkt var han stadigvæk medejer af otte ud af de ni
selskaber. De beskæftigede sig bl.a. med udviklingen af ny intelligent teknologi in-
denfor talegenkendelse, billedkunst og finans3. Før Ånden i maskinen udkom, havde
han skrevet en anden bog om kunstig intelligens ved navn The Age of Intelligent Ma-
chines. Den udkom i 19904. Som medejer af diverse selskaber er Kurzweil ikke kun
forsker, men også forretningsmand og leder. Hans stilling giver ham et ansvar for at
sætte retningslinjerne for de ansatte. Med den baggrund kan hans udtrykte holdninger
måske ende med at fremstå relativt favoriserende, hvor visse teorier eller retninger
inden for intelligens og kunstig intelligens kan blive fremhævet frem for andre og gø-
re området knapt så ”diskutabelt”.
Da Johansen i 2003 udgav bogen Kunstig intelligens – eller hvorfor det er sværere at
smøre en håndmad end at blive stormester i skak var han, som det beskrives på
bagsiden af bogen, ”filosof tilknyttet Center for Naturfilosofi og Videnskabsstudier
ved Det Naturvidenskabelige Fakultet, Københavns Universitet” (Johansen
2003:bagside). Johansen er nu, og var da vi interviewede ham den i oktober 2012,
cand.mag. i filosofi med bifag i matematik. Derudover er han også Ph.d.-studerende
på ”Center for Naturfilosofi og Videnskabsstudier”. Johansen arbejder for tiden på
sin Ph.d. afhandling, og derudover er han ekstern fagredaktør på tidsskriftet Aktuel
Naturvidenskab, som han jævnligt også leverer artikler til.5 Han blev ansat som
adjunkt hos Institut for Naturfagenes Didaktik6, der hører til Københavns Universitet7
i 2011.
2Kurzweil Technologies, Inc. Kurzweil Technologies, Inc.Hentet 10.12.2012 på:
http://www.kurzweiltech.com/companies_flash.html
3Kurzweil Technologies, Inc. Kurzweil Technologies, Inc. Hentet 10.12.2012 på:
http://www.kurzweiltech.com/companies_flash.html
4Ray Kurzweil. Wikipedia, oprettet: 08.12.2012. Hentet 10.12.2012 på:
http://en.wikipedia.org/wiki/Ray_Kurzweil#Books
5: Mikkel Willum Johansen. mikkelwillum.dk. Hentet 10.12.2012 på: http://www.mikkelwillum.dk/index.htm
6Mikkel Willum Johansen. Københavns Universitet. Hentet 10.12.2012 http://www.ind.ku.dk/ansatte-
studerende/?id=24427&vis=medarbejder
7Om Institut for Naturfagenes Didaktik. Københavns Universitet. Hentet 10.12.2012 på:
http://www.ind.ku.dk/om/
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Hans tilknytning til et universitet under bogens tilblivelse og udgivelse, samt da vi
interviewede ham, kan muligvis forsage en vis hæmning, når det kommer til ytringen
af hans umiddelbare holdninger. Forskning har ikke været privat, men
sammenhængende med den øvrige på Center for Naturfilosofi og Videnskabsstudier.
Dette kan have pålagt Johansen et repræsentationsansvar på vegne af Københavns
Universitet. Når han udtrykker sine holdninger, skal man tage i betragtning, at hans
ytringer også kan fremstå som anden forskning – forskning hvis målsætninger han
ikke har haft indflydelse på.
Teoriovervejelser
Vores primære materiale består af to bøger skrevet af hhv. Kurzweil og Johansen.
Derudover har vi foretaget et interview for at få uddybet Johansens holdninger og
diskussioner i bogen. Grundet de to aspekter i vores emne – nemlig menneskelig og
kunstig intelligens – er vores øvrige teori udvalgt ud fra dette. Teorierne er valgt for
at belyse de underemner, der ligger indenfor emnet intelligens – menneskelig eller
kunstig. De valgte teorier ser ud som følgende:
Sapir-Whorf-hypotesen: En filosofisk teori omhandlende sprog og dets betydning for
menneskets erkendelse af verdenen.
Computational Theory of Mind: En teori, der bunder i psykologiens principper. Den
anser hjernen for at være en form for beregningsenhed.
De ni Intelligenser: Howard Gardner, der mente at alle havde forskellige
kompetenceområder, og at intelligensen befandt sig i disse.
Emotionsteori: Et filosofisk begreb, der omhandler menneskers følelser og deres
udtryk.
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Denne øvrige teori vil vi bruge til at belyse vores primære materiale. Men andre
teorier kunne måske have påvirket udfaldet. Vi har valgt teorien ud fra vores almene
forståelse af emnet om menneskelig og kunstig intelligens. Vi har fundet inspiration i
nogle af de teorier, Johansen og Kurzweil selv henviser til i deres bøger, men har
langt fra valgt udelukkende ud fra dette. Vi kunne i stedet have valgt netop de teorier,
de to forfattere selv henviser til.
Det kan diskuteres, hvorvidt dette ville have givet os en mere ”sand” forståelse af
emnet. På den ene side kan vores tolkning af de valgte teorier have en indflydelse på
resultatet, og den måde vi læser det primære materiale på. Det står klart, at hvis disse
teorier blev skiftet ud, ville vores teoretiske briller også ændre sig. Den teori, vi har
valgt, og den teori Johansen og Kurzweil arbejder ud fra, er måske heller ikke bygget
på de samme præmisser og kan derfor eventuelt skabe et uholdbart grundlag for en
sammenlignende analyse. Til gengæld bliver henvisningerne til teorier i bøgerne også
brugt på en forskellig måde. En henvisning til en bestemt teori vil måske blive brugt
til at underbygge en påstand eller diskutere ud fra. Kurzweil og Johansen har altså
udvalgt disse teorier af en årsag, og derfor har de også nogle bestemte teoretiske
briller, der kan gøre sammenligningen uholdbar i forhold til at forsøge at forstå
forfatterne bedre.
Øvrig teori
Sapir-Whorf-hypotesen
Benjamin Lee Whorf (1897-1941) er kendt for sin hypotese om lingvistisk relativitet
– Sapir-Whorf-hypotesen – som han udarbejdede med sin mentor Edward Sapir.
Whorf undersøger sammenhængen mellem sprog, tænkning og kultur og hypotesen
“is taken to assert that language imposes a particular shape on cognition, and that
different languages differentially affect cognition”(Thomas 2011:195). Whorfs teorier
vedrørende sprog befinder sig inden for det lingvistiske felt, der kaldes semantikken,
”sometimes defined as ”the systematic study of meaning”” (Chase i Whorf 1956:VI).
Ifølge Whorf udspringer vores opfattelse af virkeligheden ud fra de ord, vi bruger.
Således vil folk med forskelligt modersmål opfatte verden forskelligt; ”[t]he picture
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of the universe shifts from tongue to tongue”(Chase i Whorf 1956:VI). Dette eksem-
plificerer han ved at pointere, at eskimoer har mange ord for sne (Bergman 2011). På
dansk er der kun ét ord for selv samme objekt, og derfor har danskere svært ved at
forestille sig, hvordan eskimoer kan have så mange betegnelser. Ud fra Whorfs hy-
potese vil det skyldes eskimoernes mange opfattelser af sne. For dem er sne ikke bare
sne, men mange forskellige ting. Det svarer til dels til opfattelsen af kaffe i den vest-
lige verden. I dag bestiller man ikke bare en kop kaffe, når man går på café i Køben-
havn - man skal vælge mellem espresso, cappuccino eller latte. Whorf var af den op-
fattelse, at “the language one speaks shapes the world one sees” (Ross 1992 i Berg-
man 2011, Bergman 2011). Sapir-Whorf-hypotesen argumenterer, at vores virkelig-
hedsbillede skabes i kraft af sproget – og ikke omvendt. Whorf skriver selv:
[…] the forms of a person’s thoughts are controlled by inexorable laws of pat-
tern of which he is unconscious. These patterns are the intricate systematizations
of his own language […]. His thinking itself is in a language […]. And every
language is a vast pattern-system, different from others, in which are culturally
ordained the forms and categories by which the personality not only communi-
cates but also analyzes nature, notices or neglects types of relationship or phe-
nomena, channels his reasoning, and builds the house of his conscious-
ness.(Whorf 1956:252)
Med citatet ses det, at sproget efter Whorfs perspektiv er langt mere end blot et
kommunikationsmiddel - det er med til at forme selve vores bevidsthed. Vores tanker
inddeles ubevidst i mønstre, der systematiseres ved hjælp af sproget (Whorf
1956:252), hvilket vil sige, at vores tanker ikke ville være til at finde rundt i, hvis vi
ikke havde ord for dem. Og hvis vi ikke kunne tænke, ville det være umuligt at danne
sig et billede af omverdenen. Hypotesen argumenterer følgende: “specific aspects of
language provide […] a structure, that influences how humans categorize […] as-
pects of reality into a worldview“ (R. Scupin & C. Decorse 2008 i Bergman 2011).
Sproget hjælper os til at få styr på vores tanker, så vi kan forme dem til idéer om vir-
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keligheden. Det er altså afgørende at være i stand til at beherske et sprog for at kunne
skabe sig en virkelighedsopfattelse.
Computational Theory of Mind (CTM)
CTM, som den bliver forklaret af Steven Pinker fra Harvard University, er en filoso-
fisk teori, der ser hjernen som et informationsbehandlingssystem af en fælles logisk
lov, og hvor tænkning er en form for komputation (beregning).
Information er kilden til den logiske lov og intelligens. Denne information kommer
af materie, der også fungerer som informationsbærere. Disse kalder Pinker ”symbo-
ler”, da det er noget fysisk, der ”står for noget andet”, hvor ”det andet” er information
(Pinker 1998:66), der ikke har noget at gøre med, hvad materiet gør fysisk, eller, som
Pinker beskriver det, ”whatever that kind of matter in that kind of state can do accor-
ding to the laws of physics and chemistry” (Pinker 1998:66). Hans eget eksempel på
dette er en træstub som symbol. Ringene kan her informere os om træets alder, men
dette er ikke at finde i fysisk form i materiet. Det er uddraget af en logisk komputa-
tion, hvor der blevet fundet en sammenhæng mellem antallet af år og antallet af ringe
(Pinker 1998:65). Rent fysisk sker der det, at træringene reflekterer lys og absorberer
”staining material” (Pinker 1998:66), mens de symboliserer alder. Denne informati-
on vil altid være der, uanset om man lægger mærke til den eller ej. Et andet eksempel
er fodspor fra dyr, der på det fysiske plan ”trap water and cause eddies in the wind”,
mens de på det symbolske plan bærer informationer omkring hvilke dyrearter, de
kommer fra (Pinker 1998:66).
Hjernen er en ”symbolprocessor” (Pinker 1998:68), der kan behandle symbolsk in-
formation og benytter det til at danne den fælles logiske lov, der således bliver et re-
sultat af den fysiske virkelighed. Denne lov bliver derved grundlaget for vores tanke-
processer eller komputationer, hvor ”a pattern of information causes another, and the
relation between the first and the second mirrors some law of logic, statistics or
”cause and effect” in the world” (Pinker 2008 youtube 3:25-3:42). Dannelsen af ny
information kommer af anden information, hvor sammenhængen er at finde i logik-
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kens lov. Det sker på samme måde som i et regnestykke, hvor et sæt af tal bliver til
andre via en matematisk lov, hvilket derfor også gør tanker til komputationer.
De ni intelligenser
Den amerikanske udviklingspsykolog Howard Gardner giver sit eget bidrag til dis-
kussionen om den menneskelige intelligens. Hvor andre forskere, har haft en opfat-
telse af, at individer befinder sig på en linje mellem ”intelligent” og ”uintelligent” har
Gardner opstillet et modsvar til dette. Han opstiller hele ni forskellige kategorier og
områder. Disse er forskellige intelligenser, som han mener, udgør intelligensen i alle
mennesker. Et menneske kan ikke være god til alting, men kan have nogle forskellige
evner, eller mangel på evner, indenfor hver kategori. Dog gætter han på, at man om-
trent er stærk indenfor tre af de opstillede kategorier.
Howard Gardners ni intelligenser
Sproglig intelligens
Evnen til at kunne lære, bruge og forstå sprog, metaforer, verbale udtryk og poesi
Logisk/Matematisk intelligens
Evnen til at kunne se en logisk sammenhæng, og være god til matematik og tal.
Visuel/rummelig intelligens
Evnen til at kunne fortolke visuelle billeder og forstå sammenhæng mellem rumme-
lighed og effekt.
Kropslig/kinetisk intelligens
Evnen til at bruge sin krop, bevæge sig, være i god form, have et godt boldøje, kunne
løbe hurtigt
Musikalsk intelligens
Evnen til at gennemskue og udføre musikalske handlinger, som takt, tone og tempo
Interpersonel intelligens
Evnen til at forstå og interagere effektivt med andre personer. Evnen til at forstå
mennesker, der nødvendigvis ikke har samme udgangspunkt som en selv. Evnen til at
føle empati.
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Intrapersonel intelligens
Evnen til at forstå, hvem man selv er, og hvilke aspekter, der spiller ind i opbygnin-
gen af ens personlighed. Evnen til at refleksiv over sine egne handlinger.
Naturvidenskabelig intelligens
Evnen til at kunne se og forstå naturen og miljøet omkring sig. Denne evne var meget
anvendelig, da vi levede som jægere og samlere, men også i dag, hvor man registrerer
bilmærker, beklædning og andre signaler hos andre personer.
Eksistentiel intelligens
Evnen til at forstå konsekvenserne af sine handlinger og tage ansvar for sin eksistens.
Evnen til at stille dybere spørgsmål som meningen med livet. (Gardner 1993:73-301)
Gardners ni intelligenser er opstillet i et institutionelt perspektiv. Denne teori er op-
stillet som kritik af mange institutioners opfattelse af, at deres medlemmer enten er
intelligente eller uintelligente eller befinder sig et sted imellem de to yderpoler.
(Gardner 1993:332) Gardner fokuserer i bogen Frames of Mind på skolen som insti-
tution. Han kritiserer undervisningsmetoderne for at kategorisere eleverne efter,hvor
intelligente de er. I stedet mener han, at det er vigtigt for en persons udvikling at være
opmærksom på, at det ikke altid er tilfældet. En person udvikler sig bedst ved at finde
sine styrker og svagheder og så bruge disse til at udvikle og bidrage til fællesskabet
ud fra de forskellige kompetencer, han/hun besidder.
Emotionsteori
Dylan Evans diskuterer i sin bog Emotion: a very short introduction blandt andet-
begrebet emotion, som dækker over to andre begreber – nemlig reaktioner og følel-
ser. Han differentierer mellem disse to ved at beskrive følelser som det personen selv
oplever. De kan ikke deles med omgivelserne, men er en subjektivoplevelse i perso-
nen selv. Reaktionerne er til gengæld konsekvensen af følelsen. Et eksempel kunne
være følelsen af frygt. Her ville frygten manifestere sig i personens adfærd, og denne
adfærd vil repræsentere følelsen. Denne reaktion ville typisk være et bestemt ansigts-
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udtryk, et bestemt kropssprog, perspiration og/eller noget fjerde. Reaktionen er altså
det omgivelserne kan se udefra. Hele dette følelsesregister kalder han for emotion.
Evans mente desuden at emotion var en meget essentiel del af menneskets intelligens.
Uden vores emotionsapparat ville vi ikke kunne fungere i en dynamisk verden, der
kontinuerligt skifter udseende og karakter. Hans argument er, at hvis emotionen ikke
var væsentlig for et menneskets overlevelse, var det blevet evolutioneret bort. Følel-
sen af frygt, er for eksempel en livsvigtig funktion, da det kan hjælpe os til at beslutte
om vi skal flygte i en livstruende situation.
Evans redegør for en teori vedrørende, hvornår et væsen kan siges at indeholde
emotion: An alternative and less chauvinistic approach would be to define emotion in
terms of behaviour rather than of particular brain structures.(Evans 2003:102).
Dette betyder, at et væsen indeholder følelser, hvis dets adfærd indikerer, at det in-
deholder følelser. Dette er særligt interessant i forhold til skabelsen af robotter: hvis
robotten kan simulere emotion, indeholder den i princippet emotion (Evans
2003:102-103). Denne måde at se emotion på vil vi herfra referere til som adfærdste-
ori.
Ray Kurzweil
”Ånden i Maskinen”
Kurzweil er især kendt for sine provokerende fremtidsforudsigelser. Mange ville
højst sandsynligt kigge to gange, når de læste at han spår år 2029 til at være året hvor
robotter vil bestå Turing-testen (se afsnittet Turing-testen) Kurzweil synes at være
overbevist om dette – overbevist nok til at indgå i et væddemål med en kollega Mit-
chel Capor. (Kurzweil 2002)
Selve opbygningen af Kurzweils bog Ånden i Maskinen (2001)– eller the Age of
Spiritual Machines (1999)– medvirker til, at læserens forståelse af bogens indhold
gradvist bliver større i takt med læsningen.
Selve brødteksten er delt op i tre dele, som tilnærmelsesvis relaterer til fortid, nutid
og fremtid. Disse tre dele er yderligere delt op i kapitler, der hver er inddelt i afsnit
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med overskrifter. Alle kapitlerne, og næsten også alle afsnit, starter med citater fra
vidt forskellige steder og personligheder – alt fra Winston Churchill til Bibelen
(Kurzweil 1999:14,15). I slutningen af hvert enkelt kapitel simulerer Kurzweil en
samtale med mennesket Molly, som stiller spørgsmål til de ting, som Kurzweil har
diskuteret i de pågældende kapitler. Gennem bogen udvikler Mollys forståelse af em-
nerne i bogen sig i takt med, at hun bliver mere computeriseret, hvilket passer med
Kurzweils overordnede forudsigelse for fremtiden: Menneske og robot forenes. Sam-
talerne med det fiktive gennemsnitsmenneske Molly inkluderes højst sandsynligt for,
at Kurzweil bedre kan argumentere for sine holdninger. Desuden symboliserer Molly
læserens egen gradvise forståelse for bogens indhold.
Intelligens og dets opståen
Ray Kurzweil kommer med en definition på intelligens, der lyder således: ”[intelli-
gens] er evnen til at bruge begrænsede ressourcer – inklusive tid – optimalt til at op-
nå sådanne mål” (Kurzweil 2001:104). I den sammenhæng nævner han en af sine
yndlingsdefinitioner, som den oprindeligt blev sagt af R.W. Young, der definerede
intelligens som ”den åndsevne, som skaber orden i en situation, der hidindtil er ble-
vet betragtet som kaotisk” (Kurzweil 2001:104).
De mål, som Kurzweil omtaler i sin definition, kan være meget forskellige. Det
kan bl.a. være overlevelse, videregivelse af oplevelser, fornøjelse eller en søgen efter
det grænseoverskridende som f.eks. at male et billede eller komponere musik. Han
skriver:
Et mål kan meget vel være afgrænset og unikt, som man oplever det i løsningen
af et matematisk problem. Eller det kan være et personligt udtryk, hvortil der ik-
ke kan gives noget definitivt eller rigtigt svar. (Kurzweil 2001:104)
Målet – og opnåelsen af dette – er essentielt i forbindelse med Kurzweils definition af
intelligens.Intelligens er for Kurzweil både det mest komplekse og samtidigt det mest
simple fænomen. Kurzweil 1999:149). På den ene side har intelligens nemlig et iføl-
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ge ham meget simpelt karaktertræk: ”Simple paradigmes and the simple proces of
computation” (Kurzweil 1999:149). Det komplekse aspekt omhandler viden, hvor
størstedelen er tilegnet og dele af den indbygget (Kurzweil 1999:116-117), hvilket vil
blive uddybet senere.
Kurzweil omtaler intelligens i sit hele som værende et resultat af evolutionens na-
turlige udvælgelse. Intelligens startede som “a simple paradigm”, der efterhånden
”drew its complexity from the pandemonium of its environment” (Kurzweil
1999:149). I sin oprindelse er intelligens altså ikke et særlig komplekst fænomen,
men det bliver gradvist mere og mere indviklet, efterhånden som der interageres med
miljøet.
Kurzweils definition på intelligens afgrænser sig ikke blot til mennesker. Den kræver
blot en handling med mål, hvor der bliver brugt en eller anden form for ressource,
hvilket let kan blive alle handlinger. Ikke kun mennesker, men også computere – og
endda dyr – bliver intelligente i denne sammenhæng. Hvad der er tilbage er så
spørgsmålet om, hvilken brug af intelligens der er mest optimal. I hans perspektiv er
menneskelig og kunstig intelligens som sådan ikke to forskellige ting; skabelsen af
kunstig intelligens vil nærmere kunne siges at repræsentere muligheden for en sam-
mensmeltning af menneske og computer. For os virker det som om, at Kurzweils fo-
kus er, at få en computer til at besidde intelligens, og derefter vil mennesker få glæde
af at kunne trække på forskellige af computerens styrker, som f.eks. ekstrem hurtig
indlæring (ved at downloade af viden) og umiddelbart ubegrænset hukommelse. Det-
te kommer til udtryk idet, at et centralt fokus i bogen er, hvordan mennesket kan ud-
nytte computerens evner. Det er et gennemgående træk, at han starter han med at be-
skrive (ofte meget detaljerede) forslag til, hvordan man kan skabe en intelligent ma-
skine, hvorefter han påpeger, hvorledes vi mennesker kan få gavn af det. Kurzweil
forudsiger endda, at vi vil udnytte så mange af computerens evner med så stor succes,
at det til sidst vil gøre os udødelige – hvilket allerede vil være aktuelt i slutningen af
det 21. Århundrede (Kurzweil 1999:162).
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Han sætter i bogen ikke spørgsmålstegn ved, hvorvidt den kunstige intelligens vil
være anderledes end vores – enten så vil det være intelligens, eller også vil det ikke.
Nødvendige ressourcer for at skabe intelligens
Kurzweil forklarer, at man ved hjælp af tre overordnede ressourcer kan skabe ”an in-
telligent machine” (Kurzweil 1999:127). Den første ressource er de tre simple para-
digmer: Rekursion, neurale net og evolutionære algoritmer (Kurzweil 1999:127), den
anden ressource – der også er den mest komplicerede – er viden og den tredje er
komputation (Kurzweil 1999:127-149).
En stor mængde ”intelligente problemer” kan efter Kurzweils mening løses med
”enkle metoder kombineret med store doser computerkraft […] samt eksemplificering
af problemet [eller] [b]lot et veldefineret udsagn om problemet (Kurzweil 2001:104).
Disse enkle metoder er også, hvad han kalder de tre paradigmer, der som tidligere
nævnt er den rekursive formel, det neurale net og den evolutionære algoritme.
Den rekursive formel
”Rekursion er en procedure, hvor det der skal defineres eller udføres bliver udtrykt
ved sig selv. Som metode er den nyttig til at generere alle de mulige løsninger et
problem har” (Kurzweil 2001:105). Kurzweils eksempel på den rekursive formel er
skakspillet, hvor et computerprogram kan opstille et hypotetisk skakbræt, hvorefter
der dannes lister over alle træk og modtræk, der kan hænde ved en bestemt
brætopstilling. Så længe spillet er defineret nøje, så behøver den rekursive formel
ikke andet end det definerede til sine udregninger (Kurzweil 2001:105).Faktisk behø-
ver det definerede ikke engang at være ”krystalklart” (Kurzweil 2001:107). Kurz-
weils eksempel er et af hans egne programmer – Ray Kurzweil’s Cybernetic Poet –
der laver poesi med en rekursiv formel.
Programmet etablerer en række mål for hvert ord – for at opnå et vist rytmemøn-
ster, struktur for digtet og et udvalg af ord der passer til digtet på det sted. Hvis
programmet ikke kan finde et ord, der lever op til disse kriterier, så holder det
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inde og visker det forrige ord der er skrevet ud, genetablerer kriterierne som op-
rindeligt var fastlagt for det udviskede ord og går videre herfra (Kurzweil
2001:107).
De neurale net
Det neurale net er designet til at efterligne den menneskelige hjerne med ”simulerede
neuroner” (Kurzweil 2001:105). Et problem bliver som input spredt vilkårligt ud
over disse neuroner, hvor løsningen på problemet kommer ud som output. Dette out-
put giver dog ikke præcise løsninger til at begynde med, men skal oplæres først. Det
neurale net skal have en lærer, for i ”lighed med pattedyrs hjerner som er modellen,
begynder et neuron med at være uvidende”(Kurzweil 2001:108). Under oplæring vil
et neuron enten straffes eller belønnes, når det henholdsvis gør noget rigtigt og noget
forkert med sit output. Forbindelsen til de fejlagtige neuroner vil som følge blive
svækket, mens det omvendte gælder resten. Når nettet har fået undervisning længe
nok, vil det have så meget organiseret viden, at det vil være i stand til at organisere al
fremtidig viden selv (Kurzweil 2001:108). På dette tidspunkt vil selv en upålidelig
lærer ikke have nogen dårlig indflydelse for det neurale vil stadigvæk ”lære lektien”
(Kurzweil 2001:108).
Evolutionære algoritmer
Med den evolutionære algoritme får et computerprogram et sæt regler, der også er
indkodet i et digitalt ”kromosom”, der gør formering muligt. Ud over dette er mutati-
oner i algoritmerne også gjort mulige, hvilket betyder at det sæt regler der gives i be-
gyndelsen, heller ikke behøver at give helt mening. Man giver så programmet et si-
muleret konkurrencemiljø, hvor idéen er, at de bedste mutationer overlever, mens re-
sten bliver fjernet af programmørerne (Kurzweil 2001:113-114).
Det neurale net og den evolutionære algoritme har de menneskelige værdier, at de
kan selvorganisere viden, genkende mønstre og i sidste ende behandle ”kaosdata”
(Kurzweil 2001:114).Dette vil blive uddybet senere i redegørelsen der er alt den kao-
tiske data, som verden indeholder. Det består af utallige variable, der ville resultere i
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endnu flere beregninger, hvis vores tænkning ikke blev organiseret i mønstre. I be-
handlingen af kaosdata er ødelæggelse af irrelevant information også vigtigt. For at
kunne have tiltro til mønstre uden at regne dem igennem hver gang, må hjernen slette
irrelevant og gemme relevant information (Kurzweil 2001:110).
Intelligens begynder med viden, der ved sin opståen ligeledes bevæger sig fra et sim-
pelt til et mere indviklet niveau: ”[…] knowledge, which starts out with simple seeds
but ultimately becomes elaborate as the knowledge gathering process interacts with
the chaotic real world” (Kurzweil 1999:149). Fordi computerne er i stand til at over-
føre deres viden til hinanden, vil deres intelligens ifølge Kurzweil overhale vores i en
nær fremtid: ”Machines can readily share all of their accumulated knowledge, so on-
ly one machine has to do the learning” (Kurzweil 1999:122). Det vil sige, at hvis én
computer tager sig tid til at lære f.eks. Danmarkshistorien, så vil det kun tage et øje-
blik for alle andre computere at have samme viden. Mennesker overfører også viden,
forskellen er bare, at hvert menneske skal lære alt forfra: ”We humans don’t have a
way of sharing knowledge directly, other than the slow process of human communi-
cation, of human teaching and learning”(Kurzweil 1999:122). Dette betegner Kurz-
weil som værende ”another weakness of the human form of intelligence” (Kurzweil
1999:122).
Selvom dette tydeligvis er en stor forskel på mennesket og computeren, skriver
Kurzweil efterfølgende, at selve læringsprocessen stadig foregår på samme måde hos
begge (Kurzweil 1999:122) – hos computerne behøver den dog blot at ske en enkelt
gang.
Den viden, der indlæres – både hos computere og mennesker – er den, Kurzweil
kalder for ”Acquired Knowledge”, tilegnet viden – og denne proces må gøres auto-
matisk hos computeren, hvis man skal kunne skabe en mere fleksibel intelligens.
(Kurzweil 1999:117-119)
Udover den tilegnede viden er der også en indbygget viden. Kurzweil mener ikke,
at menneskets hjerne starter som en blank tavle (Kurzweil 1999:116). Han skriver, at
“[…] incipient knowledge is needed as seeds from which other understanding can
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grow” (Kurzweil 1999:116),og han fortsætter: “A neural net’s learning will never
congeal if the general organization of its connections and feedback loops are not set
up in the right way” (Kurzweil 1999:116). Det er nødt til at være noget grundlæg-
gende strukturerende – et såsæd – som det neurale net kan udvikle sig videre ud fra.
Der er en strukturel forskel mellem den menneskelige hjerne og en computers cen-
trale processor, men dette betyder ikke nødvendigvis, at den kunstige intelligens ikke
kan ligne menneskets. Menneskehjernens neuroner er mere komplekse og varierede
end nogen forskere giver udtryk for, men som Kurzweil skriver:
På den anden side finder vi […], at meget af kompleksiteten i neuronernes de-
sign og struktur er forbundet med det understøttende neurons livsproces. Med
andre ord er design og struktur ikke direkte relevant for den måde information
håndteres […] Udviklingen af et katalog med de grundlæggende paradigmer,
som de neurale net i vore hjerner anvender – hver især relativt enkle – vil være
et stort fremskridt i forståelsen af menneskelig intelligens og i vor evne til at re-
kreere den og overhale den. (Kurzweil 2001:113)
Betydningen for visse strukturelle forskelle mellem menneskelig og kunstig intelli-
gens bliver også formindsket af Ray Kurzweil af en anden grund. Om computeren
som subjekt er ligesom os – eller om der i det hele taget er et subjekt – er i sidste en-
de ikke noget, som vi kan forholde sig os til. Ingen kan få øje på den subjektive side
af et væsen.
[N]år jeg tænker efter, så adskiller mit kendskab til subjektive oplevelser hos nogen
anden person ikke (som jeg ser det) fra resten af min objektive viden. Jeg gennem-
lever ikke andres subjektive oplevelser; jeg hører blot om dem. (Kurzweil 2001:86)
Vi kan kun forholde os til det subjektive fra det ydre, altså som noget objektivt, da vi
aldrig ved eller kan vide, hvad der foregår inde i selve subjektet. Så subjektive for-
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skelle er ikke noget, der kan holde den kunstige intelligens tilbage fra at blive ”men-
neskelig”.
En af de metoder, Kurzweil foreslår til at skabe kunstig intelligens, går simpelthen
ud på at kopiere hjernen ved ”reverse engineering”. Han indrømmer at det virker
langt ude, men minder læseren om the Human Genome Project, hvor det forsøges at
kortlægge alle menneskets gener - noget som også virkede umuligt efter manges me-
ning før dets iværksættelse (Kurzweil 1999:156).
Mennesket og dets mønstre
Menneskelig intelligens er i høj grad præget af mønstergenkendelse, der udligner
”vore ekstremt langsomme neuroner” (Kurzweil 2001:109), så den manglende evne
til at gennemtænke alle ”logiske kombinationer” (Kurzweil 2001:109) i en situation
ikke hindrer os i at løse problemet. Et eksempel på mønstergenkendelse er en batter
(en person med et bat, f.eks. inden for baseball), der kan forudse en luftbolds bane fra
udgangspositionen, så batteren kan stille sig det rigtige sted. Hun gennemgår ikke en
masse ligninger i hovedet, men ”bruger sit neurale nets mønstergenkendelsesevner”
(Kurzweil 2001:111). Hun ved, hvordan hun skal gøre det, uden rent faktisk at tænke
over det. Så snart vi har indfanget nok erfaringer omkring et eller flere mønstre, som
vores omgivelser følger, da vil vi kunne håndtere problemer uden beregninger.
Hvad disse indlærte mønstre helt præcist er, er dog noget, som vi mennesker har
meget svært ved at give en konkret forklaring på. Dette skyldes den menneskelige
hjernes ”forgrenede struktur” (Kurzweil 2001:117), hvor erfaringerne distribueres
over hjernens enkelte adskilte organer (Kurzweil 2001:117). De bliver altså ikke alle
behandlet i det samme område. Det svarer til at gå ind i alle de forskellige afdelinger i
en bygning for at finde ud af, hvilket mønster denne bygning kører efter. Derudover
så er der ”[i]ngen af vore individuelle [nerve]celler [der] er meget vigtige – der findes
intet direktør-neuron” (Kurzweil 2001:117). Så selv hvis en afdeling forsvinder, så
vil effekten være meget svag, og livet i bygningen fortsætter stort set som det plejer.
Kurzweil illustrerer et mønster i den forgrenede struktur med et hologram: ”[E]t holo-
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gram, der skæres i to, [vil] ikke vise et halvt billede, men stadig bibeholde hele bille-
det, dog kun med den halve (billed)opløsning” (Kurzweil 2001:117).
Mennesket har dog evnen ”til at forstå og artikulere logiske processer”, der ligger
i hjernebarken (Kurzweil 2001:117-118). På den måde kan de fundere over handlin-
ger eller logiske processer, efter de er blevet udført. En person kan spørge ”hvorfor
gjorde du det?”, hvorefter man svarer ”det gjorde jeg vel, fordi…” og påbegynder
overvejelser omkring baggrunden for handlingen eller den logiske proces.
Mennesket er dygtigt til at huske og lære af erfaringer. Selvom computeren hurtigt
og effektivt er i stand til at udføre beregninger af tidligere data, vil det være mest
fornuftigt, at den ikke kun bruger sine beregningsevner, men at den også udnytter sin
enorme hukommelse (Kurzweil 1999:117). Computerne skal altså ”balance their use
of memory and computation” (Kurzweil 1999:117), hvilket kan gøres ved at plante
den nødvendige sammenkædede viden i computeren ved hjælp af en ”human
’knowledge engineer’” (Kurzweil 1999:117). Denne slags viden hører under
Acquired Knowledge, den tilegnede viden. Kurzweil opstiller et eksempel, der
handler om en robot, der skal lære alt om domænet ’sukkersyge’ med det formål at
kunne foreslå behandling (Kurzweil 1999: 118). Han skriver:
A system programmed with tens of thousands of such linked concepts [vedr.
sukkersyge] combined with a recursive search engine able to reason about these
relationships [stadig vedr. sukkersyge] is capable of making insightful recom-
mendations. (Kurzweil 1999: 188)
Kurzweil nævner dog selv, at dette er en kritisabel metode. Det første store problem
er, at et hvert (videnskabeligt) felt kræver en enorm viden, hvilket tilsvarende vil væ-
re ekstremt tidskrævende at skulle videregive til robotten (Kurzweil 1999:118). Den
største forhindring heri er imidlertid, at ”human experts generally have little under-
standing of how they make decisions”(Kurzweil 1999:119). Det andet problem er, at
der altid vil være uforudsigelige undtagelser, der skal tages højde for: ”Knowledge is
too complex for every caveat and exception to be anticipated by knowledge engi-
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neers” (Kurzweil 1999:119). Ligegyldigt hvor grundig, man er med at overføre viden
til robotten, kan man altså aldrig være helt sikker på, det har lykkedes at tage alt i be-
tragtning.
Ifølge Kurzweil er en af årsagerne til menneskets kompleksitet vores modstridende
målsætninger, som han selv beskriver det; f.eks. står værdier og instinkter i kontrast
til hinanden. Kurzweil mener, at computere en dag vil være i stand til denne kom-
pleksitet. Han ræsonnerer, at hvis menneskets hjerne følger fysikkens love, så må den
nødvendigvis fungere på samme måde som en maskine (Kurzweil 2001:19).
Kroppens betydning for intelligens
I sin bog dedikerer Kurzweil et helt kapitel til kroppen, hvor han snakker om vigtig-
heden af at have en krop – men ikke i direkte forbindelse med skabelsen af intelli-
gens. Han skriver: “a disembodied mind will quickly get depressed” (Kurzweil
1999:170). Der dannes et billede af, at der ifølge Kurzweil godt kan findes en intelli-
gens uden en krop – den ville bare ikke være glad. Kurzweil mener dog, at ”our bo-
dies are important in many ways” (Kurzweil 1999:169), hvilket han begrunder med,
at de fleste ting, vi prøver at forløse ved hjælp af vores intelligens, er forbundet til
kroppen, som f.eks. ”providing them with fuel […],not to mention desires” (Kurzweil
1999:170). I sit forord nævner Kurzweil desuden, at et menneske vil finde sit liv me-
ningsløst uden problemer at løse (Kurzweil 2001:13-14).
Ud fra dette kan man udlede, at Kurzweil ikke anser kroppen som værende vigtig
for skabelsen af intelligens – nærmere for vedligeholdelsen for væsenet. Uden krops-
lige bekymringer ville et intelligent væsen ikke være lykkeligt. Men det ville stadig
kunne være intelligent.
Sprogets betydning for intelligens
Kurzweil leder efter en mere fleksibel form for intelligens og foreslår et alternativ,
nemlig en kombination af de tre simple paradigmer, rekursion, neurale net, (Kurzweil
1999:119). Formålet med at kombinere disse – der udspringer af et ønske om at lære
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computeren at lære – vil være, at computeren ”can model and understand human
language and knowledge” (Kurzweil 1999:119).
Kurzweil opfatter sproget som havende en central rolle, når det kommer til viden.
Det skyldes, at “[l]anguage is the principle means by which we share our know-
ledge”(Kurzweil 1999:119), og det er altså “no less complex or subtle a phenomenon
than the knowledge it seeks to transmit”(Kurzweil 1999:120). Det er velkendt, at
computere har svært ved sprog – især at tale selv – og Kurzweil pointerer, at dette er
noget, der misforstås af mange (Kurzweil 1999:121). Det forholder sig nemlig
således:
A human child starts out listening to and understanding spoken language. Later
on he learns to speak. Finally, years later, he starts to master written language.
Computers have evolved in the opposite direction, starting out with the ability to
generate written language, subsequently learning to understand it, then starting
to speak with synthetic voices and only recently mastering the ability to under-
stand continuous human speech. (Kurzweil 1999:121)
Det sproglige område kan altså siges at være et aspekt, hvor computere og mennesker
fungerer vidt forskelligt fra hinanden, nærmere betegnet helt omvendt af hinanden.
Kurzweil kommer i den forbindelse bl.a. ind på forståelsen af metaforer. Han bruger
et konkret eksempel fra den tidlige forskning på området, hvor en computer er blevet
sat til at komme med sit bud på betydningen af metaforen ”[t]ime flies like an arrow”
(Kurzweil 1999:121). Computere kan nemmere og hurtigere tyde en sætning som
”[t]his is the cheese that the rat that the cat that the dog chased bit ate” (Kurzweil
1999:120), men metaforer er en stor udfordring for dem. Ved det nævnte forsøg giver
computeren da også tydeligt udtryk for tvivl, idet den præsenterer flere forskellige
svarmuligheder (Kurzweil 1999:121). Et af dem er det korrekte svar, men compute-
ren kommer også med andre – for mennesker absurde – svarmuligheder. Et af dem
lyder: “[M]aybe it is a command telling us to time flies the same way that an arrow
would time flies; that is, ‘Time flies like an arrow would’”(Kurzweil 1999:121).
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Kurzweil mener dog, at dette kan løses, hvis computeren besidder tilstrækkelig viden.
Havde robotten være i besiddelse af den nødvendige viden, havde den kunne forkaste
det citerede forslag, hvis den havde vidst, at ”arrows do not have the ability to time
events” (Kurzweil 1999:121).
Opsummering
Ud fra vores læsning af Kurzweil mener vi at kunne argumentere for, at Kurzweil har
en opfattelse af intelligens som noget, der ikke kun findes hos mennesket, men tilmed
også dyr og maskiner. Intelligens kan skabes ud fra tre ressourcer: de tre paradig-
mer(rekursion, neurale net og evolutionære algoritmer), viden og komputation.
Kurzweil anser menneskets hjerne som bundet til fysikkens love og regler. Dette be-
tyder at den også vil kunne skabes i en mekanisk version. Han mener dette kan gøres
ved at kopiere den menneskelige hjerne med reverse engineering. Det vil altså sige at
Kurzweil har en konkret fremgangsmåde til at skabe kunstig intelligens.
På grund af computerens enorme hastighed og hukommelse vil der i Kurzweils øj-
ne ikke gå lang tid, før computeren når et niveau der svarer til det, vi mennesker har
brugt oceaner af tid på at udvikle os til. En stor del af det at være menneske er at have
en menneskekrop, men heller ikke dét aspekt ser Kurzweil som nødvendigt for selve
intelligensskabelsen – nærmere for dets velbefindende. Sproget er for mennesket også
vigtigt, og det påstår Kurzweil, at robotten kan tilegne sig viden om ved at kombinere
de tre simple paradigmer. Mennesket er nødt til at bruge mønstergenkendelse, på
grund af de kaosdata der findes overalt i verden. De indeholder så mange variable at
vi mennesker bliver nødt til at indordne dem i mønstre for at automatisere visse hand-
linger, da vores neuroner er så langsomme, at det ville blive en uoverskuelig opgave
at beregne alle data.
Alt i alt har vi ud fra bogen dannet os et billede af, at mennesker og computere
ifølge Kurzweil besidder mange egenskaber, der er meget forskellige, men at begge
parter har evner, der gør, at deres fulde kapacitet ligger på nogenlunde samme niveau.
32
Mikkel Willum Johansen
”Kunstig intelligens”
Ovenævnte overskrift er titlen på en bog skrevet af Johansen. Hvis man spørger Jo-
hansen, om det er et muligt scenarie, at robotter indenfor en kortere årrække kommer
på lige fod med menneskeheden, så vil han sige nej. Johansen knytter sig meget til
eksempler på robotter, som på sin vis er succesfulde inden for deres specifikke felt.
Han tager disse eksempler op og diskuterer dem ud fra deres succes. For eksempel
William Walters primitive robotter. Egentlig lignede og fungerede de mest som små
insekter, men det specielle ved robotterne var, at de til en vis grad interagerede fint
med hinanden og verden. Walters robotter havde dog alligevel store mangler. Grun-
den hertil var, at mennesket har et uoverskueligt register af evner – bevidste eller
ubevidste. Ud fra disse eksempler, og hans diskussion af emnerne indenfor den men-
neskelige tænkning og kunstig intelligens, kommer Johansen frem til, at det er enormt
kompliceret at kortlægge disse menneskelige karakteristika og i forlængelse skabe en
robot, der vil være et menneske identisk. Intelligens betegner han således:
Intelligens består i lige så høj grad i det at kunne lære af sine erfaringer, i at
være fantasifuld, i at vekselvirke med et miljø, i at kunne manøvrere i en social
kontekst og i at forstå og bruge sin krop effektivt. En vis regnekraft er en
nødvendighed for intelligens, men regnekraft i sig selv gør det ikke.
(Johansen 2003:116)
Den klassiske kunstige intelligens og den nye kunstige intelligens er to forskellige
fremgangsmåder og paradigmer af det at skabe intelligens, og hvad intelligens er –
men endnu har ingen ramt et tilfredsstillende resultat, nemlig et intelligent system på
lige fod med mennesket. Forskere og robotudviklere er løbet ind i en række proble-
mer undervejs i processen.
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Turing-testen
Alan Turing var en britisk matematiker, der inspireret af computeres pontentiale,
kreerede et tankeeksperiment. Dette blev kaldt Turing-testen. Testen var baseret på
hans teoretiske turingmaskine, der beviste, at computere, så længe de har tid og
hukommelse nok, kan beregne ting, som andre maskiner kan (Johansen 2003:11-12).
Turing var også en af de første mennesker til at forstå computeren som en tænkende
enhed. Turing-testen skulle bevise, om en computer kunne tænke eller ej. Testen gik
ud på, at en eksaminator skulle stille en computer og et menneske en række
spørgsmål. Dette skulle foregå på skrift. Ved at svare på spørgsmålene, også på skrift,
skulle computeren så overbevise eksaminatoren om, at den var mennesket. Hvis en
computer var i stand til dette, kunne den tænke (Johansen 2003:12). Turing-testen har
vist sig at blive en meget central skikkelse indenfor robotforskning. Johansen
kritiserer dog denne test for at være meget begrænset i forhold til det at skabe
menneskelig intelligens. Han skriver:
Computeren har ikke en krop, og skal ikke vise eksamninatoren hvordan man
bruger én. […] men skal bare kunne fortælle, hvordan man gør […] Det eneste
computeren skal kunne ligeså godt som et menneske, er at spille skak […] og
andre helt regelbundne aktiviteter (Johansen 2003:13)
Det kinesiske værelse
Johansen nævner i sin bog blandt andet tankeeksperimentet, der kaldes det kinesiske
værelse. Tankeeksperimentet er blevet skabt af John Searle, der påstod, at computere
aldrig ville kunne opnå forståelse på samme måde som os mennesker. Kort fortalt går
det kinesiske værelse ud på at placere en person i et rum. Denne person kan hverken
læse eller forstå kinesisk. Han får udleveret et antal kinesiske tegn og bliver udstyret
med en manual på sit eget sprog, hvori han kan læse sig frem til, hvordan disse tegn
skal sættes sammen. Målet er at konstruere sætninger, der giver mening for de kinese-
re, der står uden for rummet. Dette kan sagtens lade sig gøre. Ved hjælp af manualen
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kan personen i rummet gøre sig forståelig for de kinesere, der står uden for rummet.
Han skal bare bruge manualen til at konstruere kinesiske sætninger. For kineserne ser
det ud som om, at personen i rummet rent faktisk forstår kinesisk. Men selvom per-
sonen sætter tegnene rigtigt sammen, giver de stadig ligeså lidt mening for ham selv
som i starten (Johansen 2003:43-44).
Dette tankeeksperiment er en analogi på funktionerne i en computer. Personen i
rummet skal forestille at være computeren, og manualen skal forestille computerens
programmering. De kinesiske tegn er inputs fra brugeren (kineserne), og de kinesiske
sætninger, der kommer ud, er de outputs, der er resultatet af brugerens inputs. Searles
argument er, at selvom personen indenfor døren kan gøre sig forståelig på kinesisk,
forstår han stadig ikke selv kinesisk. Med andre ord: En computer kan give udtryk for
forståelse, men i virkeligheden forstår den ingenting.
De tegn og symboler computere manipulerer med vil simpelthen aldrig nogensinde
have samme betydning for en computer, som ord og begreber har for mennesket.
Derfor kan computere ikke besidde egentlig forståelse, men vil allerhøjest simulere
fænomenet. (Johansen 2003:43)
Johansen nævner dette tankeeksperiment i sin bog og kritiserer det (Johansen
2003:46); han påstår at Searles argument er for stærkt. Hvis Searles argument bliver
sat på spidsen, så påstår han, at systemer, der kun kan handle ud fra strenge regler,
ikke kan opnå ægte forståelse. Men Johansen sætter argumentet i forhold til menne-
skets hjerne. Hjernen er ligesom computeren et system, der handler ud fra fysikkens
love, hvilke kan betragtes som værende strenge. Selvom hjernen fungerer sådan, be-
sidder mennesker stadig forståelse for betydning.
Konnektionisme
Den konnektionistiske idé byggede på en efterligning af måden, hjernen udfører
beregninger på. ”Den grundlæggende idé for konnektionismen er som sagt at tage
hjernens biologi alvorligt” (Johansen 2003:26). Hjernen ses som et netværk, der
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udfører beregninger gennem neuronforbindelser. Forskerne inden for dette felt skulle
altså forsøge at genskabe systemet som et kunstigt netværk med udgangspunkt i den
beregningsenhed, de anså hjernen for at være. Det ideale mål var, at man gennem
denne forskning kunne opnå større indsigt i hjernens netværk og dermed komme
tættere på at bygge et kunstigt intelligent system.
Den simple version bestod i, at den kunstige hjerne var sat sammen af en mængde
beregningsenheder. En model, der skulle svare til hjernens neuroner. På et givent
signal udefra kunne enhedernes aktivitet falde eller stige. Kom aktiveringsgraden i en
enhed til en maksimum, ville den ’slå til’ eller ’tændes’, og det ville efterfølgende
begynde at sende et signal, der mindede tilstrækkeligt om hjernens neuroner
(Johansen 2003:27).
Med andre ord har forskere indenfor konnektionismen forsøgt at efterligne den
menneskelige hjerne.Undervejs fandt de ud af, at denne metode gjorde det muligt, at
lagre hukommelse i enhederne. Denne hukommelse svarer til det, som vi mennesker
kalder erfaring. Dette betød, at man nu havde fundet et fokus: Indlæring. Ved hjælp
af denne konnektionistiske tilgang kunne man efterligne menneskehjernens evne til at
danne almenbegreber. Disse begreber er en væsentlig del af vores tænkning. Uden
begreber og kategorier ville vi ikke kunne forstå og beskrive vores ellers kaotiske
verden. Johansen mener, at konnektionismen med sine neurale net er inde på et
centralt emne i den menneskelige tænkning. Dog vil denne metode ikke kunne
fungere optimalt i en hverdagssituation (Johansen 2003:34-35). Hvis det
konnektionistiske system skal kunne efterligne en menneskehjerne, så skal systemet
bygges op af flere milliarder enheder. Hvis opgaven blev for kompliceret, så ville
instilligen af disse enheder blive en for stor opgave. Så det konnektionistiske system
kan altså virke optimalt, når det bliver bedt om at løse små, kontrollerede og simple
opgaver, der kun kræver få enheder (Johansen 2003:34-35).
Rammeproblemet
Et af de væsentligste problemer, som robotforskere er stødt på, er at få robotter til at
klare sig optimalt i en dynamisk verden. Johansen illustrerer med et eksempel: ”Når
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man vil flytte en tegneserie, kan man putte tegneserien i sin taske og derefter flytte
tasken”. (Johansen 2003:51) Her giver det sig selv for et menneske, at tegneserien au-
tomatisk flytter med. Men denne på overfladen simple handling er i virkeligheden
meget kompliceret. Flytningen af tasken kan have et utal af konsekvenser. Iltmoleky-
ler flytter sig, taskens placering i forhold til Mekka flytter sig osv. En computer har
svært ved at vælge, hvilke beregninger, der er relevante i forhold til situationen. Dette
problem kaldes rammeproblemet. Rammer skal forstås som den slags regler, der an-
giver den ramme af uforanderlighed, der omgiver enhver handling. (Johansen
2003:53)
Der er opstået mange forsøg på at løse rammeproblemet. For eksempel vil tilhæn-
gere af den klassiske kunstige intelligens løse problemet ved at indbygge en tro kopi
af den virkelige verden i ”hovedet” på computeren eller robotten. Kritikken af dette
består i, at mennesker heller ikke har en tro kopi af verden i hovedet, men alligevel
kan vi bevæge os rundt i den uden umiddelbare problemer. Den ”perfekte” og udy-
namiske verden er en utopi. (Johansen 2003:57)
Johansen opridser kort forskellen på computere og mennesker. Man kan se på for-
søg med robotter, der er blevet konstrueret til specifikke opgaver, at de generelt klarer
sig godt. Hvis robotten bliver instrueret og skal bevæge sig indenfor en simpel og me-
re statisk verden, så er problemerne små. Et eksempel kunne være skak. En specifik
opgave med specifikke regler, der ikke ændrer sig undervejs. Til gengæld er det
enormt svært for en robot at smøre en håndmad – som bogens undertitel også indike-
rer. Dette skyldes rammeproblemet, som vi mennesker kan navigere udenom uden at
tænke over det. Vi kan med andre ord så let som ingenting begå os i en dynamisk ver-
den, og vi klarer os godt i en generel verden, hvorimod de specifikke opgaver som et
skakspil kan slå de fleste mennesker ud. (Johansen 2003:59)
Klassisk og ny kunstig intelligens
Mentalisme og interaktionisme er to retninger, der er opstået i forsøget på at skabe
kunstig intelligens. Kort fortalt er mentalisme en anskuelse af kunstig intelligens som
noget, der foregår i hovedet. Her er der fokus på abstrakt tænkning, som er en nød-
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vendighed for at danne rutiner, forbedre dem og ændre dem, når noget ikke går som
det plejer (Johansen 2003:106). Planlægning er også en vigtig del i et menneskes
tænkning. Enhver handling, som vi foretager os, er blevet overvejet og forudset. Hvis
man er på vej fra A til B, så har man allerede lagt en plan for, hvordan man skal nå sit
mål. Mentalisterne skelner meget skarpt imellem det at planlægge og udføre planen.
Planlægningen af en handling bliver udført, og først derefter kan planen udføres me-
kanisk. Robotten, der vandt over stormesteren i skak, er et godt eksempel på dette.
Robotten kunne bevæge sig inden for en meget fastlåst ramme og kunne derfor ud-
regne mulige handlinger og deres udfald. (Johansen 2003:97)
Men denne robot ville ikke kunne fungere i en dynamisk verden. Den verden, vi
mennesker bevæger os i, er både uforudsigelig og foranderlig. Her kommer mentalis-
men til kort. Hvis man lægger en plan, der ikke kan ændres, kan man ikke tage højde
for eventuelle forhindringer eller uventede situationer. Mentalismen er en objektiver-
ende tilgang. Johansen forestiller sig et fodboldspil. Før en fodboldkamp går træneren
igennem strategien for kampen. Her er modstanderne blevet objektiviseret til en rød
magnet på en tavle. ”Spilleren-jeg-skal-drible-uden-om” er blevet forvandlet til ”Spil-
ler nr. 3” for at hjælpe til overskueligheden og forståelsen (Johansen 2003:104).
Den klassiske kunstige intelligens arbejdede ud fra denne mentalistiske tilgang.
Man mente, at hvis man tilføjede tilstrækkelig viden til et system, så ville dette sy-
stem blive intelligent. Men at skabe en intelligens på denne måde, der kan gebærde
sig på lige fod med mennesket, kunne ikke lade sig gøre. Disse robotter, der egentligt
var afsondrede fra omverden, havde store problemer med at klare sig i den fysiske
virkelighed (Johansen 2003:97).
En anden og nyere tilgang opstod i forskningen, nemlig den nye kunstige intelli-
gens. Her gik man væk fra den mentalistiske tankegang om, at tænkning udelukkende
foregik i hjernen, da dette viste sig at give store problemer. Inspireret af insekter og
deres måde at interagere med omverden på, gik man i gang med at forske i, hvordan
man kunne få robotter til at styre uden om pludselige og uforudsete forhindringer,
finde sin egen vej, planlægge løbende osv. Med andre ord: Begå sig i en dynamisk
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verden. Denne nye tilgang byggede på interaktionistiske principper (Johansen
2003:103). Fokuspunktet var flyttet væk fra tænkning og forståelse.
Disse robotter lavede planlægning som deres forgængere. Men skellet mellem den
planlæggende enhed og den udførende enhed var udvisket. Tilgangen til selve plan-
lægningen var også ændret. Mentalisterne går ud fra, at systemet skal have en færdig
plan, før den kan udføre en handling. Interaktionisterne fik systemet til at handle
umiddelbart, når behovet bød sig. I stedet for at stoppe op og tænke, hver gang planen
blev ændret, skabte den planen i takt med handlingen. Her tog man også højde for, at
planer for mennesker ikke virker som strenge love, der absolut skal overholdes, men
snarere som en af mange ressourcer man kan trække på for at tage en beslutning (Jo-
hansen 2003:100).
Johansen er hverken tilhænger af mentalismen, interaktionismen, klassisk eller ny
kunstig intelligens. Han har kritiseret mentalismen, men mener samtidigt også den
har et væsentligt fokus:
Et kunstigt system, der kan klare sig lige så godt og handle lige så intelligent
som os, vil have svært ved at nøjes med den brugende tilgang til verden, som in-
teraktionismen lægger så stor vægt på (Johansen 2003:105)
Interaktionistisk skabte robotter kan ikke opnå nogen form for forståelse, der kan
nærme sig et menneskeligt niveau. De handler umiddelbart efter situationen og har
intet overblik. ”Interaktionismen er en alternativ beskrivelsesramme der betoner
nogle andre aspekter af det at være et menneske end mentalismen, ikke en
udtømmende beskrivelse” (Johansen 2003:103). Han kritiserer begge paradigmer og
mener, at vi mennesker konstant veksler mellem en interaktionistisk og en mentali-
stisk måde at handle på. Dermed mener han, at begge paradigmer har fat i en vigtig
del af den kunstige intelligens.
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Sprog og forståelse
Vi menneskers virkelighedsopfattelse er ifølge Johansen skabt af vores sprog og
vores brug af metaforer i sproget. Vi bruger metaforer til at forstå noget ellers
uhåndgribeligt og abstrakt. Vi har en evne til at overføre viden fra vores fysiske
verden og trække på kropslige erfaringer for at kunne forstå de abstrakte begreber.
Johansen opstiller et eksempel, der handler om et af de mest abstrakte begreber i
vores hverdag, nemlig tid. Tiden kan for eksempel betegnes som en vej, der ligger
foran en, eller en cirkel med visere. Metaforerne og sproget er også nødvendige for
vores forståelse af omverden. Johansen beretter om en amerikansk stamme, der ikke
har samme opfattelse af tid som andre. De opfatter ikke tid som en ressource, som
man har meget eller lidt af. ”Et udtryk som ’jeg havde ikke tid til det’ bliver hos dem
til ’min sti gik ikke den vej’” (Johansen 2003:108).
Metaforer er altså nøvendige for at forstå omverden, og vores opstillede metaforer
bygger på en kropslig erfaring. Derfor kan systemer uden kropslig erfaring ikke have
virkelig forståelse. Det ville også være umuligt at lære robotter at forstå metaforer på
mentalistisk vis. Sproget er simpelthen for komplekst til, at man kunne kortlægge det
og lagre det i en robot.
Luc Steel har i denne ånd udført en række forsøg med små robotter, der opbygger
et fællessprog. Dette gøres ved en indbyrdes interaktion. De navngiver forskellige
objekter i et rum og sanseinddeler dem. Hvis de finder en genstand, der er lysere end
væggen bagved den, så kan den inddele den i en kategori. Efterhånden som
objekterne bliver opdaget, så bliver de finere og finere inddelt. De bliver
programmeret til at navngive disse objekter og udveksler deres erfaringer med
hinanden. Herefter vil de navne, der ikke bliver brugt så meget som andre, langsomt
blive frasorteret, og på den måde kan de skabe deres eget fælles sprog og
virkelighedsopfattelse (Johansen 2003:111).
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Fremtiden
Johansen advarer imod fremskrivninger af udviklingen. En computers regnekraft
bliver udvidet og mangedoblet. Mange forskere har set denne udvikling, og hvor den
bærer hen: Hvis computerens regnekraft vil blive større, overgår den menneskets
regnekraft om 30-40 år (Johansen 2003:115). Men Johansen advarer imod at betragte
intelligens som beregning.
Intelligens består i lige så høj grad i det at kunne lære af sine erfaringer, i at
være fantasifuld, i at vekselvirke med et miljø, i at kunne manøvrere i en social
kontekst og i at forstå og bruge sin krop effektivt. En vis regnekraft er en
nødvendighed for intelligens, men regnekraft i sig selv gør det ikke (Johansen
2003:116).
Johansen mener ikke, at vi kan regne med at se en robot, der efterligner et
menneske så godt, at man næsten ikke ville kunne se forskel, i en nær fremtid. Der
mangler for mange brikker i puslespillet. Han forklarer med en analogi om et
højhus. Hvis man skulle bygge et højhus, der var tusind gange så højt som Empire
State Building, så ville man ikke bare mangle matrialer. Man skulle opfinde helt
nye metoder, bygningskonstruktioner og større kraner. Til sidst kan man måske
risikere at opdage, at det simpelthen ikke kan lade sig gøre. Med det mener han, at
man bliver nødt til at ændre i sin tilgang, hvis man vil skabe kunstig intelligens.
Det er ikke nok at samle brikker i puslespillet.
I bogen skildrer Johansen sine holdninger og diskuterer presserende emner forbundet
med kunstig intelligens. Men for at kunne gå i dybden med emnet valgte vi at inter-
viewe ham for at få en uddybning og svar på en række spørgsmål, der ikke var til at
finde i bogen. Det følgende er en sammenfatning af interviewet med Mikkel Willum
Johansen (se bilag A).
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Symbolik og matematik
Som Johansen selv nævner, så har han arbejdet med emnet på et forholdsvist over-
ordnet plan. Dog nævner han, at han mest har forsket i kognitionsvidenskaben. I den-
ne har man opdaget, at computere, i modsætning til hvad mange tror, ikke er særligt
gode til matematik (Bilag A, side 1). Computere kan selvfølgelig godt løse regne-
stykker og ligninger, men de har store problemer, når de skal formulere og bevise
matematiske sætninger, som er teorien bag alle udregninger, og som matematiske for-
skere udelukkende beskæftiger sig med. Johansen forklarer, at computere højest kan
måle sig med en førsteårsstuderende, når de skal udøve avanceret matematik, hvilket
strider imod, hvad forskerne tilbage i 1950´erne spåede om den nærmeste fremtid
(Bilag A, side 2).
Årsagen til menneskets overlegenhed i den teoretiske side af matematikken er føl-
gende: For det første kan mennesket med lethed anvende viden fra forskellige gen-
standsfelter og anvende det på nye måder. Med andre ord har vi en opfindsomhed,
som computere ikke har. Niels Bohr sammenlignede atomet med solsystemet, da dis-
se har nogle af de samme træk. Til gengæld minder de slet ikke om hinanden på
mange andre punkter. Dette viser, at mennesker er i stand til at overføre viden fra et
felt til et andet, samtidig med at andre mennesker kan forstå denne lignelse. Dette
princip benyttes også i matematikken, blandt andet når man erstatter et ukendt tal
med bogstaver.
En anden ting er, at mennesker kan danne kategorier og højere ordensbegreber.
Med dette menes der, at vi mennesker har en evne til at danne nye begreber ud fra al-
lerede eksisterende. For eksempel kan en trekant beskrives som halvdelen af en fir-
kant; her er firkanten ordensbegrebet, mens begrebet trekant er lavet ud fra begrebet
firkant. Det at lave nye begreber er i sig selv et område, som robotter ikke mestrer
endnu. (Bilag A, 3).
Det at kategorisere omverdenen og inddele den i underordninger, ligger meget cen-
tralt i den menneskelige psyke. Johansen mener, at vi mennesker fortolker alt det,
som vi optager, gennem sanserne for at kunne placere det i kasser. Et bevis kunne
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være, når vi navngiver og ser forskel på farver. Johansen mener, at dette var et af de
forhold, som de første forskere ind for kunstig intelligens undervurderede, da de prø-
vede at skabe intelligens; computerne kan ikke umiddelbart forstå vores kategorise-
ringer. Desuden har de heller ikke evnen til at opfinde nye begreber, når der opstår en
ny situation eller genstand, hvilket gør os mennesker i stand til at forholde os til og
forbedre beskrivelsen af denne genstand (Bilag A, s. 4).
Endnu en væsentlig faktor er, at vi kan løse problemer ved at omfortolke dem, ved for
eksempel at forenkle abstrakte begreber, eller visualisere komplicerede opgaver som
talregning. Hvis man spiller kryds og bolle, er det nemmere for os at forestille os spil-
let, hvis vi tegner det. Desuden løser vi også matematiske problemer ved at opfinde
symboler, f.eks. beskriver x et ukendt tal, og dele af ligninger reduceres til et enkelt
symbol for at gøre ligningen simplere i udseende (Bilag A, 5). Denne evne kalder han
metakognitioner, dvs. at vi er i stand til at forstå vores egne styrker og svagheder og
derved kunne ændre et problem, så vi bedre kan løse det og skabe metoder, også kal-
det kognitive artefakter eller kognitive redskaber, til at løse det (Bilag A, s. 6).
En af de mest udbredte metoder til at løse problemer er, ifølge Johansen, at trække
på erfaringer fra den rummelige og fysisk virkelige verden. Dette ses netop, når man
tegner problemet og derved konkretiserer det, så det er nemmere at forstå og løse (Bi-
lag A, s. 6). Johansen nævner, at computere ikke kan gøre alle førnævnte ting, fordi
det kræver en selverkendelse at kunne reflektere over et problem. Dette kræver, at
man reflekterer over sine egne evner. Med andre ord er forskellen mellem menneske
og maskine i dette tilfælde, hvor central kroppen er i menneskets opfattelse af virke-
ligheden og vores måde at tænke på (Bilag A, 7).
Kunstig intelligens opstod ud fra en matematisk filosofi, der kaldes for formalisme.
Denne filosofi går ud på, at al matematik foregår via symboler, som er indiskutable
og objektive. Ifølge denne tankegang er matematik meget konkret, og derfor er det
muligt for computersystemer at lære matematik. Formalismen er senere hen blevet
falsificeret, da en stor del af matematikken bliver løst og opfundet via intuition, hvor
man prøver sig frem, indtil man får resultater (Bilag A, 8).
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En ny stamme i udviklingen inden for kunstig intelligens er genetiske algoritmer. Jo-
hansen taler om, at ideen med disse algoritmer er at skabe programmer, der kan ud-
vikle sig selv uden påvirkning fra forskerne selv. Det eneste forskerne gør, er at få
programmerne til at forsøge at løse et bestemt problem. De mest succesfulde af disse
programmer får herefter lov til at kopiere og mutere sig selv. Formålet med disse al-
goritmer er hermed at efterligne den biologiske evolution. Problemet med algorit-
merne er dog, at det er svært at afgøre, hvilke algoritmer, der har løst problemet
bedst, især når problemerne bliver mere komplicerede. Udover dette sker det også, at
ingen af programmerne løser problemet (Bilag A, 9-10). På trods af disse problemer
mener Johansen, at selvprogrammering til dels er vejen videre, men han understreger
dog, at metoden ikke er god nok endnu.
Et lignende forsøg, som Johansen skriver mere om i sin bog ”Kunstig Intelligens”
side 111, er et forsøg af en forsker ved navn Luc Steel, hvor han forsøger at få robot-
ter til selv at navngive genstande i et forsøgsrum. Pointen med dette er, at robotterne
selv skal skabe et sprog ud fra deres egen verdensopfattelse (Bilag A, 10). Som Jo-
hansen selv siger det: ”… at kategorisystemet netop skal være relevant for den en-
kelte organisme…” (Bilag A, 10).
Johansen kritiserer sin egen bog en anelse. Han mener han fokuserer for meget på au-
tonome robotter, altså robotter som udelukkende reagerer via sensorer, men som ikke
kan lave særligt mange beregninger. Ifølge ham burde han nævne, at maskiner, der
kan løse en lang række problemer ved at tænke og planlægge, i virkeligheden er lige
så nyttige, bare til andre problemtyper. Det er umiddelbart nemmere for den først-
nævnte type af robotter at klare sig i hverdagen, hvilket fik ham til at sige, at den
slags robotter er at foretrække, når man arbejder med kunstig intelligens; Et intelli-
gent væsen skal kunne være i stand til begge ting (Bilag A, 11). Et eksempel på dette
er Googles selvkørende biler, da disse både kan reagere i nuet uden at skulle kalkule-
re mulige situationer og udfald i flere minutter, samtidigt med, at de kan planlægge
fremad i form af ruter og mulige problemer (Bilag A, 11-12).
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Følelser og emotion
Når det handler om emotion, deriblandt følelser, mener Johansen, at den eneste måde
vi kan gætte på, hvad en anden person føler indeni, er ved at sammenligne denne per-
sons ydre reaktioner med ens egne. På denne måde kan mennesker få indsigt i andre
menneskers følelser, men det enkelte menneske kan ikke direkte se den andens følel-
ser. Vi som mennesker går automatisk ud fra, at en bestemt følelse kommer til udtryk
på samme måde hos andre, som hos os selv. Dette vil umiddelbart betyde, at en com-
puter eller robot kan virke emotionel, så længe den kan simulere emotioner på en
overbevisende måde. Desuden anerkender Johansen, at kommunikationen mellem ro-
bot og menneske først kan ligne kommunikationen mellem menneske og menneske,
når robotterne kan simulere emotion (Bilag A, 13-14).
Ellers mener Johansen, at emotionsforskningen er så ny, at der ikke findes til-
strækkeligt konkrete svar på, hvad emotion er. Det tyder dog på, at emotioner spiller
en stor rolle i den menneskelige kommunikation. Ydermere lader emotion også til at
have en stor indflydelse på menneskets verdensopfattelse. Johansen bruger sult som
eksempel: når et menneske bliver sulten, så begynder det automatisk at give maden i
omgivelserne større opmærksomhed end andre genstande (Bilag A, 14).
Hvad er en robot?
Johansen forklarer, at der ikke findes nogen klar definition på en robot. Oftest define-
rer man en robot som en maskine, der kan interagere med omverdenen. Den har sen-
sorer og kan køre programmer, der fortæller den, hvordan den skal handle. Ud fra
denne definition er en opvaskemaskine dog også en robot, så definitionen kommer an
på sammenhængen. Rent praktisk lader det dog til, at forskellen mellem en robot og
en computer er bevægeligheden. Udtrykket robot bliver dog benyttet i flæng. Johan-
sen nævner chatrobotter, som er en betegnelse for en fiktiv karakter på internettet,
man kan chatte med (Bilag A, 15). Så ordet robot kan også tilegnes fænomener, der
så at sige ikke bevæger sig i en fysisk verden.
Ud fra denne definition kan man konkludere, at forskellen mellem en robot og en
computer i virkeligheden ikke er intelligensen, men snarere kroppen eller ”personen”.
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Både computere og robotter kan rent teoretisk få intelligens. Omvendt så kaldes for-
skellige computerprogrammer for robotter, selvom de ikke bevæger sig i den virke-
lige verden. Forskellen på robotter og computere er derfor ikke teoretisk skarpt af-
grænset, men den generelle opfattelse af disse to er tydelig. Robotten er typisk en
computer med en ”krop”, der gør den autonomt mobil, hvorimod computeren er et
stationært system, der reagerer på brugerens inputs (Bilag A, 16).
Det frie valg
Hvis det i fremtiden bliver muligt at programmere robotter til at have frie valg, så er
spørgsmålet, om dette frie valg giver dem muligheden for at vælge de regler fra, som
programmeringen ellers giver dem. Johansen siger i interviewet, at robotter, der fær-
des i den virkelige verden, altid skal være i stand til at tænke uafhængigt af menne-
sker. Dette sker allerede i et begrænset omfang i blandt andet robotstøvsugere, hvor
den ofte selv skal vælge, hvilken retning den vil køre i. (Bilag A, 17).
I virkeligheden er frit valg ikke en nødvendighed for at robotter laver noget, som
de ikke burde. Ifølge Johansen er de processer og systemer, der findes i computere, så
komplekse, at der sommetider opstår fejl, der får computerne til at gå ned eller gøre
noget andet, end hvad programmeringen tilskriver dem. Dette er også et problem,
hvis programmer lavet af genetiske algoritmer bliver brugt i praksis. Johansen påstår,
at det er meget muligt, at de vil udvikle sig til at fungere på uhensigtsmæssige måder
(Bilag A, 17).
Når frit valg bliver benyttet i denne sammenhæng, er det dog på metaforisk vis, da
computere aldrig selv vælger noget, men udelukkende gør, som de bliver programme-
ret til. Den vil derfor aldrig gøre noget, som ikke er en del af programmeringen. Til
gengæld taler Johansen om, at robotterne kan tilpasse sig, adaptere, alt efter situatio-
nen. Johansen understreger dog, at dette ikke nødvendigvis betyder, at robotten har
frit valg. Den er såmænd programmeret til at udvikle sig (Bilag A, 19).
Dette betyder, at det frygtede og omdiskuterede fremtidsscenarie, hvor robotter
overtager magten over menneskeheden ikke vil ske, medmindre de bliver direkte pro-
grammeret til det. Dog skal man passe på med at lave den slags scenarier i det hele
46
taget, da man ikke er nået langt nok i robotforskningen til at kunne udregne overbevi-
sende scenarier, som omhandler så intelligente robotter (Bilag A, 19).
Sprog
En af de vigtigste grunde til, at computere har haft så svært ved at lære vores sprog
er, at vores sprog fundamentalt bygger på vores livsopfattelse. Vores sprog er fyldt
med kognitive metaforer, kognitiv semantik og andre forhold, der er et produkt af vo-
res verdensopfattelse (Bilag A, s. 20). Johansen mener, at robotforskerne fra
1950´erne og 1960´erne undervurderede dette forhold, da de prøvede at skabe intelli-
gens. De troede, at sproget var objektivt, men i virkeligheden er det subjektivt (Bilag
A, 21).
Skabelsen af kunstig intelligens ligger altså så langt ude i fremtiden, at de fleste for-
skere ikke kan udregne cirka, hvornår vi vil skabe det. Der har dog været masser af
hypoteser, for eksempel Ray Kurzweils tanker omkring kunstig intelligens. På grund
af manglen på håndgribelige resultater af kunstig intelligens eksisterer der heller in-
gen organisationer, der direkte protesterer mod skabelsen af kunstig intelligens (Bilag
A, 24).
Interaktionisme og mentalisme
Til sidst i interviewet forklarer Johansen kort sin holdning til mentalismen og interak-
tionismen. Han mener, at den menneskelige intelligens er unik, da mennesket kan ta-
ge stilling til, om et specifikt problem skal løses via mentale modeller i hovedet eller
ved at interagere med nogle redskaber for at løse problemet. Kort sagt: Begge meto-
der benyttes alt efter den pågældende situation (Bilag A, 23-24). Opgaven er at vur-
dere, hvornår vi skal benytte os af den ene og den anden tilgang, men det ser menne-
sker ud til at klare optimalt. Det er dog denne opgave, som robotter har svært ved.
Generelt mener Johansen, at udviklingen i teknologi og en eventuelt udvikling af
kunstig intelligens sagtens kan ændre, hvad det vil sige at være menneske, blandt
andet fordi begrebet menneske alligevel udvikles konstant. Mennesket som art og
47
vores opfattelse af os selv vil altid forandres gennem tiden, alt efter hvordan vores
miljø ser ud (Bilag A, 26-27).
Samtidig har den teknologiske udvikling den konsekvens, at mennesket kan få eks-
tra kapacitet i hjernen til at varetage andre opgaver. Johansen opsætter et eksempel
med en iPhone. Fordi vi har outsourcet opgaven at finde vej fra A til B til vores
iPhone, skal vi nu ikke selv bruge hjernekraft på den opgave. Dette efterlader mere
hukommelse i hjernen til, at vi kan varetage andre opgaver og beskæftige os med an-
dre ting. Dette anser han som positivt. Johansen mener, at denne nye ”plads” kan væ-
re et skridt på evolutionen. Det kan gøre det muligt for mennesket som race at udvik-
le sig (Bilag A, 27-28).
Opsummering
Johansen mener, at menneskeheden endnu har meget arbejde foran sig for at skabe
kunstig intelligens. I bogen beskriver han mange af de problemer, som udviklere stø-
der på i processen. Nogle eksempler han benytter peger i samme retning. Mange ud-
viklere har en forkert tilgang til emnet. Der er både mangler i opfattelsen af den klas-
siske og den nye kunstige intelligens, i mentalismen og i interaktionismen.
Johansen tager afstand fra den mentalistiske anskuelse af intelligens. Hvis det stod
til mentalisterne, så krævede det at skabe kunstig intelligens blot, at man løste et me-
get stort vidensproblem. Hvis robotterne havde indprogrammeret alle tilgængelige
informationer og en statisk model af verden, så ville robotten groft sagt vise sig at
være det, som vi kan betegne som intelligent. Men ved at omtale andre problemer
som rammeproblemet, der ikke kan kategoriseres som et vidensproblem, så mener
han ikke, at dette kan lade sig gøre. Han tager dog også afstand til interaktionismen,
da han ikke mener, at dette kan føre til en intelligens, der ligner vores. Derimod ar-
gumenterer han for en hybrid af mentalisme, interaktionisme og konnektionisme og
sikkert også meget mere til. Klassisk kunstig intelligens fokuserer på abstrakt
tænkning, konnektionisme fokuserer på indlæring og ny kunstig intelligens fokuserer
på det at begå sig i verden. Johansen siger i interviewet, at han mener, at mennesket
er unikt, og da det formår at tage stilling til, om et problem skal løses via mentale
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modeller eller ved at interagere, og netop her kommer robotterne til kort, og det er et
problem, der skal løses i forskningen.
Johansen mener, at forskere gennem tiden har mødt en masse komplikationer i
forskningen inden for udviklingen i kunstig intelligens og robotter. Et eksempel er,
når menneskets egen verdensopfattelse gør det sværere at skabe kunstig intelligens.
Johansen tror derfor, at målet ligger for langt ude i fremtiden til, at man kan give et
kvalificeret bud på, hvornår og hvordan man skaber denne kunstige intelligens. For at
kunne nå målet er man nødt til at gå ad nogle andre veje og ændre i sin virkeligheds-
opfattelse. Dette betyder dog ikke, at der ikke er sket nogle gennembrud, især da
fokusset er flyttet fra ren regnekraft til egenskaben til at klare sig i hverdagen. Groft
sagt kan man sige, at man har bevæget sig fra en klassisk til en moderne tilgang til
kunstig intelligens. Menneskeracen er desuden i øjeblikket ved at udvikle sig i nye
retninger, hvilket vil gøre diskussionen uholdbar. De mennesker, der vil skabe intel-
ligens i fremtiden, er ikke de samme slags mennesker, som vi er i dag. Så Johansen
kan ikke se robotterne nå vores standard af tænkning i en nær fremtid. Men han kan
heller ikke udelukke, at det en dag sker. Det er jo det med fremtiden, man ved jo
aldrig.
Hovedpointen hos Johansen er, at der er så mange forskellige facetter af menne-
skets intelligens, og at mange endnu ikke er definerede. Derfor er det også svært at
kunne afgøre, hvordan man kan skabe en kunstig intelligens, der kan måle sig med
menneskets intelligens. John Searles tankeeksperiment om det kinesiske værelse
giver udtryk for, at computere ikke vil kunne opnå forståelse på samme måde som
mennesket, ligesom Johansen med sine tanker om sprog og metaforer påviser endnu
et aspekt, der kan virke meget uoverskueligt i forskningen i kunstig intelligens.
Selvom Turing-testen forsøger at måle den kunstige intelligens, så mener Johansen
altså ikke, at det kan lade sig gøre.
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Sammenligning af Johansen og Kurzweil
Sammenligning: Rekursive formler og mentalisme
Der synes at være fundamentale ligheder, når Kurzweil omtaler den rekursive
formel som paradigme, og når Johansen taler om mentalisme som værende en del af
den klassiske kunstige intelligens. Begge tager udgangspunkt i behandlingen af
problemer, der foregår inden for meget klare rammer, noget ”veldefineret” med
Kurzweils ord og noget ”forudsigeligt” med Johansens ord. De bruger også begge
skakspillet som et eksempel, der kan fremhæve de positive sider af denne form for
intelligens, for så snart reglerne for planlægning er helt klare, så kan alle relevante
beregninger foretages med det samme. Dette er også grunden til, at Kurzweil
betragter den rekursive formel som værende god til ”afsøgning af mange
kombinationsmuligheder” (Kurzweil 2001:109) inden den tager næste skridt i
processen. Planlægning og udførelse af den plan er altså adskilte i denne
sammenhæng.
At mentalismen eller den rekursive formel i sig selv ikke kan fungere som
løsningen på en kunstig intelligens, der klarer sig lige så godt i en foranderlig verden
som vores, er både Johansen og Kurzweil enige i. Johansens eksempel på
rammeproblemet, hvor der lægges en tegneserie i en taske og tasken flyttes, hænger
sammen med Kurzweils holdning om, at vi ikke kan definere den komplekse sfære,
vi handler inden for. Der er simpelthen for mange variable i kaosdata, der endda kan
modsige hinanden, og på den måde er der på sin vis flere beregninger i at flytte
tasken end at spille skak.
[…] hvis et system skal tygge sig igennem alle de ikke-ændringer der ikke sker,
når noget ændrer sig, så koger den hurtigt over – i hvert fald hvis det befinder
sig i en dynamisk verden […] Problemer er altså ikke at opstille gode
rammeregler […] men tværtimod helt at undgå dem (Johansen 2003:54)
Hvor Kurzweil og Johansen virker til at være uenige er, om hvorvidt adskillelsen af
planlægning og udførelse af samme, er et problem i praksis. Det indebærer, at man
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ikke kan planlægge løbende, men at man – som Johansen forklarer det – må stoppe
op og endnu engang udtænke en gennemført plan, der skal føre programmet hele
vejen til det ønskede mål. I en foranderlig verden vil dette ske utallige gange og, på
grund af rammeproblemet, få en kunstig intelligens, der er skabt i mentalismens
billede, til at fremstå ufleksibel. ”Forandringerne sker løbende, og der er ingen, der
venter på, at [man] bliver færdig med at overveje, hvad [man] vil gøre” (Johansen
2003:97). Faktisk vil selv et spil skak have en sådan opbremsning, da Kurzweil
forklarer, at computeren med den rekursive formel danner et nyt hypotetisk
skakbræt ved hvert træk, hvorefter den udregner samtlige mulige træk og modtræk
herfra. Han fremhæver dog ikke dette som et problem. Ikke engang når det kommer
til Ray Kurzweil’s Cybernetic Poet (Redegørelse, Kurzweil s. 23), hvor uforudsete
hændelser endda kan få programmet til at gå baglæns mod udgangspunktet i stedet
for fremad mod målet, hvis det ender blindt i udarbejdningen af et digt og skal
genoverveje planen, og hvor det begyndte at gå galt. Da dette ikke er et problem i
Kurzweils øjne, skyldes det overbevisningen om at vi har computerkraft nok til at
udføre alle de beregninger, der mødes undervejs. ”For mange problemer er en nyere
PC fra omkring sidst i 1990’erne massiv nok”, skriver han. (Kurzweil 2001:107)
Der er altså uenighed omkring, om den ekstra mængde af beregninger er noget,
der ville sænke den kunstige intelligens i den virkelige verden. Hvad der både for
Kurzweil og Johansen er noget, man skal have for øje, er definitionsproblemet. Hos
Kurzweil er det ikke et problem, at den rekursive formel skal udføre beregninger
hele tiden, men at den ikke vil være klar over alle de relevante udregninger uden
gode definitioner, og at alt ikke er defineret fyldestgørende. Et skaktræk kan blive
uhensigtsmæssigt, hvis springerens bevægelsesmønster ikke er blevet forklaret
ordentligt. På den måde kan selv den mest gennemførte afsøgning af
kombinationsmuligheder blive mangelfuld.
Opsummering
Mentalisme og den rekursive formel har de ligheder, at det omhandler
problemløsning inden for meget klare rammer, hvor planlægning og udførelse af den
plan er adskilte. Inden for disse rammer kan et computerprogram udtænke alle
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logiske kombinationsmuligheder – fx alle mulige træk eller modtræk i et spil skak –
inden det næste skridt tages i processen, eller inden ”planen udføres”.
Johansen og Kurzweil er enige i, at der er et definitionsproblem, der kan
problematisere fastsættelsen af de faste rammer, som den kunstige intelligens skal
tænke inden for. Det er kaotisk at definere en meget foranderlig verden, som rammer
til et computerprogram.
Der er tilgengæld en uenighed i, om hvorvidt adskillelsen af planlægning og
udførelse af planen er et problem. Ifølge Johansen, så skal den kunstige intelligens
kunne planlægge løbende, hvis den ikke skal fremstå ufleksibel i en dynamisk
verden. Kurzweil mener derimod, at der er nok computerkraft til at beregne og
udtænke planen uden, at den af den grund virker langsommelig – hvis den fremstår
langsommelig, så er det på grund af definitionsproblemet.
Sammenligning: Sprogets betydning for intelligens
Johansen har det perspektiv, at sproget er med til at skabe vores virkelighedsopfat-
telse (Johansen 2003:108). Dette perspektiv passer med Sapir-Whorf-hypotesen om
lingvistisk relativitet. Især metaforer tillægger Johansen meget stor betydning, når det
kommer til intelligent tænkning.
Ifølge Johansen bruger mennesker metaforer for at blive i stand til at forstå betyd-
ningen af ellers abstrakte begreber (Johansen 2003:108). Denne opfattelse kan også
ses i generelle tekster, der behandler kognitiv semantik. Kasper Lezuik Hansen skri-
ver således:
Den kognitive semantik påstår […], at metaforen ikke bare afdækker nye sider
ved velkendte fænomener, men at metaforen er en forudsætning for overhovedet
at forstå fænomenet.(Lezuik 2006:4)
Men det vil så sige, at forskellige folkefærd med forskellige opfattelser af et begreb –
som f.eks. tid – vil have uoverensstemmende metaforer for begrebet. Den vestlige
verdens almene forståelse for tid som en ressource kan ses spejlet i vores metaforer
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om tid. Et eksempel er et velkendt udtryk som ””Jeg havde ikke tid til det”” (Johan-
sen 2003:108). Johansen omtaler et studie af en amerikansk stamme, der udtrykker en
anden opfattelse af tid i deres sprog og derfor ikke ville forstå betydningen af denne
velkendte vestlige metafor. (Johansen 2003:108)
Dette synspunkt ser vi også hos Benjamin Whorf, der selv har studeret amerikan-
ske stammer. Han mener ligeledes at have opdaget en alternativ forståelse for tid, da
han undersøgte forbindelsen mellem sprog og tænkning: ”Hopi[stammenavn] concep-
tualization of time […],he[Whorf] argued[,] contrasted with the conceptualization of
time […] in whathecalled ’Standards Average European’ languages” (Thomas
2011:197)
Der ses altså et overordnet sammenhæng mellem Johansen og Whorfs måder at an-
skue sprogets rolle for ens virkelighedsopfattelse på, og denne anskuelse indretter sig
under feltet kognitiv semantik. Her placerer Kurzweil sig væsentligt udenfor. Som
nævnt behandler han også emnet sprog og i den forbindelse også metaforer, og selv-
om han tillægger sproget vigtighed, snakker han ikke om det som noget, der er afgø-
rende for dannelsen af ens virkelighedsbillede. Metaforer virker for Kurzweil heller
ikke som noget, der er med til at udvide forståelsen for komplekse begreber. Når han
snakker om sproget og dets metaforer handler det mere om at kunne forklare sproget
end at kunne forstå det. Det sproglige mål for en computer med kunstig intelligens er,
at den er forklarende frem for forstående. I hans eksempel med computeren, der skal
tolke metaforen ”time flieslike an arrow” hvor han præsenterer de forskellige svarmu-
ligheder, mener han, at den sproglige misforståelse kan løses ved at udstyre compute-
ren med tilstrækkelig viden til at forklare metaforen (Kurzweil 1999:121). Om det, at
computeren er i stand til at forklare metaforen, også betyder, at den kan forstå den, er
ikke et spørgsmål Kurzweil forholder sig til i sin bog. Og netop denne udeladelse
kunne tyde på, at han ikke finder denne del vigtig. Det virker som om, det i Kurz-
weils øjne er tilstrækkeligt, at computeren kan simulere forståelse. Her kan der drages
paralleller til Evans emotionsteori og Turing-testen. For Kurzweil er det tilsyneladen-
de ikke en relevant diskussion, om computeren er intelligent, hvis den virker intelli-
gent. Hvis den virker intelligent, vil den også kunne betegnes som værende intelligent
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(Evans 2003:102-103) – og det er det mest centrale. Kurzweil er da også af den opfat-
telse, at en intelligent computer vil bestå Turing-testen i 2029 (Kurzweil 2002).
Opsummering
Kurzweil og Johansen har to meget forskellige måder at forholde sig til sprogets rolle
for intelligens på. Johansen påpeger sproget – nærmere betegnet metaforer – som
værende af essentiel betydning for et intelligent væsens virkelighedsopfattelse, et syn
han deler med Whorf. Metaforer hjælper os til at forstå abstrakte begreber, og derfor
er det afgørende, at vi er i stand til at tyde deres mening. Kurzweil anerkender, at
metaforer er en stor del af sproget, som også er vigtigt, men han gør ikke meget ud af,
at computerne skal forstå metaforene. Så længe de kan komme med logiske bud på,
hvad metaforerne betyder – bare de kan simulere forståelse – er det irrelevant, om de
egentlig forstår betydningen af det, de logisk har regnet sig frem til.
Deres meget forskellige opfattelser af sprog skyldes deres meget forskellige
opfattelse af intelligens. Det virker som om, Kurzweil anser intelligens’ centrale
egenskaber som værende logiske beregninger foretaget ud fra en enorm viden, hvor
Johansen derimod tillægger intelligens mere alsidige, bl.a. kropslige, egenskaber.
Sammenligning: Kroppens betydning for intelligens
Johansen er af den opfattelse, at kroppen spiller en afgørende rolle for forståelse af
metaforer, hvilket passer med en delvist interaktionistisk tankegang. Det gør den
fordi, vi trækker på kropslige erfaringer, når vi skaber metaforer; det kræver
oplevelser fra den fysiske verden for at forstå betydningen af abstrakte begreber
(Johansen 2003:108). Dette modsætter Kurzweil sig, idet hans tilgang er det
Johansen ville betegne som værende langt mere mentalistisk. Når han omtaler sprog,
nævnes kroppen slet ikke, så det bliver tydeligt, at han modsat Johansen slet ikke
forbinder de to størrelser.Betyder det at have en krop nødvendigvis noget for det
intelligente væsen i forhold til at begå sig i den dynamiske verden? Kurzweil og
Johansen er ikke helt enige. I hvert fald mener de, at kroppen er af forskellig
betydning. Kurzweil mener, at det er vigtigt at have en krop – dog ikke i forbindelse
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med selve skabelsen af intelligens. Problemet ved ikke at have en krop for robot er at
den skabte intelligens ikke ville være glad, den ville være ensom og deprimeret.
(Kurzweil 1999:170). Desuden er der det faktum, at hans bog hedder the Age of
Spiritual Machines, men der er ikke meget, han får omtalt denne spirit, ånden. Han
har et kapitel, der hedder Building New Brains (Kurzweil 1999:127), som efterfølges
af kapitlet …And Bodies(Kurzweil 1999:168) – men intet kapitel omhandler the
spirit.
I det hele taget er Kurzweil meget fokuseret på hjernen som kilde til intelligen-
sensmysterier.På et tidspunkt i kapitlet Building New Brains skriver han: “We-
don’tneed to simulate the entire evolution of the brain in order to tap the intri-
catesecrets it contains”(Kurzweil 1999:151). Det, der er det interessante her er, at
Kurzweil snakker om at udvinde hjernens hemmelighed, hvilket må formodes at være
intelligens. Og da han siger, at man ikke behøver at efterligne hele hjernens udvikling
til fulde for at udvinde dens hemmelighed, giver det et indtryk af, at intelligens lige
netop er at finde i hjernen ifølge Kurzweil. Meget kort efter – da han snakker om ”re-
verseengineering” – skriver han, at hjernen er ”the bestexamplewecangetourhands on
of an intelligent process”(Kurzweil 1999:151-152).Selveforløbetbeskriverhansåledes:
”This process will be rather like peeling an onion as each layer of human intelligence
is revealed“ (Kurzweil 1999:156). Også her omtaler Kurzweil intelligens som noget,
der sidder i hjernen. Alene det faktum, at han mener at kunne skabe kunstig intelli-
gens ved at kopiere menneskehjernen, giver læseren et indtryk af, at intelligens må
være at finde der. Der er ikke noget sted, hvor Kurzweil sætter direkte lighedstegn
mellem intelligens og hjernen, men hele vejen gennem bogen bliver det tydeligt, at
han har det, Johansen ville betegne som en mentalistisk tilgangsvinkel til emnet kun-
stig intelligens.
Johansen taler om det at have en krop i forhold til mentalisme og interaktionisme,
og den klassiske kunstig og ny kunstig intelligens. Mentalisme og den klassiske kun-
stige intelligens bygger på tænkning og forståelse. Man kan putte en masse viden ned
i et system, og ud fra nogle mønstre og regler er det meningen, at systemet skal kunne
handle. Mentalismen er altså en anskuelse af noget, der foregår inde i hovedet (Rede-
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gørelse, Johansen s. 37). Johansen siger i forlængelseheraf, at den verden, vi lever og
bevæger os i, både er uforudsigelig og foranderlig. Verden er dynamisk. Og derfor
argumenterer han for at robotter, der udelukkende bygger på tænkning og baserer de-
res ageren i verden på beregning, vil komme til kort (Redegørelse, Johansen s. 37) I
et skakspil er der ikke disse omtalte ukendte faktorer fra den dynamiske verden, der
kan spille ind. Der er et vist antal muligheder af træk, og derfor vil man kunne regne
alting ud på forhånd; man vil kunne planlægge alting. Men sådan fungerer verden ik-
ke, og det er her, mentalismens problem ligger ifølge Johansen (Redegørelse, Johan-
sen s. 38).
Interaktionismen derimod har udgangspunkt et helt andet sted end mentalismen. Må-
let inden for interaktionismen er, at computerne skal kunne interagere med hinanden,
styre uden om pludselige og uforudsete forhindringer, finde sin egen vej, planlægge
løbende osv. Med andre ord skal de kunne begå sig i en dynamisk verden. Ikke nød-
vendigvis ved hjælp at en stor viden (Redegørelse, Johansen s. 37) Kroppen er altså
her en nødvendighed, da den bruges til at kunne fungere i verden. Dette ligger langt
væk fra Kurzweils måde at anskue kroppens betydning på.
Johansen er dog ikke udelukkende tilhænger af den interaktionistiske eller menta-
listiske tankegang. Han påpeger, at der er fordele og ulemper ved begge(Redegørelse,
Johansen s. 38),og her kommer en af hans hovedpointer frem: At der er uendeligt
mange faktorer, der spiller ind i skabelsen af en robot, der skal kunne fungere i den
dynamiske verden. Den mentalistiske robot vil ikke kunne fungere i verden, da den
ikke har forståelsen for de uforudsigelige ændringer, der pludseligkan forekomme, og
den interaktionistiske robot har ikke tilstrækkelig forståelse(Redegørelse, Johansen s.
38).
Johansens holdninger passer her godt sammen med Howard Gardners teori om de
ni intelligenser. Mest fordi den giver et rigtig godt billede af, hvor meget der egentlig
spiller ind, når det kommer til intelligens. Det nytter ikke noget blot at være intelli-
gens på det matematiske område, for hvis ikke man kan interagere med omverdenen,
har man ikke forståelse for, hvordan verden fungerer. Derfor kan man sige, at Johan-
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sen – i hvert fald på et overordnet plan– kan følge Gardners teori om de ni intelligen-
ser.
Endnu et bud på, hvordan man kan vurdere om en robot er intelligent, findes i Tu-
ring-testen, som Johansen ikke er fortaler for. Han holdning er, at testen fejlagtigt kun
angiver de intellektuelle sider af intelligens og slet ikke forholder sig til den kropslige
del, der også er af stor betydning. (Johansen 2003:12,13) Ud fra Johansens forhold til
Turing-testen får man et indtryk af, hvilken betydning han mener, kroppen har. Tu-
ring-testen påpeger, som Johansen siger, nemlig ikke det faktum, at hvis en robot
skulle være på samme stadie som et menneske, så skulle den også kunne spille fod-
bold eller lave mad – præcis som mennesker kan. Turing-testen angiver kun de intel-
lektuelle sider af intelligens, og det er her fejlen ligger. Kroppen har lige så stor be-
tydning som det, der er inde i hovedet, og det at kunne spille fodbold svarerogså til en
form for intelligens. Johansen mener altså ikke, at man blot ved at kopiere menneske-
hjernen kan få en robot, der fungerer perfekt i vores dynamiske verden. Der er så
mange yderligere aspekter i definitionen af intelligens, som man bliver nødt til at tage
med. Og selvom Gardner har en teori om, at ni forskellige former udgør et menneskes
intelligens, kan man ikke udelukke, at Johansen måske er af den opfattelse, at der er
mange flere aspekter, end Gardner fremlægger.
Opsummering
Kurzweil og Johansen har tydeligvis en meget forskellig indstilling til kroppens
betydning for intelligens – især når det kommer til kunstig intelligens. Begge herrer
mener, at kroppen er meget vigtig; men hvor Kurzweil begrunder det med, at den
kunstige intelligens ville være ulykkelig og føle livet formålsløstuden en krop, er
kroppen for Johansen en absolut nødvendighed. Desuden afviger de to herrer fra
hinanden idet, at Johansen tildeler kroppen en vigtig rolle for forståelsen af
metaforer, mens Kurzweil slet ikke nævner kroppen i den forbindelse. Han omtaler
kun beregninger og indlært viden, da han omtaler metaforer, hvilket fint giver
mening, eftersom forståelsen for ham ikke spiller en afgørende rolle.
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Kurzweil og Willums uenighed vedrørende kroppens betydning skyldes deres
meget forskellige tilgange til emnet intelligens. Kurzweil skriver det ikke sort på vidt,
men det er flere eksempler på, at han er af den opfattelse, at intelligens sidder i
hjernen. Johansen mener derimod, at intelligens rigtignok sidder i hjernen, men
bestemt også i kroppen. I hans perspektiv er der mange faktorer, der spiller ind, når
det kommer til intelligens, og selvom logisk intelligens og beregninger er vigtige, er
kropslig intelligens det også.
Kurzweil har en overvejende mentalistisk tilgang, hvor Johansens ikke er ren
interaktionistisk, men lægger meget stor vægt på dette aspekt. Disse modsættende
udgangspunkter gør naturligvis, at de to herrer omtaler intelligens –og måder at skabe
denne på – på to vidt forskellige måder.
Sammenligning: Fremtiden
Kurzweil fremstiller et meget håndgribeligt billede af fremtiden. I væddemålet med
Mitchell Capor påstår Kurzweil, at i år 2029 vil en robot kunne bestå Turing-testen,
hvilket vil sige, at en robot til den tid, vil kunne simulere intelligens tilstrækkeligt
nok til, at kunne overbevise et menneske. Dette er fra Kurzweils umiddelbart
adfærdsteoretiske synsvinkel det eneste, vi mennesker alligevel i sidste ende kan
forholde os til, hvilket vil sige at en computer kan være intelligent, hvis bare den
virker intelligent. Han baserer yderligere sin overbevisning på, at intelligens handler
om at have et mål og nogle ressourcer. Hvor intelligent man er, handler om hvorvidt
man er i stand til at udnytte disse ressourcer mest effektivt, og ikke på nogen
måderom menneskelige værdier.
Ligesom i teorien om The Computational Theory of Mind er komputation et
nøgleord for Kurzweil Steven Pinker mener, verden omkring os består af en masse
informationsbærende symboler, mennesker er i stand til at fortolke og skabe mening
ud fra. Dette sker som en form for beregning eller komputation i hjernen. Ligesom
Pinker betegner Kurzweil verden som indeholdende en masse ”kaosdata” – noget af
det ubehandlet – som findes omkring os indtil det bliver opdaget og behandlet som alt
andet information. Vi mennesker er i stand til at organisere disse data i mønstre for at
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forstå vores omverden. Pinker og Kurzweil har dermed en grundlæggende opfattelse
til fælles. De mener begge to, at hjernen fungerer som en form for beregningsenhed
med inputs, allerede kategoriseret datas behandling og outputs af dette.
Kurzweil påstår ligesom Johansen, at vi ikke kender den menneskelige intelligens
tilstrækkeligt nok til at kunne kortlægge den endnu. De er også enige i, at vi er meget
langt fra sådan et mål. Kurzweils skepsis for en ”human knowledge
engineer’”(Redegørelse, Kurzweil s. 28) er begrundet i, at intet menneske kan forstå
og dermed gøre rede for den viden det besidder, eller for de logiske konklusioner det
drager. Men hvor Kurzweil i virkeligheden ikke mener, at kortlægning er nødvendigt
for at kunne skabe intelligens, vender Johansens holdning sig i en anden retning.
Kurzweil er overbevist om, at man blot skal have et udgangspunkt, der er velfunderet
nok, så vil det komplekse system som intelligensen er, så at sige komme af sig selv –
og hans tre paradigmer samt beregningsprincippet, som det beskrives i CTM er
velfunderende nok. Kurzweils spådom i væddemålet kommer på den måde fra en
fremskrivning af den nuværende teknologiske udvikling. Derimod arbejder Johansen
gennem hele bogen ud fra den opfattelse, at intelligensen skal kortlægges nogenlunde
til fulde og, at de praktiske problemer skal løses, før det kan forudsiges om Kurzweils
udgangspunkt – eller noget som helst form for udgangspunkt – kan resultere i en
kunstig intelligens der når menneskets niveau. Kurzweil har altså i forhold til
Johansen mere tillid til systemernes udvikling. Ud fra sin analogi om højhuset giver
Johansen sin mening til kende om forudsætningerne for at skabe kunstig intelligens.
Man bliver som skaber nød til at ændre i sit udgangspunkt og i sin
virkelighedsopfattelse undervejs. Johansen mener i dermed ikke, at vi kommer til at
kunne skabe kunstig intelligens i en overskuelig fremtid.
Deres definitioner eller forståelse af intelligens er grundlæggende meget
forskellige. Her er det også interessant at inddrage Gardners teori om de ni
intelligenser. Ligesom Johansen tager han også udgangspunkt i mennesket og dets
eksistens i verden. Hans intelligensbegreb er mere dybdegående og beror på
menneskelige evner og karaktertræk. Ifølge Johansen er intelligens […]ikke kun en
form for beregning (Johansen 2003:116), hvilket også kommer til udtryk hos Gardner
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idet han mener at intelligens i højere grad betegner den måde vi som mennesker
forholder os til os selv, og vores omgivelser.
Opsummering
Kurzweil bygger sine femtidsscenarier på den adfærdsteoretiske opfattelse, at et
væsen kun behøver at virke intelligent for at kunne betegnes som værende intelligent.
Intelligens starter simpelt, og herfra udvikler den sig til den komplekse intelligens,
der er målet. Kurzweil betegner hjernen som en form for beregningsenhed, ligesom
det er udgangspunktet i Computational Theory of Mind. Denne beregningsenhed
sørger for at skabe mening ud afen omverden indeholdende såkaldte kaosdata.
Johansen bygger derimod sin påstand om fremtiden på helt andre principper. Han
tager aftstand fra at se hjernen udelukkende som en beregningsenhed, men arbejder
ud fra Gardners teori om de ni intelligenser, når han betegner intelligens som
værende mere ”menneskelig” Intelligens hænger, i Johansens øjne,mere sammen med
menneskelige evner der ikke kan skabes ved hjælp af simpel regnekraft. Derudover
mener Johansen også at vi bliver nødt til at ændre i vores virkelighedsopfattelse hvis
vi skal skabe denne intelligens. Kurzweil mener at vi ikke behøver at kortlægge alle
aspekter af intelligensen, men at så længe vi har de rigtige forudsætninger, så
kommer kompleksiteten af sig selv. Johansen mener derimod at for at skabe kunstig
intelligens, er man simpelthen nødt til at vide hvad intelligens er. Han mener ikke vi
har kortlagt blot en brøkdel af den endnu.
Sammenligning: Konnektionisme, Neurale Net og Evolutionære Algoritmer
Sat på spidsen er de neurale net et produkt, der er kommet ud af ideen om konnektio-
nisme. Det neurale net blev skabt som en kopi af hjernen, der af konnektionisterne
blev anset, som nævnt i redegørelsesafsnittet, som en beregningsenhed.
Dette minder om tanken bag the Computational Theory of the Mind, hvor hjernen
også bliver beskrevet som en form for beregningsenhed, der udfører komputationer.
Selvom neurale net udelukkende er på et stadie, hvor det kun kan svare på simple
spørgsmål, vil det måske blive muligt for nettet at fortolke og forstå den virkelige
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verden, da den virkelige verden ifølge the Computational Theory of Mind består af
information, som kan findes i alting (Pinker 1998:66). Da et neuralt net netop er i
stand til at fortolke information – men nok kun når eller hvis nettet bliver selvkørende
– vil det i teorien være i stand til at forstå den virkelige verden. En anden praktisk ev-
ne, som neurale net har, er at være i stand til at genkende mønstre, hvilket er en af de
ting, der gør os mennesker i stand til at fungere i den virkelige verden. Eftersom
CTM fungerer på denne måde, er det attraktivt for den forståelse af den verden, et in-
telligent system befinder sig i.
Kurzweil og Johansen har begge to beskæftiget sig med de neurale net. I processen
er de begge kommet frem til konklusioner, der på nogle områder adskiller sig fra hin-
anden, men som også opnår enighed omkring fordelene ved de neurale net. Begge
forskere anser de neurale net for at have opnået en vis succes, men de har vidt for-
skellige syn på hvor langt neurale net er nået i udviklingen.
Johansen er kommet frem til at netværkernes oprindelige mål er lykkedes; de er i
stand til med tilstrækkelig træning at genkende signaler og lagre informationer uden
support fra andre systemer, altså nogle af de funktioner vores hjerne er i stand til. I
dag har de en aktiv rolle hvor de bl.a; ”scanner flybagage for plastik sprængstof, til
at vurderer låneansøgeres kreditværdighed og til at undersøge, om der er gasbobler i
svejsninger” (Johansen 2003:35). Men ifølge Johansen er deres effektivitet også be-
grænset; de opfylder kun deres funktion i snævre områder og simple opgaver. Udvi-
der man de kriterier, kommer netværket til kort. At kopiere hjernens milliarder neu-
roner er et mål de neurale net er langt fra at nå (Johansen 2003:34).
Kurzweil er enig med Johansen i, at netværkets evne til at genkende mønstre er en
af dets positive sider. Modsat Johansen har Kurzweil en større tiltro til netværkernes
kapacitet; han er ikke i tvivl om, at det er muligt at fylde dem med så meget informa-
tion, at de via de mange oplysninger selv kan bearbejde den viden, systemet modtager
i fremtiden. Resultatet vil være en selvstændig robot, der kan bearbejde indtryk og
fakta fra verden. Så længe det neurale net har en tilstrækkelig størrelse, vil det kunne
opnå en form for selvstændighed og i fremtiden programmere sig selv (Kurzweil
2001:116).
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Der er dog mere til Kurzweils idé om det neurale net: Det er et af tre paradigmer,
hvor en af dem er nøglen til at skabe den perfekte kopi af den menneskelige intelli-
gens. De neurale net besidder altså ikke alene den rigtige struktur for at skabe kunstig
intelligens (Kurzweil 2001:105-116). Alt i alt er de to forskere dog enige om, at de
neurale net er i stand til at simulere en væsentlig del af vores intelligens.
Deres holdninger er også baseret på vidt forskellige eksempler i hver deres arbejde
med emnet. Johansen har beskæftiget sig med den historiske udvikling af nettene.
Han hiver diverse forsøg og teorier gennem tiden frem og udpeger at på trods af suc-
ces her og der, har ingen af dem nået målet, der har været den fuldendte kopi af hjer-
nens neuronbaner og egenskaber.
Som kontrast til dette, fokuserer Kurzweil sine eksempler på neurale net med en
helt anden vinkel. Hans eksempler fokuserer på de succeshistorier de neurale net har;
eksemplerne tæller blandt andet firmaer som firmaet Miros i New England og et sy-
stem i Californica scientific software ved navn BrainMaker. Der bliver ikke nævnt
noget forsøg hvor neurale net har fejlet (Kurzweil 2001:108-109).
Et andet paradigme hvor Kurzweil og Johansen også er forholdsvis enige, er involve-
ringen af de evolutionære algoritmer (kaldet genetiske algoritmer af Johansen) i mo-
derne robotforskning; ifølge dem kan denne type paradigme være vejen til viden og
er en interessant ny drejning inden for skabelsen af kunstig intelligens. Desuden for-
klarer begge, at formålet med de evolutionære algoritmer er at skabe programmer,
som programmerer sig selv mod et bestemt mål eller løsning på et problem. Dog skal
der ifølge Johansen tages højde for muligheden, at ingen af programmerne løser pro-
blemet tilstrækkeligt, hvilket betyder at man i princippet kan ende i en blindgyde med
de problemer, der simpelthen er for komplicerede til, at robotterne kan løse dem (Bi-
lag A, 9-10).
En løsning på dette kan selvfølgelig være at lade programmerne løse problemer,
der er forholdsvist nemme, alt efter hvor veludviklet programmet er. Pointen med de
evolutionære algoritmer er netop at skabe programmer, som gradvist bliver bedre til
at løse problemer i deres respektive felter.
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Ifølge Kurzweil vil evolutionære algoritmer da også i sidste ende, være i stand til at
levere ekspertviden i de felter, som de pågældende algoritmer beskæftiger sig med
(Kurzweil 2001:115-116). Dog nævner Kurzweil det problem, at evolutionære algo-
ritmer stadig gør præcis, hvad de bliver bedt om; det er kun selve løsningen, som de
selv finder på. Dette betyder, at forskerne selv sætter rammerne for de variabler, som
forskerne selv mener, er relevante i forhold til det problem som programmerne skal
løse; hvis forskerne har glemt en variabel, så har programmerne også glemt denne va-
riabel (Kurzweil 2001:115).
Det kan diskuteres, hvorvidt evolutionære algoritmer i sandhed er selvprogramme-
rende, når de stadig er afhængige af de variable, som de får af forskere. Meningen
med disse algoritmer er netop at skulle løse problemer uden forskeres hjælp, hvilket
må betyde, at de også selv skal finde de relevante variable. Desuden skal der også ta-
ges højde for teori og praksis. Kurzweil bruger et eksempel, hvor en evolutionær al-
goritme skulle finde den bedste måde at stable blokke. Dette gjorde den også, men
dens løsning ville kræve flere tusinder handlinger, hvilket vil tage for lang tid at gøre
i praksis (Kurzweil 2001:115). På denne måde skal programmet også tage højde for,
hvor praktisk løsningen egentlig er. Teoretisk set har den fundet den bedste løsning,
men når løsningen bliver anvendt i praksis, vil der muligvis opstå problemer.
Forskellen mellem neurale net og evolutionære algoritmer, er i bund og grund det
de forsøger at simulere: Neurale net forsøger at simulere den del af hjernen, hvor hu-
kommelsen og evnen til at lære ligger, hvorimod evolutionære algoritmer forsøger at
simulere evolutionen. Hvis disse to paradigmer inkorporeres i et computersystem, vil
det teoretisk set være muligt at skabe et computerprogram, der forbedrede sig ved bå-
de at lære og ved at udvikle sig naturligt.
Opsummering
Kurzweil mener, at neurale net er tilpas udviklede, og at de bare skal bygges større og
mere komplekse. Ydermere skal nettet samarbejde med to andre paradigmer: rekur-
sion og evolutionære algoritmer. Johansen mener derimod, at neurale net i og for sig
virker fint nok, men de kan ikke gøres mere komplicerede uden problemer. Den
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grundlæggende forskel mellem de to forfatteres holdninger er derfor, hvorvidt neurale
net kan udvikles via ekstra enheder eller på anden vis.
Begge forskere er også nogenlunde af samme overbevisning, når det gælder evolu-
tionære algoritmer, men selv med deres overordnede enighed er der igen uoverens-
stemmelser. De ser begge to potentialet i metoden, men Johansens og Kurzweils me-
ninger om hvorvidt teknologien vil være brugbar i fremtiden er forskellige. Johansen
tror at algoritmernes succes stadig ligger inden for snævre opgaver, da den nødven-
dige tid og teknologi, der skal til for at programmere dem til mere, stadig mangler.
Kurzweil er derimod sikker på at algoritmerne vil kunne programmere sig selv og
opnå et stadie, hvor de vil være i stand til at løse flere og mere komplekse opgaver.
De vil derfor kunne anvendes bredere og mere varieret i fremtiden. Så troen på tekno-
logiens evner skiller igen de to forskere i deres syn på en fremtid med robotter.
Sammenligning: Mønstergenkendelse, rammeproblemet og tilegnelse af
information
Johansen og Kurzweil er enige i, at et af de mest centrale områder inden for den
menneskelige intelligens, som man burde tage i betragtning i skabelsen af en kunstig
intelligens, er menneskets evne til at overse unødvendige beregninger, indenfor
rutineprægede opgaver – det som bliver kaldt mønstre eller rammer hos hhv.
Kurzweil og Johansen. En del af intelligensen består altså i at vide, hvad der ikke skal
beregnes når man foretager enhver handling, hvad der kan gøres mere eller mindre
forudsigeligt. I modsætning til Johansen mener Kurzweil dog, at den evne stort set er
opnået i kunstig intelligens pga. det neurale net og de evolutionære algoritmer. Det er
et spørgsmål om selvorganisering eller selvprogrammering, om hvorvidt computeren
selv kan sætte ting i mønstre. Johansen mener nemlig kun, at denne slags computer-
programmer kun til dels kan gøre dette, da han ikke ser paradigmer som værende
ligeså fleksible, som de er i Kurzweils øjne. Kurzweil snakker om at lade information
sprede sig vilkårligt over de simulerede neuroner, mens Johansen nævner andre,
ifølge ham, vigtige kriterier for disse neuroners struktur:
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Man skal ikke lade sig forblænde af, at de neurale net kan lære på egen hånd og
altså til dels programmere sig selv. Selv om en lille del af arbejdet sker automatisk,
kræver det stor omhu og mange forgæves forsøg at bygge et kunstigt netværk.
Antallet af enheder i de enkelte lag skal passe til opgavens sværhedsgrad,
enhederne [simulerede neuroner] skal forbindes på den rigtige måde osv. Og jo
større netværkerne bliver, jo sværere er det, at få dem struktureret rigtigt (Johansen
2003:34)
Det selvorganiserende aspekt ligger i langt højere grad hos systemdesigneren end hos
selve systemet på nuværende tidspunkt. Omvendt ser Kurzweil tilsyneladende et
større potentiale inden for det neurale net som paradigme, trods informationer var
blevet vilkårligt spredt over enhederne. Hvis forbindelsen ved neuronerne, der hhv.
kommer med korrekt eller forkert input under systemets oplæringsproces, svækkes
eller styrkes, vil systemet allerede have dannet sig et forholdsvist klart, men også
komplekst billede af virkeligheden. Dette burde kunne hjælpe den kunstige
intelligens med at forklare det forudsigelige i verden, genkende mønstre i
omgivelserne og løse rammeproblemet frem for at tage al information til sig hvert
eneste øjeblik for at kunne få et billede over situationen – og dette blot ved at hjælpe
den kunstige intelligens med at validere information. Hos Kurzweil har den neurale
derfor knapt så stor betydning, som hos Johansen.
Der er også spørgsmålet om informationsindtagning eller egen indtagelse af det,
som Kurzweil kalder tilegnet viden. Mønstre og rammer kræver, at meget
information tages ind. På den måde bliver kendskabet til rammerne større og
genkendelse kan komme an på de mindste detaljer. Kurzweil nævner, at meget
information skal slettes i hjernen, før vi kan have blind tiltro til mønstrene, men det
kræver i sidste ende, at den samme information først tages ind, behandles og
vurderes. Her er der endnu en fundamental uenighed. Hvis Johansen har ret i sin mere
interaktive tilgangsvinkel til skabelsen af intelligens – heriblandt tilegnelse af viden –
så overser Kurzweil en meget vigtig ressource nemlig kroppen. Han har endda selv
skrevet, at mønstre aktiveres hos mennesker via en kombination af forskellige
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sanseindtryk (Kurzweil 2001:123). Derfor må man også antage, at informationen i
denne sammenhæng for første gang blev opfattet og dermed indtaget via sanserne.
Hvorfor er det så ikke relevant for robotter at have en krop? Han nævner, at den
kunstige intelligens må tilegne sig viden automatisk, hvis det skal fungere på den
mest effektive måde. Hvordan dette skulle fungere er ikke helt afklaret. Det kunne
måske lade sig gøre med en blanding af de tre paradigmer, som han selv er fortaler
for. Den evolutionære algoritme starter med et bestemt regelsæt, der så bliver mere
komplekst ved hjælp af mutationer, som bringer systemet tættere på at løse
problemstillingen. Mutationerne sørger derfor for egen tilegnelse af information i en
virtuel virkelighed. Problemet med dette er – som Johansen fremhæver det i
interviewet – at det overordnede problem, som skal løses, og det simulerede miljø
som det skal løses i, er bestemt af programmører og ikke af den komplekse
virkelighed som vi lever i. Programmørerne vil højest sandsynligt ikke have
ressourcer nok til, at skabe en virtuel virkelighed der svarer til vores egen og dermed
gøre computeren lige så intelligent i det ene miljø, som det andet.
Opsummering
Vores omgivelser består af rammer eller mønstre der indeholder en vis
uforanderlighed. Derfor er der udregninger, som det på sin vis bliver spild at bruge
menneskelig eller computerbaseret energi på, frem for andre mere foranderlige
elementer i vores virkelighed. Om dette kræver en bestemt strukturering af de
simulerede neuroner (Johansens mening) eller blot en validering af det tilegnede
information (Kurzweils mening), der således spredes vilkårligt ud i neuronerne, er der
ikke enighed om.
Hvordan tilegnelse af information til de komplekse mønstre skal fungere er uklart,
da hverken Kurzweil eller Johansen er kommet op med løsninger til et problem, som
de begge er enige i er centralt. Evolutionære algoritmer kan selv tilegne sig viden,
men kun inden for et simuleret miljø, der er programmeret af andre, hvis viden om
vores virkelighed ikke nødvendigvis er stor nok til at gøre den tilegnede viden omfat-
tende nok for mønstrene.
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Konklusion
Kurzweil og Johansen er enige på mange områder og fokuserer på nogle af de samme
aspekter i både den menneskelige og kunstige intelligens. De har hver deres fremstående
holdning til, hvor udviklingen vil bære os hen, og hvordan fremtiden vil se ud. Men for os
at skulle give en vurdering af fremtiden, ville være en umulig opgave. Hvis vi havde sat os
for at vurdere hvilken forfatter, der højst sandsynligt ville få mest ret, var vi kommet til
kort. Udfordringen i denne opgave ville ikke bare bunde i en mangel på teoretisk
forståelse, tid og ressourcer; Johansen og Kurzweil står ikke til at sammenligne i et sådant
øjenmed. Deres udgangspunkter og forforståelse er så forskellige, at en vurdering ikke
ville give mening. Der findes heller intet teoretisk grundlag for at vurdere rigtigheden i
deres udsagn. I stedet kan man give et kvalificeret bud på, hvad de ville svare, hvis man
stillede dem spørgsmålet: Hvor stor er forskellen mellem menneskelig og kunstig
intelligens, og derudover prøve at forstå, hvorfor de har så forskellige holdninger til emnet
som de har.
Johansens udgangspunkt består dels i hans opfattelse af intelligens. Hvis man skal
skabe kunstig intelligens, skal man først kortlægge og definere hvad intelligens er, og her
mener han, at vi har en lang vej foran os. Han arbejder ud fra målet, at kunstig intelligens
ikke bare skulle kunne overgå mennesket i regnekraft, men at en kunstig intelligens skulle
fungere på samme måde som et menneskes. Han fokuserer på intelligens som en kompleks
evne til bl.a at kunne begå sig socialt og bruge sin krop effektivt. Han tilskriver intelligen-
sen mange flere egenskaber end Kurzweil.
Fokuspunkter som Kurzweil lægger stor vægt på, er bl.a., at en robot vil kunne bestå
Turing-testen i år 2029. Det giver også udtryk for at kroppen, som et eksempel, ikke har
en umiddelbar sammenhæng med det at være intelligent. Kurzweil har altså et andet
udgangspunkt. Her definerer han intelligens som værende uafhængig af kroppen. Målet
for den kunstige intelligens er ikke at kunne give sig ud for at være et menneske, at føle og
begå sig som et menneske, men i stedet at kunne efterligne eller overgå mennesket, når det
kommer til et mere intellektuelt plan. Han mener, et system skal have en velfungerende
problemløsende evne for at være intelligent. Sat på spidsen fokuserer Kurzweil på
regnekraft og logiske evner.
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En anden forskel på deres overbevisninger er tilliden til udviklingen. Kurzweil mener, at
så længe vi har en veldefineret og simpel grundstamme, der består af de tre paradigmer,
viden og komputation, kan den mere komplicerede intelligens herudfra udvikle sig selv.
Johansen har derimod ikke megen tillid til, at udviklingen kommer automatisk. For at det
kan lade sig gøre at skabe kunstig intelligens, kræver det, at vi først bliver enige om, hvad
det er. Med andre ord kan man sige, at Kurzweilsopfattelse er, at det er tilstrækkeligt at
definere løgfrøet, og han regner derefter med, at løget i al dens kompleksitet vil vokse
frem af sig selv. Kurzweil arbejder altså nedefra og op. Johansen derimod arbejder ud fra
den opfattelse, at løget allerede er vokset frem og skræller lidt efter lidt lagene af løget.
Derudover mener Johansen ikke, at vi overhovedet kan vide, hvordan løget ser ud.
Forskellen mellem menneskelig og kunstig intelligens vil altså være af forskellig
størrelse, alt efter hvem man spørger. Grundet deres vidt forskellige udgangspunkter,
definitioner og syn på kunstig intelligens, vil de have hver deres holdning. Det står
klart, at Kurzweil mener, at menneskelig og kunstig intelligens i virkeligheden deler
mange karaktertræk, og forskellen i virkeligheden ikke er så stor. Johansen tager i
overordnede træk afstand fra diskussionen. Han ville slet ikke mene, man kan
diskutere forskellen på menneskelig og kunstig intelligens, fordi scenariet først bliver
aktuelt så langt ude i fremtiden, at man endnu ikke kan forestille sig denne kunstige
intelligens – hvis det overhovedet bliver en realitet. Indtil nu er der jo, ifølge
Johansen, intet at sammenligne med. Forskellen på mennesker og maskiner er stadigt
meget stor, og han tvivler på maskinerne vil komme til at ligne os tilstrækkeligt –
medmindre vi ændrer vores grundlæggende opfattelse af intelligens.
Så hvor stor er forskellen på menneskelig og kunstig intelligens? Hvis man spørger
Kurzweil, er den ikke særlig stor. Spørger man derimod Johansen, er det slet ikke ak-
tuelt at diskutere, fordi vi stadig er så langt væk fra at skabe en kunstig intelligens.
Deres meget forskellige svar bunder i deres meget forskellige opfattelser af intelli-
gens. Grundlæggende tilskriver Johansen intelligens mange menneskelige aspekter,
som Kurzweil slet ikke omtaler i sin bog; hans fokus ligger på problemløsning. Vi
mener, det skyldes, at Johansens definition af intelligens indeholder langt flere men-
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neskelige egenskaber en Kurzweils, og at der derfor, i hans øjne, er lang vej igen. For
Kurzweil indeholder begrebet intelligens slet ikke så mange menneskelige aspekter,
og derfor vil kunstig intelligens blive en realitet i en nær fremtid.
Under alle omstændigheder kan vi konkludere, at de begge vil få ret: Hvis den kunstige
intelligente maskine, som Kurzweil laver forudsigelser om i sin bog, bliver en realitet, vil
den i Johansens perspektiv ikke kunne betegnes som værende intelligent.
Perspektivering
Selvom vi er stolte af vores projekt, var der selvfølgelige nogle naturlige begrænsnin-
ger, der gjorde, at vi ikke kunne lave opgaven præcis, som vi oprindeligt ønskede.
Vore egentlige idé var at undersøge begrebet bevidsthed i stedet for intelligens, men
det viste sig at være en større udfordring at redegøre for dette begreb, end vi havde
regnet med. Derfor var vi nødt til at indskrænke projektet til at handle om intelligens,
der nu heller ikke er en helt ukompliceret størrelse. Havde projektet i stedet behandlet
emnet bevidsthed, havde fokus på menneskelighed været større. Det filosofiske
aspekt ville fylde mere, og vi ville have forholdt os til flere abstrakte begreber som
f.eks. kærlighed, selverkendelse, identitet og empati. Det tidsmæssige aspekt har dog
gjort, at vi tidligt vurderede denne slags projekt som alt for tidskrævende.
Den begrænsede tid gjorde også, at vi ikke inddragede flere personer end Ray Kurz-
weil og Mikkel Willum Johansen til en sammenlignende analyse.
Et alternativ til den måde, vi har behandlet problemet på, kunne have været at sætte
større fokus på selve intelligensbegrebet og den generelle forståelse, vi mennesker
har af det begreb. Det kunne gøres ved at undersøge, hvad der synes at kendetegne
intelligens, og hvordan det defineres i kendte værker, der beskæftiger sig med feltet.
Vi havde ikke mulighed for at gå fuldstændigt i dybden med begrebet, da vi også
inddrager kunstig intelligens, computere og robotter – det ville simpelthen blive for
omfattende.
Noget, der også var en del af vore oprindelige plan, men som nu virker som stof til
et helt nyt projekt, er fremtidsaspektet, som vi kun berører ganske lidt i projektet.
Man kunne igen bruge Kurzweil og Willum, men denne gang fokusere på deres for-
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udsigelser for fremtiden og i den forbindelse inddrage noget alternativ øvrig teori in-
den for det felt. Ligesom de forholder sig meget forskelligt til kunstig intelligens, har
de nemlig også meget delte meninger om, hvor forskningen på området bevæger sig
hen – og i hvilket tempo.
Endnu et projekt – eller udvidelse – der kunne være spændende at lave, kunne tage
en mere samfundsmæssig vinkel og handle om etikken i forbindelse med skabelsen af
en ikke-menneskelig intelligens og se på, hvordan folk forholder sig til den stadig
større inddragelse af robotter i vores hverdag. Er det etisk korrekt at tilbyde pleje-
hjemsbeboere pasning af robotter i stedet for mennesker? Er det i orden, at robotterne
overtager flere og flere af vores pligter? Det kunne designes som et case studie, hvor
man tog ud på plejehjemmene og indsamlede egen empiri gennem interviews eller
spørgeskemaundersøgelser, for at finde frem til den gennemsnitlige mening om em-
net. I forbindelse med robotsælen, der er kommet ud på flere danske plejehjem for at
give beboerne følelsen af samvær, kunne man foretage observationer i et forsøg på at
afklare, hvorvidt robotten lever op til sin rolle.
Stadig med blikket rettet mod etikken kunne man undersøge, hvordan forholdet er
til mekaniske implantater og såkaldte cyborgs. Er det etisk korrekt at udstyre menne-
sker med kunstige hjerner og hjerter, hvis det kan redde deres liv? Vil det gøre dem
mindre menneskelige?
Et andet spændende projekt, vi kunne have arbejdet med i forhold til kunstig intel-
ligens, kunne være, hvorfor vi mennesker er så opsatte på at ”spille Gud” og selv
skabe en ny intelligens, der matcher vores egen. Er vi da ikke tilfredse nok med den,
vi har i forvejen? Som teori kunne man bl.a. inddrage fiktionens verden, da den af-
spejler vores interesser. Man ville selvfølgelig vælge film, der behandler emnet kun-
stig intelligens, hvilket f.eks. kunne være Ghost in the Shell (1995), I, Robot (2004),
og/eller Wall-E (2008). Ud fra filmene kunne man analysere, hvad for punkter, der
især fremhæves og lægges vægt på, og derudfra vurdere, hvad der generelt opfattes
som nødvendige egenskaber for at kunne betegne en maskine som intelligent.
Man kunne også lave et projekt, der var en hybrid af de to ovennævnte forslag. Det
ville se på fremtiden for kunstig intelligens som det afspejles i fiktion (nærmere be-
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tegnet film), og ikke fokusere på, hvorfor vi er så interesserede i at skabe en ny intel-
ligens, men i stedet rette fokus mod, hvorfor vi synes, det er så fascinerende, at fore-
stille sig en fremtid, hvor robotter og mennesker minder meget så om hinanden.
Litteraturliste
Bergman, J. 2011:Benjamin Lee Whorf: An Early Supporter of Creationism. I: Acts &
Facts, 2011, vol. 40 nr. 10, (pp. 12-14). Data på internettet, oprettet: Tidligst 2011.
Hentet: 09.12.2012 på: www.ICR.org (http://www.icr.org/article/6391/).
Bauman, Zygmunt og May, Tim 2003: Tid, rum og (u)ord. i: at tænke sociologisk.
København, Hans Reitzels forlag, (pp. 151-172).
Evans, Dylan 2003: Emotion - a very short introduction. 1. udg. Oxford. (Bog)
Gardner, Howard 1993: Frames of Mind. 2. udg. Fontana. (Bog)
Garnham, Alan 1988: Artificial Intelligence, Introductions to Modern Psychology.
1. udg. Routhledge & Kegan Paul. (Bog)
Johansen, Mikkel Willum 2003: Kunstig Intelligens. 1. udg. Fremad. (Bog)
Kirkeby, Ole Fogh 1998: Ægte Intelligens: Om bevidsthedens program. Munks-
gaard. Viborg.
Kurzweil, Ray 1999: The Age of Spiritual Machines. Phoenix, London. (Bog)
Kurzweil, Ray 2001: Ånden i Maskinen. 1. udg. JP Bøger. (Bog)
71
Kurzweil, Ray 2002: Response to Mitchell Kapor’s “Why I Think I Will Win”. Data
på internettet, oprettet: 09.04.2002. Hentet: 12.12.2012 på: www.KurzweilAI.net
(http://www.kurzweilai.net/response-to-mitchell-kapor-s-why-i-think-i-will-win).
Kurzweil Technologies, Inc. Kurzweil Technologies, Inc.Hentet 10.12.2012 på:
http://www.kurzweiltech.com/companies_flash.html
Lezuik Hansen, Kasper 2006: Kort og Godt om Kognitive Metaforer. Forfatteren og
Dansklærerforeningens Forlag A/S, København.
Mikkel Willum Johansen. Københavns Universitet. Hentet 10.12.2012
http://www.ind.ku.dk/ansatte-studerende/?id=24427&vis=medarbejder
Mikkel Willum Johansen. mikkelwillum.dk. Hentet 10.12.2012 på:
http://www.mikkelwillum.dk/index.htm
Negnevitsky, Michael 2011: Artificial Intelligence – a guide to intelligent systems
(Third Edition). Pearson Education Limited, Essex.
Om Institut for Naturfagenes Didaktik. Københavns Universitet. Hentet 10.12.2012
på: http://www.ind.ku.dk/om/
Ray Kurzweil. Wikipedia, oprettet: 08.12.2012. Hentet 10.12.2012 på:
http://en.wikipedia.org/wiki/Ray_Kurzweil#Books
Ray Kurzweil. Wikipedia, oprettet: 08.12.2012. Hentet 10.12.2012 på:
http://en.wikipedia.org/wiki/Ray_Kurzweil#Mid-life
Pinker, Steven 1998: How the Mind Works. Allen Lane The Penguin Press. Storbri-
tannien.
72
Thomas, Margaret 2011: Fifty Key Thinkers on Language and Linguistics. Rout-
ledge, Abindgon, (pp. 195-200).
Whorf, Benjamin Lee 1956: Language, THOUGHT, & Reality. The Massachusetts
Institute of Technology, Cambridge.
Kirkeby, Ole Fogh 1998: Ægte Intelligens: Om bevidsthedens program. Munks-
gaard. Viborg.
Pinker, Steven 1998: How the Mind Works. Allen Lane The Penguin Press. Storbri-
tannien.
73
Litteraturliste til Michael Tøths (matoeth) franske sprogprofil
Francesco Varela: ”Le cerveau n’est pas un ordinateur”. La Recherche: L’actualité
des sciences, oprettet: 31.03.1998. Hentet 05.10.2012 på:
http://www.larecherche.fr/savoirs/autre/francisco-varela-cerveau-n-est-pas-
ordinateur-01-04-1998-79275
La machine peut elle dupliquer l’intelligence humaine?. RSLN, oprettet: 05.02.2012.
Hentet 10.12.2012 på: http://www.rslnmag.fr/post/2012/02/15/La-machine-peut-elle-
dupliquer-lintelligence-humaine-.aspx
Philosophie contre intelligence artificielle – Chapitre 4. www.jacquesbolo.com,
oprettet: 01.11.2012. Hentet 15.12.2012 på:
http://www.jacquesbolo.com/html/philoia-4.html
OBS: I forbindelse med sprogprofilen bliver kun følgende afsnit i
”Chapitre 4” anvendt:
· Le paradigme du traitement de l’information
· Mécanisation du raisonnement
· Réductionnisme contre traitement de l’information
· Compréhension et traitement de l’information
· Communication et résolution de problèmes
· Intuition ou méthode
· Conception de systèmes d’information
· Communication, représentation, et analyse informatique
· Généralisation
