Abstract: Two singular perturbation problems were considered: One with multiple boundary layers and one with interior layers. Numerical schemes were developed from the improved a'priori bounds. With a constant number of layer adapted grid points, numerical accuracy was maintained at the same level for a family of singular perturbation problems.
gain the independence of error estimation with respect to the singular perturbation parameter. Schultz and his students [2] and [4] , successfully developed the stabilized high order finite difference methods. Lin, Schultz and Zhang [6] developed boundary layer detection theory from improved a'priori bounds for quasilinear singular perturbation problems.
Zhang, Schultz and Lin [12] developed sharp a'priori bounds for semi-linear singular perturbation problems including ones with multiple boundary layers. In this paper, we state one of the theorems in [12] and we study an example of a singular perturbation problem with such layers. Then we extend the boundary layer detection for quasi-linear singular perturbation problems in [6] to those with interior layers.
First, we consider singular perturbation problems in the following semilinear form, εu" = g(x, u) for x ∈ (a, b), u(a) = v a and u(b) = v b ,
where the singular perturbation parameter ε ≪ 1 is a small positive constant and g(x, u) is sufficiently continuously differentiable in the domain considered.
In general, such a singular perturbation problem may display two boundary layers in its solution, and the width of each boundary layer is proportional to √ ε.
In the following definition of stability of the solution R(x) for the reduced equation g(x, u) = 0of the singular perturbation problem (1) , assume that the function has the stated number of continuous partial derivatives with respect to u in Ω(R). For an integer q ≥ 0, the function R = R(x) is said to be I q -stable in [a, b] if there exists a positive constant m such that
Chang and Howes [1] . Here is one of the major theorems in [12] . It shows an improved a'priori bounds for the solution of the singular perturbation problem (1) with an an I q -stable (q = 0) solution of its reduced equation g(x, u) = 0. A summary of proof is provided to show that lengths of boundary layers are proportional to √ ε. Details along with other I q -stable cases can be found in [12] .
be an an I q -stable (q = 0) solution of the reduced equation g(x, u) = 0of the singular perturbation problem (1).
Then there exist positive constants C and ε 0 such that for 0 < ε < ε 0 , it has a solution u = u(x) which satisfies
where w is a positive constant for a family of small values of ε.
Proof. By Theorem 3.1 of Chang and Howes [1] , there exists an ε 0 > 0 such that for 0 < ε < ε 0 the problem (1) has a solution u = u(x) for x ∈ [a, b] which satisfies for sufficiently small values of ε ≥ ε 1 .
We first consider the above positive function s(x) = |v a − R(a)|e
For details, see [12] .
Similarly, we can prove that t(
Here is our first example with multiple boundary layers.
O'Malley [8] , Chang and Howes [1] . Two boundary layers, one at left and one at right are forced by boundary values. The exact solution u is
For small values of the singular perturbation parameter ε, it is approximately The approximation form of u confirms the observation of multiple boundary layers at both boundaries x = 0 and x = 1. Let us examine the solution more closely. The solution u is defined for all ε > 0 and moreover, lim Note that by setting ε = 0 we obtain the reduced equation u ≡ 0 which is the approximation of the singular perturbation problem on its interior domain.
For the length of left boundary layer, we have
w = 30 ≥ − ln ε for ε > 10 −12 as shown in the proof of the theorem. Similarly, for the length of the right boundary layer, we have 
u(1) = 1 and u(t 1 ) = 0,
and εu" = u for x ∈ (0, t 1 ), u(t 2 ) = 0 and u(1) = 2, (1.3)
where
We apply the second order central differences on the following boundary layer adapted mesh to solve the singular perturbation problems (1.1) and (1.3), while for (1.2), u is given explicitly or implicitly from the reduced equation g(x, u) = 0. Figure 1 .2 displays the layer adapted grid points at both boundaries. Number of mesh points Maximal Error ε = 10 −6 ε = 10 −8 ε = 10 −10 N b =500 for the left boundary layer L.B.L. Table 1 .3 shows the robustness of the separation method. For a family of diminishing values of the singular perturbation parameter, the error is stabilized for a fixed number of mesh points on both boundary layers.
Next, we extend the layer detection for quasi-linear singular perturbation problems in [6] to those with interior layers. We consider singular perturbation problems in the quasi-linear form,
where f and g are continuous. By the improved a'priori bounds of Zhang [11] , if f (x, u) ≤ −k < 0 for a positive constant k and x ∈ (a, b), it can be analytically approximated by the two differential equations.
and
where the turning point is t = a + wε and w is a constant for a family of values of ε. If f (x, u) ≥ k > 0 for a positive constant k andx ∈ (a, b), the singular perturbation problem (2) can be analytically approximated by the following two differential equations.
where the turning point is t = b − wε and w is a constant for a family of values of ε. Note that the boundary value v t at the transition point t of the equations (2.2) and (2.4) is not known. Let R b (x) be the solution of (2.1) and let R a (x) be the solution of (2.3). We substitute R b (t) for v t into equation (2.2) and substitute R a (t) for v t into equation (2.4) respectively.
Here is an example of quasi-linear singular perturbation problems with interior layers.
εu" = uu ′ − u 3 for x ∈ (0, 1),
from Smith [9] and Whitman [10] . It is known that a shock occurs as the singular parameter ε decreases. As a result, the interior layer is displayed in its solution.
As the singular perturbation vanishes, for u = 0, we have u ′ = u 2 whose general solution is u(x) = 
, and R b (x) = 1
Further analysis shows that the interior boundary layer or the shock occurs at the unique point x s such that R a (x s ) + R b (x s ) = 0. Thus, we have In general, a reduced equation can be solved numerically with high order Runge Kutta methods. For (3.1) and (3.2), their reduced equations are solved analytically above. On their boundary layer domains, each is solved with the second order central finite difference approximation. The stability of a boundary value perturbation for such problems is proved in Zhang [11] . On the non layer domain, we get almost perfect results from the reduced equations. On the layer domain, the maximal error is controlled at 10 −4 level for ε = 10 −5 by using a few hundred mesh points, For a family of extremely small ε ≤ 10 −10 values, we controlled the error at 10 −3 level with 200 mesh points and at 10 −4 level with 400 points, Table 2 .2. 
