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Abstract
We study the transfer homomorphism in modular invariant theory paying particular attention
to the image of the transfer which is a proper non-zero ideal in the ring of invariants. We prove
that, for a p-group over Fp whose ring of invariants is a polynomial algebra, the image of the
transfer is a principal ideal. We compute the image of the transfer for SLn(Fq) and GLn(Fq)
showing that both ideals are principal. We prove that, for a permutation group, the image of
the transfer is a radical ideal and for a cyclic permutation group the image of the transfer is a
prime ideal. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 13A50
1. Introduction
We let V be a vector space of dimension n over a eld k and we choose a basis,
fx1; : : : ; xng, for the dual, V, of V . Consider a nite subgroup G of GL(V ). The
action of G on V induces an action on V which extends to an action by algebra
automorphisms on the symmetric algebra of V, k[V ] = k[x1; : : : ; xn]. Specically, for
g2G; f2 k[V ] and v2V , (g f)(v)=f(g−1 v). The ring of invariants of G is the
subring of k[V ] given by
k[V ]G := ff2 k[V ] j g f=f for all g2Gg:
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The transfer homomorphism is dened by
TrG : k[V ]! k[V ]G
f 7!
X
g2G
g f
and is a homomorphism of k[V ]G-modules. If the order of G is invertible in k, then
the Reynolds operator, (1=jGj)TrG, is a projection onto k[V ]G. When the characteristic
of k divides the order of G, the image of the transfer is a proper, non-zero ideal in
k[V ]G { see Theorem 2.2 and Remark 5.6.
For each subgroup, H , of G there are two factorizations of TrG. Dene the relative
transfer:
TrGH : k[V ]
H ! k[V ]G
f 7!
X
g2G=H
g f
Clearly, TrG =TrGH TrH . For the second factorization choose a set of right coset repre-
sentatives for H , say R. Dene bTrGH : k[V ]! k[V ] by bTrGH (f)= Pg2R g f. AlthoughbTrGH does depend on the choice of R, it is easy to see that, regardless of the choice,
TrH  bTrGH =TrG.
Throughout this paper we assume that the characteristic of k is p and that p divides
the order of G. In other words, this is a paper on modular invariant theory. We use IG
to denote the image of TrG and Fq to denote the eld with q elements. In Section 2
we collect some consequences of the work of Feshbach [8]. In particular we produce a
formula for the radical of the image of the transfer. We use this formula in Section 6
to prove that the image of the transfer for a cyclic permutation group is a prime ideal
after showing that IG is radical for any permutation representation.
One way to construct generators for the image of the transfer is to evaluate the
transfer on a set of module generators for k[V ] as a k[V ]G-module. In Section 3
we give sucient conditions for the existence of a block basis for k[V ] over certain
subalgebras. We use this result to describe module generators for k[V ] as a k[V ]P-
module for any p-group P. This generating set is used in Section 4 to prove that, for
a p-subgroup of GLn(Fp) whose ring of invariants is a polynomial algebra, the image
of the transfer is a principal ideal. We also show that IP is a principal ideal for certain
examples of p-subgroups of GLn(Fq), with q=ps and s>1, having a polynomial ring
of invariants and we give an example of a representation of a p-group where the ring
of invariants is a hypersurface and the image of the transfer is not principal. These
results lend support to the following conjecture.
Conjecture 1.1. Suppose that P is a p-subgroup of GL(V ). Then k[V ]P is a poly-
nomial algebra if and only if IP is a principal ideal.
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For the usual permutation representation of the symmetric group p over Fp, if p>2
then the image of the transfer is not a principal ideal (see [5, Theorem 9.18]) even
though the ring of invariants is a polynomial algebra. (If p=2 then the image of the
transfer is the principal ideal generated by the discriminant (see [5, Theorem 9.17]).)
Therefore this conjecture does not extend to arbitrary modular representations.
In Section 5 we relate the image of the transfer for G with the image of the transfer
for its p-Sylow subgroup. Using this result we show that, for both SLn(Fq) and GLn(Fq),
the image of the transfer is a principal ideal.
We thank Mara Neusel for suggesting the use of the additivity of the pth power
operation to simplify the proof of Theorem 6.1. We also thank Eddy Campbell and
Ian Hughes for their assistance and encouragement.
2. The radical of the image of the transfer
Suppose a is an element of some set on which G acts. The isotropy subgroup of a is
Ga := fg2G j g a= ag and the orbit of a is the set Ga := fg a j g2Gg= fg a j g2G=
Gag. Using the action of G on V we dene the orbit space of V as V=G := fGv j v2Vg.
For f2 k[V ], the norm of f; N (f), is the product of the elements in the orbit of f.
Clearly N (f)2 k[V ]G.
When k is algebraically closed, the nitely generated Noetherian algebra k[V ]G is
the ring of regular functions on the ane variety V=G (see [11, Ch. III Section 12]).
When k is nite, the elements of k[V ]G still represent regular functions on V=G but
distinct polynomials may represent the same function. For example, if k=Fp then f
and fp represent the same function.
Let k denote the algebraic closure of k and, for any vector space, U , over k, dene
U :=U ⊗k k. Extend the action of G on V to a linear action of G on V by dening
g(v ⊗ c) := (g v)⊗ c for g2G; v2V and c2 k. Similarly extend the action of G on
k[V ] to an action on k[V ]. It is not hard to prove that k[V ]G =(k[V ])G =(k[V ])G. In
other words, taking the invariants of a linear representation commutes with extending
the eld. We will identify k[V ]G with the subring k[V ]G ⊗k k k[V ]G. Using this
identication, elements of k[V ]G represent regular functions on the V=G and distinct
polynomials do represent distinct functions (see [15, Ch. VII Section 3]).
For any subset X of k[V ]G, let
V(X ) := fGv2V=G jf(v)= 0 for all f2X g:
If I is an ideal in k[V ]G then identifying I with I ⊗k k k[V ]G allows us to dene
V(I)V=G. Of course V(pI)=V(I). By denition I is a vector space over k. Using
the fact that I is an ideal in k[V ]G, it is easy to show that I is an ideal in k[V ]G.
Furthermore V(I)=V(I). Thus V(I) is a subvariety of V=G.
The following result is reasonably well known. We include a proof for completeness.
Theorem 2.1. V(IG)= fGv2V=G jp divides jGvjg.
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Proof. Since the transfer is a linear map, the image of TrG applied to k[V ] is IG.
Therefore, since V(IG)=V(IG), we may assume that k= k and V =V .
A point G v2V=G belongs toV(IG) if and only if f(v)= 0 for all f2 IG. Therefore
we need to show that f(v)= 0 for all f2 IG if and only if p divides jGvj. Observe
that, for any h2 k[V ],
(TrGv(h))(v)=
0@X
g2Gv
g h
1A (v)= X
g2Gv
h(g−1 v)=
X
g2Gv
h(v)= jGvjh(v):
Therefore
(TrG(h))(v) = (TrGv  bTrGGv(h))(v)=TrGv( bTrGGv(h))(v)
= jGvj
0@ X
g2G=Gv
g h
1A (v)= jGvj X
g2G=Gv
h(g−1 v):
Thus if p divides jGvj, then (TrG(h))(v)= 0. However, since the orbit Gv is nite,
there exist h2 k[V ] such that h(v) is non-zero and h(g−1 v)= 0 for all g =2Gv. One
such function is given by
h=
Y
w2Gv
w 6=v
xi(w) − xi(w)(w);
where i(w) is the least i such that xi(v) 6= xi(w). Note that h is not homogeneous and
(TrG(h))(v)= jGvj
X
g2G=Gv
h(g−1 v)= jGvjh(v):
Therefore, if p does not divide jGvj, we conclude that (TrG(h))(v) 6=0.
We remind the reader that the augmentation ideal of k[V ]G is the ideal generated
by the homogeneous elements of positive degree.
Theorem 2.2. If p divides the order of G; then IG is a non-zero ideal which is properly
contained in the augmentation ideal of k[V ]G.
Proof. We rst show that IG is properly contained in the augmentation ideal. Since p
divides the order of G, the restriction of the transfer to elements of degree zero is the
zero map. Therefore IG is a subset of the augmentation ideal. The variety associated
to the augmentation ideal is the orbit of the zero vector. On the other hand G has a
non-trivial p-Sylow subgroup and every representation of a p-group has a non-zero
xed point v2V . By Theorem 2.1, the orbit Gv lies in V(IG). Therefore the variety
of the augmentation ideal is properly contained in V(IG) and, consequently, IG is
properly contained in the augmentation ideal.
To see that IG is non-zero, start be extending the action of G to the eld of frac-
tions k(V ). The group acts on k(V ) by eld automorphisms. Since G is a subgroup
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of GL(V ), the representation of G is faithful and distinct group elements give dis-
tinct eld automorphisms. Any set of eld automorphisms is linearly independent.
Therefore TrG is non-zero on k(V ). Thus there are polynomials f and h in k[V ]
such that TrG(f=h) is non-zero. However N (h)f=h2 k[V ] and N (h)2 k[V ]G. There-
fore TrG(N (h)f=h)=N (h)TrG(f=h) is nonzero.
We note that, for a non-faithful representation, if the order of the kernel of the
representation is divisible by p then the image of the transfer is the zero ideal.
Following Feshbach in [8], for every g2G of order p, dene Pg to be the ideal
in k[V ] generated by (g − 1)V. Observe that, since it is generated by homogeneous
elements of degree one, Pg is a prime ideal. Therefore Pg \ k[V ]G is also a prime
ideal. If f and h are in k[V ], then (g−1)(fh)= h(g−1)(f)+(g f)(g−1)(h). Hence
(g−1)k[V ]Pg. We also dene PG = \Pg where the intersection runs over all group
elements, g, of order p in G.
Lemma 2.3. If 1r<p; then Pg=Pgr .
Proof. Factoring gr−1 as (g−1)(1+g+  +gr−1) shows that (gr−1)V  (g−1)V.
Therefore, since Pgr is generated by (gr − 1)V and Pg is generated by (g − 1)V,
we have Pgr Pg. However, g generates a subgroup of order p so, as long as gr is
not the identity, gr is another generator of the same subgroup. Therefore, if 1r<p
then, for some m, (gr)m= g and Pg=P(gr)m Pgr as required.
It follows from Lemma 2.3 that Pg depends only on the subgroup generated by g
and PG can be constructed by taking the intersection over subgroups of order p.
Theorem 2.4.
p
IG =PG \ k[V ]G.
Proof. In [8, Theorem 2.4] Feshbach proves that IG PG \ k[V ]G 
p
IG. Since PG \
k[V ]G is a nite intersection of prime ideals, it is a radical ideal. Therefore
p
IG =
PG \ k[V ]G.
Remark 2.5. Suppose G=Z=p and let g be a generator for G. Using Lemma 2.3, we
see that Pg=PG. By Theorem 2.4,
p
IG =PG \ k[V ]G. Therefore
p
IG =Pg \ k[V ]G is
a prime ideal. If the representation of G on V is indecomposable then the set of xed
points in V; V g, is a one dimensional subspace and Pg is generated by the elements
of V which are zero on Vg. If we choose our basis so that Vg is the span of the
dual of xn, then Pg=(x1; : : : ; xn−1) and
p
IG =(x1; : : : ; xn−1)\ k[V ]G.
3. Block bases
A homogeneous system of parameters for a graded k-algebra A is a collection of
homogeneous elements, fa1; : : : ; ang, such that fa1; : : : ; ang is algebraically independent
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and A is a nitely generated k[a1; : : : ; an]-module. When A= k[V ], elements of A
represent regular functions on V =V ⊗k k and a homogeneous set fa1; : : : ; ang is a
homogeneous system of parameters if and only if the only common zero of the ai
is the origin. Also, since k[V ] is Cohen{Macaulay, if fa1; : : : ; ang is a homogeneous
system of parameters then k[V ] is a free k[a1; : : : ; an]-module and a1; : : : ; an is a regular
sequence. For details we refer the reader to [12, Chs. 5 & 6].
Recall that k[V ] is a nitely generated k[V ]G-module and suppose that B is a
set of module generators for k[V ] as a k[V ]G-module. Since TrG is a map of k[V ]G-
modules, we can construct a generating set for IG by evaluating TrG on B. Suppose that
fa1; : : : ; ang k[V ]G is a homogeneous system of parameters for k[V ]. Since k[V ] is
Cohen-Macaulay, it is a free k[a1; : : : ; an]-module. Any basis for k[V ] over k[a1; : : : ; an]
is a generating set for k[V ] as a k[V ]G-module and can be used to construct a gen-
erating set for IG. The purpose of this section is to describe certain families of bases,
called block bases, which will be used in the later sections to compute the image of
the transfer for various examples. A block basis is a basis consisting of the monomial
factors of a single monomial. The single monomial is called the generator of the block
basis. We refer the reader to [5] for a more extensive discussion of block bases.
In the following we make use of the theory of monomial orders. We refer the reader
to [6, Ch. 2] for the appropriate denitions and a detailed discussion of monomial
orders. We use the convention that a monomial is a product of variables and a term
is a monomial with a coecient.
Theorem 3.1. Suppose that dimk(V )= n and that a1; : : : ; an is a sequence of homo-
geneous elements in k[V ]. Further suppose that there exist integers d1; : : : ; dn such
that; with respect to some monomial order; the lead term of ai is x
di
i for all i. Then
a1; : : : ; an is a regular sequence in k[V ] and
Qn
i= 1 x
di−1
i generates a block bases for
k[V ] over k[a1; : : : ; an].
Proof. We begin by proving that a1; : : : ; an is a regular sequence. Since k[V ] is Cohen{
Macaulay, it is sucient to prove that a1; : : : ; an is a homogeneous system of para-
meters. We prove this by showing that the only common zero of a1; : : : ; an is the
origin. We remind the reader that elements of k[V ] represent functions on V . Without
loss of generality we may assume that x1<x2<   <xn in the given monomial order.
Observe that the multiplicative property of the order implies that for each monomial 
appearing in ai, other than x
di
i , there exists j<i such that xj divides . In particular,
a1 must equal x
d1
1 . Thus the zero set of a1 is the hyperplane cut out by x1 = 0. The
restriction of a2 to this hyperplane is just x
d2
2 . Therefore the set of common zeros of
a1 and a2 is the subspace dened by x1 = x2 = 0. Continuing in this fashion we see
that the only common zero of a1; : : : ; an is the origin.
We remind the reader that if M is a graded subspace of k[V ] and Md is the homo-
geneous component of degree d, then the Poincare series of M is
P(M; t)=
1X
i=0
dimk(Md)td:
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Since a1; : : : ; an is a regular sequence, k[a1; : : : ; an] is a polynomial algebra with
Poincare series
Qn
i=1(1− tdi)−1. Therefore the Poincare series of k[V ]=(a1; : : : ; an) is
nY
i=1
1− tdi
1− t :
In particular, the rank of k[V ] as a free k[a1; : : : ; an]-module is
Qn
i=1 di. This is equal
to the number of monomial factors of
Qn
i=1 x
di−1
i . Thus it suces to prove that these
monomial factors span k[V ] as a k[a1; : : : ; an]-module.
Let S denote the k[a1; : : : ; an]-module spanned by the factors of
Qn
i=1 x
di−1
i . Sup-
pose, by way of contradiction, that S is a proper subset of k[V ]. Choose an element
f2 k[V ] − S with smallest possible lead monomial. Let = xe11    xenn be the lead
monomial of f and let c be the lead term of f. Note that c 6=0. For each i, write
ei= qidi + ri where 0  ri<di. Dene
f0=f − c
0@ nY
j=1
aqji
1A nY
i=1
xrii
!
:
Clearly f0 2 k[V ] −S and the lead monomial of f0 is less than , contradicting the
choice of f.
Remark 3.2. Suppose that the sequence a1; : : : ; an satises the hypotheses of
Theorem 3.1. Let I denote the ideal in k[V ] generated by the sequence and let J
be the ideal generated by xd11 ; : : : ; x
dn
n . Clearly J is contained in the lead term ideal
of I . Furthermore, the Poincare series of k[V ]=I equals the Poincare series of k[V ]=J .
Therefore J is the lead term ideal of I and a1; : : : ; an is a Grobner basis for I (for more
on Grobner bases, see [6]). Also, the block basis generated by
Qn
i=1 x
di−1
i projects to
a k-basis for k[V ]=I . It is not hard to show that k[V ]=I is a Hodge algebra governed
by the ideal of monomials generated by the projections of xd11 ; : : : ; x
dn
n (for more on
Hodge algebras, see [7]).
Corollary 3.3. Suppose that P is a p-subgroup of GLn(Fq). Choose a basis in which
P is an upper-triangular group and let pmi be the size of the P-orbit of xi. Then
N (x1); : : : ; N (xn) is a regular sequence in Fq[V ] and
Qn
i=1 x
pmi−1
i generates a block
basis for Fq[V ] over Fq[N (x1); : : : ; N (xn)].
Proof. Using the graded reverse lexicographic order with x1<x2<   <xn, we see
that the lead monomial of N (xi) is x
pmi
i . Now apply Theorem 3.1.
4. Nakajima groups
In [9] Nakajima characterized the representations of p-groups over Fp with poly-
nomial invariants. Nakajima’s characterization prompts us to make the following
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denitions. Suppose P is a p-subgroup of GLn(Fq) and, for 1  i  n, let
Pi= fg2P j g  xj = xj if j 6= ig:
Clearly the subgroups Pi depend on the choice of basis.
Denition 4.1. P is a Nakajima group if, for some choice of basis,
(i) P is an upper triangular group and
(ii) P=PnPn−1   P1.
For any Nakajima group jPj= Qni=1 jPij. Furthermore, for any i, the orbit of xi
under P is the same as the orbit of xi under Pi. Note that Pi is an elementary abelian
p-group and the orbit of xi is fxi+u j u2Wig where Wi is closed under addition and is
a subset of the span of fx1; : : : ; xi−1g. Thus Wi is vector space over Fp. However Wi not
necessarily a vector space over Fq. Let mi=dimFp(Wi) and observe that the degree of
N (xi) is pmi . Since fN (x1); : : : ; N (xn)g is a homogeneous system of parameters for both
Fq[V ] and Fq[V ]P and the product of the degrees is equal to the order of the group,
Fq[V ]P =Fq[N (x1); : : : ; N (xn)]. Therefore, from Corollary 3.3,
Qn
i=1 x
pmi−1
i generates a
block basis for Fq[V ] as a free Fq[V ]P-module.
Nakajima’s characterization is expressed by the following proposition.
Proposition 4.2 (Nakajima [9, Proposition 4.1]). Suppose P is a p-subgroup of
GLn(Fp). Then Fp[V ]P is a polynomial algebra if and only if P is a Nakajima group.
Suppose that r is a non-negative integer. We denote by p(r) the sum of the digits
in the p-adic expansion of r. Also, if W is a nite dimensional vector space over a
nite eld then dene d(W ) :=
Q
u2W−f0g u: We warn the reader that, in the following
proposition, W is a vector space over Fp but not necessarily a vector space over Fq.
Proposition 4.3. Suppose that V is a vector space over Fq and that W is a subset of V
which is closed under addition so that W is a vector space over Fp. Let m=dimFp(W ).
Then
P
u2W u
i=0 unless p− 1 divides i and p(i)  m(p− 1). Furthermore;X
u2W
up
m−1 =
Y
u2W−f0g
u=d(W ):
Proof. The proof is a simple generalization of the proof of [5, Proposition 9.5].
Theorem 4.4. If P is a Nakajima group then IP is the principal ideal generated by
nY
i=1
d(Wi):
Proof. Using Corollary 3.3, we see that the monomial factors of =
Qn
i=1 x
pmi−1
i are a
block basis for Fq[V ] over Fq[V ]P . Since TrP is an homomorphism of Fq[V ]P-modules,
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applying the transfer to the elements of a basis gives a generating set for the image.
Consider
TrP
 
nY
i=1
xrii
!
=
nY
i=1
 X
u2Wi
(xi + u)ri
!
;
where ri<pmi for each i. Expanding givesX
u2Wi
(xi + u)ri =
X
u2Wi
riX
j=0

ri
j

xri−ji u
j =
riX
j=0

ri
j

xri−ji
X
u2Wi
uj:
By Proposition 4.3,
P
u2Wi u
j =0 unless p− 1 divides j and p(j)mi(p− 1). Since
jripmi−1, this expression is zero unless j=ri=pmi−1. Therefore TrP(
Qn
i=1 x
ri
i )=0
unless ri=mi for all i. Again by Proposition 4.3,
TrP
 
nY
i=1
xmii
!
=
nY
i=1
X
u2Wi
up
mi−1 =
nY
i=1
d(Wi):
Nakajima’s characterization does not extend to representations of p-groups over Fq
for q=ps with s>1. One of the reasons Nakajima’s characterization does not extend is
the fact that Wi is not necessarily a vector space over Fq. Although all Nakajima groups
have polynomial invariants, there are p-groups with polynomial invariants which are
not Nakajima groups. One example of such a group is due to Stong (see [13]). We
continue our investigation of the relationship between G and IG by computing IG for
this example. We will use our basis to identify elements of G with the corresponding
matrices and we identify V with the space of column vectors.
Example 4.5. Let f1; !; g be a basis for Fp3 over Fp,
T1 =
0@ 1 1 00 1 0
0 0 0
1A; T2 =
0@ 1 0 10 1 0
0 0 1
1A and T3 =
0@ 1 ! 0 1 0
0 0 1
1A:
Let G be the group generated by T1; T2 and T3. Then G is isomorphic to (Z=p)3.
Dene   := (p− )(xp2 − x2xp−11 )− (!p−!)(xp3 − x3xp−11 ) and  := (xp2 − x2xp−11 )p−
(!p − !)p−1(xp2 − x2xp−11 )xp(p−1)1 . Note that   and  are both elements of Fp3 [V ]G.
In the graded reverse lexicographic order, with x1<x2<x3, the lead monomial of  
is xp3 and the lead monomial of  is x
p2
2 . Applying Theorem 3.1, we see that x1; ;  
is a regular sequence in Fp3 [V ] and the monomial factors of x
p2−1
2 x
p−1
3 form a basis
for Fp3 [V ] over Fp3 [x1; ;  ]. Thus fx1; ;  g is a homogeneous system of parameters
for Fp3 [V ]G and, since the product of the degrees equals the order of the group, we
conclude that Fp3 [V ]G =Fp3 [x1;  ; ] (or see [13]). We will construct a generating set
for IG by evaluating TrG on the monomial factors of xp
2−1
2 x
p−1
3 . Let H be the subgroup
generated by T1and T2. Then TrG =TrGH  TrH .
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TrH (xi2x
j
3) =
X
a; b2Fp
(x2 + ax1)i(x3 + bx1) j
=
iX
m=0
jX
k=0

i
m

j
k

xm+k1 x
i−m
2 x
j−k
3
X
a; b2Fp
ambk :
Recall that
P
c2Fp c
r is −1 if p − 1 divides r and r>0; otherwise this sum zero.
Since j  p − 1, TrH (xi2x j3)= 0 unless j=p − 1. Furthermore, when j=p − 1 only
the terms with k =p − 1 and m divisible by p − 1 and m>0 contribute. Writing
m=m0(p− 1) we have
TrH (xi2x
p−1
3 )=
p+1X
m0=1

i
m0(p− 1)

x(m
0+1)(p−1)
1 x
i−m0(p−1)
2 :
Thus
TrG(xi2x
p−1
3 ) = Tr
G
H  TrH (xi2xp−13 )
=
p+1X
m0=1

i
m0(p− 1)

x(m
0+1)(p−1)
1
X
c2Fp
(x2 + c!x1)i−m
0(p−1)
=
p+1X
m0=1

i
m

x(m
0+1)(p−1)
1
X
c2Fp
i−mX
t=0

i − m
t

xi−m−t2 c
t!txt1
=
p+1X
m0=1

i
m

x(m
0+1)(p−1)
1
i−mX
t=0

i − m
t

xi−m−t2 !
txt1
X
c2Fp
ct :
As above, this simplies to
TrG(xi2x
p−1
3 ) = −
p+1X
m0=1
pX
t0=1

i
m

i − m
t0(p− 1)

 x(m0+t0+1)(p−1)1 xi−(m
0+t0)(p−1)
2 !
t0(p−1)
= −
p+1X
m0=1
pX
t0=1

i
m0(p− 1)

i − m0(p− 1)
t0(p− 1)

 x(m0+t0+1)(p−1)1 xi−(m+t)2 !t:
Lemma 4.6. Suppose i<p2 − 1; t0>0 and m0>0. Then
i
m0(p− 1)

i − m0(p− 1)
t0(p− 1)

 0 (modp):
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Proof. We consider the three p-adic expansions: m0(p − 1)= (m0 − 1)p + (p − m0),
t0(p− 1)= (t0− 1)p+(p− t0) and i= i1p+ i0. Now if
( i
m0(p−1)
 6 0 (modp) then the
p-adic expansion of i − m0(p − 1) is (i1 − (m0 − 1))p + (i0 − (p − m0)). Similarly if(i−m0(p−1)
t0(p−1)
 6 0 (modp) then the p-adic expansion of i−(m0+ t0)(p−1)) is (i1−(m0−
1)− (t0−1))p+(i0− (p−m0)− (p− t0)). In particular i1− (m0−1)− (t0−1)  0 and
i0 − (p−m0)− (p− t0)  0. Therefore i1 + i0  2(p− 1). However, since i<p2 − 1,
i1 + i0<2(p− 1).
Therefore, if TrG(xi2x
j
3) is non-zero, then i=p
2 − 1, j=p− 1 and
TrG(xp
2−1
2 x
p−1
3 )
= −
p+1X
m0=1
pX
t0=1

p2 − 1
m

p2 − 1− m
t

x(m
0+t0+1)(p−1)
1 x
p2−1−(m+t)
2 !
t:
However, if m=p2 − 1 then, since t>0, (p2−1−mt =0. Thus we may assume that
m<p2 − 1. If (p2−1−mt = (p2−1−m0(p−1)t0(p−1)  is non-zero then the p-adic expansion of
p2 − 1 − m0(p − 1) − t0(p − 1) is (p − m0 − t0 + 1)p + (m0 − 1 − p + t0). Therefore
p−m0− t0+1  0 and m0−1−p+ t0  0. Thus m0+ t0=p+1 and (p2−1−m0(p−1)t0(p−1) =1.
Furthermore,
p2 − 1
m

=

p2 − 1
m0(p− 1)

=

p− 1
m0 − 1

p− 1
p− m0

= (−1)m0−1(−1)p−m0 =(−1)p−1 = 1:
Therefore,
TrG(xp
2−1
2 x
p−1
3 ) = (−1)x(p+2)(p−1)1
pX
t0=1
!t
0(p−1)
= (−1)x(p+2)(p−1)1
!p−1(!p
2−p − 1)
!p−1 − 1 :
Observe that ! is not in Fp and therefore !p−1 6=1. Furthermore, since Fp3 has no
non-trivial pth roots of unity, (!p−1)p 6=1 and the coecient in the above expression
is non-zero. Note that this also follows from the fact that TrG is never the zero
map.
In conclusion, IG is the principal ideal generated by xp
2+p−2
1
We include the following example to illustrate the fact that, for a p-group whose
ring of invariants is a hypersurface, the image of the transfer is not always a principal
ideal.
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Example 4.7. For simplicity we restrict our attention to p=2 but similar examples
exist for all primes. Let
=
0BB@
1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1CCA and =
0BB@
1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1
1CCA:
Let G= h; i and H = hi. Clearly G = Z=2Z=2 and H = Z=2. Furthermore G is
a Nakajima group and F2[V ]G =F2[x1; N (x2); x3; N (x4)]: From Theorem 4.4, IG is the
principal ideal generated by x1x3. H is a subgroup of index 2 in the Nakajima group
G. Applying [4, Theorem 4.4] we see that F2[V ]H is a free F2[V ]G-module with basis
f1; ag where a= x1x4 + x2x3. In other words F2[V ]H is a hypersurface. We wish to
describe IH . Note that TrH is a homomorphism of F2[V ]G-modules and that F2[V ] is
a free F2[V ]G-module with a block basis generated by x2x4. Therefore IH is generated
by TrH (x2)= x1, TrH (x4)= x3 and TrH (x2x4)= x1x4 +x2x3 = a. In particular IH is not
a principal ideal.
5. The p-Sylow transfer
In this section we consider the relationship between the image of the transfer for G
and the image of the transfer for a p-Sylow subgroup of G. Our starting point is the
following theorem.
Theorem 5.1. If p does not divide [G :H ]; then IG = IH \ k[V ]G.
Proof. We rst show that IH \ k[V ]G  IG. Suppose that f2 IH \ k[V ]G and
TrH (k)=f. Then TrGH (f)= [G : H ]f and therefore Tr
G(k=[G :H ])=f.
In order to show that IG  IH \ k[V ]G, we use the factorization TrG =TrH  bTrGH .
Suppose that f2 IG  k[V ]G. Therefore f=TrG(k) for some k 2 k[V ] and thus f=
TrH ( bTrGH (k))2 IH .
The height of a prime ideal P is the length of a maximal chain, with respect to
inclusion, of prime ideals contained in P. The height of an arbitrary ideal I is the
minimal height of a prime ideal containing I . We denote the height of I by ht(I) and
we refer the reader to [3, Appendix] for details.
Corollary 5.2. If P is the the p-Sylow subgroup of G; then ht(IG)= ht(IP).
Proof. Since k[V ]P is integral over k[V ]G, we have both \going up" and \going down"
(see, e.g., [2, Theorem 1.4.4]). From Theorem 5.1, IP lies over IG and thus they have
the same height.
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We now use Theorem 5.1 to compute the image of the transfer for SLn(Fq).
A p-Sylow subgroup for both SLn(Fq) and GLn(Fq) is given by Un(Fq), the group of up-
per triangular matrices with 10s along the diagonal. Clearly Un(Fq) is a
Nakajima group (see Section 4) and Fq[V ]Un(Fq) is the polynomial algebra Fq[h1; : : : ; hn]
where hi=NUn(Fq)(xi) has degree q
i−1. The ring of invariants for GLn(Fq), known as
the Dickson algebra, is the polynomial algebra Fq[d1; n; d2; n; : : : ; dn; n] where di; n has
degree qn − qn−i. We refer the reader to [12, Section 8.1] for a detailed discussion
of the Dickson algebra. Finally, choose a non-zero representative from each line in
V and take the product to form L2Fq[V ]. It is well known that Lq−1 =dn; n and
Fq[V ]SLn(Fq) =Fq[d1; n; : : : ; dn−1; n; L] (again, see [12, Section 8.1]).
Theorem 5.3. The image of TrSLn(Fq) is the the principal ideal generated by
L(q−1)(n−1).
Proof. From Theorem 5.1, I SLn(Fq) = IUn(Fq) \Fq[V ]SLn(Fq). By [5, Corollary 9.7] or
Theorem 4.4, IUn(Fq) is the principal ideal generated by (hn−11 h
n−2
2    hn−1)q−1. Sup-
pose that f2 I SLn(Fq) = IUn(Fq) \Fq[V ]SLn(Fq). Therefore f= h  (hn−11 hn−22    hn−1)q−1 for
some h2Fq[V ]Un(Fq). Since h1 = x1, we see that x(q−1)(n−1)1 divides f. Suppose that ‘
is a non-zero linear functional. Clearly ‘ is in the SLn(Fq)-orbit of x1. Because f is an
SLn(Fq)-invariant and x
(q−1)(n−1)
1 divides f, it follows that ‘
(q−1)(n−1) divides f. Since
xq−11 =−
Q
c2Fq−f0g cx1 and dn; n is the product of all non-zero linear functionals, we
conclude that dn−1n; n divides f. In Fq[V ]
SLn(Fq), dn; n=Lq−1. Thus f=L(q−1)(n−1)k for
some k 2Fq[V ]. Clearly k 2Fq[V ]SLn(Fq). Finally, since dn; n=(−1)n(h1    hn)q−1 and
L(q−1)(n−1) =dn−1n; n we see that L
(q−1)(n−1) 2 IUn(Fq) \Fq[V ]SLn(Fq) = I SLn(Fq).
Remark 5.4. Suppose G is a subgroup of GLn(Fq) and G contains SLn(Fq). Then there
exists an m dividing q− 1 such that G= fg2GLn(Fq) j (det g)m=1g. It is easy to see
that Lm is G-invariant and that Fp[V ]G is a polynomial algebra. Furthermore the proof
of Theorem 5.3 shows that IG is the principal ideal generated by (Lm)(n−1)(q−1)=m.
In particular this gives us a simpler proof of [5, Corollary 9.14].
Theorem 5.5. The image of TrGLn(Fq) is the the principal ideal generated by dn−1n; n .
Remark 5.6. For any modular representation of a nite group G over kFp, there
exists a q such that G  GLn(Fq). Since, TrGLn(Fq) =TrGLn(Fq)G  TrG, the kernel of
TrG is a subset of the kernel of TrGLn(Fq). Using the other factorization, TrGLn(Fq) =
TrG  bTrGLn(Fq)G , we see that IGLn(Fq) IG. In particular dn−1n; n 2 IG and TrG is non-zero.
6. Permutation groups
In this section we consider groups which act by permuting a xed basis of V . We
will call such groups permutation groups. For a monomial  we denote the orbit sum
of  by #s()=
P
g2G=G g  : It is well known that, for a permutation group, the
76 R. James Shank, D.L. Wehlau / Journal of Pure and Applied Algebra 142 (1999) 63{77
orbit sums of monomials form a vector space basis for the ring of invariants. Since
TrG()= jGj#s(), the set f#s() jp does not divide Gg forms a vector space basis
for IG. In particular #s()2 IG if and only if p does not divide jGj. Therefore if
f2 IG then f is a linear combination of orbit sums each of which is contained in IG.
Theorem 6.1. Suppose that G is a permutation group. Then IG is a radical ideal and
IG =PG \ k[V ]G.
Proof. Suppose fr 2 IG. Write f= Pti=1 ci#s(i) where ci 2 k and each i is a mono-
mial. Choose m so that pm  r. Then fpm 2 IG. However,
fp
m
=
 
tX
i=1
ci#s(i)
!pm
=
tX
i=1
cp
m
i #s(
pm
i ):
Therefore for each i, #s(p
m
i )2 IG. Thus p does not divide the order of Gpmi . However
Gi =Gpmi
. Hence, for each i, #s(i)2 IG and therefore f2 IG. Thus IG is radical and,
by Theorem 2.4, IG =PG \ k[V ]G.
As a corollary we obtain the following generalization of recent results of Neusel
[10] and Smith [14].
Corollary 6.2. If G is a cyclic permutation group; then IG is a prime ideal.
Proof. If G is non-modular then the transfer is surjective and IG is prime. If p di-
vides the order of G then there is a unique subgroup of G with order p. Let g be a
generator for this subgroup. Using Lemma 2.3, we see that Pg=PG. By Theorem 2.4,p
IG =PG \ k[V ]G. By Theorem 6.1, IG =
p
IG. Therefore IG =Pg \ k[V ]G is a prime
ideal.
We return briey to Example 4.7. In this example, after a change of basis, both G
and H are permutation groups. H is a cyclic permutation group and IH is the prime
ideal generated by x1, x3 and x1x4 + x2x3. G is isomorphic to Z=2  Z=2 and IG is
generated by x1x3. In particular IG is radical but not prime.
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