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ABSTRACT 
For an n-by-n P-matrix A = [aij] having LU factorization A = LU with U = 
[uij], we determine combinatorial circumstances for which uij is unambiguously 
signed for a given pair i 5 j, or all such pairs, and give corresponding results for 
L. A qualitative P-matrix is a sign nonsingular matrix with all diagonal entries 
positive. For such a matrix A, we give additional sufficient conditions for an 
entry uij or the matrix U to be unambiguous. If A is a qualitative P-matrix with 
A-’ unambiguously signed, we prove that the matrices L, U, L-‘, and U-’ are 
all unambiguous. 
1. INTRODUCTION AND BASIC RESULTS 
It is well known (see e.g. [7]) that an n-by-n real matrix A = [aij] has a 
unique unit LU factorization (one in which L = [&I is lower triangular with 
each diagonal entry .& equal to 1, and U = [uij] is upper triangular) if and 
only if every leading principal minor of A of order 1, . . . , n - 1 is nonzero. 
All references to LU factorization in this paper are to this (normalized) 
factorization. In [7] we determined combinatorial circumstances for enty 
inheritance in the LU factorization, that is, circumstances under which 
uij = aij for a given pair i 5 j or for all such pairs. Our present interest is 
in sign inheritance, that is, the combinatorial circumstances under which 
sgn uij = sgn aij for a given pair i < j or for all such pairs. As in [I], we use 
the relation between the LU factorization and the Schur complement, and 
we utilize results of [6] concerning qualitative aspects of Schur complements. 
An n-by-n matrix A having all principal minors positive is called a P- 
matrix, and we write A E P. Such matrices clearly have a unique LU 
factorization. An n-by-n array B is a sign pattern (matrix) if each entry 
of B is +, -, or 0. The matrix A has the sign pattern of B if for all i,j, 
the value of sgnaij is +l, -l,O, respectively, when the (i, j) entry of B is 
+, -, 0, respectively. For a iixed sign pattern B, if A is a P-matrix with 
the sign pattern of B, we write A E PB. In general, this places qualitative 
and quantitative restrictions on the entries of A. If all (main) diagonal 
entries of B are +, then there exists a matrix A E PB; that is, the sign 
pattern B allows a P-matrix. If every matrix A with the sign pattern B is 
in PB, then we say that B requires a P-matrix. A sign pattern B is called 
sign nonsingular if every matrix A having this sign pattern is nonsingular 
(see e.g. [2]), and such a matrix A is a sign nonsingular matrix. A matrix 
is combinatorially singular if it is singular for all choices of the nonzero 
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entries. We note that a matrix is sign nonsingular if and only if it is not 
combinatorially singular and each nonzero term in its determinant has the 
same sign. 
For a fixed sign pattern B, let A E PB. In the resulting LU factorization 
of A, we say that: 
(I) uij is unambiguous(ly f, -, 0, respectively) if for every A E PB, uij 
is uniquely one of +, -, 0 respectively; and 
(2) uij is ambiguous if it is not unambiguous. 
We use this terminology also for entries of L, U-‘, L-l, and A-‘, and for 
determinants. If each entry of a matrix is unambiguous, we say that the 
matrix is unambiguous(ly signed). 
For indexsetsp,r 2 {1,2,... ,n} we denote the submatrix of A lying 
in rows p and columns y by A[P 1 y]. When p = y, we denote the principal 
submatrix by A[@]. The set {1,2,. . . ,n}-pisdenotedby/Y. Forlli< 
12, let /?i = {1,2,. . . ,i}, define PO = 0, and abbreviate A[/&_1 U {j}] by 
M-1 ujl, ( an similarly for nonprincipal submatrices). d 
We record two useful observations about sign nonsingular matrices. 
OBSERVATION 1.1. Let /I?,Y 2 {1,2 ,..., n} vrith 15 IpI = IyI < 
n - 1. Let B be a sign nonsingular pattern and A a matrix with the sign 
pattern of B. Ifdet A[0 1 y] . as ambiguous, then its complementary submatrix 
A[/Y ) yc] must be combinatorially singular. 
Proof. By the Laplace expansion, each term in det A can be written 
as an appropriately signed product of the form det A[P 1 y] det A[p 1 -f]. If 
det A[@ I r] is ambiguous and A[p I yc] no combinatorially singular, then t 
two oppositely signed products are possible, contradicting the sign nonsin- 
gularity. Thus A[/?” ( yc] must be combinatorially singular for all A with 
the sign pattern of B. H 
OBSERVATION 1.2. Let B be a sign pattern with all diagonal entries f. 
Then B is sign nonsingular if and only if B requires a P-matrix. 
Proof. If B is a sign nonsingular pattern, and A E PB has nonzero 
diagonal, then the sign of its determinant is the sign of the product of 
its diagonal entries. This fact together with Observation 1.1 constitutes a 
straightforward proof of the forward implication. The converse is immediate. 
??
We call such a matrix A E PB, for B a sign nonsingular pattern with 
all diagonal entries positive, a qualitative P-mat% These matrices are the 
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main focus of this paper. 
To illustrate the above concepts, consider two examples. 
EXAMPLE 1.3. Let 
I 
+-00 
B= 
++-0 
+++-’ 
t + + + 
which is a sign nonsingular pattern with positive diagonal. Thus any matrix 
A with this sign pattern is a qualitative P-matrix, and it is easily shown 
that the matrices L and U of its LU factorization have the sign patterns 
I 
+ 0 0 0 
++oo 
+++o 
+ + + + 
and 
f-00 
0 + - 0 
OOf- 
0 0 0 + 
respectively. Both matrices L and U are unambiguous; moreover, sgn uij = 
sgn aij for all i 5 j and sgn &j = sgn aij for all i 2 j. ??
Note that, in this example, the sign patterns of L and U do not depend 
on the normalization Cii = 1 of the unit LU factorization, but only on a 
normalization so that Cii > 0. This remark applies throughout this paper. 
EXAMPLE 1.4. Consider 
let A E PB and A = LU. Then [by Theorem 1.5(i), (iii) below] ‘1145 is 
unambiguously +, an example of sign inheritance of one particular entry. 
However, 2124 is ambiguous. Note that this pattern B is not sign nonsin- 
gular, so there is a quantitative restriction imposed by taking A to be a 
P-matrix. Note also that the submatrix A[l, 2,3,4 1 1,2,3,5] is not sign 
nonsingular, but by Theorem 1.5(ii), it has a positive determinant. 
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We next state a well-known relationship between the LU factorization 
of A and the Schur complements of principal submatrices of A. If /?I c 
{1,2,...,n} and A[@] is nonsingular, then the Schur complement of A[@] 
in A is defined as 
S(P) = WI - 4PC I PIAIPI-lAIP I PC]. 
When p = pi = {1,2,... , i}, the (1, k) entry of this matrix is equal to 
ui+i,i+k, 1 2 k 5 n - i, in the LU factorization of A. Recently a qual- 
itative analysis of Schur complements was given by Johnson and Maybee 
[6], and we interpret their theorem on Schur complements in terms of the 
LU factorization. Given a matrix A, a (simple) path p in A from i to j via 
pi-1 is a sequence of nonzero entries atot,, at,t,, . . . , att_,,tL of A, in which 
to = i and te = j, with t, E &-I and distinct for r E [l, .! - 11. The path 
product of p, denoted by A[p], is fl”,li at,t,+l, and the length of the path p 
is !. Note that the singleton aij # 0 is a path from i to j of length 1 via 
,&-I (for all i L 1). The following theorem is essentially stated and proved 
in [S] in terms of sign determinancy, but closer analysis reveals the actual 
signs as stated below. 
THEOREM 1.5 [6, Theorem 21. Let B be an n-by-n sign pattern and 
A E PB. Then for A = LU and i 5 j, the following are equivalent: 
(i) uij is unambiguously + (-, 0); 
(ii) det A[&1 U i 1 ,f_ z 1 U j] is unambiguously + (-, 0); 
(iii) every path product A[pk] from i to j via pi-1 is signed (-l)ek-l 
(( - l)ek, there are no such paths), where ek is the length of the path pk. 
Proof. As stated above, we need only prove that the signs are as indi- 
cated. Equation (2.1) of [7] gives, for i < j, 
Uij = 
det A[&1 U i 1 /?z-~ u j] 
det A[,&11 ’ 
where det A[0] = 1 (the case i = 1). As A is a P-matrix, the denominator 
is positive; thus (i) and (ii) are equivalent. Corollary 8.2 of [lo] (see also 
(4) of [S]) gives a path-product formula for the numerator, showing that 
ui j  = _ CT=“=, (-l)ek Ah] det A[V(pk)] 
det A[&_11 . (1.1) 
Here {pk: 1 5 k 5 m} denotes the set of all distinct paths in .4 from i to j 
via pi-1, & is the length of the path pk, and V(pk) is the set of indices in 
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Pi-1 not on pk. As A is a P-matrix, det A[T/(pk)] is positive; thus (ii) and 
(iii) are equivalent. ??
Observe that if aij is + or - and uij is unambiguous, then sgnzlij = 
sgn aij . Also, when i = j, then uii is unambiguously + (as A is a P- 
matrix). If for the matrix A, Uij is unambiguous and then some entries of 
A are replaced by 0 (retaining the P-matrix property), then the (i,j) entry 
of U in the resulting LU factorization remains unambiguous. 
Implicit in Theorem 1.5 is the result that if A E PB and A = LU, 
then S(@i) is unambiguous for all ,&, 1 < i I n - 1, if and only if U is 
unambiguous. However, it is possible for U to be unambiguous but S(,B) 
ambiguous for some ,B c {1,2, . . . , n}, p # pi. This is illustrated by the 
sign pattern B of Example 1.3; if A E PB, then U is unambiguous, but 
when ,0 = {2,3} an entry of S(,f3) is ambiguous. 
When A = LU, then AT = UTLT, so we can formulate a result anal- 
ogous to Theorem 1.5 for the matrix L (see [7, Section 41 for entry inher- 
itance results on L). With the assumptions of Theorem 1.5, the following 
are equivalent for i 5 j: 
(i) lji is unambiguously + (-,O); 
(ii) det A[&.-1 U j 1 pi-1 U i] is unambiguously + (-, 0); 
(iii) every path product A[pk] from j to i via pi-1 is signed (-l)e”-l 
((-l)l”, there are no such paths), where & is the length of the 
path Pk. 
2. LU FACTORIZATION OF SIGN NONSINGULAR MATRICES 
Let B be a sign nonsingular pattern, normalized so that each diagonal 
entry is positive. (Note that this is not the usual normalized form; see e.g. 
[2], in which each diagonal entry is normalized to be negative; however, 
here we are working with P-matrices.) Let A be a matrix with the same 
sign pattern as B; then A and every principal submatrix of A are sign 
nonsingular and are qualitative P-matrices. A sign nonsingular matrix A 
is said to be mtimal if every matrix obtained from A by replacing a zero 
entry with a nonzero is not sign nonsingular. 
EXAMPLE 2.1. For fixed n, a maximal sign nonsingular matrix with 
the minimum number of zero entries is a Hessenberg matrix [5], which can 
be put in the form of the pattern illustrated in Example 1.3 for n = 4. In 
general, let B be the n-by-n pattern with every entry on and below the 
main diagonal +, every superdiagonal entry -, and every entry above the 
superdiagonal 0. Let H be a (Hessenberg) matrix with the sign pattern of 
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B, and H = LU. Then U is bidiagonal, L is full, and every entry in each 
factor is unambiguous and has its sign (+, - or 0) inherited from H. See 
Example 1.3 for n = 4, with L and U explicitly given. 
Not every sign nonsingular matrix does give U unambiguously, as the 
following example shows. 
EXAMPLE 2.2. Let A be a matrix with the sign nonsingular pattern 
+ + + - 
B= 
-0fO’ 
+ - + 0 
+ 0 + + ! 
and suppose A = LU. Then both a23 and azla13 are positive. Thus, 
by Theorem 1.5(i), (iii), the entry ~23 is ambiguous. Note that the mi- 
nor detA[1,21 1,3] is ambiguous, but does not enter into det A, because 
its complementary submatrix A[3,4 j2,4] is combinatorially singular; see 
Observation 1.1. 
We remark that the conclusion of Example 2.1 can be deduced from 
Theorem 1.5, or by using symbolic Gaussian elimination on the sign pattern 
B. That is, the sign patterns of L, U can be determined by imitating 
the Gaussian elimination procedure on B and assuming that the product 
of like (unlike) signs is + (-). But even for a sign nonsingular pattern, 
symbolic Gaussian elimination is not, in general, sharp enough to determine 
whether an entry Uij is unambiguous. For example, consider B in Example 
2.2. Symbolic Gaussian elimination on this pattern gives an unknown sign 
for 2133. But, by an observation from Theorem 1.5, we know that ~33 is 
unambiguously +. We also remark that the “symbolic product” of the 
patterns for L and U may not yield the initial pattern for A. For example, 
let H have the sign pattern B in Example 2.1 with n > 2. If H = LU, 
then L and U are unambiguous. However, in the symbolic product of the 
sign pattern of L and the sign pattern of U, there are some ambiguously 
signed entries [e.g., all diagonal entries except the ( 1,l ) entry]. 
Applying Theorem 1.5 to qualitative P-matrices, we have the following 
results. 
THEOREM 2.3. Let A be a qualitative P-matrix with A = LU, and let 
i ij. @A[@_1 -il&T1 -j] zs not combinatorially singular, then uij is 
unambiguous. 
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Proof. If uij is ambiguous, then det A[,&1 U i 1 pi-1 U j] is ambigu- 
ous (by Theorem 1.5). Thus, by Observation 1.1, its complementary sub- 
matrix must be combinatorially singular, giving the contrapositive of the 
statement . ??
Note that for a matrix A with the pattern of Example 2.2, the entry ~24 
is unambiguously -, although the complementary submatrix A[3,4 ) 2,3] is 
combinatorially singular. Thus Theorem 2.3 gives only a sufficient condi- 
tion, which we use in the following. 
THEOREM 2.4. Let A be a qualitative P-matrix with A = LU. 
(i) If aji # 0, j > i, then uij is unambiguous] and sgnuij # sgnaji. 
(ii) If uj,j_r, uj_r,j_2, . . . , ai+l,i # 0, j > i, then uij is unambiguous, 
(iii) If ak+l,k # 0 for all k = 2,3, . . . , n - 1, then the entire matrix u is 
unambiguous. 
(iv) If A has a simple path of length > n - 2, then there is a permuta- 
tion matrix Q such that QAQT has an unambiguous U in its LU 
factorization. 
Proof. Each of conditions (i) and (ii) is sufficient for the minor in 
Theorem 2.3 not to be combinatorially zero. For (i), the complementary 
submatrix contains a transversal using aji and main-diagonal entries of A. 
By the observation immediately after Theorem 1.5 and the fact that aijaji 
cannot be positive in a qualitative P-matrix, result (i) follows. For (ii), the 
complementary submatrix contains a transversal using the given nonzero 
terms and aj+r,j+r, . . , arm. 
Condition (iii) simply implies that (ii) holds for all j > i (2 5 i 5 n - 1 
and 3 I j < n), and thus ensures that the appropriate complementary 
submatrices are not combinatorially singular for all such pairs i, j. Since 
all entries uij are necessarily unambiguous, result (iii) follows. Condition 
(iv) introduces a (possible) reordering of the rows and columns of A, so 
that condition (iii) holds in the resulting matrix. A path of length n - 2 is 
sufficient, since inheritance of all entries in the first row is automatic. ??
Note that the Hessenberg matrices in Example 2.1 satisfy condition (iii). 
A matrix A with the pattern given by Example 2.2 has the path (143031 
of length n - 2 = 2. Let Q be the permutation that interchanges 1 and 
2; then QAQT has an unambiguous U in its LU factorization, illustrating 
condition (iv). 
CONJECTURE 2.5. Given any sign nonsingular matrix A, there exist 
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permutation matrices &I, Qa and a signature matrix S such that SQlAQz 
has a positive diagonal and the matrix U of its LU factorization is 
unambiguous. 
Theorem 2.4(iv) gives a positive answer to this conjecture for a special 
class of sign nonsingular matrices. It is known (J. Maybee, private commu- 
nication) that for n 5 9, every sign nonsingular matrix has an equivalent 
form QlAQ2 with a Hamilton cycle and a nonzero diagonal; thus Conjec- 
ture 2.5 is true for at least n 5 9. However, it is also known (J. Maybee, 
private communication) that not every sign nonsingular matrix has such 
an equivalent form, the smallest known example being 12-by-12. 
In this section we have stated results only for the matrix U in the LU 
factorization of A. However, as explicitly given in Section 1, analogous 
results hold for L. 
3. SIGN DETERMINED INVERSES 
Let B be a sign nonsingular pattern with positive diagonal, A a ma- 
trix with the sign pattern of B, and A-’ = [c+]. We are interested in 
combinatorial conditions for which an entry crij is unambiguous, or the en- 
tire matrix A-’ is unambiguous; for A irreducible, see [12] for a forbidden 
digraph characterization, and [8, 111. We work with path products, and 
begin by giving in our notation a well-known result. 
THEOREM 3.1. Let A be a qualitative P-matrix with A-’ = [aij]. Then 
Qii is positive, and for i # j, c~ij is unambiguously + (-, 0) if and only if 
every path product A[pk] f rom i to j is signed (-l)l" ((-l)e"-l, there are 
no such paths), where ek is the length of path pk. 
Proof By Jacobi’s theorem, A E P implies A-’ E P; thus oii > 0 for 
all i. For i # j, the result follows from the cofactor expansion 
“ij = c~=,(-l)ekAIPkldetA[v(Pk)l 
det A 3 (3.1) 
with the notation as in (1.1) except that {pk: 1 5 k 5 r} is the set of all 
distinct paths in A from i to j. ??
Note that if the path-product condition in this theorem is satisfied for 
all pairs i,j (i # j), then A-’ is unambiguous, and A is called inverse 
sign determined. If A is an inverse sign determined, qualitative P-matrix, 
then (A[P])-’ is unambiguous for all /3 c (1,. . . , n}. If A is an irreducible, 
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inverse sign determined, qualitative P-matrix, then every entry in A-’ is 
unambiguously + or -. 
Using Theorem 1.5, we have the following relation between A-l and 
the matrices in the LU factorization of A. 
COROLLARY 3.2. Let A be a qualitative P-matrix with A-l = [aij], 
and assume A = LU. If aij is unambiguously +(-, 0) then 
(i) for j > i, Uij is unambiguously - or 0(+ or O,O), and 
(ii) for i > j, L’ij is unambiguously - or 0(+ or 0,O). 
Proof. If j > i and oij is unambiguously +, then by (3.1), (-l)[” 
A[pk] > 0 for all paths pk from i to j in A. Thus, from (l.l), either uij < 0 
or, if there are no such paths via pi-i, uij = 0. The other cases follow 
similarly. 1 
This corollary shows that, for a qualitative P-matrix, if A-’ is unam- 
biguous, then L and U are unambiguous (since all three matrices have 
positive diagonal entries). The converse is not in general true, as can be 
seen from Example 1.3, in which the (3, l), (4, l), and (4, 2) entries of the 
inverse of a matrix with the sign pattern of B are ambiguous. However, 
for A E PB, A-l is unambiguous if and only if the Schur complement S(p) 
is unambiguous for all p c { 1,2, . . . , n}. If A is an inverse sign deter- 
mined qualitative P-matrix, then Conjecture 2.5 is true with Qi arbitrary, 
Qz = Q!-, and S = I. 
We are now able to prove a result about the inverses of matrices L and 
U in the LU factorization of A. Such a result cannot be proved solely on 
information about path product signs in A-‘; there are subtle quantitative 
interrelationships (see Example 3.4). 
THEOREM 3.3. Let A be a qualitative P-matrix that is inverse sign 
determined, A = LU, L-’ = [&j], and U-l = [pij]. Then U-l and L-l are 
unambiguous. 
Proof All diagonal entries of U-l and L-l are positive. By the argu- 
ment in [4, II, Sl] (cf. the result for uij in Theorem 1.5), as A-’ = U-lL-l, 
Xij = 
detA-l[i,i+l,..., n]j,i-t-l,..., n] 
detA-l[i+l,...,n] ’ 
i >j, 
(-l)i+jdetA[l ,..., j-l,j+l,..., ill ,..., i-l] = 
detA-l[i+l,...,n]detA 
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by Jacobi’s theorem. As A E P, the sign of Xij is given by the sign of the 
numerator. But the determinant in the numerator is an almost principal 
minor; thus the numerator has the sign of 
(-l)i+j(-l)i+j &)‘“Alp& 
k=l 
where {pk : 1 5 k 5 m}, as in (l.l), denotes the set of all distinct paths 
in A from i to j via pi-1 (but now i > j). Thus Xij is unambiguous, and 
similarly pij, i < j, is unambiguous. ??
Note that if A-’ has an ambiguous entry, then this result may fail, as 
illustrated again by Example 1.3. 
EXAMPLE 3.4. Any matrix A with the sign pattern + -0 
B= + -I- - 
[ 1 + 0 + 
is a qualitative P-matrix. For A = LU, the matrices L and U are unam- 
biguous with sign patterns 
[i 2 “1 and [% i f], 
respectively. Also, A is inverse sign determined, and A-‘, L-‘, U-’ have 
sign patterns 
respectively. Clearly, not all matrices with the sign pattern of A-’ have 
inverses with the sign pattern B. Much quantitative information is con- 
tained in the entries of A-‘; e.g., all of its minors are unambiguous. 
Similarly, L, U, and their inverses contain quantitative information; e.g., 
det L[23 1121 < 0. 
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We conclude with two special cases. Let A = LU be a P-matrix with 
aij 5 0 for all i # j (i.e., A is a nonsingular M-matrix). If A is ir- 
reducible, then (3.1) verifies the well-known fact that A-’ is entrywise 
positive. Corollary 3.2 then gives uij 5 0 for j > i, and & 5 0 for 
i > j. Thus our path conditions give a proof of the known fact that L 
and U are again M-matrices; see [3]. Consider now an n-by-n unipathic 
pattern [9], i.e., a pattern that has exactly one path from i to j for all pairs 
i,j E (1,. . . , n}, i # j. If A is a P-matrix with a unipathic pattern, then 
A = LU is inverse sign determined and both L and U are unambiguous. 
This class includes combinatorially symmetric P-matrices with tree graphs. 
We thanlc T. J. Lundy for discussions on Conjecture 2.5 and sign de- 
termined inverses. 
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