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Abstract	
  
The green alga Chlamydomonas reinhardtii has evolutionarily developed a range of receptors to
detect light, chemical, or mechanical stimuli for its survival. It employs its two cilia, identified as
cis and trans with respect to its photoreceptor-containing eye, to achieve appropriate behavioral
responses. The sensory signals are relayed to the dynein motors in the cilia through complex
networks of signal transduction pathways that have yet to be fully characterized. The first part of
this work is an experimental study of one such signal transduction pathways, the membrane
electric field. In the study, an experimental method is developed to monitor the membrane
electric field transients in response to an external stimulus. The method is non-invasive and
allows monitoring the membrane electric field of cell population over extended periods of time
by using a voltage-sensitive fluorescence probe, di-8-ANNEPS. The method is also insensitive to
cell orientations and is suitable for studying the effect of any stimuli that may influence the
behavior of cells by changing the membrane electric field. In this work two such types of stimuli,
green light and sound, are used. In response to impulses of green light, the membrane electric
field was found to change in the same way for both positively and negatively phototactic strains,
and all the processing due to green light detection at the eye appeared to take place in the cilia. In
response to sound stimuli, amplitude-modulated as 1-second-on-1-second-off or sine waves at
8.0 Hz, no change in the membrane electric field was observed.
The second part of this work is devoted to tracking experiments of swimming
Chlamydomonas reinhardtii cells. The measured cell trajectories are quantified using a suitable
implementation of the cell-motility model developed in the third part of this work. Through
quantifying the cell trajectories using the motility model, the activity of IC138 component of

cilium’s inner I1/f-dynein arm is characterized. This unit has a regulatory role in motility. When
it is phosphorylated (due to increased level of cAMP), the probability of it acting like a transient
brake or an extra drag on the trans-cilium increases. This in turn causes a low-amplitude extra
beat relative to the cis-cilium that maintains a steady beat. The extra low amplitude beat causes
the cell to change direction more frequently, which makes the motion less ballistic and more
diffusive. This ballistic-diffusive ratio affects the behavior associated with mating and searching
for food and light in opposing manners. More frequent activation of the brake, for example,
worsens search for food and light but increases chances of mating. In order to quantify this
regulatory mechanism, which is a part of the braking signal transduction network, individual
tracks of six Chlamydomonas reinhardtii strains were recorded and the data was fit to the above
mentioned motility model at the population level. Among the obtained set of statistical
parameters from fitting, the persistence time was found to be the most suitable one for
characterizing the activity of IC138.
In addition to this, a special realization of the cell-motility model, suitable for studying
the effect of an external periodic force on motility, is also developed in the third part of this
work. This realization provides a quantitative mean to discern between the pure mechanical
effect of an external periodic force, such as sound, and its sensory detection on the cell behavior.
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Chapter	
  1 	
  
	
  
Introduction	
  
In this dissertation I develop and apply analytical and experimental methods to understand the
motile behavior of Chlamydomonas reinhardtii cells and some aspects of their signal transaction
networks. Below are the key background concepts, followed by the outline of the dissertation.

1.1 Morphology	
  and	
  Motility	
  of	
  Chlamydomonas	
  reinhardtii	
  
Chlamydomonas reinhardtii, a model organism in this work, is a unicellular biciliated green alga
with an ovoid cell body of approximately 7 µm in minor diameter and 10 µm in major diameter,
and two equal-length cilia, each approximately 12.8 µm in length and 0.20 µm in diameter
(Josef, Saranak, & Foster, 2005a). The cell body consists of a cup-shaped green chloroplast
enclosed by the plasma membrane within a cell wall that is made up of hydroxyproline-rich
glycoproteins. Orange carotenoid pigments are located inside the chloroplast near the cell
equator with rhodopsin-type photoreceptors in the overlying plasma membrane. Because the
structure functions as the directional photoreceptor for phototaxis of the microorganism, it is
called the eye or “eyespot.” Relative to the eye, the cilia are distinguished as cis (near the eye)and trans (far from eye)-cilium and their beat planes are tilted about 20º with respect to the
coronal plane of the cell body, each contributing a torque clockwise as seen from the front. When
viewed from the anterior of the cell body, the angular distance clockwise from the beat plane of
the cis-cilium to the eyespot is about 45º (Josef, Saranak, & Foster, 2005b). Figure 1 on the next
page shows a detailed schematic drawing of the microorganism.
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Figure 1: Schematic drawing of Chlamydomonas reinhardtii
As a model organism, Chlamydomonas reinhardtii is easy to grow and to handle. It also has a
much simpler signaling network than in multi-cellular organisms. The figure is taken from
(Josef, Saranak, & Foster, 2005b).
Chlamydomonas reinhardtii employs its two cilia to swim to favored environments, to
avoid predators and barriers, and to mate. In motile cells both cilia beat at 50-60 Hz with a
breaststroke like pattern, each beat comprising a power stroke followed by a recovery stroke
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(Brokaw C. J., 1982; Brokaw & Luck, 1983; Rüffer & Nultsch, 1985; Adulrattananuwat, 2011).
During the power stroke, the tips of the cilia move along a wide semi-circle from a position
anterior to the cell body toward a position posterior to the cell body (see Figure 2). During the
recovery stroke, the tips of the cilia pass near the cell body as they are brought back to their
initial positions. The area swept by the breaststroke is thus significantly larger than the area
swept by the recovery stroke. Since this happens in the low-Reynolds number regime, the power
and the recovery strokes result in instantaneous forward and backward displacements, in each
ciliary beat cycle the forward displacement being approximately 2.3 times larger than the
backward displacement (Racey, Hallett, & Nickel, 1981).

Figure 2: Diagram of one ciliary beat cycle of Chlamydomonas reinhardtii
Source: (Weibel, et al., 2005).
The forward translation speed of the Chlamydomonas reinhardtii cells can range from 30
to 150 µm/s. The cells rotate approximately twice per second about the direction of their
translational velocities. Viewed from the front, this clockwise rotation enables the cells to scan
the light environment and to determine the direction of the light (Foster & Smyth, 1980). In all
cases, motile Chlamydomonas reinhardtii cells swim either along helical or superhelical
trajectories.
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Above we learned that the motility of Chlamydomonas reinhardtii is due to its two cilia.
We did so without discussing their structure and motility. The following subsection is
exclusively devoted to this yet to be fully understood complex subject.

1.1.1 Structure	
  and	
  Motility	
  of	
  Cilium	
  
The exterior of cilium is a specialized extension of the cellular membrane. The internal part of
cilium is a cylindrical cytoskeletal structure known as an axoneme and is composed of an array
of microtubules, typically nine outer doublets around a central pair. This is common for motile
cilia and is referred to as the 9+2 arrangement. Each outer doublet is composed of an A-tubule
and fused to it an incomplete B-tubule (Gokhale, Wirschell, Sale, & Mitchell, 2012). The central

Figure 3: Diagram of cross-sectional view of cilium as seen from its base
The doublet #1 in Chlamydomonas is defined by the lack of its outer dynein arm. A bridge-like
structure that takes the place of the outer dynein arm prevents the sliding of the doublets #1 and
#2 with respect to each other. The doublets #1-2 and #6 are therefore located in the plane of
bend. (From symmetry the bending plane is probably slightly clockwise from as drawn such that
#2 motors and #9 motors are at equal distances from the bending plane.) The figure is modified
from (Gokhale, Wirschell, Sale, & Mitchell, 2012).
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pair is made up of two singlet microtubules, C1 and C2. In a cross-sectional view, from each Atubule inner and outer dynein arms extend toward the B-tubule of the adjacent outer doublet and
T-shaped radial spokes extend toward the central pair (see Figure 3). In a longitudinal view,
cilium is composed of many subunits, each 96-nm in length (see Figure 4 A). In each subunit,

Figure 4: Regulation of ciliary beating
(A) Cryo-electron tomographic structure of an A-tubule (gray) along with the inner (cyan) and
the outer (red) dynein arms, radial spokes (blue), brake complex (yellow), and DRC (green). The
figure was adapted from (Ishikawa, 2015). (B) The I1/f -dynein arm is composed of α and β
heavy chains (αHC and βHC), three intermediate chains (IC140, IC138, IC97, and FAP120), and
several light chains, including LC7a, LC7b, LC8, Tctex1, and Tctex2b. The figure was adapted
from (Wirschell, et al., 2009). (C) Microtubule sliding is inhibited when the cAMP kinase
phosphorylates IC138 (i.e., ‘on’ state of the brake). Normal microtubule sliding is restored when
one of the phosphoprotein phosphatases PP2A dephosphorylates IC138.
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every outer tubule has four outer and several inner dynein arms, two (in some species three)
radial spokes (RS1 and RS2), and the dynein regulatory complex (DRC).
The dynein arms are capable of motor activity. By converting the energy of ATP into
sliding motion of the outer doublets, thousands of dynein arms power ciliary beating. There is
only one type of outer dynein arm whose primary function is thought by some to control the
ciliary beat frequency by producing most of the force needed for the movement. Its role is also
associated with the photophobic response (Kamiya & Okamoto, 1985; Mitchell & Rosenbaum,
1985) to be discussed in the next section. In contrast, there are seven subtypes of inner dynein
arms labeled as a, b, c, d, e, f (also called I1), and g (see Figure 4 A). These are thought to be
responsible for generating complex ciliary beat patterns. Among these, only the I1/f-dynein has
been extensively studied and is the only inner dynein arm that has two heads, consisting of two
heavy chains (αHC and βHC). The rest of the dynein assembly consists of three intermediate
chains ICs (IC140, IC138, and IC97), five light chains LCs (LC7a, LC7b, LC8, Tctex1, and
Tctex2b), and a newly identified FAP120 subunit (Bower, et al., 2009). The subunits IC138,
IC97, FAP120, and LC7b form a regulatory sub-complex for the activity of I1/f -dynein.
If all the dynein motors were activated at the same time, the sliding of outer doublets and
the resulting ciliary beating would not be possible. Therefore, the dynein motors have to be
activated in a coordinated fashion. Some believe that such activity is controlled by the central
pair-radial spoke interaction (Gokhale, Wirschell, Sale, & Mitchell, 2012) but this is not for
certain. According to this scheme, the radial spokes relay mechanical and/or mechanochemical
signals from the central pair to the A-tubules of the outer doublets, which in turn, regulate the
activity of the dynein motors. It has been shown that the signaling mechanism includes kinases,
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phosphatases, and second messengers (Porter, Power, & Dutcher, 1992; Gokhale, Wirschell,
Sale, & Mitchell, 2012). These signals may however be only for behavioral control and not
required for the spontaneous beating.
The structure of the radial spokes consists of at least 23 different proteins (denoted as
RSP) (Yang, et al., 2006). Several of these proteins are thought to be involved in the signal
transduction from the central pair to the dynein motors, especially the I1/f -dynein. They are
thought to bind second messengers, which include calcium and cyclic nucleotides. Of them, the
calcium-binding protein (RSP20) (known as calmodulin) mediates calcium-induced changes in
ciliary beating. RSP2 has two calmodulin binding sites, which facilitates RSP20 sitting next to it.
This increases the probability of calmodulin-dependent phosphatase and a calmodulin-dependent
kinase being active. The GAF domains of RSP2 and RSP17, on the other hand, mediate changes
that result from cAMP- and cGMP-dependent protein kinases, respectively.
As stated above, radial spokes relay regulatory signals from the central pair to the dynein
motors of the outer doublets. Among them, the activity of the I1/f -dynein is essentially one way
the waveform of ciliary beating is regulated. When IC138 component of the I1/f -dynein
assembly is dephosphorylated, active microtubule sliding occurs. However, when it is
phosphorylated, it inhibits the microtubule sliding, and hence acts as a brake or extra drag on
sliding. This happens via balance between cAMP kinase and phosphatases as shown in Figure 4.
The brake complex is very important in mating. Increasing the level of cAMP ten-fold
(Pasquale & Goodenough, 1987) causes both cilia to brake and stops the cell from swimming, a
necessary perquisite for mating. When the increase of cAMP is much less, only the I1/f -dynein
of trans-cilium is affected and consequently the cell changes its direction of swimming more
frequently. This is expected to make the motion more diffusive with a shorter persistent time.
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In the previous subsection we saw that Chlamydomonas reinhardtii cells have rhodopsin-related
photoreceptors at their eyespots. This enables them to detect light and swim into optimal light
conditions for photosynthesis. In relation to the light source, several types of photoresponses are
identified.

1.2 Photoresponses	
  
In general, organisms that are able to detect and swim relative to sources of light are known as
phototactic organisms. Behaviors may also be sensitive to the light intensity. Such responses are
known as photoresponses and the following types are commonly distinguished (Häder, 1987):
1. Photokinesis describes the influence of light intensity on the steady-state speed of an
organism. Positive photokinesis occurs when the light intensity, independent of its
direction, increases the steady-state speed of the organism, while negative photokinesis
occurs when the light intensity decreases the steady-state speed.
2. Photophobic response is defined as a transient response to a sudden change in light
intensity, and as in photokinesis, does not depend on light direction. Photophobic
responses include sudden stops, backward swimming, tumbling or change in the direction
of movement during forward locomotion.
3. Phototaxis is defined as the response of an organism to the direction of light. If an
organism moves toward a light source, it is called positive phototaxis, and if it moves
away from the light source, it is called negative phototaxis (see Figure 5 on the next
page).
4. Finally, Diaphototaxis occurs when an organism moves orthogonally with respect to the
light direction.
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The subject of photoresponses in Chlamydomonas reinhardtii has been intensively
researched with efforts ranging from pure behavioral studies to the attempts made to explain
them in terms of the light-dependent ionic currents that originate at various parts of the cell body.
Without delving into complexity for the sake of brevity, below is an overview of the rhodopsin
photoreceptors and the light induced currents, as well as, the present understanding of their
relationship to the swimming modes of Chlamydomonas reinhardtii.

Figure 5: Phototaxis of Chlamydomonas reinhardtii strains
The image on the left shows positively phototactic cells and the image on the right negatively
phototactic cells. The images were taken after illuminating the cells with green light from above
the images for 10 minutes. The diameter of the Petri dish is 4.5 cm in these images.

1.3 Rhodopsin	
  Photoreceptors	
  and	
  Light	
  Induced	
  Currents	
  
Previously we learned that rhodopsin-type photoreceptors are located at the eyespot in the
overlying plasma membrane. Chlamydomonas reinhardtii cells have several rhodopsin-related
proteins but only two of them, channel rhodopsin 1 and 2 (ChR1 and ChR2), have been
functionally characterized (Berthold, Tsunoda, Ernst, Mages, Gradmann, & Hegemann, 2008).
These proteins are light-gated ion channels that act as sensory photoreceptors. The ChR1 absorbs
maximally in the range of 500-510-nm whereas the ChR2 does so in the range of 460-470-nm
(Sineshchekov, Jung, & Spudich, 2002). Experiments by Berthold and the colleagues (2008)
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reveal that the ChR1 is the dominant photoreceptor for both photophobic and phototactic
responses. The authors also conclude that the ChR1 has two isoforms existing in pH-dependent
equilibrium with absorption maxima at 463 nm (at pH8.0) and 505-nm (at pH4.5).
One of the earliest thorough investigations into the light triggered ionic currents and their
relationship to the swimming modes of Chlamydomonas reinhardtii was by Harz and the
colleagues (1992). His group reported three inward currents: one identified as photoreceptor
current (IP) originating in the eye, and the other two originating in the ciliary region termed as
fast ciliary (IF) and slow ciliary (IS) currents (see Figure 6). The IS was reported to have a smaller
amplitude and a longer delay time after a bright light stimulation compared to IF. It decayed
within 300 ms, a time comparable to the backward swimming time of the cell during a

Figure 6: Flash induced currents
The figure on the left shows bright flash (with the maximal intensity wavelength of 495-nm)
induced currents (IP, IF, and IS) from a Chlamydomonas reinhardtii strain CW2 (Harz,
Nonnengasser, & Hegemann, 1992). The measurements were made using the suction pipette
method (schematically shown on the right) with the eyespot and cilia outside the pipette (Harz &
Hegemann, 1991).
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photophobic response. Thus IS was thought to be associated with maintaining backward motion
of cells over extended periods of time. In low photon exposures, where cells performed direction
change rather than exhibiting photophobic behavior, the ciliary currents were not detectable and
photoreceptor currents were small. The authors linked the photocurrents (IP, IF, and IS) to light
induced behavior based on the following observations:
1. Various substances (i.e., low calcium, pimozide, verapamil) that inhibited phototactic
response also inhibited photocurrents.
2. With respect to shape and maxima, the action spectra of photocurrents and behavioral
responses were similar.
3. The eye as the photoreceptor and the cilia as the effector organ had been known as
functional parts of the cell for phototactic response. They noted that the existence of the
currents at those areas of the cell further strengthened the argument that the currents were
associated with the phototactic behavior.
4. The ciliary current’s all-or-none appearance and its variable delay closely resembled the
stop response of the cell. (Note that for the stop response Hegemann & Bruck (1989)
found that the minimal time difference between flash and the induced stop was under 50
ms, and the time difference between flash and the maximal probability for a cell to stop
was around 140 ms).
5. The stop response and IS had similar decay times.
6. Finally, the photoreceptor current depended on the orientation of the cell with respect to
the light incidence.
From these results they identified the signal transduction pathway from the light
absorption by rhodopsins to the resultant change in the ciliary beating. According to the scheme,
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when the light intensity is enough to produce a critical level of the photoreceptor current (IP), the
primary depolarization in the eye spreads directly to the ciliary region. Subsequently, this causes
voltage (or membrane electric filed) activated ion channels along the cilia to allow influx of Ca2+
(IF and IS) and, as a result, change in the beating pattern of the cilia.
Under dim continuous light the IF is absent and, as a result, the photophobic response is
replaced by a weak change in ciliary beating (Sineshchekov & Govorunova, 1999). The exact
signal pathway from the eye to the cilia under dim continuous light remains unclear (Hegemann,
2008). Upon a step-up stimulation, the IP decays to a steady-state current ISS, which is important
for phototaxis at high light intensities. When the stimulus is a light flash, the ISS is absent and
only transient IP pick is observed. Owing to its small amplitude, ISS has not been studied in much
detail (Hegemann, 2008).
Other experiments by Holland et al. (1996) revealed that the photoreceptor current (IP)
was graded with photon exposure and followed a bright light stimulus with less than 50 µs delay,
peaked within 1 ms, and decayed within 20 ms. The fast ciliary current IF, on the other hand,
consistent with the reports of Harz et al. (1992), was an all-or-nothing event, mediated by ion
channels, which were found to be voltage gated and evenly distributed over the entire length of
the cilium. The ciliary distribution of IS, however, remains unknown to date.
In their subsequent study (Holland, Harz, Uhl, & Hegemann, 1997) with various light
intensities (in contrast to the previous studies with bright light), where optical and electrical
signals were recorded simultaneously from a single cell, they found that the occurrence of IF was
closely linked to the switch of the cilia to undulation movement, which lasted from 0.5 s to 1 s.
They also observed that the transition from breaststroke to undulation took place simultaneously
in both cilia and the switch could occur at any position or phase of both cilia during the beat
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cycle. The delay between flash exposure and IF current was in the range of 10-100 ms depending
on the brightness of the flash (lower photon exposures corresponded to increased delays). At
elevated photon exposures, suprathreshold photoreceptor currents IP were followed by the
activation of voltage-dependent IF spikes. At moderate light intensities, the ciliary current rose
slowly and when it exceeded a critical value, it self-propagated into IF current. This occurred in
conjunction with the slow ciliary current IS, which had very small amplitude. The fast ciliary
current stopped several milliseconds after its activation either spontaneously or as a result of the
drop of the membrane potential to a lesser negative value. In contrast, the IS decayed within 300
ms after light flash and was inactivated by Ca2+ from the intramembrane site. At a given Ca2+
concentration, the larger IP currents decayed faster than the smaller currents implying relatively
constant IP current integral. They found that the IP currents and the IF currents were mainly due
to Ca2+ influx at the eyespot and the ciliary region, respectively. Furthermore, Holland et al.
(1997) found that when the intracellular Ca2+ concentration was maintained below 0.6 µM, the
axonemes beat like the cilia of forward swimming cells. But if the concentration was raised
above 0.6 µM, ciliary reversal occurred and the models swam backward. (0.06 µM is the steadystate intracellular Ca2+ concentration of a living Chlamydomonas reinhardtii cell.) It was
concluded that strong Ca2+ flux into the cilia during the IF current spike triggered photophobic
responses.
In order to investigate the ciliary currents further, Matsuda et al. (1998) isolated four
genetically different mutants (ppr1, ppr2, ppr3, and ppr4) which exhibited normal phototactic
behavior but lacked photophobic response. They reported that the IF currents were absent in
these mutants, confirming IF was necessary for the photophobic response but not phototaxis.
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Above we see that light detection leads to ionic currents at the eyespot and the ciliary region,
which give rise to photoresponses. In Chapter II I will present comparative experiments aimed to
understand the nature of phototaxis in terms of membrane electric field changes resulting from
these ionic currents.
Having discussed the light triggered currents and the present understanding of their
relationship to the behavioral modes of Chlamydomonas reinhardtii, now I turn to the motivation
for studying the behavior of these cells at the population level. This provides background for the
work presented in Chapter III.

1.4 Quantifying	
  Trajectories	
  of	
  Chlamydomonas	
  reinhardtii	
  	
  
In addition to being sensitive to light, the dynamical behavior of Chlamydomonas reinhardtii
cells is also known to be sensitive to chemical and mechanical stimuli (Yoshimura, 1998; Fujiu,
Nakayama, Iida, Sokabe, & Yoshimura, 2011). The effects of such stimuli can be studied by
quantifying cell trajectories using the methods of statistical mechanics. Such an approach gives
rise to a set of statistical parameters that are very useful in investigating various important
biological questions. For example, the effects of molecular interventions and subtle differences
in motility due to different genetic makeup can be usefully studied in terms of changes in the
values of these parameters (Dunn & Brown, 1987). This approach also allows meaningful
comparison between various strains under identical environmental conditions. One traditional
way of quantifying the movements of biological systems for the above purposes is by applying
the model of Brownian motion and its various extensions. Below I explore this further.
In classical physics Brownian motion is the erratic motion of microscopic particles
suspended in a gas or a liquid media. It is due to non-zero value of net random forces exerted on
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them by the particles of the surrounding medium at any given time. Such microscopic particles
do not play an active role in the motion and their irreversible dissipation of energy is
compensated only by the reversible thermal fluctuations. Because of this, the motion is also
referred to as passive Brownian motion or diffusion. For a particle undergoing passive Brownian
motion, the most sought-after quantity is its diffusion coefficient, D. One way of obtaining this
quantity is by measuring or calculating the slope of the mean-squared displacement (MSD)
function. For the passive Brownian motion, the MSD function is linear in time and in twodimensions is given as:
𝑀𝑆𝐷 𝑡 = 4D×𝑡.

(1)

The diffusion coefficient can also be obtained from the Fick's laws of diffusion.
The above relationship is not always true. The MSD function does not always appear to
be linear in time. This is often observed in cases where the particle undergoing passive diffusion
is not spherical. The shape asymmetry causes directional persistence at short times, which makes
the MSD grow faster over such time scales than the linear rate (Han, Alsayed, Nobili, Zhang,
Lubensky, & Yodh, 2006). There are also cases in which the MSD grows slower in time than the
linear rate (Cheng & Mason, 2003). These anomalous deviations from the normal diffusion are
captured by the following MSD function (Charsooghi, Akhlaghi, Tavaddod, & Khalesifard,
2011; Vincent Tejedor, et al., 2010):
𝑀𝑆𝐷 𝑡 = Γ×𝑡 ! .

(2)

Here α is known as the diffusion anomaly and Γ is the generalized diffusion coefficient with the
dimension [Γ] = 𝑚! 𝑠 !! .
Based on the value of α, three cases are distinguished (see Figure 7): (a) 𝛼 = 1
corresponds to typical diffusion where the MSD increases linearly in time. This is the case of the
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classical Brownian motion where the random kicks of the particles of the surrounding medium
alone cause erratic motion; (b) α  < 1 corresponds to sub-diffusion where the motion is impeded
due to physical confinement or the medium of diffusion is viscoelastic (Cheng & Mason, 2003);
and finally, when (c) α  > 1 the type of motion is said to be ballistic or super-diffusive. In this
case the diffusing particle has directional biasness either due to shape asymmetry or some active

MSD

mechanism whereby it converts its internal energy into kinetic degrees of freedom.

Super−diffusive
(α >1)

Diffusive
(α=1)

Sub−diffusive
(α<1)

Time

Figure 7: Modality of motion
For the sake of managing our expectations, it is necessary to note here that although Eq. 2
is an improvement over Eq. 1, it still remains far off from capturing the reality. As we will see in
Chapter III, the measured MSD curves are super-diffusive at short times but become diffusive at
long times. This cannot be described by a single value of the diffusion anomaly as proposed in
Eq. 2. The diffusion anomaly must depend on time. In Chapter III this is investigated further
using real data.
Another way of analyzing cell tracks is by extracting a quantity known as the
McCutcheon index, which is the ratio of the distance traversed in a designated direction to the
total path length. This ratio initially appeared in Harold Dixon and Morton McCutcheon’s studies
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of chemotaxis in white blood cells where they used it to compare a cell’s most direct path toward
a chemical gradient source to its actual path (Dixon & McCutcheon, 1936; McCutcheon, 1946).
Later the ratio became known as the McCutcheon index in similar studies (Maher, Martell,
Brantley, Cox, Niedel, & Rosse, 1984; Gruler & Bültmann, 1984; Zigmond, 1974). The
McCutcheon index is also referred to as the polar order parameter indicating the cellular decision
for a new direction of migration (de Boisfleury-Chevance, Rapp, & Gruler, 1989), the degree of
orientation (Gruler & Bültmann, 1984), and the forward migration index in the case of a distant
attractant source (Foxman, Kunkel, & Butcher, 1999). Throughout this dissertation the most
common name, the ‘McCutcheon index’, will be used.
Start

Mx = Lx/L > 0
My = Ly/L < 0

y

L = Length
Ly
Lx
End

0

x

Figure 8: Example of calculating McCutcheon index
L is the length of the track and is positive. Since the initial y-coordinate of the track is greater
than the final y-coordinate, Ly is negative which makes My also negative. Likewise, because Lx is
positive Mx is also positive.
In the experiments I will present in Chapter III, the positive x- and y-axes are the
designated directions and I divide the components of the cell path along these directions by the
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path length to obtain the McCutcheon index along the x- and the y-axes separately (see Figure 8).
Then I evaluate their cell population averages to obtain information about the directionality of
the overall motion with respect to these two orthogonal directions. The sign of a displacement
determines the sign of the corresponding McCutcheon index. For instance, if a cell moves in the
designated direction, the displacement is positive, which then makes the corresponding
McCutcheon index also positive. The McCutcheon index ranges from −1 to +1. The cells
travelling along the designated direction have an average value close to +1 while the ones
moving in the opposite direction have an average value close to −1. The zero average value of
the McCutcheon index implies that the overall movement is isotropic.
Above as we discussed the passive Brownian motion and its models, we also saw their
limitations. Shape asymmetry of the diffusing particle and the properties of the medium give rise
to anomalous diffusion that cannot be adequately described by those models. This becomes even
more complex if the diffusing particle is active, i.e., it is either artificially designed to propel
itself or it is a motile biological microorganism. In spite of the complexity involved, modeling
the movements of active particles is very important because they can be used to study cell
motility. By utilizing such models we are able to extract the statistical parameters mentioned in
the opening paragraph of this section. Below this will be further explored.

1.5 Cell	
  Motility	
  Models	
  
As we learned above, motile cells fall into the category of ‘active particles’. Henceforth I will
refer to ‘modeling the movements of active particles’ as ‘modeling cell motility’.
One of the earliest attempts to model cell motility was made by Karl Przibram. Observing
the motion of protozoa, he reported that Einstein’s theory of the Brownian motion could describe
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it (Przibram, 1913). But later when Fürth repeated Przibram’s results, he found that Einstein’s
theory did not describe well the data he collected (Fürth, 1917). In order to describe the data, he
modeled the movement of protozoa as a random walk on a lattice with persistence in the
direction of the previous step (Fürth, 1920). Independent of Fürth, Ornstein and Uhlenbeck also
obtained the same result (Uhlenbeck & Ornstein, 1930; Ornstein, 1918), and subsequently the
model became known as the persistent random walk (PRW) model or the Ornstein-Uhlenbeck
(O-U) process.
The O-U process in two-dimensions is described by the following stochastic equation
(Stokes, Lauffenburger, & Williams, 1991):
1
𝑆
𝑑𝑟! = − 𝑟! 𝑑𝑡 +
𝑑𝑊!    𝑡 ,
𝑃
𝑃

𝑖 = 1, 2 ,

(3)

where 𝑃 is the persistence time, which is the average time a cell maintains a given velocity, 𝑆 is
the characteristic cell speed, 𝑟! is the cell velocity, 𝑡 is the time, and 𝑊 is the vector Weiner
process, which is a white noise with variance of 𝑆 ! 𝑃 𝑡. The O-U process has several underlying
assumptions, which include the Gaussian distribution of velocities, a single-exponential decay of
the velocity correlation function, an isotropic velocity field, and a flat distribution of angles
between cell movements at long time scales (Wu, Giri, Sun, & Wirtz, 2014; Berg, 1993). The
main characteristic of this process is that it yields the following expression for the mean-squared
displacement:

!

𝑀𝑆𝐷 𝑡 = 2𝑃! 𝑆 ! 𝑒 !! +

𝑡
−1 .
𝑃

As mentioned above, this expression can be obtained from the PRW also, details of
which can be found in reference (Othmer, Dunbar, & Alt, 1988).

(4)
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Since its inception, among the biologists the O-U process has been widely used as the
standard model for cell motility (Selmeczi, Mosler, Hagedorn, Larsen, & Flyvbjerg, 2005;
Gruver, et al., 2010; Campos, Méndez, & Llopis, 2010; Stokes, Lauffenburger, & Williams,
1991; Reinhart-King, A., Dembo, & Hammer, 2008). At the cell population level this model
provides excellent agreement with the measured mean-squared displacements (MSD) (Wu, Giri,
Sun, & Wirtz, 2014). But when its independent underlying assumptions are tested, it often fails.
Therefore there have been various attempts to come up with a cell motility model that does not
have such shortcomings.
In one of the most relevant attempts to the work presented in this dissertation, the
dynamics of cell migration is modeled using a fractional Klein-Kramers equation (Dieterich,
Klages, Preuss, & Schwab, 2008). In a special case, their generic solution reduces to the result of
the O-U process. In another study, the cell motility has been modeled as a biased persistent
random walk model (Hill & Häder, 1997). The direction of biasness was taken to be any
preferred direction for the motion of a microorganism. For phototactic microorganisms, for
instance, it is the direction of the light source. Their model provides only the mean cell
swimming direction and the diffusion coefficient due to cell swimming. It does not provide the
persistent time, which is a very important parameter in describing cell motility.
None of these approaches captures the contribution to the MSDs due to passive diffusion
as described by Einstein. Upon setting the cell speed to zero, passive diffusion is not recovered.
In Chapter IV I will present a model that addresses these issues and is in very good agreement
with the measured data at the cell population level. I must note that Löwen and colleagues also
independently developed the model presented therein. In their first paper (Hagen, Teeffelen, &
Löwen, 2011) the authors studied the Brownian motion of a self-propelled particle (both
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spherical and ellipsoidal) with constant self-propulsion speed. Their second paper (Babel, Hagen,
& Löwen, 2014) is the extension of their works to the cases of time dependent self-propulsion
speed with square-wave, sinusoidal, and power-law profiles. Further details are provided in
Appendix G.

1.6 Outline	
  of	
  the	
  Dissertation	
  
The dissertation consists of three parts. In the first part, I present the experiments that I have
conducted to understand the relation of the membrane electric field to the behavioral responses
of Chlamydomonas reinhardtii cells. It is a comparative study of positively and negatively
phototactic strains of Chlamydomonas reinhardtii and is the subject of Chapter II.
The second part constitutes behavioral studies of Chlamydomonas reinhardtii cells by
analyzing their individual tracks. The strains include the wild type, negatively phototactic
mutant, and the mutants that lack calmodulin-binding sites in their radial spoke 2 proteins
(RSP2). This is covered in Chapter III. There I use a cell motility model to extract a set of
statistical parameters for characterizing the dynamics of the cell population. The parameters are
correlated with the underlying biochemical mechanisms that play a role in their motility.
The third part of this dissertation is on analytical modeling of the motility of
Chlamydomonas reinhardtii cells and is discussed in Chapter IV. This chapter provides
theoretical foundation of the cell motility model, a special case of which is used in Chapter III to
analyze the cell tracks. Finally, the Chapter V is dedicated to the concluding remarks and future
prospects.
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Chapter	
  2 	
  
	
  
Modulation	
  of	
  Membrane	
  Electric	
  Field	
  
One of the questions related to motile cells is how do swimming microorganisms control their
swimming direction relative to a source of light. Chlamydomonas reinhardtii, as a model
organism, is a convenient system to study this question. From the previous chapter we know that
Chlamydomonas reinhardtii may swim toward light (positive phototaxis), away from light
(negative phototaxis), orthogonal to the light direction (diaphototaxis) or simply ignore the light.
Different strains have different biases toward one direction or another and different
environmental factors, such as ionic levels and photosynthetic conditions, will change these
biases. Boonyareth et al. (2009) provide evidence that the level of cAMP is likely playing a
major role in phototaxis direction, higher levels leading to more positive taxis relative to
negative taxis. They observe that phototaxis is graded in a uniform manner from strongly
positive to strongly negative taxis suggesting to them that light detection at the eyespot may
initiate two signals that lead to phototaxis. One of them is hypothesized to bias the cells to swim
toward the light source and the other to bias the cells to swim away from the light source. The
resulting phototaxis, the authors proposed, is a competition between the two signals.
There are a variety of ways this could happen. As far as is known there is an electrical
response to an increase of light in all cases. However, there could possibly be also an electrical
response due to the decrease in light level in cells that are positively phototactic, but missing in
negatively phototactic cells. In positively phototactic cells there may be a secondary electrical
response to the increasing light level with a delay of half a rotation cycle and amplified such that
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it dominates the initial response. Possibly the impulse responses of the cis and trans cilia are
switched. It is known that in the negatively phototactic strain agg1, the impulse stroke-velocity
response of the trans cilium is of opposite sign to the cis so that switching these could result in
positive phototaxis. Investigation of the electrical response might provide new information on
these questions. A further reason to explore the electrical response is that it is intermediate
between the light stimulus and the ciliary response and its knowledge will help to petition what
signal processing is done in the cell body and what in the cilium.
For clues to what might happen one might consider the evolutionary history of ciliated
organisms. It is thought that Chlamydomonas descended from a phototactic organism that swam
with the cilia in a flagellar mode resulting in it swimming in the opposite direction.
Consequently, to continue to advantageously track toward the light it had to evolve a means to
reverse its direction by presumably adding something additional to the system. With this
possibility in mind, mutants with a negative phototaxis bias might simply be missing or blocking
this additional system. Agg1, which is being studied here, is altered in its cAMP level
(Boonyareth, Saranak, Pinthong, Sanvarinda, & Foster, 2009). Agg2 and agg3 (Iomini, Li, Mo,
Dutcher, & Piperno, 2006) are known to be missing different proteins in the wave-forming basal
region of the cilium, one in the membrane and the other on a radial spoke. If these are on the
same pathway is not known.
Additionally, the environmental and chemical conditions could also affect the outcome.
However, the nature of the signal transduction from the eyespot to the ciliary region remains
unclear. One possibility is that the signals sent to the cilia are processed differently. Another
possibility is that the signals could be chemical or electrical. Chemical signals travel quite
slowly, measured as a minimum of 350 ms to get from the chloroplast to basal region of cilium
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(Adulrattananuwat, 2011). In an attempt to narrow down these possibilities, here the focus is on
the nature of the signaling in relation to the electric field across the cell membrane.
Previously we learned that the channel rhodopsins at the eyespot of Chlamydomonas
reinhardtii are light-activated ion channels. When the light intensity is enough to produce a
critical level of the photoreceptor current, the signal reaches to the ciliary region of the cell body
in the form of membrane depolarization. Subsequently, the voltage-activated ion channels along
the cilia allow influx of Ca!! , which then modulates the beating pattern of the cilia. This results
in various phototactic responses. For instance, photophobic response is observed when a bright
flash of light causes strong Ca!! flux into the cilia. In contrast to this, the exact mechanism for
phototaxis is not known. Because the response time is very short in phototaxis, it is known that
the signal that synchronizes to the environmental change is electrical. However, the signal for the
direction of response may be chemical. Specifically, it is not known whether the electrical signal
interpretation takes place at the eyespot or at the ciliary region in the case of phototaxis. If the
former is true, then in response to the same light stimulation the membrane electric field
modulation for the positively and the negatively phototactic species should exhibit differences.
But if the signal interpretation takes place at the effector region of the cell, that is the cilia or its
basal part, then the membrane electric field modulation should be the same across the positively
and the negatively phototactic species as long as the stimulation remains the same. I investigate
these possibilities by stimulating rhodopsins at the eyespot using green light while monitoring
the resulted transients in the membrane electric field by utilizing an electric field sensitive
fluorescence probe.
Electric field sensitive fluorescence probes operate by changing their spectral properties
in response to changes in electric field. This makes them very useful tools in electrophysiology
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(Fluhler, Burnham, & Loew, 1985; Rusu, Lanig, Othersen, Kryschi, & Clark, 2008). This is even
more so in places where the use of microelectrodes is impractical due to small cell size or the
presence of a hard wall. In addition to this, the results obtained by using microelectrodes often do
not represent biological systems in their natural conditions (Adulrattananuwat, 2011).
Furthermore, microelectrodes do not allow measurements of cell populations. Use of electric
field sensitive fluorescence probes can conveniently circumvent all these difficulties.
The work presented here is a comparative study of two strains of green alga Chlamydomonas
reinhardtii: the positively phototactic wild type strain (1117), and its isogenic negatively
phototactic agg1 mutant (806).
In order to better understand our measurement regarding the change in membrane
potential due to rhodopsin stimulation, I will first quickly discuss how transmembrane electric
potentials (and hence electric fields) arise in the first place, what role they play in the cell
biological context and how they can be assessed experimentally. This will then in turn motivate
and inform our particular experimental approach.

2.1 Electric	
  Potential	
  across	
  Cell	
  Membranes	
  
Biological cells have charge separation across their membranes consisting of positive and
negative ions. The ions are spread in tight thin layers along the inner and the outer surfaces of
their membranes. At rest, due to the activity of electrogenic pumps powered by ATP, the interior
of a given membrane has an excess of negative ions compared to the exterior of it. This charge
separation causes a potential difference (Ψ! ) across the cell membrane defined as Ψ! ≝    Ψ!" −
Ψ!"# , where Ψ!"# is the potential on the outside of the cell membrane and Ψ!" is the potential on
the inside of the cell membrane (Koester & Siegelbaum, 2000). Furthermore, by convention, the
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electric potential on the outside of the cell membrane is taken to be zero (i.e., the reference level
for measuring the membrane potential).
Three primary factors determine the membrane potential: the ion concentrations on both
sides of the cell membrane, the permeability of the cell membrane to those ions, and the activity
of electrogenic pumps that move ions against their concentration gradients across the cell
membrane (Klabunde, 2012). The electrogenic pumps establish the initial concentration
gradients of the ions and the membrane permeability plays a role in their diffusion down the
concentration gradients via ion channels. The magnitude of the membrane potential for the
quiescent cells of animals, depending on a cell, can range from twenty millivolts to several
hundred millivolts (Alberts, Johnson, Lewis, Raff, Roberts, & Walter, 2002).
Another important concept for understanding the membrane potential is the equilibrium
potential of a given permeant ion. This potential is the result of the dynamic equilibrium between
(a) the diffusion of the permeant ions down the concentration gradient through the ion channels,
and (b) their opposite movement due to the induced transmembrane voltage (Khodorov, 1974).
This process can be further elucidated as follows: A cell without permeability to any ion
is initially depolarized because there is no net charge imbalance across the membrane. This is
true even if the concentrations of various ion species on the inside and on the outside of the cell
differ. The biological cell membranes, however, are permeable to certain types of ions and as
those ions diffuse down the concentration gradients through the ion channels, they leave behind
non-permeant ions with an opposite charge. This induces transmembrane electric field, which
then causes the permeant ions to move up the original concentration gradient. The process
continues until the dynamic equilibrium is reached, i.e., the net transmembrane flux is zero. The
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established potential is called the equilibrium potential of a given permeant ion. For an ionic
species 𝑀 the equilibrium potential can be calculated using the Nernst equation:
Ψ! =   

𝑅𝑇 [𝑀]!
ln
,
𝑧𝐹 [𝑀]!

(5)

where 𝑅 is the universal gas constant, 𝑇 is the absolute temperature, 𝑧 is the number of
elementary charges of the ion, 𝐹 is the Faraday constant, and [𝑀]! is the extracellular and [𝑀]!
is the intracellular concentration of the ion.
The resting membrane potential is strongly driven toward the equilibrium potential of the
most permeant ion type. In an ideal case, if there is only one permeant ion type, then the
established equilibrium potential is the same as the resting potential. However, a real cell has
more than one ion species and the resting membrane potential can be calculated via the Goldman
equation as the weighted average of each contributing ion's equilibrium potential. In a more
formal notation, the resting membrane potential of N permeant ion species is:
1
Ψ! =   
𝑃

!

𝑃! Ψ!" ,  
!!!
!

𝑃=

(6)
𝑃! .

!!!

𝑃! is the permeability of ion species 𝑖 with corresponding equilibrium potential of Ψ!" . The
resting membrane potential can change as a result of changes in functional activity of various ion
channels, ion transporters, and ion exchangers. Such activity depolarizes the membrane if the
interior voltage becomes more positive, and hyperpolarizes if the interior voltage becomes more
negative. In excitable cells, a sufficiently large depolarization generated by the activation of
certain voltage-gated ion channels can evoke an action potential. This rapid (on the order of 1 to
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100 milliseconds) and significant change of the resting membrane potential reverses the polarity
for a short time.
A basic function of the membrane potential is to provide power for the operation of
various molecular units embedded in the membrane. An additional function is to transmit signals
between different parts of a cell. For example, if a stimulus triggers opening or closing of an ion
channel at one point of the membrane, the membrane potential change rapidly spreads to the
other parts of the cell membrane also where the voltage-sensitive ion channels reproduce the
signal.
So far we have been discussing how the membrane potential is established and
maintained but have not touched upon its lateral variation across a cell membrane. Concerning
this, E. Gross and his colleagues (Gross, Bedlack, & Loew, 1994) identified three electrostatic
potentials associated with cellular lipid bilayers. They are transmembrane potential 𝚫𝚿, the
surface potential 𝚿𝐬 , and the dipole potential 𝚿𝐃 . These potentials differ in origin and
localization as depicted in Figure 9 on the next page.
The transmembrane potential 𝚫𝚿 arises from the difference between the net charges of
the aqueous phases on both sides of the membrane and can rapidly change through the opening
and closing of the ion channels. This potential can be measured using electrodes and its effects
on membrane processes have been studied in great details (Clarke R. J., 2001). Use of electrodes,
however, is not always a favorable technique since the insertion of electrodes ruptures the cell
membrane. In many situations this makes the measurements impossible under normal
physiological conditions.
The membrane lipids form a 'lipid bilayer’ with their polar (hydrophilic) ends pointing
outward and the non-polar (hydrophobic) ends pointing inward. The dipole potential 𝚿𝐃 exists
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Figure 9: Schematic profile of electric potential across cell membrane
The figure is modified from Figure 1 in Gross, Bedlack, & Loew (1994) and shows a schematic
profile of the electric potential across a cell membrane. The surface (𝚿𝐬 ) and the dipole (𝚿𝐃 )
potentials are positive whereas the transmembrane potential (𝚫𝚿) is negative. The surface
potential exists between the polar hydrophilic ends of the membrane lipids and the aqueous
phase. The dipole potential arises due to the polar exterior of the membrane lipids and their
hydrocarbon non-polar interior. The activity of electrogenic pumps and the gradients of
selectively permeant ions give rise to the transmembrane potential between the extracellular and
the intracellular phases. In biological membranes the surface potential is at the order of a few
tens of millivolts while the dipole potential is around several hundred millivolts.
between the polar exterior of the lipid bilayer and its hydrocarbon non-polar interior. Because it
drops over a short distance (within the head-group region of the membrane), the electric field
strength produced is in the range of 108-109 V/m (Przybylo, Borowick, & Langner, 2010). The
dipole potential, with a magnitude of several hundred millivolts, is not dependent on the ionic
strength and is always positive in the membrane interior (Gross, Bedlack, & Loew, 1994;
Schamberger & Clarke, 2002). For further reviews of the dipole potential, see (Zheng &
Vanderkooi, 1992; Brockman, 1994; O'Shea, 2005; Starke-Peterkovic, Turner, Else, & Clarke,
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2005; Demchenko, Mély, Duportail, & Klymchenko, 2009; Warshaviak, Muellner, &
Chachisvilis, 2011).
Finally, the surface potential 𝚿𝐬 arises between the charged hydrophilic ends of the
membrane lipids and the aqueous phase. It depends on the surface charge density and the ionic
composition of the bulk water, and in biological membranes is at the order of a few tens of
millivolts (Demchenko & Yesylevskyy, 2009; McLaughlin, 1989; Luzardo, Peltzer, & Disalvo,
1998). It has been suggested that the surface potential may affect surface related processes
including ion channel conductance, the structure of membrane-associated proteins, binding of
charged amphipathic molecules, and sorting of charged lipids on the membrane surface
(Przybylo, Borowick, & Langner, 2010).
The surface potential strongly depends on the local pH level and therefore can be
detected by pH-sensitive surface-located fluorophores (Kraayenhof, Sterk, & Wong Fong Sang,
1993). As for detecting the dipole and the transmembrane potentials, properly located fastresponse voltage-sensitive fluorophores are recommended (Gross, Bedlack, & Loew, 1994). The
response times of such fluorophores are fast enough to monitor rapid membrane events
noninvasively using fluorescence ratio spectroscopy.
In my measurements of membrane electric field transients I used one such fluorophore,
the di-8-ANEPPS. I will discuss its main characteristics further below in the “Experimental
Background” section. But before that I will present the common approaches used in fluorescence
ratio spectroscopy. The method I used for monitoring the membrane electric-field transients is a
modification of the excitation ratio approach.
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2.2 Experimental	
  Background	
  
2.2.1 Fluorescence	
  Ratio	
  Spectroscopy	
  
In fluorescence ratio spectroscopy a parameter of interest is commonly quantified as the ratio of
fluorescence intensities in two fluorescence images (Dunn, Mayor, Myers, & Maxfield, 1994).
The images are of the fluorescence from a fluorophore that is sensitive to the parameter of
interest. When quantifying the response as a ratio, to varying extents, one circumvents the
attenuation due to fluorophore photo bleaching, as well as alterations in the amount and/or
spectrum of fluorescence emissions (Bright, Fisher, Rogowska, & Taylor, 1987). The former of
these factors accompanies illumination, whereas the latter arises from the interactions between
fluorophore moieties at high fluorophore concentrations. The ratiometric measurements are then
better than measurements where a parameter of interest is given in terms of the absolute or
normalized amount of fluorescence intensity. The factors affecting the fluorescence emission
intensity, other than the parameter of interest, are also expressed in the standard fluorescence
equation (Bright, Fisher, Rogowska, & Taylor, 1989):
𝐹 = 𝑓 𝜃 ×𝑔 𝜆 ×Φ! ×𝐼! ×𝜀×𝑏×𝑐.

(7)

This equation states that the fluorescence emission intensity 𝐹 is directly proportional to
the geometric factor 𝑓 𝜃 of the specimen, the quantum efficiency of the detector 𝑔 𝜆 ,
fluorescence quantum yield of the fluorophore Φ! , excitation intensity 𝐼! , extinction coefficient
of the fluorophore 𝜀, optical path length 𝑏, and the fluorophore concentration 𝑐. This linear
relationship holds true provided the absorbance of the sample is low and that the dye-dye
interaction is negligibly small. Bright et al. (1989) notes that the factors listed above are subject
to changes at varying extents for a given sample. For instance, the optical path length can vary
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from cell to cell, from point to point within a given cell, as well as from one time to another.
Likewise, labeling efficiency, photo bleaching, dye leakage, and compartmentalization can affect
the fluorophore concentration from cell to cell and over time. Bright et al. furthermore notes that
the limitations of the instrumentation can also affect the illumination intensity and the detection
efficiency over the microscope’s field of view.
In a typical ratiometric measurement the fluorophore is required to be differentially
sensitive to the parameter of interest at two excitation or emission wavelengths. A preferred
scenario is that at one wavelength the fluorophore’s excitation or emission wavelength is
strongly sensitive to the parameter of interest, whereas at another wavelength it may be
insensitive (i.e. isosbestic point), less sensitive, or respond in the opposite direction. To illustrate
this with a concrete example, let us consider fluorescein. The excitation spectrum of this
fluorescent ion indicator is known to change shape upon binding protons (Dunn, Mayor, Myers,
& Maxfield, 1994). Specifically, when excited by a wavelength of 450-nm, its fluorescence is
relatively unaffected upon proton binding. But when excited by a wavelength of 490-nm, proton
binding effectively quenches its fluorescence. From the previous paragraph we know that the
quantity of the fluorescence excited by these wavelengths depends not only on the pH level but
also on many other factors. The latter makes the amount of the fluorescence excited by a single
wavelength not a reliable parameter for quantifying the pH level. However, the ratio of the
fluorescence excited by 490-nm light to that excited by 450-nm light is relatively independent of
many of those factors, if not all of them. The ratio normalizes for optical path length, fluorophore
concentration, and loss of signal due to photo bleaching because the excitation or emission
originates from the same volume (Bright, Fisher, Rogowska, & Taylor, 1987; Bright, Fisher,
Rogowska, & Taylor, 1989). This ratio, with a proper calibration, is therefore conveniently used
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to quantify the pH level.
There are three basic approaches to the ratio measurements. In one of them the sample is
excited with two wavelengths sequentially, preferably in an alternating fashion, and the
corresponding emission intensities are recorded at a single wavelength. The ratio of the emission
intensities is then used to quantify the parameter of interest. This is referred to as the excitation
ratio approach. In another approach the sample is excited with a single wavelength and the
emission intensity is recorded at two wavelengths. The ratio of the recorded emission intensities
is then used to quantify the parameter of interest. This approach is commonly known as the
emission ratio approach (Haugland, Spence, & Johnson, 1996; Bullen & Saggau, 1999; Kao,
Davis, Kim, & Beach, 2001). The remaining of the three approaches is called the absorbance
ratio. In this approach the sample is excited at two wavelengths and the emission intensities are
recorded at two wavelengths (Dunn, Mayor, Myers, & Maxfield, 1994). Like the previous two
approaches, here also the ratio of the recorded emission intensities is used to quantify the
parameter of interest.
As an illustrative example of the absorbance ratio method, one of its earliest applications,
(Chaillet, Amsler, & Boron, 1986), would be useful to mention here. In that work, Chaillet et al.
(1986) utilized fluorophore 4',5'-dimethyl-5(and -6)-carboxyfluorescein (Me! CF) to quantify
intracellular pH in pig kidney epithelial cells (LLC-PK! ). They used 470-nm as one of the
wavelengths for the ratio. At this wavelength the absorbance is almost insensitive to the
parameter of interest, which is the intracellular pH level. The second wavelength they used was
510-nm. This wavelength was maximally absorbed at larger pH values and therefore maximally
sensitive to the parameter of interest. The ratio of the absorbance at 510-nm to that of 470-nm
was thus used to quantify the intracellular pH level. For isolated perfused salamander proximal
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tubule (Chaillet & Boron, 1985) pH dependence of the in vitro Me! CF absorbance spectra are
shown in Figure 10.

Figure 10: pH dependence of in vitro Me2CF absorbance spectra
The dye’s spectrum is insensitive to the change of the pH values at 470-nm. The absorbance at a
given wavelength is calculated as 𝐴 = log[(𝐼! − 𝐼!"#$ )/(𝐼 − 𝐼!"#$ )], where 𝐼! is the light
intensity at the absence of a sample, 𝐼!"#$ is the background intensity when the light source is
off, and 𝐼 is the intensity in the presence of a sample. The dye’s spectra are normalized to an
absorbance of unity at 470-nm. The inset is a plot of the ratio of the absorbance at 505-nm to that
of 470-nm as a function of pH values. The figure is from Chaillet & Boron (1985).
An example of the excitation ratio approach can be found in reference (StarkePeterkovic, Turner, Vitha, Waller, Hibbs, & Clarke, 2006). The authors used the method to study
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the effects of cholesterol on the dipole potential of lipid membranes. They excited the membrane
bound dye, the di-8-ANEPPS, at 420-nm and 520-nm, and recorded the steady-state fluorescence
excitation spectra at 670-nm. The fluorescence ratio, the fluorescence intensity at an excitation
wavelength of 420-nm divided by that at 520-nm, was then converted into the dipole potential
using a linear relationship and a proper calibration.
The method I used to monitor transients in membrane potential was inspired by the
excitation ratio approach. I excited the membrane bound dye using two alternating wavelengths
and recorded the emission at a single wavelength using a photomultiplier. In the context of this
research, the method has considerable advantage over other methods of measuring membrane
electric field. For example, the use of microelectrodes is impractical with the unicellular green
algae because a microelectrode can rupture the cell wall and lead to membrane depolarization
(Adulrattananuwat, 2011). Another common method, the whole cell clamping method also has
various limitations. The whole cell clamping method allows measurement of photocurrents and
the result can be related to the membrane electric field. In this method a cell is held on a pipette
by applying a negative pressure. The drawback of the whole cell clamping method, however, is
that such a pressure can inadvertently activate mechanoreceptors on the cell body, which in turn
can affect the membrane electric field (Yoshimura, 1998). Furthermore, in this method the cells
should either be demembranated or a cell wall deficient mutant must be used, which means that
the cells will not in their natural condition. Another drawback comes from imperfect sealing. The
ionic leakage between the mouth of the pipette and the cell body contaminates the photocurrents,
leading to erroneous results. Therefore it is important to circumvent these problems in order to
measure the transients in membrane electric field more accurately in Chlamydomonas
reinhardtii. Use of a voltage-sensitive fast-response fluorophore allows us to do that.
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Figure 11: Structure of di-8-ANEPPS and its localization in lipid membranes
The figure shows a schematic representation of the di-8-ANEPPS (shown at the center) and its
location within one layer of a lipid bilayer (Haldar, Kanaparthi, Samanta, & Chattopadhyay,
2012). The upper region is hydrophilic and the lower region is hydrophobic. The dye (from top to
bottom) is composed of a sulfonate head-group, a chromophore, and two 8-carbon alkyl chains.
Its relatively small susceptibility to internalization is linked to the sulfonate group (Molecular
Probes®, Life Technologies Corporation). When the dye binds to a lipid membrane, as shown in
this figure, its chromophore is in the region of the lipid head-group and thus sensitive to the local
electric field that predominantly originates from the membrane dipole potential (Przybylo,
Borowick, & Langner, 2010; Robinson, 2011).
Referring to the terminology of the fluorescence ratio spectroscopy I developed above,
the parameter of interest is the membrane electric field. Therefore the spectra of a suitable
fluorophore are required to be sensitive to the electric field. Additionally, its response should be
fast enough to monitor rapid transients in the membrane electric field. I used commercially
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available di-8-ANEPPS in my experiments as it satisfies these requirements. In the next section I
will discuss its characteristics and response mechanism in further details.

2.2.2 Characteristics	
  of	
  the	
  Di-‐8-‐ANEPPS	
  
The di-8-ANEPPS (di-8-butyl-amino-napthyl-ethylene-pyridinium-propyl-sulfonate) is an
electric field sensitive fast-response hydrophilic dye, designed for detecting submillisecond
changes (Molecular Probes®, Life Technologies Corporation). In water it is essentially
nonfluorescent, but when bound to a lipid membrane it becomes strongly fluorescent. A
schematic of its chemical structure and location within a lipid bilayer is shown in Figure 11. The
sulfonate head-group and the longer hydrocarbon chains make it less susceptible to
internalization (good for up to several hours based on my observations). This characteristic
permits noninvasive long-term observations with large cell populations. Furthermore, its
favorable high spatial and temporal resolution is useful in situations where multi-electrode
approaches would be difficult or impossible (Bullen & Saggau, 1999, and the references therein).
The disadvantage is that, like other fast-response dyes, this dye also has a small fluorescence
change in response to voltage transients (≈ 10% fluorescence change per 100 mV).
The fluorescence spectra of the di-8-ANEPPS are susceptible to the electric field of the
surrounding environment, a phenomenon known as the Stark effect.1 Both of its absorption and
emission spectra shift in response to an electric field, and the shift ∆𝜈  (in Hertz) are
approximated by the following expression (Gross, Bedlack, & Loew, 1994):
1
1
∆𝜈 ≈ − ∆𝝁 ∙ 𝑬 −
∆𝛼𝐸 ! .
ℎ
2ℎ
1

(8)

The Stark effect is the shifting or splitting of spectral lines of atoms or molecules when placed in an
external electric field, and is due to charge redistribution within atoms or molecules. In electrochomism spectral shift
occurs when a molecule reversibly changes its color by absorbing (reduction) or ejecting (oxidation) an electron.
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The changes ∆𝝁 and ∆𝜶 are of the electric dipole moment and the polarizability of the dye,
respectively, both resulting from the dye’s electronic excitation. E is the electric field vector at
the location of the dye’s chromophore. The first term in Eq. 8 is the dominant term for electric
fields commonly found in biological membranes (for a typical membrane of 4-nm thickness and
the transmembrane potential of 40 mV, the electric field strength is 107 V/m). The absorption
and the fluorescence emission spectra are shown in Figure 12. For a schematic of the spectral
shift due to voltage transients see Figure 13.

Figure 12: Spectrum of di-8-ANEPPS
The dashed line is the absorption and the solid line is the emission spectrum when the dye is
bound to model phospholipid membranes (Molecular Probes®, Life Technologies Corporation).
The spectral properties, however, depend on the environment as discussed in the text. For this
spectrum the emission and the absorption maxima are about 465-nm and 635-nm, respectively.
Here both the emission and the absorption spectra are separately normalized to hundred percent
but in general the maximum emission intensity is less than the maximum absorption intensity.

Relative Intensity (%)
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Figure 13: Spectral shifts due to voltage transients in di-8-ANEPPS
The solid lines show the dye spectra when it is bound to model phospholipid membranes
(Molecular Probes®, Life Technologies Corporation). Upon increase or decrease of the voltage,
the spectra shift toward the shorter or longer wavelengths, respectively (the dashed lines).
In addition to the Stark effect, the spectral properties of the di-8-ANEPPS are also known
to be sensitive to the changes in chemical and physical properties of its immediate environment
in lipid vesicles. Various physical causes of changes to the spectral characteristics of the dye are
membrane fluidity, variation in temperature, and the dye’s alignment within the membrane
(Clarke & Kane, 1997; Vitha & Clarke, 2007; Matson, Carlsson, Beke-Somfai, & Nordén, 2012).
When the dye is bound to a cell membrane, its chromophore remains in the polar headgroup region of the membrane (see Figure 11) where the dipole potential has the steepest
gradient (Haldar, Kanaparthi, Samanta, & Chattopadhyay, 2012). As a result the spectral shift of
the dye is more sensitive to the dipole potential than the transmembrane potential, and is almost
completely insensitive to the surface potential (Gross, Bedlack, & Loew, 1994; Robinson, 2011).
It is important to know that for quantifying the membrane dipole potential, the di-8ANEPPS is suitable only for use in exitation ratio measurments (Vitha & Clarke, 2007). Vitha &
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Clarke (2007) found that the emission ratio did not correlate with the known behaviour of the
dipole potential. They attributed this to the fundamentally different natures of photon absorption
and emission processes in this context along with the sensitivity of the di-8-ANEPPS spectra to
both dipole and orientation polarizability.

2.2.3 Choice	
  of	
  Wavelengths	
  
In the previous sections we saw that the fluorescence ratio spectroscopy had significant
advantages over other methods for measuring the membrane electric field of green algae
Chlamydomonas reinhardtii. We also learned about its excitation, emission, and absorbance
ratio approaches, as well as, the spectral properties of di-8-ANEPPS and its response mechanism.
Below I will discuss the constraining factors affecting the choice of wavelengths.
Four wavelengths are needed for the measurements: two for the dye excitation, one for
recording the emission intensities, and one for exciting the rhodopsins to alter the membrane
electric field. The choice of these wavelengths is not arbitrary. For instance, in order to avoid
exciting other pigments in the cell body inadvertently, which can contaminate the dye emission
intensity, special care is needed when deciding which wavelengths should be used to excite the
dye or the rhodopsins.
From the previous chapter we know that Chlamydomonas reinhardtii cells have several
rhodopsin-related proteins. Two of them, the ChR1 and the ChR2, are light-gated ion channels
acting as sensory photoreceptors. The former absorbs maximally in the range of 500-510-nm
whereas the latter does so in the range of 460-470-nm (Sineshchekov, Jung, & Spudich, 2002).
Because these rhodopsins are ion channels, stimulating them with light in the appropriate ranges
cause membrane depolarization. We furthermore learned that these rhodopsins did not play equal
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roles in photoresponses. The ChR1 was the dominant photoreceptor for both photophobic and
phototactic responses (Berthold, Tsunoda, Ernst, Mages, Gradmann, & Hegemann, 2008).
Therefore, in order to vary the membrane potential effectively, the ChR1 needs to be stimulated
with a wavelength that is within or closest to its maximal absorption range. This choice,
however, is further constrained by the requirement that the rhodopsin excitation wavelength be at
the far-red flank of the dye’s absorption spectrum (see Figure 14). This is to ensure that the

Figure 14: Excitation wavelengths
The dashed line on the left shows the absorption and the solid line on the right the emission
spectrum of the di-8-ANEPPS when bound to model phospholipid membranes (Molecular
Probes®, Life Technologies Corporation). One of the excitation wavelengths (457.9-nm) is on
the blue flank and one is on the red flank (496.5-nm) of the dye’s absorption spectrum. The
absorption of the rhodopsin excitation wavelength (514.5-nm) is relatively less in comparison to
that of the excitation wavelengths. The emission is recorded at 600/37-nm.
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stimulus affects the dye fluorescence minimally. The only line available in our argon laser that
maximally satisfied both of these requirements was 514.5-nm (see Figure 16). That being the
case, I used 514.5-nm as a stimulus for exciting the rhodopsins.
In addition to this wavelength, I also used two other laser lines (457.9-nm and 496.5-nm)
to monitor the changes in the membrane electric field due to the stimulation at 514.5-nm. For the
reasons I previously discussed in the current chapter, these lines were taken at the different sides
of the absorption peak of the dye spectrum (see Figure 14). From the figure we can see that when
the dye’s absorption spectrum shifts due to the membrane depolarization, the absorption
percentage of these two lines change in opposite directions. For instance, if the dye’s spectrum
gets blue shifted, the relative absorption intensity of 457.9-nm increases, whereas for 496.5-nm it
decreases. Additionally, because 496.5-nm is on the steeper area of the spectrum, the increase in
the absorption for this wavelength is greater than 457.9-nm. In other words, the dye’s absorption
spectrum at 457.9-nm is less sensitive to the change of the electric field, whereas at 496.5-nm the
opposite is true. As we learned previously, these characteristics are exactly what one needs for
the use of the excitation ratio approach.
Additionally, possible fluorescence of various pigments that could contaminate the dye
emission fluorescence also needed to be avoided. Typically, such pigments are various molecules
in the cell body that absorb specific colors of light and reflect other colors, depending on their
chemical structure. In Chlamydomonas reinhardtii such pigments include chlorophyll a and b,
accessory pigment beta-carotene, cytochromes, rhodopsins, and flavoproteins. The flavoproteins
absorb light maximally at 450-nm with an emission peak at 520-nm, whereas the cytochromes’
emission peaks at 550-nm. The chlorophylls absorb light both in the red and the blue spectra but
emit only in the red spectra (see Figure 15 on the next page).
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Figure 15: Spectra of chlorophyll dissolved in diethyl ether
The absorption and the emission spectra are based on the data provided for chlorophyll a and
chlorophyll b dissolved in diethyl ether (Oregon Medical Laser Center, 2012). Each spectrum is
normalized with respect to its maximum intensity. Chlorophyll a, which is the most abundant
pigment in chloroplasts, shows absorption maxima at approximately 428- and 660-nm, and peak
emission at 666-nm. Chlorophyll b, though not as abundant in chloroplasts as chlorophyll a is,
has approximate absorption maxima at 453- and 643-nm, and emission maximum at 644-nm.

2.2.4 Experimental	
  Setup	
  
Previously we learned about fluorescence ratio spectroscopy, the voltage sensitive fast-response
dye, and the constraints on the wavelength choices. We also learned that the measurements
presented here are based on the excitation ratio approach of fluorescence ratio spectroscopy.
Below I will first summarize the experiments conceptually and then discuss the design
considerations, as well as, their actual realizations.
In order to measure the membrane electric field transients, I excited the membrane bound
dye, the di-8-ANEPPS, with two alternating wavelengths and the fluorescence was recorded as
an electrical signal at a single wavelength. Because the dye’s spectra are sensitive to the strength
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of the electric field where its chromophore resides, the changes in the membrane electric field
shift its spectra. For maximal sensitivity, I took the excitation wavelengths at the blue and the red
flanks of the dye’s absorption spectrum (see Figure 14 on p. 41). With this I ensured that the
absorption levels change in the opposite directions. Furthermore, the excitation wavelengths are
alternating steps with the same frequency and fifty-percent duty cycles (see Figure 16 on the next
page). The excitation intensities are adjusted such that they produce responses with the same
intensities. Therefore, when both alternate, the combined response intensity remains constant
under steady environmental conditions. However, when a stimulus changes the membrane
electric field, the dye’s response intensities change in the opposite directions with respect to each
other and the previously constant level reveals this as a modulation in it.
It is important to note that I did not construct ratios from the recorded signals. Rather, the
primary point of investigation was the pattern of change in the intensity level and not its absolute
value. I induced membrane potential changes by exciting rhodopsins using a stimulus of a
desired wavelength and pattern. For instance, a photocurrent inducing light pulse triggers
transient change in the membrane potential of the Chlamydomonas reinhardtii cells.
Consequently, the response appears in the intensity level discussed above, which in turn allows
one to investigate the differences between the response patterns, evoked by the same stimulus, of
negatively and positively phototactic Chlamydomonas reinhardtii cells.
The hardware were a light source, a tunable optical filter that selected and modulated
specified wavelengths from a light beam, two high speed (update rate >100k samples/s) signal
converting boards from digital-to-analog and vice versa, a photomultiplier, a static filter for
filtering out the unwanted excitation fluorescence, and a lock-in amplifier.
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Figure 16: Diagram of excitation wavelengths and true colors of laser lines
The diagram shows the stimulus for rhodopsin excitation (A) and two dye excitation
wavelengths for ratiometric measurement (B and C). The time scale for A is at least three orders
of magnitude longer than that of B and C. The stimulus for rhodopsin excitation can have any
desired shape (i.e., sine, steps, pulses, sawtooth, etc.), but the shape of stimuli for the dye
excitation are steps with fifty-percent duty cycle as shown in the figure. They are taken to be out
of phase with respect to each other and their amplitudes are adjusted so that to produce the same
level of fluorescence. Furthermore, they alternated at 11 kHz. All three stimuli are sampled at
110 kHz. This means that in one cycle of the dye excitation stimuli there are 10 points (five of
them “on” and 5 of them “off”). On the right are the true colors of all the lines available in our
argon laser (Cambridge Lasers Laboratories).
The light source was the class 3B air-cooled argon laser (Model H210ALd1iD, National
Laser Company, Salt Lake City, UT, USA) with operational wavelength range of 450-515-nm
(specifically, nine wavelengths: 454.6-nm, 457.9-nm, 465.8-nm, 472.7-nm, 476.5-nm, 488.0-nm,
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496.5-nm, 501.7-nm, 514.5-nm), maximum power of 500 mW, and output beam diameter of
0.67±5% mm.
The desired wavelengths could be separated and their intensities controlled using a
Polychromatic Acousto-Optic Modulator (PCAOM), which was composed of a special acoustooptic tunable filter AA.AOTF.nC (with rise and fall times under 50 ns) and its associated driver
AA.MOD.nC (Electro-Optical Product Co., Fresh Meadows, NY). Figure 17 on the next page
shows the schematics of the PCAOM within the diagram of the experimental setup. The
AA.AOTF.nC contained a precision quartz crystal that split the laser beam into diffracted and
un-diffracted lines. The filter allowed selection and amplitude modulation of up to 12 distinct
visible wavelengths simultaneously. This was achieved by applying the desired radio frequencies
to the crystal from the driver via a remote control. Before reaching the sample, which was held in
a quartz semi-micro cuvette (Spectrocell Co., Oreland, PA, USA), the beam diameter of the
selected laser lines were expanded to a uniform field using a 20×-beam expander.
For the signal conversions, I used two analog boards from the United Electronic
Industries, Inc. (Walpole, MA). The PD2-AO-8/16 (100k samples/s, 16-bit resolution) was used
for outputting stimuli to certain channels of the PCAOM in order to modulate the desired
wavelengths, and the PD2-MF-16-150/16H (150k samples/s, 16-bit resolution) was used for the
data acquisition. Both of these cards were interfaced with a modified version of the Ciliary
Monitor Program that Ganesh Srinivasan had initially created in this lab (Srinivasan, 2008).
Samuel Howard Rivier and I modified it for the needs of the experiment. The modifications were
necessary after upgrading the boards to increase their performance capabilities (increased
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Figure 17: Schematic diagram of the experimental setup
The PCAOM includes electronically tunable filter AA.AOTF.nC, its radio frequency driver
AA.MOD.nC, and a remote control. For the system to function, a power supply (Power Sup.1)
and 5V blanking voltage is required. The remote control is used to pick desired wavelengths and
to adjust their powers. When the driver is reset, the assigned values are automatically loaded and
applied in modulation. For modulating the lines, stimuli are sent out via the digital-to-analog
converter board PD2-AO-8/16 to the PCAOM. The Lock-in Amplifier also copies one of the
stimuli as a reference signal for its operation. The modulated laser beam is then expanded and
used to illuminate the sample. The photomultiplier (PMT with Power Sup. 2) enhances the
detected fluorescence light and conveys it to the lock-in amplifier for filtering out the undesired
signals. The result is then digitalized for storing using the analog-to-digital converter board PD2MF-16-150/16H. In the diagrams ℎ𝜈 indicates a light beam.
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acquisition and sampling rates) and also replacing the TTL (Transistor–Transistor Logic) based
PCAOM with an analog version. The modified program allowed a user to input the desired
number of stimuli created in the range of [0,1] (discussed in the next section). The output board
then converted them into analog signals in the range of [0,5] Volts and at the sampling rate of
110 kHz. The electrical signals were then fed into the radio-frequency driver AA.MOD.nC to
modulate the selected wavelengths via the electronically tunable band-pass filter AA.AOTF.nC.
The latter was placed before the laser beam that was directed to a light-tight sample holding
stage through a circular opening. The stage was tightly sealed to the mouth of a photomultiplier
(Model C31034, BURLE, Lancaster, PA, USA), which was placed orthogonal to the laser beam.
In this configuration the probability of the selected wavelengths to enter the photomultiplier was
minimized. All that entered for amplification was mostly the excitation fluorescence. But since I
did not need all of the excitation fluorescence, I filtered out its unwanted part using a dichroic
BrightLine® single-band bandpass filter at 600 nm (PN: FF01-600/37-25, Semrock, Inc.,
Rochester, NY, USA). Note that the choice of this wavelength is not arbitrary, see the discussed
on p. 40 for further information.
After the filtering, in the amplification process the wanted signal is contaminated by the
photomultiplier’s inherent thermionic emission, known as the dark noise. To reduce the dark
noise to a minimal value, the photomultiplier was housed in a Product for Research, Inc. watercooled chamber (Model TE104TSRF, Danvers, MA, USA) at −20℃  controlled with a waterflow switch (FS-4/PN: 44729, Gems Sensors & Controls, Plainville, CT) and a solid-state relay
(PN: A1210, Crydom, San Diego, CA, USA). The photomultiplier was operated at a cathode
potential of −1400  V and current of 0.25  mA using high voltage supply (Model PS 325/2500V25W, Stanford Research Systems, Inc., Sunnyvale, CA, USA). The current output from the
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photomultiplier was conveyed to a lock-in amplifier (Model SR530, Stanford Research Systems,
Inc., Sunnyvale, CA, USA). The lock-in further filtered out the signal’s unwanted components
before sending it to the analog-to-digital converter board PD2-MF-16-150/16H for storing. The
values I set at the front panel of the lock-in amplifier are given in Appendix C.

2.2.5 Generating	
  Stimuli	
  Files	
  
A valid stimulus file had to have a specific format in order to be readable by the Ciliary Monitor
Program. The entire file had only one column. The first line contained the sampling frequency,
the rate at which the digital-to-analog converter board PD2-AO-8/16 converted the stimulus into
an analog signal. It was set to its maximum value of 110 kHz.
The second line contained the number of samples. This was the number of points in one
base cycle. For instance, if a particular stimulus was 1 second on and 3 seconds off, a base cycle
could be 4 seconds and the number of samples would be 440,000. Then, for example, if one run
were 180 seconds, the number of repeats would have to be 45 (this was the number to be entered
at the console screen, step 4 in the next section). The third line of the stimulus file was the
number of repeats. This was the number of times the base cycle was repeated in the stimulus file.
It was set to 1. This should not be confused with the previous number of repeats which was the
number of times the entire stimulus file would be repeated. The fourth line was left empty.
Following that was the shape of the stimulus made up of 440,000 points in the case of the
example above.

2.2.6 Data	
  Gathering	
  	
  
Because the experiments were light sensitive, I performed them in a dark room. Additionally, I
covered the computer screen and all the status indicating lights on the equipment during data
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gathering. Furthermore, since the excitation light source, the laser, produced more lines than the
needed three wavelengths, I guided away and trapped the remaining of its beam in a ‘black box’
(the box had a black interior and a small opening for the beam to enter). Thus I maximally
ensured that the excitation wavelengths were the only light reaching the sample during the data
collection. Below are the steps I followed in starting the equipment and gathering data:
1. Turn on the water switch and then the power supply of the water-cooled chamber housing
the photomultiplier. This has to be done half to one hour prior to the experiment to make
sure it cooled down to −20℃.
2. Turn on the laser and its cooling system.
3. Turn on the PCAOM and choose the wavelengths using its remote control as described in
the caption of Figure 17.
4. Turn on the Lock-in Amplifier.
5. Turn on the power supply of the photomultiplier.
6. Place the sample in a quartz semi-micro cuvette on the sample holding stage and cover it.
7. Turn on the computer interfaced with the equipment. Open the Ciliary Monitor Program
and enter the parameters of the experiment.
The parameters entered at the command window were:
1. The number of the channels to record (two is for the magnitude and the phase of the
signal, whereas one is only for the magnitude),
2. The number of the stimuli (I used three),
3. The names of the stimuli holding files (these are the files that contain the shape,
frequency, and the sampling rate of the stimuli),
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4. The number of repeats. This was the number of base cycles. I further clarify this in the
next section below.
5. The name of the file for storing the acquired data,
6. The duration of the experiment,
7. The duration of the initial priming stimulus (I used fifty percent of maximal light
intensity of all three stimuli combined for 10 seconds). I used this for adapting the cells to
the stimulus in order to avoid the photophobic response.
The acquisition rate was set to 11 kHz to keep the data files at manageable sizes for the
ease of statistical analysis. Each run was 180 seconds because, due to phototaxis, the cells tended
to accumulate on one side of the cuvette and also move to the bottom of the cuvette. After each
run, I manually stirred the sample to make sure the concentration was uniform.

2.2.7 Statistical	
  Analysis	
  
I used MATLAB® (The MathWorks, Inc.) for data analysis. The custom Matlab scripts that I
developed performed analysis in an automated way (see Appendix D for an example script).
After specifying the shape of the stimulus and the location of the data files, the script performed
the following steps:
1. Load the data into dynamic variables,
2. Filter it using symmetric first order lowpass Butterworth filter to reduce the high
frequency noise,
3. Average over the number of cycles,
4. Subtract the control data, and
5. Plot the result.
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I chose the filter’s normalized cutoff frequency to be very high (4800/5500   =   0.8727)
so that the high frequency responses do not get inadvertently filtered out (there is nothing special
about 4800 or 5500 except that the latter is the data acquisition rate). In all analyses, I averaged
the data over large number of repetitions (to ensure better statistical accuracy), depending on the
shape of a stimulus. For instance, if a stimulus were a 20 ms pulse with a four percent duty cycle,
that is 20 ms on and 480 ms off, in one run (180 seconds) there were 360 cycles to be averaged
over. In order to display two cycles in a figure, the number to be averaged over would be 180.

2.2.8 Cell	
  Cultures	
  
Two strains of Chlamydomonas reinhardtii were used: the positively phototactic wild type strain
1117 and the negatively phototactic strain 806. These strains were originally obtained from Dr.
Robert Smyth (Smyth & Ebersold, 1970; Smyth & Ebersold, 1985). The mutant 806, also known
as agg1 (because it lacks this gene), is isogenic to 1117 and was isolated by Dr. Robert Smyth. It
is a naturally occurring variant found in the wild type 1117 (Hirschberg & Stavis, 1977; Smyth
& Ebersold, 1985). The agg1 was backcrossed 18 times before this work (Boonyareth, Saranak,
Pinthong, Sanvarinda, & Foster, 2009).

2.2.9 Cell	
  Preparation	
   	
  
I grew the cell culture in 30 mL of liquid high salt medium (HSM) that I prepared and sterilized
in our lab (see Appendix B for the recipe). The cell culture was shaken at 150 rpm (Gyrotory
Shaker Model-G2, New Brunswick Scientific Co., Inc., Edison, NJ, USA) in a 125 mL flask for
the duration of 3 to 7 days at 18℃  under cool white light illumination. (Growing the culture in
liquid medium, as opposed to growing on an agar plate, results in thinner cell walls.) Then
aseptically I poured about 3 to 4 mL of the culture into a 5 mL sterile glass tube to prepare for
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the experiment. I used a hemocytometer (American Optical Co., Buffalo, NY, USA) to measure
the cell concentration. For accurate counting, I moved 50 µL of the sample to a microcentrifuge
tube and used 1.0 µL of 1.0% glutaraldehyde (which was dissolved in water) as a fixative to
make the cells immobile. After measuring the initial concentration, for the needed final
concentration of about 107 cells/mL, I calculated the volume of the cell culture. I then moved the
calculated amount of the cell culture to a separate glass tube and centrifuged (Eppendorf
Centrifuge 5414, Phoenix Equipment, Inc., Rochester, NY, USA) at 2000 rpm for 2 minutes to
get rid of HSM. In the next step, I added 2.0 mL nitrogen-free minimal medium (NMM) (also
prepared and sterilized in our lab, see Appendix B for the recipe) and 5.0 µL of 20% Pluronic®
F-127 (Molecular Probes, Eugene, Oregon, USA), which was dissolved in dimethyl-sulfoxide
(DMSO) (cat. no. D5879, Sigma-Aldrich Co., St. Louis, MO, USA), to the glass tube and shook
it gently. I used the Pluronic® F-127 to aid the solubilization of the dye, and also as an autolysin
to degrade the cell wall, which made it easier for the dye in the later stage of the incorporation
process to inculcate itself into the plasma membrane. Next, I evenly split the sample into two
glass tubes (each one containing 1.0 mL of the sample), one labeled 'control' and the other 'dyed'.
Then added 4.0 µL DMSO to the ‘control’ tube and 4.0 µL of di-8-ANAPPS (2.0 µM dissolved
in DMSO) to the ‘dyed’ tube. At this stage I covered the samples with aluminum foil to prevent
light bleaching of the dye and incubated them for 10 to 20 minutes at 18℃  on the shaker at 120
rpm. I then centrifuged them at 2000 rpm for 2 minutes and washed once with 1.0 mL NMM to
get rid of the excess dye. Finally, I added 1.5 mL of NMM to each tube to make the final
concentration of about 6.7×106 cells/mL.
In all experiments more than 80% of the cell culture actively swam and I used the
florescence microscope to check the labeling. I used a quartz semi-micro cuvette (Spectrocell
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Co., Oreland, PA, USA) for holding the samples in all measurements and did the dye
incorporation in a dark room under red light to avoid dye bleaching. Before the dye incorporation
and after the experiments, I always checked the strains for phototaxis. In all cases, the sign of
their taxis remained the same.
For clarity the dye incorporation steps are summarized below.
1. Grow the culture in liquid HSM for 3-7 days at a controlled temperature of 18℃ under
white light illumination.
2. Move about 3 to 4 mL of it as a sample into a separate glass tube.
3. Move 50 µL of the sample to a microcentrifuge tube and use 1.0 µL of 1.0%
glutaraldehyde as a fixative for counting.
4. Determine the volume of the culture for the required concentration of about 1.0×107
cells/mL and move it to a separate glass tube.
5. Spin down and pour away NMM. Then add 2.0 mL of NMM and 2.5 µL of 20%
Pluronic® F-127 to the glass tube and gently shake.
6. Evenly split the sample into two glass tubes, labeled 'control' and 'dyed.
7. Add 4.0 µL DMSO to the ‘control’ and 4.0 µL di-8-ANAPPS to the ‘dyed’ labeled tubes.
8. Incubate the samples in dark for 10 to 20 minutes at 18℃ on the shaker at 120 rpm.
9. Centrifuge both samples at 2000 rpm for 2 minutes and wash once with 1.0 mL of NMM
to get rid of the excess dye.
10. Add 1.5 mL of NMM to each tube to make the final concentration of about 6.7×106
cells/mL.
11. Check the labeling under the florescence microscope and start the measurements.
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2.3 Results	
  	
  
I recorded the responses in Volts as time-resolved digital signals and analyzed them by following
the steps outlined in section 2.2.7 above. The results for a given stimulus are plotted for both
strains on the same axis (see Figure 18, Figure 19, and Figure 20). This is a convenient way for
detecting dissimilar variations in the signals across the strains. On the same graph, as a guide for
the eye, I also plotted the shape of the stimulus for which the responses are shown. In doing so, I
eliminated the delay between the stimulus and its response by shifting the beginning of the ‘on’
signal for the stimulus to the beginning of its response.
The magnitude of response signal is proportional to the number of labeled cells in the
sample. It also depends on the number of the dye molecules that bind to a given cell membrane.
A source of variation for them, for instance, could be impartial degradation of cell wall. I did not
have a precise control over either of these variables. Because of that, I will not draw any
conclusion that is solely based on the magnitude of the signals. Instead, the response pattern is
what I looked at.
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Figure 18: Step-responses
The graphs show the relative fluorescence intensity of the membrane bound dye in response to
the membrane electric field change caused by the green light (514.5-nm) stimulation. In order to
make sure that the signal is of the dye fluorescence, I subtracted the control data that I recorded
from the unlabeled control sample. I also subtracted the constant base so the signal was zero
when the stimulus was off. For all the stimuli the duty cycle was fifty percent and N was the
number of cycles over which the averages were taken. Because the duration of each run was the
same (160 s, after discarding 20 s), the narrower pulses had more cycles to be averaged over.
That is why the graph in the lower-right pane (𝑁 = 1920) is much smoother than the one in the
upper-left pane (𝑁 = 240). The stimuli are shown schematically as a guide for the eye to
indicate the steps’ starting times and their durations. For all the four stimuli the rise and the
decay times are approximately 115 ms and 100 ms, respectively.
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Figure 19: Half-second step responses at three concentrations of ouabain
The figures depict comparison of 1117 and 806 cells at three concentrations of Ouabain (leftmost
column 0.0 µM, middle column 10 µM, and rightmost 100 µM). Ouabain binds to and inhibits
the plasma membrane Na+/K+-ATPase, which then causes membrane depolarization. The
number of cycles over which the averages were taken was 80. As in Figure 18, here also I
subtracted the constant base and the control data that I recorded from the unlabeled control
sample. The stimuli are shown schematically as a guide for the eye to indicate the steps’ starting
times and their durations. The presence of Ouabain does not seem to alter the response pattern of
the dye fluorescence for either strain. The signals also seem to be symmetric with respect to the
steps-up and the steps-down stimulations.
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Figure 20: Pulses at three concentrations of ouabain
In these graphs also I compare 1117 and 806 cells at three concentrations of Ouabain. The stimuli
are three very narrow pulses of widths 5 ms, 10 ms, and 20 ms. Their duty cycles were 0.125%,
0.25%, and 0.5%, respectively. The number of cycles over which the averages were taken was 40.
For pictorial clarity, these graphs are zoomed in versions of 4 seconds time interval. Outside the
presented time interval the residues of the signals were zero as in between 0.9 s and 1.0 s in these
plots. The presence of ouabain does not seem to alter the dye fluorescence in any systematic way,
and both strains continue to have similar response patterns. Furthermore, because the magnitude of
the response depends on the amount of membrane bound dye, the signal amplitudes are irrelevant
in the context of this study.
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Figure 21: Bode plots
These Bode plots are for the pulse responses of Figure 20.
From the Bode plots we see that the system behaves as a low-pass filter. The slope of the
stop-band is approximately -20 dB/decade, which shows it is first order. Below is the list of
cutoff frequencies evaluated at 3dB point (Oppenheim, Willsky, & Young, 1983):
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We see that the length of pulses affect the response, the shorter pulses having the higher
cutoff frequencies. This means that the cells see the stimulus not as an impulse but as long
duration pulses due to their larger widths (5 ms, 10 ms and 20 ms). Therefore, the real cutoff
frequency is probably higher than about 12 Hz. In the past it was felt that the portion of the
signal that was common in the cis and the trans cilium could be in the cell body (Foster, Josef,
Saranak, & Tuck, 2006). However, my result that there is no attenuation to much higher
frequency than any of the responses in the cilium means that all the lower-bandwidth processing,
which is responsible for the behavior, takes place in the cilia.
I also checked for the stationarity of the responses. From the Bode plots we see that it is
worthy examining the most suspicious one, which is for 10 ms pulse at 10 µM Ouabain
concentration. To do that, I plotted (see Figure 22 on the next page) the first half (80 s), the
second half (80 s) and the entire data (160 s). The response width seems to get wider with time
for 1117.
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Figure 22: Stationarity
These Bode plots are for a 10 ms pulse with 10 µM Ouabain.

2.3.1 Discussion	
  
As discussed in section 2.2.4, in all experiments I adjusted the intensities of the dye’s excitation
wavelengths such that they produced constant fluorescence level while alternating. The
measurements were then based on the premise that any perturbation in the membrane electric
field would appear as a perturbation in the fluorescence level of the dye. In addition to the
constant fluorescence level of the dye there also were background constant signal generated by
the equipment that I could not completely eliminate. Such additional constant signal levels were
somehow arbitrary and I was not able to separate them from the constant fluorescence level of
the dye. Because of this, studying a permanent shift in the membrane electric field was not
possible. This could be one explanation for why ouabain does not appear to affect the pattern of
the response signal (see Figure 19 and Figure 20). By binding to and inhibiting the plasma
membrane Na+/K+-ATPase, ouabain causes permanent membrane depolarization and its effect
appears as an additional constant shift in the already constant fluorescence level of the dye.
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The results without ouabain presented in Figure 18 also show no meaningful difference
between the positively phototactic 1117 and the negatively phototactic 806 strains. The step
response patterns appear to be similar. This means that the rhodopsin excitation by green light
appears to change the electric field across the cell membrane for this time period and stimulus in
the same way for both strains.
To summarize, these results suggest that the step and the pulse responses are the same for
both strains of Chlamydomonas reinhardtii in terms of the electric field across the cell
membrane. This means that the hypothesized signal transduction pathway, that is the electric
field across the cell membrane, may not carry the information that determines the sign of
phototaxis when the light stimulus is a step or a short pulse. From the pulse responses (Figure
20) we see that the high frequency bandwidth signals appear to be the same. Likewise, the high
frequency bandwidth components of the edges of steps and pulses also appear to be the same.
But this does not guarantee that the distinguishing signal is not at lower frequency bandwidths,
even as low as that of the rotating frequency of 2.0 Hz. This could be tested using sinusoidal
stimuli but due to experimental limitations (see section 2.4 below), I was unable to do so.

2.3.2 Sound	
  
I also carried out some preliminary experiments with sound. Instead of exciting the rhodopsins
with green light of 514.5-nm, I used sound to stimulate mechanoreceptors proposed to exist in
Chlamydomonas reinhardtii (Yoshimura, 1998). Doing so eliminated the problem of
inadvertently activating the dye with green light stimulation, which was previously needed for
the rhodopsin stimulation.
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The sound stimuli I used were 512 Hz sound stimuli, amplitude-modulated as 1-second
pulses at 0.5 Hz or sine waves at 8 Hz. In the recorded response under this experimental
condition, I did not see the residue of these stimuli. A possible explanation for this observation
may be that the mechanoreceptor current that causes membrane electric field change is not large
enough to produce a detectable signal from the dye.

2.4 Suggestions	
  for	
  Future	
  Studies	
  	
  
In addition to steps and pulses, I also have done experiments with sine and sawtooth shaped
stimuli at various frequencies. However, due to unexpected complications with the PCAOM, I
could not use the results of experiments with sine and sawtooth shaped stimuli to draw reliable
conclusions. A properly working PCAOM is needed for further studies using sine and sawtooth
shaped stimuli.
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Chapter	
  3 	
  
	
  
Quantitative	
  Analysis	
  of	
  Cell	
  Trajectories	
  	
  
Quantitative analyses of cell trajectories reveal a set of statistical parameters that are important
for characterizing cell motility and understanding its underlying biochemical mechanisms. These
parameters are often functions of external stimuli, and as such, they allow meaningful
comparison between motile cell types under various environmental conditions. The effects of
molecular interventions, as well as subtle differences in motility due to different genetic makeup
(Dunn & Brown, 1987) also can be usefully studied in terms of changes in the values of these
parameters. For instance, a particular chemical that decreases the persistence time and increases
the cell speed may suggest separate intracellular mechanisms for controlling the movement
direction and the movement rate (Stokes, Lauffenburger, & Williams, 1991). However,
quantitatively analyzing the movements of Chlamydomonas reinhardtii cells at the population
level is a relatively less explored area. Most of the work has been done at the single cell level
without relating it to motility’s underlying biochemical mechanism.
In one of the studies, Crenshaw and the colleagues tracked three-dimensional trajectories
of individual Chlamydomonas reinhardtii cells and analyzed them individually based on the
geometry of three-dimensional curves (Crenshaw, Charles, & Mattew, 2000). They characterized
each cell trajectory with its velocity, curvature, and torsion from which they extracted the
translational and the rotational velocities of the cell. In another study, cell-tracking experiments
were performed with Chlamydomonas nivalis (Vladimirov, Pedley, Denissenko, & Zakhidova,
2004). The study was carried out in the context of a laser-based cell tracking method proposed
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therein. In that work the authors focused on the method itself rather than on applying it to answer
biologically relevant questions concerning Chlamydomonas nivalis. In a different study,
Goldstein and his colleagues tracked diffusion of Chlamydomonas reinhardtii cells as they
spread from the bottom of a plastic cuvette upward (Polin, Tuval, Drescher, Gollub, & Goldstein,
2009). By analyzing the dynamics of cell concentration, they extracted the value of the diffusion
coefficient as a slope of the flux versus concentration gradient. Around the same time, a related
group of researchers tracked Chlamydomonas reinhardtii cells for the duration of one second
(Leptos, Guasto, Gollub, Pesci, & Goldstein, 2009). In that study, the authors investigated the
dynamics of passive tracers in suspensions of Chlamydomonas reinhardtii. Two years later,
some of the same authors published yet another work on enhancement of biomixing by
swimming algal cells in two-dimensional films (Kurtuldu, Guasto, Johnson, & Gollub, 2011).
Lastly, Garcia and the colleagues studied the motility of the wild type Chlamydomonas
reinhardtii cells where they modeled the cell movements as correlated random walks (Garcia,
Berti, Peyla, & Rafaï, 2011). Other experiments appear to have mostly dealt with the tracks of
Chlamydomonas reinhardtii in a qualitative fashion (Foster & Smyth, 1980; Gopal, Foster, &
Yang, 2012).
With the exception of the last two, the studies presented above have not been carried out
from a behavioral point of view. In other words, they were not concerned with the causes and/or
mechanisms that gave rise to a motile behavior. In contrast, the work I present in this chapter
comprises both statistical analysis of cell behavior at population level and attempts to relate the
outcome to the molecular mechanisms associated with individual cell motility.
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3.1 Experimental	
  Background	
  
3.1.1 Cell	
  Culture	
  
Six strains of Chlamydomonas reinhardtii were used in this study. The positively phototactic
wild type strain 1117 and the negatively phototactic strain 806 were originally obtained from Dr.
Robert Smyth (Smyth & Ebersold, 1970; Smyth & Ebersold, 1985). The mutant 806, also known
as agg1, is a naturally occurring variant found in the wild type 1117 strain (Hirschberg & Stavis,
1977; Smyth & Ebersold, 1985). It was backcrossed 18 times before this work (Boonyareth,
Saranak, Pinthong, Sanvarinda, & Foster, 2009). The mutants E3, E5, C1, and B1, isolated by
Radhika Gopal, were obtained from Dr. Pinfen Yang (Department of Biological Sciences,
Marquette University, Milwaukee, Wisconsin, USA). They were RSP2 (1-120) transgenic
strains, generated by transformation of a single plasmid with an RSP2 (1-120) genomic construct
(Gopal, Foster, & Yang, 2012). In B1 RSP2 lacks two calmodulin-binding sites and in E3, E5,
and C1 it lacks only one. Calmodulin (CaM) is a calcium binding protein located in the axoneme
and involved in regulating motility (Dymek & Smith, 2007).

3.1.2 Cell	
  Preparation	
  and	
  Experimental	
  Conditions	
  
The cell preparation and the experimental conditions were similar to those of phototaxis
measurement in Boonyareth et al. (2009). Prior to each experiment, the cells were incubated in
nitrogen free minimal media (see Appendix B for the recipe) for 3 to 5 hours under continuous
white fluorescent light with intensity of 1 W/m2. This was done to make sure all the cells became
gametes and regenerated their cilia to their fullest length. The cell sample (with concentration of
approximately 5×105 cells/mL) was then loaded in a rectangular glass micro-cuvette (50×2×0.1
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mm, VitroCom, Mountainlakes, NJ) for measurements. The final cell preparations and
physiological experiments were carried out at 22ºC.
Green light was used from a 300 W tungsten lamp to stimulate the samples as needed.
The light beam passed through a 500-nm bandpass interference filter (Microcoating, Westford,
MA) with 10-nm FWHM (full width at half maximum). The intensity was 0.658 ± 0.132 W/m2.
Two convex lenses, separated by the sum of their focal lengths, were used to align the filtered
€
light so that it emerged as a parallel beam. The beam then was directed at the apex of the

microscope objective where the sample-holding microcuvette was placed longitudinally with its
center under the objective.

3.1.3 Cell	
  Tracking	
  
I used our in-house built cell population tracker (CPT), which utilized a near-IR CCD (chargecoupled device) camera (KP-F120, 30 frames/s, Hitachi) attached to a Nikon Labophot-2 with a
10×/0.25 160/- Phl DL phase contrast objective. The objective’s physical depth of focus was
about 4.4 µm. The cell tracker software recorded images of the cell population at a user specified
rate and duration, and from them it identified the individual swimming paths.
In my measurements I captured images for the duration of four seconds at a rate of 30
frames per second. As a result, the longest track had 121 points, including the initial point. Table
1 is an example of a CPT output data file holding the cell trajectories. The first and the second
columns are the x and the y coordinates of position 𝐫 = (𝑥, 𝑦) in pixels (6.45µm×6.45µm), the
third column is the time steps in milliseconds, and the fourth column contains the trajectory
identification number. For some trajectories the software recorded multiple data points at the
same time (see rows 3 and 4 in the table). A possible cause of such a recording could be traced to

68

the software’s inability to properly identify the tracked cell when it is in the vicinity of other
similar sized objects or cells. I manually deleted such cases (row 4). The software automatically
discarded the stationary cells.
Table 1: Example of cell tracking software output
x  (pixel)

y  (pixel)

Time  Steps  (ms)

Trajectory  ID

818.777

281.394

0

1

819.895

280.242

33.3333

1

822.391

278.044

66.6667

1

817.103

281.302

66.6667

1

823.806

277.118

100.000

1

.

.

.

.

.

.

.

.

.

.

.

.

At greater sample concentrations within the observation time (4 s) most of the trajectories
crossed each other and the CPT appeared to lack the capability to adequately track the same
trajectory after it crossed another trajectory, possibly due to collision or a near collision event.
Such a trajectory would either get labeled as two trajectories of length shorter than 4 seconds or–
though rare–its part until the crossing get appended to the part of the other trajectory after the
crossing. One way of addressing this issue was to decrease the data acquisition time. But doing
so had the obvious disadvantage of preventing me from studying long time behavior. Therefore I
had to keep the sample concentration at a reasonably low value in order to minimize the number
of trajectories that would cross each other. That allowed me to record greater number of
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uncrossed trajectories with duration of 4 seconds. In addition to this, I also had to take into
account the effect of the finite depth of tracking (Crocker & Grier, 1996; Zimmer, et al., 2006).
The depth of tracking of the microscope is the distance along the optical axis of the
objective that remains in focus. More precisely, if (𝑥, 𝑦) defines the image plane, the depth of the
tracking is an interval along the z-axis within which a particle can be tracked. The depth of
tracking can be estimated in two ways: one by assuming it to be equal to the objective’s physical
depth of focus; and the other is to estimate it from the microscope’s view field and the known
concentration of the sample as proposed in Savin & Doyle (2007). If, for example, the
concentration of the sample is 1.0×107 cells per mL, the field of view is 1000 × 1400 µm, and 14
cells are seen during the entire time, the depth of tracking is 10.0 µm.
If we take the physical depth of the microscope’s focus as the depth of tracking, then for
my phase contrast objective it was 4.4 µm, which was roughly 22 times smaller than the
thickness of the micro-cuvette (0.1 mm) that held the sample. Because of this, some cells,
especially ones with large speeds, drifted out of the focus by moving along the z-axis in either
direction within the observation time. A given cell could move out and come back to the tracking
volume several times within 4 seconds and each time the CPT would track it as though it were a
new cell. Since such trajectories were shorter than 4 seconds, for the sake of straightforward
mean-squared displacement analyses, initially I decided to discard them by performing a listwise
deletion. But after becoming aware of the severity of biases introduced by listwise deletion
(Myers, 2011), I performed a lesser sever practice–pairwise deletion–where I only deleted
instances of more than one data points recorded at a single time and not the entire track.
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It must be noted that with the new ability of computers it is possible to use inline
holographic recording to increase the depth of field to the whole thickness of the cuvette and
hence not have the problem mentioned above.
The plots of cell trajectories with the same aspect ratio as the camera’s field of view are
shown in Figure 23. In the following sections, I will explain how to extract various statistical
parameters from these ‘cleaned’ tracks after pairwise deletion.
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C1 Cells Under Green Light (N = 105)
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Figure 23: Cell trajectories
These figures depict superimpositions of recorded cell trajectories. The name of each strain and
the light condition, as well as the number of tracked cells is shown in each figure’s title. The
light beam with wavelength of 500 nm was in the negative direction along the x-axis.
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3.2 Statistical	
  Analysis	
  and	
  Results	
  
3.2.1 McCutcheon	
  Index	
  
In Section 1.4, I introduced the McCutcheon index and explained how it was evaluated and
ought to be interpreted. In Table 2 I present the results for all six strains for which I have celltracking data. For three of them, namely 806, C1, and B1, the data were collected from the same
sample both under the green light of 500 nm (intensity: 0.658 ± 0.132 W/m2) and in dark.
Specifically, after loading the cells to the micro-cuvette, first I collected the data in dark and then
€
repeated it with the same sample under the green light. The number of cells (N) shows how many

cells out of the whole sample have been tracked. As discussed in Section 1.4, the McCutcheon
index is calculated for each trajectory by dividing its net x- and y- displacements by the length of
the corresponding trajectory (denoted by Mx and My, respectively). Then the obtained values are
averaged. For calculating the lengths of the trajectories I used the archlength.m function provided
by John D'Errico (D'Errico, 2012). I also summed up the entire x- and the y-displacements
separately and divided them by the sum of the entire path lengths (denoted by M0x and M0y,
respectively). The results are the bold entries in parenthesis. Although the latter way has the
advantage of having smaller uncertainty compared to the former (see Appendix E on propagation
of uncertainties), it has the disadvantage of not providing information about the heterogeneity of
the individual McCutcheon indexes for all the trajectories. Figure 24 provides a pictorial
illustration of the values given in Table 2. The distributions of the McCutcheon indexes are
shown in Figure 25.
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Table 2: Values of McCutcheon index for all strains
For each trajectory the ratio of the total x- and the y- displacements to the total length of the
trajectory is evaluated and then the values for all the trajectories are averaged to obtain the
overall McCutcheon index. The bold entries are obtained by dividing the sum of the x (4th
column) and the y (5th column) displacements by the sum of the path lengths for all the
trajectories. The uncertainties (SE) are the standard errors of the means and are only for the
values obtained via the former procedure. N is the number of cells.
𝑀! ± 𝑆𝐸!!     (𝑴𝟎𝒚 )

𝑁

Light Cond.

𝑀! ± 𝑆𝐸!! (𝑴𝟎𝒙 )

108

Dark

−0.005 ± 0.052 (-0.045)

0.034 ± 0.042 (0.040)

97

500 nm

−0.472 ± 0.032 (-0.517)

0.043 ± 0.023 (0.037)

1117

100

Dark

−0.064 ± 0.049 (-0.066)

0.147 ± 0.043 (0.121)

E3

99

Dark

0.060 ± 0.046 (0.074)

−0.005 ± 0.038 (-0.036)

E5

107

Dark

0.012 ± 0.037 (0.031)

0.106 ± 0.038 (0.110)

105

Dark

0.009 ± 0.034 (0.025)

0.013 ± 0.034 (0.044)

105

500 nm

−0.286 ± 0.041 (-0.339)

0.071 ± 0.023 (0.057)

120

Dark

0.028 ± 0.028 (0.023)

0.059 ± 0.028 (0.055)

107

500 nm

−0.363 ± 0.042 (-0.399)

0.039 ± 0.024 (0.013)

Strain
806

C1

B1
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Figure 24: Best estimates and margins of error of McCutcheon index
The best estimates of the McCutcheon index are represented as diamond symbols in the dark and
circles under the green light of 500 nm. The vertical lines are the error bars with the length of
two standard errors of the means at each point. The numeric values are given in Table 2. The
open symbols are for the values obtained by summing up the x displacements (upper subplot)
and the y displacements (lower subplot) of all the trajectories and then dividing them by the total
path length of these trajectories. The horizontal separations are only for pictorial clarity. The
light shined in the negative direction along the x-axis.
In the presence of green light, M! is not affected in strains 806, B1, and C1, but M!
becomes more negative (see Figure 24). Since the light comes from the positive x direction, these
strains are therefore negatively phototactic. We can also see that the second way of calculating
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the McCutcheon index, i.e., summing up the entire x and the y displacements separately and
dividing them by the total sum of the path lengths (the bold entries in Table 2) provide us with
similar information. The disadvantage of this way is that it does not provide us with information
about the overall distribution of the individual McCutcheon indexes as does the histograms in
Figure 25.
The histograms provide us with useful information in a qualitative fashion about the
distribution of the McCutcheon indexes. For example, the width of the spread about zero is
proportional to the directional biasness or persistence in the paths. The narrower the shape the
smaller is the persistence. In other words, if the cells switch their direction of swimming more
frequently, the corresponding distributions will have a narrower distribution about zero. In
addition to this, the histograms tell us about the sign of phototaxis. For example, in the context of
our experiment, if the peak of the distribution is on the negative side of zero, it means the sample
is negatively phototactic.
By looking at the histograms, we see that when the cells are in dark, the distributions of
M! and M! are centered at zero for all strains. But under green light the distributions of M! shift
to the left while M! remain centered at zero, suggesting that 806, C1, and B1 are negatively
phototactic. In dark, for all strains M! and M! average to zero as can be seen from Table 2 and
the histograms in Figure 25. This indicates that in dark the cells move in random directions as
anticipated. Finally, the wide spread of the distributions of M! and M! qualitatively indicate
varying levels of persistence in all strains.
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Figure 25: Histograms of McCutcheon index for trajectories of each strain
These histograms show the distribution of the McCutcheon index for all the cell trajectories in
each strain sample. The horizontal axes show the values of the McCutcheon index and the
vertical axes show their frequencies of occurrence. The legends of the horizontal axes show the
light condition (dark or 500-nm), the name of the strain, and M! and M! . The bin size is 20.
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Up to now, I have been discussing the cell trajectories of Figure 23 qualitatively. In order
to be more quantitative, now I will look at the mean-squared displacements. First I will show
how it is calculated and then apply it to the cell trajectories shown in Figure 23.

3.2.2 Evaluation	
  of	
  Mean-‐squared	
  Displacement	
  
In the previous section I introduced the McCutcheon index and used it to understand the
directionality of cell movements. Now I will introduce the statistical parameters of cell speed,
persistence time, and diffusivity. These parameters convey richer information about the motion
than the McCutcheon index and can be extracted from the mean-squared displacement.
In order to illustrate how the mean-squared displacement is evaluated, let us consider an
ensemble of time-resolved trajectories, each of which consists of consecutive random steps in all
allowed directions. Assuming we know the position coordinates of each trajectory, for a given
time lag, we can extract a quantity known as the mean displacement. The mean displacement is
evaluated by carrying out the time and ensemble averages. Here the ensemble average refers to
averaging over the number of individual trajectories, whereas the time average refers to dividing
a single trajectory into as many integer multiples of the lag time as possible and then averaging
over them. The mean displacement, however, is not enough to describe the dynamics of such an
ensemble adequately. For example, if the trajectories belong to passively diffusing particles, i.e.,
particles undergoing the classical Brownian motion, the mean displacement will be zero and it
contains no information about the nature of the motion other than asserting that either there is no
movement at all or it is a completely random one. The mean displacement, therefore, is not as
useful a quantity as the mean-squared displacement, which I will introduce shortly. This is true
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even in the case of the active Brownian motion, where motion is the combined result of a motile
microorganism’s active movement and its passive diffusion with typically non-zero value for the
mean displacement. However, if we apply the same averaging procedure to the squared
displacements, we will end up with a non-zero positive function of the lag time. Such a function
is called the mean-squared displacement (often denoted as MSD) and is a measure of the average
distance the particle has travelled during a given time. Below I describe how to evaluate the
MSD with a specific example.
Table 3: Displacements from a trajectory with seven points
𝚫𝐫 1

𝚫𝐫 2

𝚫𝐫 3

𝚫𝐫 4

𝚫𝐫 5

𝚫𝐫 6

𝐫 1 −𝐫 0

𝐫 2 −𝐫 0

𝐫 3 −𝐫 0

𝐫 4 −𝐫 0

𝐫 5 −𝐫 0

𝐫 6 −𝐫 0

𝐫 2 −𝐫 1

𝐫 4 −𝐫 2

𝐫 6 −𝐫 3

𝐫 5 −𝐫 1

𝐫 6 −𝐫 1

𝐫 3 −𝐫 2

𝐫 6 −𝐫 4

𝐫 4 −𝐫 1

𝐫 6 −𝐫 2

𝐫 4 −𝐫 3

𝐫 3 −𝐫 1

𝐫 5 −𝐫 2

𝐫 5 −𝐫 4

𝐫 5 −𝐫 3

𝐫 6 −𝐫 5

Now, let us consider a simple case of only one time-resolved trajectory. With this
simplification, we restrict ourselves only to time averaging (aka internal averaging). Thus, in
order to calculate the mean-squared displacement at a given time, we divide the trajectory into
sub-trajectories with each one of them having the duration equal to the time we consider. This
division can be done such that the sub-trajectories are independent of each other, or they are
correlated (Qian, Sheetz, & Elson, 1991; Saxton, 1997).
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In order to illustrate the process thoroughly, let us simplify the matter even further by
assuming the trajectory contains only seven points at equal time steps of Δ𝑡 = 1. Furthermore,
let r(0), r(1), r(2), r(3), r(4), r(5), and r(6) denote their positions. From these we can form
displacements at all possible lag times as in Table 3. The dark entries are the independent
displacements and the gray ones are the correlated displacements. The displacements are also
visualized in Figure 26. We can see that when averaging the squared displacements, say at lag 4,
there are three of such displacements for all pairs, whereas there is only one for the independent
pairs. This means that the result of independent pairs at a given lag time will have greater scatter
than the result of all pairs at the same lag time. We also see that in either case shorter delays lead
to greater confidence because of their larger sample size which is again more so for all pairs than
the independent pairs.
It is also clear that, unlike those of the independent pairs, the displacements constructed
from all pairs overlap and, therefore, are not statistically independent. This should be taken into
account when using quadrats of the displacements in estimators, (e.g., variance) and can be
addressed by applying the block-averaging method, which borrows the renormalization group
technics (Flyvbjerg & Petersen, 1989; Savin & Doyle, 2007).
In order to generalize our example above, let us assume, instead of seven, a time-resolved
trajectory is recorded over 𝑁 time steps, including the initial position. In such a trajectory, for
time lag 𝑛 there are (𝑁 − 𝑛) displacement segments of which 𝑁! = (𝑁 − 1)/𝑛 are
independent, where the brackets indicate the greatest integer. From this trajectory, as we
previously mentioned, the averages of the squared displacements can be extracted in two ways
(Saxton, 1997):
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Figure 26: Squared displacements for all and independent pairs
The circles represent the squared displacements plotted versus time lags. The figures on the left
and the right are, respectively, for the correlated and the independent displacements of Table 3.
In order to calculate the mean-squared displacements from these data points via internal
averaging (Saxton, 1997) we add the squared displacements corresponding to the vertically
aligned points at each lag time and divide by their number. In that sense the procedure leading to
the figure on the left produces mean-squared displacements with smaller scatter compared to the
one on the right.
1
𝑀𝑆𝐷(𝑛) =
𝑁!

!!

𝜟𝒓 𝑛𝑖 − 𝜟𝒓 𝑛𝑖 − 𝑛
!!!

1
𝑀𝑆𝐷(𝑛) =
𝑁−𝑛

!

,

(𝑓𝑜𝑟  𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡  𝑝𝑎𝑖𝑟𝑠).

(9)

!!!!!

𝜟𝒓 𝑛 + 𝑖 − 𝜟𝒓 𝑖

!

,

(𝑓𝑜𝑟  𝑎𝑙𝑙  𝑝𝑎𝑖𝑟𝑠).

(10)

!!!

The mean MSD at a given time lag is the weighted average of MSDs at that time lag for
all trajectories. In mathematical terms, it is

𝑀𝑆𝐷(𝑡) =

!!
!!! 𝑤! ×𝑀𝑆𝐷!
!!
!!! 𝑤!

𝑡

.

(11)
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For each MSD curve the weight 𝑤 at a given lag is taken to be the number of squared
displacements (henceforth I will call it frequency) in the corresponding trajectory with the same
lag. The summation is taken over the total number of the MSD curves (𝑁 ! ). I illustrate this with a
concrete example below.
For the sake of simplicity, consider four trajectories from which we want to extract the
mean MSD at lag one. Let 𝑤 denote the frequency of the squared displacements for each
trajectory at this lag. Furthermore, assume 𝑀𝑆𝐷! 1 = 3   𝑤! = 4 , 𝑀𝑆𝐷! 1 = 1   𝑤! =
3 , 𝑀𝑆𝐷! 1 = 2   𝑤! = 5 , and  𝑀𝑆𝐷! 1 = 3   𝑤! = 2 . Given these, the mean MSD at lag 1 is
evaluated as
𝑀𝑆𝐷(1) =

3×4 + 1×3 + 2×5 + 3×2
= 2.2.
4+3+5+2

Because shorter lag times have higher frequencies, they weight more in the mean MSD
and, therefore, provide better statistical accuracy at shorter times.
Weighted standard deviation over all the MSD curves is the unbiased standard deviation
about the mean MSD at a given lag time (Heckert & Filliben, 1996):
𝜎! 𝑡 =

!!
!!! 𝑤! ×(𝑀𝑆𝐷!

𝑡 − 𝑀𝑆𝐷(𝑡))!

(𝑀 − 1)/𝑀  ×

𝑀=

(

!!
!!! 𝑤!

,

!!
!
!!! 𝑤! )
.
!!
!
!!! 𝑤!

(12)

(13)

M is the number of non-zero weights and 𝑁 ! is the number of tracks. Since most of the tracks
were 4 seconds long, their weights were non-zero at all lag times, which means 𝑀 ≈ 𝑁 ! . I
calculate the standard error of the weighted mean as
𝑆𝐸𝑀 𝑡 =

𝜎! (𝑡)
𝑀

.  

(14)
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The MSD data for all six strains is shown in Figure 27. Each MSD curve is obtained from
its respective trajectory by performing internal averaging. That is, the MSD at each lag is
computed as the average of all possible squared displacements with the same lag in that
trajectory. The mean MSD curves are the weighted ensemble average of all the MSD curves. The
larger grayed area around the mean MSD curves show the weighted standard deviation over all
the MSD curves and the smaller shaded area show the standard error of the weighted mean.
The plots in Figure 27 below enable us to identify the modality of the motion (see Section 1.4)
by simply looking at the MSD curves. As can be seen by visually examining, all the MSD curves
are ballistic at short times. At long times, however, they resemble a linear relationship and
therefore are more diffusive.
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Figure 27: MSD curves for all strains
On the left of each pair of figures are the MSD curves for all tracks (total number given by N in the
title) and on the right is their weighted ensemble average according to Eq. 11. The MSD curves
were evaluated by applying Eq. 10. The gray area represents 𝑀𝑆𝐷(𝑡)±𝜎! 𝑡 and the smaller
shaded area within it represents 𝑀𝑆𝐷 𝑡 ± 𝑆𝐸𝑀(𝑡). The figures were produced in MATLAB® by
utilizing per-value class @msdanalyzer (Tarantino, et al., 2014; Tinevez, 2014). The smaller shaded
area within the gray field was drawn with shadedErrorBar.m (Campbell, 2014).
In the following sections I will analyze the MSD curves of Figure 27 in further details.
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3.2.3 Log-‐Log	
  Fitting	
  of	
  MSD	
  Curves	
  
In Section 1.4 we learned that when the MSD is not linear in time, the diffusion is said to be
anomalous as opposed to the normal diffusion where the MSD is a linear function of time
(Saxton, 2001). A common consequence of this definition is the practice of approximating the
MSD curves by a power law of the form given in Eq. 2. From Figure 27 we can see that such an
approximation is not far from reality. As we can see from the MSD curves, all of them have zero
initial offset and the majority of them seem to follow the proposed power law at least until a
certain cutoff time. Upon taking the logarithm of both sides of Eq. 2, a linear relationship
between log(𝑀𝑆𝐷) and log(𝑡) is obtained:
log(𝑀𝑆𝐷) = α×log(𝑡) + log Γ.

(15)

Now in order to understand the motility of the strains presented in Figure 23 in further
details, I will extract the values of the diffusion anomaly from the linear fit of the log(𝑀𝑆𝐷)
versus log(𝑡). This can be done in two ways: via log-log fitting of each MSD curve individually
and then averaging the extracted values of the diffusion anomaly, or extracting the overall
diffusion anomaly via log-log fitting of the mean MSD curve. I obtained the values of the
diffusion anomaly in both ways and the results are summarized in Table 4 on the next page.
In order to make sure that linear fit is a reasonable approximation, I visually examined
the residual plots for each fitted curve. If they looked like randomly distributed points about
zero, then the assumption was taken to be reasonable and I included them in the estimations,
otherwise I excluded them. In addition to this qualitative assessment, I also used adjusted R
squared values of the fits. I only took those fits for which R squared values were not less than 80.
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Table 4: Alpha values
For each strain the alpha value (𝛼) is the average of the slopes extracted via log-log fitting of the
first 50% of the MSD curves to a linear profile. In the average I included only those slopes for
which the goodness of the fit (adjusted R2) was not less than 80. The number of fits satisfying
this condition is given in 𝑁! column. The uncertainties (SE) are the standard errors of the means.
The bold entries were extracted from the ensemble average of the MSD curves (also via log-log
fitting of the first 50% to a linear profile).
Strain

𝑁

𝑁!

108 105

Light Con.

𝛼 ± 𝑆𝐸 (𝜶𝟎 )

𝑹𝟐𝒂𝒅𝒋 (%)

Dark

1.68 ± 0.03 (1.82)

99.99

806
97

93

500 nm

1.52 ± 0.04 (1.73)

99.99

1117

100

98

Dark

1.60 ± 0.04 (1.78)

99.97

E3

99

97

Dark

1.57 ± 0.04 (1.77)

99.98

E5

107 104

Dark

1.58 ± 0.03 (1.74)

99.94

105 103

Dark

1.47 ± 0.03 (1.74)

99.97

500 nm

1.46 ± 0.04 (1.74)

100.0

120 119

Dark

1.45 ± 0.03 (1.65)

99.82

107 104

500 nm

1.56 ± 0.03 (1.74)

99.98

C1
105

98

B1

In order to have a further insight into the alpha values given in Table 4, I present their
distribution within and across all the strains, as well as under green light and in dark, as a box
plot in Figure 28 on the next page.
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Figure 28: Box plots of alpha values
On each box, the central mark is the median, the edges of the box are the 25th and 75th
percentiles, and the whiskers extend to the most extreme data points not considered outliers. The
outliers are plotted as individual open circles (MATLAB®). The values for 500 nm are shown
with an asterisk.
As discussed earlier, for long lag times there are less number of squared displacements,
and because of this, Saxton (Saxton, 1997) suggests that only the first one-quarter of the time
averaged mean-squared displacements is reliable. For us this would mean fitting only the first
second of the MSD curves (remembering that I tracked the cells for 4 seconds). However, since I
consider large number of trajectories (~100) over which the ensemble average is taken, I fit the
first two seconds of the MSD curves. With this the MSD at the longest time lag of 2 seconds is
the average of approximately 60 squared displacements. Once I extracted the alpha values for all
the trajectories, I averaged them to increase the reliability of the final answer.
From Table 4 we see that for all the strains the diffusion anomaly is greater than 1
suggesting that the motion is super-diffusive. In comparison to dark, for the effect of green light
on the diffusion anomaly one-way ANOVA test gives *P=0.003 for 806, P=0.951 for C1, and
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**P=0.009 for B1.2 In more familiar terms this means that green light for 806 significantly
decreased, for B1 highly significantly decreased, whereas for C1 it didn’t significantly change
the diffusion anomaly. Furthermore, for E3 (in dark) and E5 (in dark) it returns P=0.835, for 806
and 1117 (both in dark) P=0.132, which mean there is no significant difference between E3 and
E5, and 806 and 1117 in terms of diffusion anomaly.
It needs to be emphasized that a larger value of the diffusion anomaly does not
necessarily mean the cells have greater speeds. The value of the diffusion anomaly is
intrinsically related to the turning time (equivalently, persistence time or rotation time). The
smaller the turning time, the closer to 1 the diffusion anomaly is. These parameters are the
measures of how much chaotic the motion is. For instance, if the motion is deterministic and is
along a straight line, one expects the squared displacement to be directly proportional to the
square of time. Any stochastic deviation from a straight line will only decrease the time exponent
(i.e., the diffusion anomaly).
By examining the MSD curves of Figure 27 it can be seen that at short times they rise at a
more rapid pace than they do in long times. This indicates that the diffusion anomaly depends on
time and prompts us to examine it closely. Because of this in the next section I will look at the
time dependence of the diffusion anomaly.

3.2.4 Time	
  Dependence	
  of	
  Diffusion	
  Anomaly	
  
Time dependence of the diffusion anomaly is obtained by taking the logarithmic derivatives of
the MSD curves (Dieterich, Klages, Preuss, & Schwab, 2008). Mathematically,

2

Michelin Guide scale: *P < 0.05 (significant), **P < 0.01 (highly significant); ***P < 0.001 (extremely
significant).
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𝛼 𝑡 =   

𝑑 ln 𝑀𝑆𝐷 𝑡
.
𝑑 ln 𝑡

(16)

This can be done in one of two equivalent ways: either by evaluating the time dependent
diffusion anomalies for all the MSD curves and then averaging them, or by evaluating it directly
from the ensemble averaged MSD curves. I use the latter and the results are given in Figure 29.
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Figure 29: Time dependence of diffusion anomaly
The figures depict logarithmic derivative 𝛼 𝑡 (Eq. 16) of the mean MSDs for all the strains. I
applied a first order low-pass symmetric digital Butterworth filter with normalized cutoff
frequency of 0.2 to reduce the inherent noise introduced by the numerical differentiation. The
error bars show the standard errors of the weighted means, obtained from Eq. 16 by using the
principles of propagation of uncertainties (see Appendix E). For pictorial clarity, the error bars
are shown only for B1 but for other strains also they have similar ranges. The asterisk denotes
results under light with wavelength of 500-nm.
The figure shows that for all the strains the diffusion anomaly begins from ~1.75 and
monotonically decreases as the time increases. Furthermore, the curve for B1 (in dark) decreases
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with a greater slope than the rest. It essentially becomes 1 in 3 seconds. This indicates that B1 in
dark has a shorter crossover time from ballistic mode to the diffusive mode. Given enough time,
the trend of the remaining curves allows us to safely assume that they will also approach to 1
and, therefore, will have relatively longer crossover times. This is consistent with the PRW
(persistent random walk) model and the one I present below: at longer times the motion becomes
diffusive.
In this and the previous section I analyzed the mean MSD data in terms of the diffusion
anomaly and its time dependence. For that I modeled the data as a power-law function with the
diffusion anomaly being the exponent and the only parameter. However, this is a very generic
approach and does not provide us with more specific and desirable parameters, which are the
persistence time, the self-propulsion speed, and the diffusion coefficient. These parameters can
be extracted by fitting the data to a more specific cell motility model.

3.2.5 Fitting	
  Mean	
  MSD	
  Curves	
  to	
  Cell	
  Motility	
  Model	
  
The statistical parameters I report in this section are extracted by fitting the measured mean
MSDs and the velocity autocorrelation functions to a profile predicted by a motility model (to be
thoroughly discussed in Chapter IV). The model is derived from a set of coupled Langevin
equations that describe the motion of a self-propelled rod-like particle in a plane. I decomposed
the velocity into deterministic constant self-propulsion component and the stochastic fluctuations
component. In the case of biological cells, the constant self-propulsion speed expresses the
steady conversion of the internal energy into kinetic degrees of freedom by the microorganism.
The stochastic component, on the other hand, (in addition to thermal noise) expresses the
fluctuations in intrinsic cellular mechanisms such as receptor-binding, random fluctuations in
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motile sensing, and response mechanisms. For the MSD the model gives the following
expression:
𝑀𝑆𝐷 𝑡 = 4 D + 𝜏! 𝑣 ! t − 8𝜏!! 𝑣 ! 1 − 𝑒

!

!
!!!

,

(17)

where D – is the classical translational diffusion coefficient, v – is the self-propulsion speed, and
𝜏! – is the rotational time for one radian of diffusion (half of persistence time). One of the main
characteristics of this model is that at times longer than the rotational time, the classical diffusion
coefficient gets enhanced according to D!"" ≈ D + 𝜏! 𝑣 ! . Another characteristic of this model is
that its normalized velocity autocorrelation function (ACF) decays with the relaxation time that
is equal to the persistence time (twice the rotation time):
𝑉 𝑡 𝑉(0) = 𝑒

!

!
!!!

.

(18)

In order to make sure that all the underlying assumptions of the model are satisfied, I first
extracted 𝜏! by fitting the measured velocity ACF to the profile given by Eq. 18 (see Figure 31)
and then used it to fit the mean MSDs to the profile given by Eq. 17 (see Figure 30). I used the
first 75 percent (3 seconds) of the mean MSD curves because at 3 seconds it was the average of
approximately 30×100-squared displacements. I assumed this was large enough to give a
reliable mean MSD value up to 3 seconds. Because of this I also used the same cut off limit (3
seconds) for the fits of the velocity ACF. Additionally, because the ACF is corrupted by noise at
the shortest time scales (Wu, Giri, Sun, & Wirtz, 2014), I also discarded its first 4/30 seconds.
The values of the parameters are given in Table 5. For comparison, I also listed the values of the
enhanced diffusion coefficient, the ratio of its active (𝜏! 𝑣 ! ) to passive (D) component, and the
average speeds (𝑣). I calculate the latter by ensemble averaging the mean speeds evaluated for
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Table 5: Summary of fitting the mean MSD curves to the cell motility model
The uncertainties in columns 4-6 are from 95% confidence bounds of the fits.

Strain

𝑁

Light

D!"" ≈ D + 𝜏! 𝑣 !   

𝜏!   

𝑣  

𝑣 ± std  

(×10! µμm! 𝑠)

(ms)

(µμm/s)

(µμm/s)

𝜏! 𝑣 ! /𝐷  

108

Dark

12.96 ± 0.033

1265 ± 39

99 ± 3

143 ± 70

≈21

97

500 nm

10.94 ± 0.011

960 ± 71

105 ± 8

159 ± 74

≈37

1117

100

Dark

9.813 ± 0.063

893 ± 39

103 ± 5

143 ± 68

≈30

E3

99

Dark

3.907 ± 0.018

772 ± 40

71 ± 4

91 ± 54

≈60

E5

107

Dark

3.558 ± 0.024

802 ± 39

65 ± 3

95 ± 49

≈17

105

Dark

2.178 ± 0.009

677 ± 47

56 ± 4

76 ± 42

≈25

105

500 nm

4.574 ± 0.056

856 ± 60

73 ± 5

99 ± 53

≈95

120

Dark

2.131 ± 0.012

338 ± 23

76 ± 5

103 ± 65

≈10

107

500 nm

6.561 ± 0.055

918 ± 48

83 ± 4

125 ± 57

≈19

806

C1

B1

each path over 3 seconds. From the table it can be seen that the 806 cells under green light are
the fastest swimming among all the other strains. In the dark their speed is 99 µm/s and under
green light it increases to 105 µm/s. In contrast, their turning time (960 ms) is smaller under
green light compared to when they are in dark (1265 ms). This could be qualitatively anticipated
from their respective trajectories in Figure 23. Under green light the 806 cells appear to move in
helical fashion while in dark their trajectories seem to be relatively straight. Similarly, the
smaller turning time for C1 in dark (677 ms) compared to under green light (856 ms) can be
qualitatively verified by visually examining the cell tracks. Under green light the tracks seem to
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be relatively straight compared to when they are in dark. The same is true for B1 under green
light (918 ms) and in dark (338 ms) also. Furthermore, while for 806 green light causes the cells
to move in helical fashion, for C1 and B1 the opposite occurs: light causes their movement to be
more direct and less helical. Additionally, for all the three strains we see that the green light
increases their speeds.
By definition 𝑣 is the deterministic part of the velocity and the average speed 𝑣 is the
result of this deterministic part plus the stochastic contributions due to fluctuations (e.g.: random
fluctuations in receptor-binding, motile sensing, response mechanisms, etc.). From the table it
can be seen that the average speeds (𝑣) are indeed greater than the ones extracted by fitting to the
model (𝑣). It can also be seen that the ratio of the enhanced diffusion coefficient’s active (𝜏! 𝑣 ! )
component to its passive (D) component is more than one order of magnitude. This indicates that
the motion of cells, for the most part, is due to active diffusion.
This table can be interpreted in terms of the underlying biology also. The longer
persistence time of 806 in the dark compared to 1117 in the dark is probably due to its lower
level of cAMP (Boonyareth, Saranak, Pinthong, Sanvarinda, & Foster, 2009). This comes about
because of the cAMP-dependent kinase that phosphorylates IC138 (intermediate chain), which
with IC97 (Wirschell, et al., 2009) increases the probability of I1/f-dynein transiently acting like
a brake or extra drag on the trans-cilium. This in turn causes a low-amplitude extra beat relative
to the cis-cilium that maintains a steady beat (Josef, Saranak, & Foster, 2005a; Josef, Saranak, &
Foster, 2005b). This extra low amplitude beat causes the cell to change direction. Differential
control of the probability of this event explains all the persistent values in the above table. The
same pathway is used in mating when the cAMP level is raised ten-fold (Pasquale &
Goodenough, 1987) with the more dramatic consequence of actually stopping both cilia from
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beating, allowing fusion of the two gametes together. The bias toward more effective stopping
and better mating can be seen under non-mating conditions by a drop in persistence time brought
about by increases in cAMP, or by inhibition of phosphodiesterase 5 (PDE5) with compounds
such as Viagra.
In the cases of E3, E5, and C1 the persistence time is decreased, meaning the frequency
of changes of direction is increased. These mutants are missing a single calmodulin binding site
(Gopal, Foster, & Yang, 2012). This is presumably due to the decreased action of a calmodulindependent phosphatase that normally removes phosphate from IC138. The decreased reduction
rate of IC138 results in more frequent transient events of braking. This in turn decreases the
persistence of swimming direction, making the motion more diffusive. B1, which misses two
calmodulin-binding sites, is particularly strongly affected.
Also interestingly, except for the case of 806, which normally has very low levels of
cAMP, light appears to reduce the frequency of these transient cAMP mediated events, possibly
by activating another phosphatase. This effect is particularly dramatic in the case of B1. In the
case of 806 however, light appears to increase the frequency of these events. This is consistent
with the observations of Josef and colleagues (Josef, Saranak, & Foster, 2005a; Josef, Saranak,
& Foster, 2005b).
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Figure 30: Fits of mean MSDs
The figures depict the fits of the ensemble averaged MSD curves to the MSD profile given in Eq.
17. On each plot the insets show the name of the strain, the light condition, the number of the
tracked cells, the extracted self-propulsion speed, and the goodness of the fits
(𝑅! = 1.00  for  all  fits). The fits are only for the first 3 seconds of the measured MSD curves.
The solid black lines are of the theoretical model and the open circles show the measured MSD
values. Non-linear least squares regression was used for fitting.
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Figure 31: Fits of velocity autocorrelation function
The figures show the fits of the measured normalized velocity autocorrelation functions (ACF) to
the ACF profile given in Eq. 18. On each plot the insets show the name of the strain, the light
condition, the number of the tracked cells, the rotational time, and the goodness of the fits
(𝑅! = 0.90 − 0.98). The fits are only for the first 3 seconds of the measured ACF. In the fits the
first 4/30 seconds was discarded because the ACF is corrupted by noise at shorter times. Nonlinear least squares regression was used for fitting.
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3.3 Summary	
  and	
  Suggestion	
  for	
  Future	
  Works	
  
In this chapter I presented multi-cell tracking experiments aimed to quantify the motility of the
wild type (labeled as 1117) and 5 mutants (labeled as 806, E3, E5, C1, and B1) of the
Chlamydomonas reinhardtii and interpreted the results in terms of the underlying biology. From
the recorded cell tracks I first extracted the McCutcheon index and the mean-squared
displacements (MSDs) for each strain. I then characterized the modality of the motion in terms of
the diffusion anomaly and examined its time dependence. Following that I fitted the extracted
MSDs to the MSDs predicted by the cell motility model. From the fits I obtained the values of
the cell speed, the passive diffusion coefficient, and the persistence time for each strain at the cell
population level. Furthermore, by examining the values of the McCutcheon index in dark and
under green light I verified that 806, C1, and B1 were negatively phototactic.
I also found good agreement between the proposed model and the experimental data. The
model described the measured MSDs with 𝑅! = 1.0 (see Figure 30) and the measured velocity
ACFs with 𝑅! = 0.90 − 0.98 (see Figure 31) at the cell population level. This suggests that the
proposed model can be confidently used in studying the behavior of Chlamydomonas reinhardtii
cells. As such, the effects of various chemicals and other environmental factors on the cell
motility can be studied in terms of the parameters this model provides.
For instance, the inhibitor PDE5 is known to increase mating in Chlamydomonas
reinhardtii, presumably by raising the cAMP levels and, therefore, biasing the system for better
braking. The pulling of the brake at moderate cAMP levels occur transiently, resulting in trans
extra small beats relative to the steady cis beats (Josef, Saranak, & Foster, 2006). This is thought
to set the ballistic-diffusive ratio. Hence, it seems a reasonable expectation that PDE5 inhibitors
would change the bias on the ballistic-diffusive ratio toward being more diffusive as the brake
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would be pulled more frequently. This can be studied by utilizing the model I used in this
chapter. Preliminary studies to investigate the effect of PDE5 inhibitors have been carried out by
Sarunya Tantiyasawasdikul in our lab (Tantiyasawasdikul et al., manuscript in preparation).
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Chapter	
  4 	
  
	
  
Stochastic	
  Modeling	
  of	
  Cell	
  Motility	
  	
  
Cell motility plays a significant role in many biological processes (Li, Guan, & Chien, 2005) and
quantifying it through accurate statistical modeling often gives us a deeper understanding of the
issues. As we saw in the previous chapter, the macroscopic parameters that come out of the
modeling are often intrinsically related to the underlying biochemical mechanisms that play a
role in motility. Such parameters can therefore be used to study the effects of molecular
interventions or subtle differences in motility due to different genetic makeup. The macroscopic
parameters also allow us to make meaningful comparison across cell populations. Therefore, it is
of great importance to quantify cell motility in a robust and powerful way. In order to do that, a
representative cell motility model is needed to fit the cell tracking data. With that said, in this
chapter I present the theoretical underpinnings of the cell motility model that I used in the
previous chapter.
In section 1.5 we learned that the underlying assumptions of the most commonly used
cell motility model, the O-U process, often did not agree well with the experimental data. This
happened in spite of the excellent agreement between the measured mean-squared displacements
(MSD) and the ones predicted by the O-U process (Wu, Giri, Sun, & Wirtz, 2014). Such
agreements are often reported for data sets that have very large error bars and few data points at
times comparable to the persistence time (Selmeczi, et al., 2007). At this time scale, any model
with an MSD that quickly becomes linear in time cannot be distinguished from the O-U process.
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Therefore, to test whether a model describes the data, it is necessary not to rely just on the MSD
fits, but also to check for the validity of all the underlying assumptions of the model.
Recent tests show that the cell motility data often do not agree well with some of the
independent underlying assumptions of the O-U process, which are the Gaussian distribution of
velocities, a single-exponential decay of the velocity correlation function, an isotropic velocity
field, and a flat distribution of angles between cell movements at long time scales (Wu, Giri,
Sun, & Wirtz, 2014; Berg, 1993). This casts doubt on the universality of the O-U process as the
ultimate cell motility model and there have been various attempts to come up with a more
representative cell motility model as we saw in section 1.5. However, Selmeczi and the
colleagues (2007) in a review paper conclude that for cell motility, the “one size fits all”
principle is no longer valid and that “motility models can be made to measure.” That being the
case, in this chapter I also develop one such model for describing the motility of
Chlamydomonas reinhardtii cells.
The model describes a motile microorganism as an asymmetrical particle self-propelled
in a plane by converting its internal energy into kinetic degrees of freedom. I used a particular
realization of this model, where the external force is zero and the self-propulsion speed is
constant (treated in section 4.1.1 below), to analyze the data for several Chlamydomonas
reinhardtii strains in the previous chapter. As we will see in section 4.1.1, this implementation of
the model gives rise to a more realistic MSD expression than that of the O-U process.
I also present another special case of the model where the self-propulsion speed is
constant, but the external force is periodic. This (treated in section 4.1.2 below) was originally
motivated by my colleague Wipavadee Sangadkit’s work in our laboratory (Sangadkit et al.,
manuscript in preparation). She studied the effect of sound on Chlamydomonas reinhardtii
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strains over a range of frequencies. Her results revealed that the cells’ swimming behavior was
affected by sound. It was then suggested that the altered swimming behavior of the cells resulted
from the sensory detection of sound. But by virtue of being a mechanical force, sound can
possibly affect the motion of a microorganism even if the microorganism does not have
mechanical sensors. This particular implementation of the model provides quantitative means to
discern between the pure mechanical effects of sound and its sensory detection.
Below I introduce the model in the most generic way and then discuss the two special
cases as mentioned above.

4.1 The	
  Model	
  
In order to develop an analytical model to describe the dynamics of a cell population, it is
important to keep in mind that the motion of cells, for the most part, is not deterministic. Casual
observations through a microscope reveal that not all cells are alike in shape and behavior. The
internal biochemistry of cells results in capricious changes in their velocities. Additional
randomness is introduced due to the collisions of cells with each other and with the walls of the
container, which becomes significant at densities higher than 5×106 cells/mL (Kessler, Hill, &
Häder, 1992). That being the case, in order to account for the stochastic nature of the motion, I
will use Langevin formalism to describe the cell dynamics.
The model consists of a self-propelled asymmetrical particle (modeling a cell) moving in
a two-dimensional plane (see Figure 32). I assume the particle is in a dilute solution so that the
interaction with other particles is negligible. I also assume the low-Reynolds-number regime
where the motion is completely over-damped. This allows me to drop the inertial terms in the
corresponding Langevin equations that govern the motion. In order to justify this simplification,
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it suffices to estimate the viscous relaxation time scale for the particle. Assuming the particle is a
spherical cell of size 𝑎 = 10  µμ𝑚 in pure water (viscosity: 𝜂 = 1  mPa ∙ s) and at room
temperature with approximately the same density as the surrounding media, for the viscous
!

relaxation time one obtains !!"# ≈ 10  µμs. This means that the inertial terms are several orders of
magnitude smaller than the viscous terms.

Figure 32: Asymmetric particle self-propelled along its long axis
Without the effect of inertia, at a given time 𝑡 the particle can be described by its center
of mass coordinates, 𝐫 𝑡 = (𝑥, 𝑦), and by 𝜃(𝑡), the angle its long axis (the self-propulsion axis)
makes with the x-axis of the lab-frame. In this frame the self-propulsion speed is given by 𝑣𝒏(𝑡),
where 𝒏(𝑡) = (cos 𝜃 𝑡 , sin 𝜃 𝑡 ) is a unit vector along the long axis of the particle. With the
above assumptions and notations, the dynamics of the particle, in the presence of external force
𝐹 and torque 𝒯, is described by the following coupled Langevin equations
𝑟! = 𝛽𝐷!" 𝑛 𝐹! + 𝑣𝑛! 𝑡 + 𝜉!    𝑡 ,
𝜃 = 𝛽𝐷! 𝒯 + 𝜉! 𝑡 ,

(𝑖, 𝑗 = 1, 2)

(19)
(20)
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where 𝛽 !! = 𝑘! 𝑇 is the effective thermal energy, 𝐷! is the rotational diffusion coefficient, and
𝐷!" is the translational diffusion tensor. The dot shows the time derivative. In the body-frame
denoting the longitudinal diffusion coefficient of the particle by D∥ and the transvers by D! , the
lab-frame diffusion tensor takes the following form
D!" 𝑛 = D𝛿!" +
where 𝑀!" 𝜃 =

cos 2𝜃
sin 2𝜃

∆D
𝑀 𝜃 ,
2 !"

(21)

! !!
sin 2𝜃
, D = ∥ ! ! , ∆D = D∥ − D! , and 𝛿!" is the Kronecker
− cos 2𝜃

delta. The rotational noise 𝜉! is a Gaussian random variable with zero mean and variance
𝜉! (𝑡)𝜉! (𝑡′) = 2𝐷! 𝛿 𝑡 − 𝑡 ! ,

(22)

whereas 𝜉! and 𝜉! are Gaussian at a fixed 𝜃(𝑡) with zero mean and variances that depend on the
orientation at a given time

𝜉! (𝑡)𝜉! (𝑡 ! )  

!(!)

= 2𝐷!" (𝜃 𝑡 )𝛿 𝑡 − 𝑡′ .

(23)

In the above equations 𝛿 𝑡 − 𝑡′ is the Dirac delta function with inverse unit of time. The
!

ensemble average is calculated using … = !!

!!
!

…

!! 𝑑𝜃!

where …

!!

indicates average

both over 𝜉! (𝑡) and 𝜉! (𝑡) at a fixed initial angle.
Note that Eq. 19 is essentially the decomposition of the particle velocity into
deterministic components due to the external force (the first term) and the self-propulsion force
(the second term), and finally the stochastic component (the last term). As I pointed out in the
beginning of this section, it is an important feature of such modeling to assume that the
mentioned stochastic contributions are not only due to thermal fluctuations; for biological
microswimmers they also include all the random factors arising from biological processes like
the random fluctuations in receptor binding, motile sensing, and response mechanisms. Below I
will study two special cases of this model.
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4.1.1 Case	
  1:	
  Constant	
  Self-‐Propulsion	
  Speed	
  and	
  Zero	
  External	
  Force	
  
In this section I will discuss a specific case of the generic model where the self-propulsion speed
is assumed to be constant. With this coarse approximation, I restrict my considerations to a time
scale that is larger than the period of variation in self-propulsion speed. For the Chlamydomonas
reinhardtii cells the period of variation in self-propulsion speed is the duration of one beat cycle.
As described in Section 1.1, the Chlamydomonas reinhardtii cells swim by beating their cilia at
50 − 60  Hz with breaststroke like pattern, each beat comprising a power stroke followed by a
recovery stroke (Brokaw C. J., 1982; Brokaw & Luck, 1983; Rüffer & Nultsch, 1985;
Adulrattananuwat, 2011). Because this happens in the low-Reynolds number regime, the power
and the recovery strokes cause instantaneous forward and backward displacements, with the
forward displacements being larger than the backward displacements (Racey, Hallett, & Nickel,
1981). This periodicity is only discernable over a time scale that is comparable to the duration of
one beat cycle (~17  ms). However, if we look at a time scale that is larger than the duration of
one beat cycle, we only see forward motion with a constant self-propulsion speed. My
assumption of constant self-propulsion speed is valid only on such time scales.
With that in mind, I also assume that the external force and torque are zero. The latter
implies that the angular displacements obey the Gaussian statistics with constant rotational
diffusion coefficient. This becomes obvious when Eq. 20 is integrated once with respect to time:
∆𝜃 𝑡 =

!
𝜉 (𝑡 ! )  𝑑𝑡′
! !

(on the LHS is the angular displacement and on the RHS is a Gaussian

variable). Unlike the angular displacements, the translational displacements do not obey the
Gaussian statistics in the lab-frame because the shape asymmetry of the particle makes the
translational and rotational displacements coupled. This makes the analytical examination of the

104

motion non-trivial. Below I will first discuss the mean-squared angular displacements and then
evaluate the mean and the mean-squared displacements.
In order to evaluate the mean-squared angular displacements, I integrate Eq. 20 with
respect to time, square it, and then average it using Eq. 22 to obtain
∆𝜃 ! (𝑡) =   

!

!

!

!

𝜉! (𝑡 ! )𝜉! (𝑡 !! ) 𝑑𝑡′𝑑𝑡′′ = 2𝐷! 𝑡.

(24)

Because the angular displacements are Gaussian, their probability distribution function is
𝑓 ∆𝜃, 𝑡 =

∆𝜃 !
exp  [−  
].
4𝐷! 𝑡
4𝜋𝐷! 𝑡
1

(25)

This leads to the following important identity for evaluating the noise averages of the sinusoidal
functions:
exp 𝑖 𝑠! ∆𝜃 𝑡 ! + 𝑠! ∆𝜃 𝑡 !!
!

!

=

𝑒!

!! !!

!! ∆!

!!

!!! ∆!

!!

! !!

𝑓 ∆𝜃 𝑡 ! , 𝑡 ! 𝑓 ∆𝜃 𝑡 !! , 𝑡 !! 𝑑∆𝜃 𝑡 ! 𝑑∆𝜃 𝑡 !!

(26)

= exp  [−𝐷! (𝑠!! 𝑡 ! + 𝑠!! 𝑡 !! + 2𝑠! 𝑠! min 𝑡 ! , 𝑡 !! )].

For instance, using the above identity the noise average of cosine function is evaluated as
follows:
𝑐𝑜𝑠𝜃(𝑡)

!!

= ℜ𝑒 !"(!)

!!

= ℜ 𝑒 ![∆!

! !!! ]

!!

= ℜ𝑒 !!! 𝑒 !∆!

!

!!

= 𝑐𝑜𝑠𝜃! 𝑒 !!! ! ,

(27)

where ℜ denotes the real part. I will use Eq. 26 to evaluate the mean and the mean-squared
displacements below.
In order to obtain the mean displacement, I integrate Eq. 19 with respect to time and then
average it using Eq. 26 for the averages of the sinusoidal functions. I also keep in mind that the
noise averages to zero. The result is
∆𝒓
with 𝜏! 𝑡 =

!!! !!"! !
!"!

.

!!

=

∆𝑦

!! ,

∆𝑦

!!

= 𝑣𝜏! 𝑐𝑜𝑠𝜃! , 𝑠𝑖𝑛𝜃! ,

(28)
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On the other hand, in order to evaluate the mean-squared displacement, I integrate Eq. 19
with respect to time, square it, and then average it. The result is the following mean-squared displacement tensor:
∆𝑟! (𝑡)∆𝑟! (𝑡)

!!

!

!

=
!

!
!

+ 𝑣!

!
!

𝜉! (𝑡 ! )𝜉! (𝑡 !! )
!
!
!

+𝑣
!

!

!! 𝑑𝑡

𝑛! (𝑡 ! )𝑛! (𝑡 !! )

!

𝑑𝑡 !!

!! 𝑑𝑡

!

(29)

𝑑𝑡 !!

𝑛! 𝑡 ! 𝜉! 𝑡 !! + 𝜉! (𝑡 ! )𝑛! (𝑡 !! )

!! 𝑑𝑡

!

𝑑𝑡 !! .

The first term of this expression has already been evaluated (Han, Alsayed, Nobili, Zhang,
Lubensky, & Yodh, 2006)
!
!

!
!

𝜉! (𝑡 ! )𝜉! (𝑡 !! )

!! 𝑑𝑡

!

𝑑𝑡 !! = 2𝐷𝑡𝛿!" + ∆𝐷𝜏! 𝑡 𝑀!" 𝜃! ,

(30)

and the linear terms in noise average to zero according to Wick’s theorem (M. & S.F., 1986). I
only focus on evaluation of the second term. For clarity I use shorthand notation: 𝜃 𝑡′ = 𝜃! and
𝜃 𝑡′′ = 𝜃! . I also drop the subscript 𝜃! from the averages.
𝑐𝑜𝑠𝜃! 𝑐𝑜𝑠𝜃!
𝑐𝑜𝑠𝜃! 𝑠𝑖𝑛𝜃!
𝑠𝑖𝑛𝜃! 𝑐𝑜𝑠𝜃!
𝑠𝑖𝑛𝜃! 𝑠𝑖𝑛𝜃!
1 𝑐𝑜𝑠(𝜃! − 𝜃! ) + 𝑐𝑜𝑠(𝜃! + 𝜃! )
𝑠𝑖𝑛(𝜃! + 𝜃! ) − 𝑠𝑖𝑛(𝜃! − 𝜃! )
=
𝑐𝑜𝑠(𝜃! − 𝜃! ) − 𝑐𝑜𝑠(𝜃! + 𝜃! )
2 𝑠𝑖𝑛(𝜃! + 𝜃! ) + 𝑠𝑖𝑛(𝜃! − 𝜃! )
1
= 𝛿!" exp −𝐷! 𝑡 ! + 𝑡 !! − 2 min 𝑡 ! , 𝑡 !!
2
1
+ 𝑀!" 𝜃! exp −𝐷! 𝑡 ! + 𝑡 !! + 2 min 𝑡 ! , 𝑡 !! .
2
𝑛! (𝑡 ! )𝑛! (𝑡 !! ) =

(31)

Line three is obtained from line two by using Eq. 26. The details of these calculations are given
in reference (Mammadov, 2012). Next, I integrate Eq. 31 to obtain
𝑣!

!
!

!
!

𝑛! (𝑡 ! )𝑛! (𝑡 !! )

!! 𝑑𝑡

!

2
𝑑𝑡 !! = 2𝜏! 𝑣 ! 𝑡 − 𝜏! 𝛿!" + 𝜏! 𝑣 ! 𝜏! − 𝜏! 𝑀!" 𝜃! ,
3

(32)
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where 𝜏! = 1/(2𝐷! ) is the time required for one radian angular displacement. Finally, I plug
this and Eq. 30 into Eq. 29 and arrive at the following expression for the mean-squared
displacement tensor:
∆𝑟! (𝑡)∆𝑟! (𝑡)

!!

= 2(𝐷 + 𝜏! 𝑣 ! 1 −

𝜏!
2
)𝑡𝛿𝒊𝒋 + (∆𝐷𝜏! + 𝜏! 𝑣 ! 𝜏! − 𝜏! )𝑀!" 𝜃! .
𝑡
3

(33)

From this expression it can be seen that for a single particle with non-zero initial orientation the
displacements along the x- and the y-axes are correlated. This is the consequence of crosscorrelation between the translational and the rotational degrees of freedom, as mentioned earlier.
But if this is averaged over the initial orientations (i.e., ensemble averaging), the correlation term
vanishes. Averaging in this way is equivalent to averaging over many particles; because the
particles can move in all possible directions, there is orientation isotropy, which in turn means no
angular dependency in the averaged quantities. Similarly, the mean-squared displacement also
does not depend on the initial orientation:
Δ𝑟 ! = Δ𝑟 !

!!

= Δ𝑥 !

!
!! + Δ𝑦

!!

= 4𝐷𝑡 + 8𝜏!! 𝑣 ! 𝑒

!

!
!!!

+

𝑡
−1 .
2𝜏!

(34)

Furthermore, the diffusion coefficient is enhanced due to self-propulsion and dependents on
time:

Δ𝑟 ! − Δ𝑟
𝐷! =
4𝑡

!

= 𝐷 + 𝜏! 𝑣 ! + 𝜏! 𝑣 !

𝜏! (𝑡) − 2𝜏! (𝑡)
.
𝑡

(35)

Figure 33 visualizes the time dependence of the mean-squared displacement (Eq. 34) and
the diffusion coefficient (Eq. 35). The mean-squared displacement shows ballistic behavior at
short times and diffusive behavior at long times.
The velocity autocorrelation function can be straightforwardly obtained from Eq. 28 by
differentiating it with respect to time and then multiplying it by the initial velocity:
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𝑉𝐴𝐶𝐹 𝑡 = Δ𝑟(0)Δ𝑟(𝑡) = 𝑣 ! exp[ −

𝑡
].
2𝜏!

(36)
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Figure 33: Time dependence of MSD and diffusion coefficient
The figure shows the time dependence of the mean-squared displacement (Eq. 33) and the
diffusion coefficient (Eq. 35) of a self-propelled asymmetrical particle at a constant speed. The
parameter values are 𝜏! = 0.8  𝑠, 𝑣 = 0.1  µμ𝑚/𝑠, 𝐷 = 3.3×10!! 𝑚𝑚! /𝑠. The red dashed line on
the left plot shows the short-time limit ( Δ𝑟 ! ∝ 𝑡 ! ) and the green dashed line shows the long
time limit ( Δ𝑟 ! ∝ 𝑡). Similarly, the red dashed line on the right plot is the short time limit
(𝐷! ≈ 𝐷) and the green dashed line is the long time limit (𝐷! ≈ 𝐷 + 𝜏! 𝑣 ! ). The long-time
diffusion coefficient is enhanced.

4.1.2 Case	
  2:	
  Constant	
  Self-‐Propulsion	
  Speed	
  and	
  Sinusoidal	
  External	
  Force	
  	
  
In the previous section I studied the stochastic motion of an asymmetrical particle in the absence
of external field and torque. Here I explore its motion under the influence of an external periodic
force. As mentioned in the introduction of this chapter, the motivation for this came from
Wipavadee Sangadkit’s work in our laboratory (Sangadkit et al., manuscript in preparation). She
studied the influence of sound on Chlamydomonas reinhardtii cells and found that it had a
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considerable effect on the motile behavior of cells. Furthermore, her findings suggested that the
observed effect of sound on the behavior of the cells could not be possible without sensory
detection of sound. Nevertheless, in such studies it is important to discern the role played by the
direct mechanical effect of sound as distinct from its sensory detection in a more robust way.
With that in mind, here I model sound as a periodic external force in time and see how it
modifies the theoretical results, which in turn allows one to compare it with the experimental
data.
As in the previous case, I assume that the particle is constrained to move in a plane.
Without losing generality, the coordinate system (the lab-frame) can always be rotated such that
the external force is along the x-axis. In this frame, the periodic external force is F = 𝐹 cos 𝜔𝑡 𝒙.
After plugging this into Eq. 19 and integrating it with respect to time, I obtain
Δ𝑟! 𝑡 =

𝛽𝐹Δ𝐷
2

!
!

!

cos 𝜔𝑡 ! cos 2𝜃 ! 𝑑𝑡 ! +

𝛽𝐹Δ𝐷
Δ𝑟! 𝑡 =
2

!

!
!

!

𝑣 cos 𝜃 ! + 𝜉! 𝑑𝑡 ! +
!

!

cos 𝜔𝑡 sin 2𝜃 𝑑𝑡 +
!

!

!

sin 𝜔𝑡
𝛽𝐹𝐷,
𝜔

(37)

!

𝑣 sin 𝜃 + 𝜉! 𝑑𝑡 .

The mean displacements are (I will use 𝛼 ≡ 1/2𝜏! for the clarity of expressions)
!
𝛽𝐹Δ𝐷
𝑣
Δ𝑟! !! =
cos 2𝜃! cos 𝜔𝑡 ! 𝑒 !!!"! 𝑑𝑡 ! + 1 − 𝑒 !!" cos 𝜃!
2
𝛼
!
sin 𝜔𝑡
+
𝛽𝐹𝐷,
𝜔
!
𝛽𝐹Δ𝐷
𝑣
Δ𝑟! !! =
sin 2𝜃! cos 𝜔𝑡 ! 𝑒 !!!"! 𝑑𝑡 ! + (1 − 𝑒 !!" ) sin 𝜃! .
2
𝛼
!

(38)

In order to obtain the mean-squared displacement, I first square the expressions in Eq. 37
and then average them with the help of Eq. 26. The result is the following expression
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!

Δ𝑟 (𝑡)

!!

2𝑣 ! !!"
2𝑣𝛽𝐹𝐷
= 4𝐷𝑡 + ! 𝑒
+ 𝛼𝑡 − 1 +
1 − 𝑒 !!" cos 𝜃! sin 𝜔𝑡
𝛼
𝛼𝜔
𝛽! 𝐹 ! 𝐷! !
+
sin 𝜔𝑡
𝜔!
𝛽 ! 𝐹 ! 𝐷Δ𝐷 cos 2𝜃! sin 𝜔𝑡
+
4𝛼 − 4𝛼 cos 𝜔𝑡 − 𝜔 sin 𝜔𝑡 𝑒 !!!"
16𝛼 ! + 𝜔 !
𝜔
𝑣𝛽𝐹Δ𝐷
cos 𝜃!
+
!
!
3𝛼𝜔(𝛼 + 𝜔 ) 16𝛼 ! + 𝜔 !
× 60𝛼 ! 𝜔 + 𝜔 𝛼 ! + 𝜔! (4𝛼 cos 𝜔𝑡 − 𝜔 sin 𝜔𝑡)𝑒 !!!"

(39)

+ 16𝛼 ! + 𝜔! (−4𝛼𝜔 cos 𝜔𝑡 + −3𝛼 ! + 𝜔! sin 𝜔𝑡)𝑒 !!"
𝛽 ! 𝐹 ! Δ𝐷!
+
16𝛼𝜔(4𝛼 cos 𝜔𝑡 − 𝜔 sin 𝜔𝑡)𝑒 !!!"
8𝜔(16𝛼 ! + 𝜔 ! )!
+ 16𝛼 ! + 𝜔! (−𝜔 cos 2𝜔𝑡 + 4𝛼 sin 2𝜔𝑡) + 8𝛼𝜔𝑡 16𝛼 ! + 𝜔!
+ 𝜔 −48𝛼 ! + 𝜔! .
The ensemble average yields a more compact expression:
Δ𝑟 ! (𝑡) =

1
2𝜋

!!

Δ𝑟 ! (𝑡)

!

!! 𝑑𝜃!

2𝑣 ! !!"
𝛽! 𝐹 ! 𝐷! !
𝑒
+
𝛼𝑡
−
1
+
sin 𝜔𝑡
𝛼!
𝜔!
𝛽 ! 𝐹 ! Δ𝐷!
+
16𝛼𝜔(4𝛼 cos 𝜔𝑡 − 𝜔 sin 𝜔𝑡)𝑒 !!!"
8𝜔(16𝛼 ! + 𝜔 ! )!
= 4𝐷𝑡 +

(40)

+ 16𝛼 ! + 𝜔! (−𝜔 cos 2𝜔𝑡 + 4𝛼 sin 2𝜔𝑡) + 8𝛼𝜔𝑡 16𝛼 ! + 𝜔!
+ 𝜔 −48𝛼 ! + 𝜔! .
In addition to the enhancement due to self-propulsion, the long-time diffusion coefficient
gets additional positive contribution, which results from the coupling between the shape
asymmetry (ΔD) and the external field:
!
𝐷!"

Δ𝑟 ! − Δ𝑟
= lim
!→!
4𝑡

!

𝑣!
𝛼𝛽 ! 𝐹 ! Δ𝐷!
=𝐷+
+
.
2𝛼 4(16𝛼 ! + 𝜔 ! )

Let us now consider the limiting cases of Eq. 40.

(41)
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Both the zero external force and the high frequency limits yield the same expressions as
Eq. 34 (keeping in mind that 𝛼 ≡ 1/2𝜏! ):
2𝑣 ! !!"
𝑒
+ 𝛼𝑡 − 1 .
𝛼!

(42)

2𝑣 ! !!"
= 4𝐷𝑡 + ! 𝑒
+ 𝛼𝑡 − 1 + 𝛽 ! 𝐹 ! 𝐷! 𝑡 !
𝛼
𝛽 ! 𝐹 ! Δ𝐷! !!!"
+
𝑒
+ 4𝛼𝑡 − 1 .
32𝛼 !

(43)

lim Δ𝑟 ! = lim Δ𝑟 ! = 4𝐷𝑡 +

!→!

!→!

And the zero frequency limit is
lim Δ𝑟

!→!

!

From Eq. 42 we see that the periodic external force (with zero mean) at high frequencies
(i.e., 𝜔 ≫ 𝛼) has negligible effect on the motion of the cells. At zero frequency, however, as it
can be seen from Eq. 43, the constant external force results in ballistic motion at all times. This is
not surprising because the velocity is directly proportional to the external force (see Eq. 19) and,
as such, the mean-squared displacement ought to have a quadratic term in time. The obtained
results are further elaborated in Figure 34 on the next page.
Note that Eq. 43 does not accurately describe the low-frequency limit (i.e., 𝜔 ≈ 𝛼). In
order to investigate the frequency dependency of Eq. 40 more thoroughly, below I examine the
time dependency of the diffusion anomaly at various frequencies. For that I use the same
definition as I did in the previous chapter when analyzing the time dependency of the diffusion
anomaly (Dieterich, Klages, Preuss, & Schwab, 2008):
Δ𝑟 ! 𝑡 ∝ 𝑡 ! ! ,
𝑑 ln Δ𝑟 ! (𝑡)
𝛾 𝑡 =   
.
𝑑 ln 𝑡

(44)

Here I use 𝛾 not to be confused with the dummy symbol that I used for 𝛼 ≡ 1/2𝜏! , remembering
that when 𝛾 = 1 the motion is diffusive, and when 𝛾 > 1 the motion is ballistic (see Eq. 2). For
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Figure 34: Frequency dependence of mean-squared displacement
The figure shows how the frequency of the external force modifies the mean-squared
displacement. At zero frequency the MSD curve is the blue dashed line given by Eq. 43 and with
the increase of the frequency it is pushed toward the green dashed line, which corresponds to
infinitely large frequency or, equivalently, zero external force (see Eq. 42). All the MSD curves
corresponding to all the possible frequency values are thus within the dashed lines. The
parameter values are 𝛼 = 0.625  𝑠 !! , 𝐷 = 3.3×10!!   mm!   s !! , Δ𝐷 = 1.7×10!!   mm!   s !! ,
𝑣 = 0.1  mm  s !! , and 𝛽𝐹 = 1.0×10!   mm!! .
Eq. 40 it can be shown that in the long time limit
lim 𝛾(𝑡) =

!⟶!

1,
𝜔 → ∞  (𝜔 ≫ 𝛼)
2,                  𝜔 = 0                                      

(45)

The results for shorter times are plotted in Figure 35 on the next page.
We can see that for non-zero frequencies, the diffusion anomaly decays toward 1 in an
oscillating fashion as time passes. The frequency of the oscillation is the same as the frequency
of the driving force. This implies that when the frequency is not zero, the diffusion anomaly can
take any value between 0 and 2. In other words, when the frequency is not zero, over various
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time ranges the motion may appear to be sub-diffusive, diffusive, or ballistic. The velocity
autocorrelation function also appears to be oscillating:
𝑉𝐴𝐶𝐹 𝑡 = Δ𝑟(0)Δ𝑟(𝑡) = 𝑣 ! 𝑒 !!" + 𝛽 ! 𝐹 ! 𝐷!

10

(46)
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Figure 35: Frequency dependence of MSD and diffusion anomaly
The figure on the right shows how the frequency of the external force affects the time
dependency of the diffusion anomaly and the figure on the left is the corresponding meansquared displacement versus time graph. For 𝜔 > 0, as time increases, 𝛾 decays toward 1 and
oscillates about this value with amplitude that appears to be inversely related to the frequency.
When 𝜔 = 0 initially 𝛾 decreases due to domination of the terms that are not force dependent in
Eq. 43, and then it increases as the force dependent terms become dominant. At longer times 𝛾
eventually approaches to 2 for 𝜔 = 0. The parameter values are the same as in Figure 34.

4.2 Summary	
  and	
  Suggestions	
  for	
  Future	
  Works	
  	
  
I studied the motion of a self-propelled asymmetrical particle constrained to move in a plane as a
stochastic model of cell motility. First I discussed the case where the self-propulsion speed was
constant and no external force was present. I found that the mean displacement (Eq. 28)
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approached to 𝑣𝜏! at long times, which reduced to the case of diffusive motion upon setting the
self-propulsion speed to zero. The mean-squared displacement (Eq. 34) had two distinct
contributions. The first one was identical to the expression one gets for a passively diffusing
Brownian particle. And the second contribution had a similar structure to the expression for the
mean-squared displacement of the persistent random walk (PRW) model of cell motility (see Eq.
4 with 𝑃 ≡ 2𝜏! ).
Two distinct features are worthy pointing out in comparing the result obtained here to the
result of the PRW model. In a scenario where the self-propulsion speed of a cell is negligibly
small (possibly due to lack of active locomotion mechanism), but appears to be exploring its
environment, it can be safely assumed that the cell is passively diffusing. The PRW model does
not capture this scenario. Set 𝑆 = 𝑣 = 0, the MSD of the PRW model becomes zero while the
MSD of Eq. 34 gives 4𝐷𝑡, indicating passive diffusion. The inclusion of passive diffusion also
leads to the enhanced diffusion coefficient at long times (see Eq. 35). The PRW model does not
capture this either as can be seen from Eq. 4.
Additionally, I also discussed the effect of periodic external force with zero mean on the
motion of the self-propelled particle. I found that at high frequencies it did not have a noticeable
effect on the MSD (see Eq. 42) or on the long time diffusion coefficient (see Eq. 41). In contrast,
when the frequency was zero, the constant external force made the MSD completely ballistic at
long times (see Eqs. 44, 45). The long time diffusion coefficient also received a contribution due
to coupling between the particle asymmetry and the external force (see Eq. 41). At intermediate
frequencies and long time scales, the MSD appeared to oscillate above but parallel to the line
corresponding to the diffusive motion with the enhanced diffusion coefficient (see Figure 34 and
Figure 35).
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Although I limited myself to only two special cases, there are other interesting cases also
that can be explored. For instance, we know that Chlamydomonas reinhardtii swims by
periodically moving its two cilia at the extremely stable frequency of ~50  Hz
(Adulrattananuwat, 2011). One cycle of the beat comprises a power stroke followed by a
recovery stroke and it is their spatial asymmetry that leads to self-propulsion (Racey, Hallett, &
Nickel, 1981; Racey & Hallett, 1983). One desirable realization of this would be a saw-tooth
shaped self-propulsion speed in the proposed model:
𝑣 𝑡 = 𝑣! 𝛼𝑡 − 𝑛𝛼𝑇 ! ,

(47)

where 𝑛𝑇 < 𝑡 ≤ 𝑛 + 1 𝑇 with 𝑛 = 0, 1, 2, …, 𝛼 !! ≡ 2𝜏! , and 𝑇 is the cycle duration. The
exponent 𝜎 can be set to specific values. It would be interesting to carry out analytical
calculations for such a speed profile in order to compare it with relevant experimental data.
In summary, we saw above that the model presented here better fits the data than the
PRW model. In the previous chapter, I used this model to describe the cell tracking data and
found good agreement at the cell population level. At a single cell level, however, the model is
yet to be tested. Due to experimental limitations I was not able to track an individual cell for an
extended period of time. I only could track a cell for about 4 seconds and the time average of
such a short track provided only 1-second (25%) reliable mean-squared displacement data
(Saxton, 1997). This data was too short for testing a motility model at a single cell level. Further
experiments with equipment that allows tracking a cell over long periods of time could be carried
out to test the motility model presented here at the single cell level. Plans within our research
group are to extend the tracking of freely swimming cells up to 50 s.
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Chapter	
  5 	
  
	
  
Concluding	
  Remarks	
  and	
  Future	
  Prospects	
  
In this dissertation I developed and applied several analytical and experimental methods to
understand the motile behavior of Chlamydomonas reinhardtii cells. The methods allowed
quantitative understanding of cell behavior at the population level and the regulatory
mechanisms that play a role in their motility.
In Chapter II I carried out comparative experiments to understand the behavior of
positively and negatively phototactic strains in terms of their membrane electric field. I utilized
potentiometric dye, the di-8-ANEPPS, to monitor the membrane electric field transients caused
by a green light stimulus (514.5 nm). The method allowed measurements with cell populations
and was insensitive to the orientation of individual cells. It also allowed measurements over
extended periods of time.
The preliminary results of the experiments showed that the membrane electric field
transients were the same for both strains in response to the same light stimulus. In other words,
detection of green light changed the membrane electric field of both the positively phototactic
1117 and the negatively phototactic 806 strains in the same way. Additionally, the results
showed that the entire lower-bandwidth signal processing, which was responsible for the
behavior, took place in the cilium (see section 2.3). These preliminary results, however, were
obtained only for step and pulse shaped stimuli. Due to unexpected problems with the PCAOM
(see section 2.4), I was not able to reliably carry out experiments with sinusoidal stimuli.
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One of the difficulties of using green light stimulus was the problem of eliminating the
dye fluorescence it caused, which contaminated the fluorescence excited by the dye excitation
wavelengths (457.9 nm and 496.5 nm). This problem remains unresolved as long as the cause of
membrane electric field transients is a wavelength that causes dye fluorescence also. This
difficulty is not present if the method is used to study membrane electric field transients caused
by a stimulus that does not excite the dye. One such candidate is sound, as Chlamydomonas
reinhardtii is known to have mechanoreceptors that can alter membrane electric field
(Yoshimura, 1998).
I carried out several preliminary experiments with sound but was not able to detect its
effect on membrane electric field. One possibility for not detecting the effect of sound may be
that the sound activated mechanoreceptors are exclusively located in the ciliary region
(Yoshimura, 1996). But because the surface area of both cilia (to be precise, the base proximal
area where the mechanoreceptors are hypothesized to be) is less than 2 percentile of the surface
area of the cell body, the dye is most likely to bind to the cell body. When the mechanoreceptors
detect the sound stimuli, the membrane depolarization occurs at the ciliary region with a small
magnitude and therefore does not have stronger effect on other parts of the cell body where the
dye is found. Further investigations in this direction could be carried out using improved
equipment.
In Chapter III I studied the individual tracks of cell populations. From the cell tracks, I
extracted a set of statistical parameters to characterize cell behavior at the population level and to
quantify the effect of ciliary-braking on the motility. Specifically, of particular interest was the
effect of the IC138 component of I1/f-dynein motor on the cell motility. I found the most useful
parameter to characterize the ciliary-braking to be the persistence time. I extracted this
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parameter, along with the self-propulsion speed and the passive diffusion coefficient, by fitting
the cell-tracking data to the cell-motility model that I developed and expounded in Chapter IV.
I found the goodness of the fits for the velocity autocorrelation functions to be R2>0.90
and for the mean-squared displacements R2=1.00. This significant agreement between the model
and the measured data shows that the model describes well the behavior of Chlamydomonas
reinhardtii cells at the population level and can be used as an assay for further studies of this
microorganism. In particular, the effects of various molecular interventions and environmental
factors on cell motility can be studied in terms of the parameters the model provides.
Furthermore, these parameters allow meaningful comparison across cell populations under
identical environmental conditions.
In Chapter IV I provided the theoretical groundwork of the model that I used in Chapter
III to analyze the cell tracks. First, I laid out the model in a generic way and then studied two of
its specific realizations. The model captures the case of passive diffusion and the enhancement
over the classical diffusion coefficient at long times due to self-propulsion. When the selfpropulsion speed is zero, the results of the model reduce to the results of the passive Brownian
motion. This property is not present in the PRW model in which the classical diffusion is not
recovered by setting the self-propulsion speed to zero (see Eq. 4).
In the first implementation of the model, I evaluated the mean-squared displacement and
the velocity autocorrelation functions by assuming the self-propulsion speed to be constant and
the external force zero. As mentioned above, I applied this model to analyze the cell tracking
data in Chapter III. In the second implementation, I evaluated the mean-squared displacement
and the velocity autocorrelation functions by assuming the self-propulsion speed to be constant
and the external force periodic with zero average. Motivation for this came from Wipavadee

118

Sangadkit’s work (Sangadkit et al., manuscript in preparation) in which she had studied the
behavior of Chlamydomonas reinhardtii cells under the influence of sound in our laboratory.
This particular model may be used to differentiate between the behavioral responses of the cells
that result from the sensory detection of a periodic external force, such as sound stimulus, and its
direct interference with the motion as a physical force.
In addition to these two specific implementations of the generic model, there are other
interesting and more realistic cases also that can be explored. For Chlamydomonas reinhardtii
cells one desirable case maybe a saw-tooth shaped self-propulsion speed as described in Eq. 47.
It would be interesting to carry out analytical calculations for such a speed profile and compare it
with the relevant experimental data.
Lastly, at the single cell level the model of Chapter IV needs to be more thoroughly
tested. This is in spite of its good agreement with the data at cell population level, which was for
the duration of 3 seconds. At the single cell level, an individual cell needs to be tracked at least
for 12 seconds for it to have 3 seconds (that is 25% of the time averaged data) of reliable data
(Saxton, 1997). Due to experimental limitations, I was not able to track an individual cell for
such an extended period of time. The tracking was only possible for the duration of about 4
seconds and the time average of such a short track provided only 1 second of reliable data.
Further experiments with equipment that allows tracking individual cells over longer periods of
time could be carried out to test the model in question at the single cell level.
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Appendix	
  
Below are the recipes for high salt media (HSM), nitrogen free minimal media (NMM), and trace
elements, as well as the list of available laser lines, some of the Matlab scripts that were used for
analyzing data, and derivation of some relevant formulas on the propagation of uncertainties. In
Appendix G a relevant note on the cell motility model of Chapter IV is presented.

Appendix	
  A:	
  Laser	
  Lines	
  
Below are the laser lines that were available to me in the lab’s class 3B air-cooled argon laser
(Model H210ALd1iD, National Laser Company, Salt Lake City, UT). Using the remote control
of the Polychromatic Acousto-Optic Modulator (Electro-Optical Product Corp., Fresh Meadows,
NY), any number of these lines could be separated by tuning to their corresponding radio
frequencies. The wavelengths shown in bold typeface are the ones I utilized in the experiments
of Chapter II. The true colors of these lines are shown Figure 16.
Table 6 Available laser lines
Wavelength

Radio Frequency

Wavelength

Radio Frequency

454.6 nm

137.964 MHz

488.0 nm

125.031 MHz

457.9 nm

137.289 MHz

496.5 nm

121.905 MHz

465.8 nm

133.839 MHz

501.7 nm

121.548 MHz

476.5 nm

129.400 MHz

514.5 nm

115.997 MHz
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Appendix	
  B:	
  Chemical	
  Recipes	
  
Table 7: Chemical recipes
Recipe for preparing 1-liter
full strength high salt media
(Harris, 1989):
Compound

Amount

Recipe for preparing 1-liter
nitrogen free minimal media:

Compound

Amount

9.3mM

MgSO4•7H2O

81µM

MgSO4•7H2O

81µM

CaCl2•2 H2O

0.1mM

CaCl2•2 H2O

0.1mM

NH4Cl

K2HPO4•3 H2O

0.27mM

Recipe for preparing 100 mL
trace element:

Compound

Amount

ZnSO4•7H2O
H3BO3

2.2g
1.14g

K2HPO4•3 H2O

4.13mM

MnCl2•4H2O

0.506g

KH2PO4

2.65mM

FeSO4•7H2O

0.499g

1.0mL CaCl2•6H2O

0.162g

Trace elements

KH2PO4

5.3mM

C2H3NaO2

15mM

CuSO4•5H2O

Trace elements

1.0mL

(NH4)6Mo7O24•4H2O

0.157g
5.0g

Appendix	
  C:	
  Lock-‐In	
  Amplifier	
  Parameter	
  Values	
  
Lock-in amplifiers, which are also known as phase-sensitive detectors, are commonly used to
detect and measure AC signals with known carrier waves up from as little as a few nanovolts.
They can measure such small signals even if they are buried in thousands times larger noise
sources. To do that an experiment is excited at a fixed frequency in a relatively quieter part of the
noise spectrum. Then, using the orthogonality of the sinusoidal functions, the lock-in amplifier
detects and amplifies the response at the excitation frequency (which is the frequency of the
carrier wave) with a very narrow bandwidth. We used SR530 model in our experiments. Detailed
information about its specifications can be found in its manual available on the vendor’s website
http://www.thinksrs.com/products/SR510530.html.

121

Table 8: List of parameter values used to operate lock-in amplifier SR530
Parameter

Setting

SIGNAL INPUT

I (current)

SIGNAL OUTPUT

Channel 1: R
Channel 2: Θ

DISPLAY

RΘ

BANDPASS

OUT

LINE

OUT

LINE X2

OUT

SENSITIVITY

50 mV

DYN RES

LOW

EXPANDS

X1

OFFSET

OFF (value=0)

PRE TIME CONSTANT

1 mS

POST TIME CONSTANT

NONE

ENBW

NA

REFERENCE MODE

f

TRIGGER MODE

POSITIVE

REFERENCE DISPLAY

FREQUENCY

PHASE SHIFT

0 DEG
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Appendix	
  D:	
  Matlab	
  Scripts	
  
Table 9: Analyzing data for membrane electric field experiments
clear all;
f1117d
f1117c
f806d
f806c
sF
I
q
N
K
L
cf
t

=
=
=
=
=
=
=
=

=
=
=
=

load('1117/step125ms.rsp');
load('1117/step125msc.rsp');
load('806/step125ms.rsp');
load('806/step125msc.rsp');

%
%
%
%

load
load
load
load

labeled
control
labeled
control

1117 data
1117 data
806 data
806 data

11000; % data acquisition rate
180000; % points to ignore from the start
0.5;
% length of a cycle (in seconds)
180/q; % number of cycles
180*sF; % total number of points
sF*q;
% points in a cycle
4800;
% cutoff frequency for filtering
((0:K-1) / sF)'; % time points

[a,b] = butter(1,cf/5500,'low'); % design low pass Butterworth filter
% filter labeled
R_d1117(1:K,1) =
% filter control
R_c1117(1:K,1) =
% filter labeled
R_d806(1:K,1) =
% filter control
R_c806(1:K,1) =

1117 data:
filtfilt(a,b,
1117 data:
filtfilt(a,b,
806 data:
filtfilt(a,b,
806 data:
filtfilt(a,b,

f1117d(I+1:I+K,1));
f1117c(I+1:I+K,1));
f806d(I+1:I+K,1));
f806c(I+1:I+K,1));

% averaging over the number of double cycles
for m = 1:N
rd1117(1:L,m) = R_d1117(L*(m-1)+1:L*m,1);
rc1117(1:L,m) = R_c1117(L*(m-1)+1:L*m,1);
rd806(1:L,m) = R_d806(L*(m-1)+1:L*m,1);
rc806(1:L,m) = R_c806(L*(m-1)+1:L*m,1);
end
r1117(1:L,1) = median(rd1117(:,1:N)-rc1117(:,1:N),2);
r806(1:L,1) = median(rd806(:,1:N)-rc806(:,1:N),2);
plot(t(1:q*sF,1),r1117(1:q*sF,1),'-',t(1:q*sF,1),r806(1:q*sF,1),'-');
h= legend('1117','806');
set(h);
xlabel('Time (s)');
ylabel('Relative magnitude (V)');
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Table 10: Script for preparing tracks for MSD analysis
The time step is 1/30 s, but because this causes floating-point inaccuracy in MSD analysis, I
rounded it before hand to ensure the utilizer class @msdanalyzer (Tinevez, 2014) runs smoothly.
The script assumes the data file has the same format as in Table 1.

clear all; close all;
temp = xlsread('B1'); % Load the data file ‘B1.xls’ to "temp"
% Rearrange the columns in the form of [t x y ID] and save in ‘data’
data(:,1)
data(:,2)
data(:,3)
data(:,4)

=
=
=
=

0.0333333*round(temp(:,3)/33.333333);
6.45*temp (:,1)*10^-3*10^-1;
6.45*temp (:,2)*10^-3*10^-1;
temp(:,4);

%
%
%
%

t steps in sec
x steps in mm
y steps in mm
Track ID

% Assign to the tracks unique ascending IDs. This is necessary
% especially when some faulty tracks have been manually removed
totalnofps = size(data(:,4),1); k = 1;
for i =1:totalnofps-1
if data(i+1,4) == data(i,4)
data(i,4) = k;
else
data(i,4) = k; k = k+1;
end
end
data(totalnofps,4) = k; nOfTracks = size(unique(data(:,4)),1);
% Storing tracks in cells based on their IDs
tracks = cell(nOfTracks, 1);
k = 1; L = 1;
for i = L:totalnofps-1
if data(i+1,4) == data(i,4)
track(i-L+1,1:3) = data(i,1:3);
else
track(i-L+1,1:3) = data(i,1:3); tracks{l} = track;
clear track; k = k+1; L = i+1;
end
end
tracks{k} = data(L:end,1:3);
% Note: The call tracks{3}(2,3) returns the y coordinate of trajectory
% #3 at time 0.03333 second.
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Table 11: Script for calculating the McCutcheon index
Once the tracks are prepared and stored in tracks{} (see Table 10), this script is used to estimate
the value of the McCutcheon index along with its standard deviation. The script utilizes
arclength.m function (D'Errico, 2012).

for i = 1:nOfTracks
% dx and dy contains the net displacements along x and y
dx(i) = tracks{i}(end,2)-tracks{i}(1,2);
dy(i) = tracks{i}(end,3)-tracks{i}(1,3);
% dl contains the path lengths of individual cells
dl(i)= arclength(tracks{i}(:,2), tracks{i}(:,3));
end
% McCutcheonIndex is M_x=dx/dl and M_y=dy/dl for each cell
for i = 1:length(dl)
if dl(1,i) == 0 % takes care of stationary cells
mxIndex(1,i) = 0;
myIndex(1,i) = 0;
else
mxIndex(1,i) = dx(1,i)/dl(1,i);
myIndex(1,i) = dy(1,i)/dl(1,i);
end
end
meanMxIndex = mean(mxIndex);
meanMyIndex = mean(myIndex);
stdMxIndex = std(mxIndex,1);
stdMyIndex = std(myIndex,1);
fprintf('\nAnalyzed %d tracks.\n', nOfTracks);
fprintf('\nThe average M_x Index is %d\n', meanMxIndex);
fprintf('\nThe average M_y Index is %d\n', meanMyIndex);
fprintf('\nThe standard deviation of M_x Index is %d\n', stdMxIndex)
fprintf('\nThe standard deviation of M_y Index is %d\n', stdMyIndex)
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Appendix	
  E:	
  Propagation	
  of	
  Uncertainties	
  
McCutcheon	
  Index	
  
Let 𝑁 be the total number of trajectories, 𝑑! the net displacement in the direction that interests
us, and 𝑙! the length of the i-th trajectory. Furthermore, let 𝛿𝑑! and 𝛿𝑙! denote the uncertainties in
their estimated values. In addition, let us assume that 𝑑! and 𝑙! are independent in spite of them
being extracted from the same trajectory. This assumption is supported by the fact that while for
𝑙! we use all the points, for 𝑑! we only use the initial and the final points of a given trajectory and
their correlation with the rest of the trajectory points is expected to decay rapidly as one moves
along the trajectory from either end of it. With these given, we can calculate the McCutcheon
index and the corresponding uncertainty in two ways:

𝑀! =

1
𝑀! =
𝑁
where 𝐿 =

!
!!! 𝑙! ,

𝐷=

!
!!! 𝑑!
!
!!! 𝑙!
!

!!!

!

⇒ 𝛿𝑀! =

𝑑!
⇒ 𝛿𝑀! =
𝑙!

!
!!! 𝑑! ,

!!!
!

!!!

𝐿𝛿𝑑!
𝐿!

!

𝑙! 𝛿𝑑!
𝑁𝑙!!

!

!

+
!!!
!

+
!!!

𝐷𝛿𝑙!
𝐿!
𝑑! 𝛿𝑙!
𝑁𝑙!!

!

(48)

,
!

,

(49)

and 𝛿𝑀 is the uncertainty in M. It can be verified with concrete

examples that 𝛿𝑀! ≤ 𝛿𝑀! and the equality is when 𝑑! = 𝑑 and 𝑙! = 𝑙 for all trajectories. In
deriving the equations above I used the methods of estimating propagating uncertainties (Taylor,
1997; Farrance & Frenkel, 2012).

Log-‐Log	
  Fitting	
  	
  
Let 𝑁 be the total number of trajectories and 𝑀𝑆𝐷! (𝑡) the mean-squared displacement of the i-th
trajectory at time t. Furthermore, let the uncertainty in the MSD value of the i-th trajectory at
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time t be 𝛿𝑀𝑆𝐷! . It is clear that the values of MSD at a given time are independent for all the
trajectories. For extracting the value of the diffusion anomaly, we can either fit the logarithm of
the ensemble averaged MSD curve with a liner function and take its slope, or fit logarithms of the
individual MSD curves with linear functions and average the extracted slopes. Below are the
associated uncertainties evaluated by the means of estimating propagating uncertainties (Taylor,
1997; Farrance & Frenkel, 2012):
𝑓! (𝑡) = log
1
𝑓! 𝑡 =
𝑁

!

!!!

!
!!! 𝑀𝑆𝐷!

𝑡

𝑁

1
⇒ 𝛿𝑓! =
ln 10  

1
log 𝑀𝑆𝐷! 𝑡 ⇒ 𝛿𝑓! =
N×ln 10  

!
!
!!! 𝛿𝑀𝑆𝐷!
,
!
!
!!! 𝑀𝑆𝐷!
!

!!!

𝛿𝑀𝑆𝐷!
𝑀𝑆𝐷!

(50)
!

.

(51)

Here also one can verify that 𝛿𝑓! ≤ 𝛿𝑓! and the equality is when at a given time 𝑀𝑆𝐷! have the
same value for all the trajectories. In spite of this, I extracted the values of the diffusion anomaly
in both ways.

Diffusion	
  Anomaly	
  	
  
Assume a time dependent quantity 𝑓(𝑡) has a measured uncertainty of 𝛿𝑓(𝑡), i.e., it can be
written as 𝑓(𝑡) ± 𝛿𝑓(𝑡), and we would like to know the uncertainty in
𝛼 𝑡 =   

𝑑 ln 𝑓 𝑡
.
𝑑 ln 𝑡

(52)

We use the principles of propagation of uncertainties (Taylor, 1997; Farrance & Frenkel, 2012).
First we differentiate the above equation with respect to 𝑓(𝑡) and then multiply by 𝛿𝑓(𝑡)
(Farrance & Frenkel, 2012). The absolute value is the uncertainty we want:
𝛿𝛼 𝑡 =   

𝛿𝑓(𝑡) 𝑑 ln 𝑓 𝑡
.
𝑓(𝑡) 𝑑 ln 𝑡

(53)
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Appendix	
  G:	
  Further	
  Notes	
  on	
  Cell	
  Motility	
  Model	
  
The precursor for the model presented in Chapter IV was the work in reference (Han, Alsayed,
Nobili, Zhang, Lubensky, & Yodh, 2006). The authors tracked the motion of a passive
ellipsoidal particle in a plane and reported an excellent agreement between their theoretical
model and the data. Professor M. Christina Marchetti3 directed me to work on the extension of
their model to the domain of self-propelled “active” particles in the fall of 2008. By the spring of
2009, I had investigated the Cases 1, 3, and 4 listed below (without an offset to the sinusoidal
self-propulsion speed):
SP Speed

External Force

Case 1

Constant

None

Case 2

Constant

Sinusoidal

Case 3

Sinusoidal

None

Case 4

Constant

Constant

However, because the sinusoidal self-propulsion was not biased, according to the scallop
theorem4 (Purcell, 1977; Berg, 1996), the Case 3 could not lead to self-propulsion.
With that in mind, I abandoned the Case 3 and the results for the Cases 1 and 4 are
presented in reference (Mammadov, 2012). But it must be noted that the Case 3 is not entirely

3

Physics Department, Syracuse University, Syracuse, New York 13244
The scallop theorem states that self-propulsion is not possible at low-Reynolds-number regime if an organism periodically deforms its body into a certain shape and then goes back to the original shape, following the
same sequence in reverse. Propulsion of my model organism, biflagellate green algae Chlamydomonas reinhardtii,
is a good illustrative example. Its two cilia beat with breaststroke like pattern, each beat comprising a power stroke
followed by a recovery stroke (Brokaw C. J., 1982; Brokaw & Luck, 1983; Rüffer & Nultsch, 1985). During the
power stroke, both flagella move from the anterior of the cell body toward its rear with relatively small bend, except
at their bases. During the recovery stroke, however, each flagellum is brought back to its initial position with a large
bend, which gets initiated at its base and propagates toward its tip, causing the flagellum to straighten. The area covered by the breaststroke is thus significantly larger than the area of the recovery stroke. The result is that, in agreement with the scallop theorem, the Chlamydomonas reinhardtii cells are able to propel themselves in a liquid media.
4
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impossible to exist in nature. A Chlamydomonas reinhardtii mutant with motile cilia that have
very similar power and recovery strokes would fit into this scenario. The beating mode of such a
mutant’s cilia would correspond to the transition between the flagellar and the ciliary beating
modes of Chlamydomonas reinhardtii. Even though the propulsion would not be possible, its
cilia would still beat and circulate fluid.
Another group of researchers also developed the model presented in Chapter IV. In their
first paper (Hagen, Teeffelen, & Löwen, 2011) the authors studied the Brownian motion of a
self-propelled particle (both spherical and ellipsoidal) with constant self-propulsion speed. One
of their results overlaps with my result of Case 1 in the above table (also Eq. 34). Their second
paper (Babel, Hagen, & Löwen, 2014) is the extension of their works to the cases of time
dependent self-propulsion speed with square-wave, sinusoidal (Case 3 with an offset), and
power-law profiles.
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