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Microscopic instability and macroscopic flow pattern resulting from colliding plasmas are studied
analytically in support of laboratory experiments. The plasma flows are assumed to stream radi-
ally from two separate centers. In a quasi-planar (2D) geometry, they may arise from an Ohmic
explosion of two parallel wires, but similar configurations emerge from other outflows, e.g., colliding
winds in binary star systems. One objective of this paper is to characterize the flow instabilities
developing near the flow stagnation line. An exact solution for the Buneman-type dispersion equa-
tion is obtained without conventional simplifications. The unstable wave characteristics are key to
anomalous resistivity that determines the reconnection rate of opposite magnetic fields transported
with each flow toward the stagnation zone. The second objective of the paper is to calculate the
stream function of the plasma shocked upon collision. We addressed this task by mapping the flow
region to a hodograph plane and solving a Dirichlet problem for the stream function. By providing
the instability growth rate, responsible for anomalous transport coefficients, and the overall flow
configuration, these studies lay the ground for the next step. From there, we will examine the field
reconnection scenarios and emerging mesoscopic structures, such as radial striata observed in the
experiments.
I. INTRODUCTION
Figure 1. Schematics of the experimental setup. Two wires,
carrying current I each, are directed along the y− axis and
connect the chamber electrodes (not shown).
Colliding plasma flows with nearly opposite mag-
netic field orientation, often supersonic and super-
alfvenic, is an exciting and challenging problem to
study. It has numerous applications in laboratory and
space plasmas. The list of relevant systems includes,
but is not limited to, colliding winds from two neigh-
boring stars (often called binaries), corotating interac-
tion regions in a solar wind plasma near the ecliptic
plane, flows associated with the coronal mass ejection
from the Sun, or even wall reflected counterpropagating
plasma stream in hybrid and PIC simulations of colli-
sionless shocks. In laboratory plasmas, one of the sim-
plest configurations leading to colliding plasma flows
can be created by driving strong unidirectional currents
through a pair of parallel wires. The azimuthal mag-
netic fields generated around each wire, and the Ohmic
current dissipation and heating occurring upon wire
evaporation, launches strong radial outflows of magne-
tized plasmas. Upon colliding with each other, they
form a flow pattern highly suggestive of magnetic field
reconnection, and the development of various plasma
instabilities, Figs. 1 and 2. Indeed, the symmetry
plane between the wires must be the place where magnetic field lines from the opposing flows reconnect, Fig.2,
as they need to conform to a single circular field configuration at distances much larger than the gap between the
wires.
The reconnection efficiency strongly depends on the flow dissipation rate in the reconnection zone. In the case of hot
outflows not significantly cooled by expansion, or even additionally heated upon their interaction with each other, the
plasma binary collisions remain rare. In this case the anomalous resistivity, supported by plasma micro-instabilities
that are likely to develop in the flows, takes the role of the classical resistivity. The potential of the flows to drive
strong instabilities is the first topic of this paper. Knowing their growth rates and how are they distributed in the flow
collision zone will allow one to understand the overall flow organization. These two sides of the problem are strongly
related and should be treated on an equal footing which is, however, a formidable task. Therefore, our strategy
consists of determining the instability growth rate making only most general assumptions about the flow and wave
2parameters. In particular, selecting the lower-hybrid drift instability (LHDI) as the most potent one to support the
anomalous transport, we calculate its local growth rate with no further approximations. In other words, we solve the
well-known dispersion relation for the LHDI (or any other two-stream type instability for that matter) exactly. In
certain plasma flows, however, particularly some of the laser-evaporated target flows, there is no much room or time
for the development of plasma micro-instabilities. With this regard, we refer the reader to the paper [14], where such
colliding plasma flows with strong intraflow collisions have been studied in detail.
The second topic of the paper concerns the flow pattern emerging upon collision of outflows from two parallel wires.
As in the instability part of our study, our strategy here is to calculate the stream function of the flow making only the
most general assumptions about its character. One such assumption is the insignificant dynamic role of the magnetic
field. This simplification, supported by experiments [16], allows us to calculate the stream function of colliding flows
between two shocks formed upon collision using gas-dynamic rather than magnetohydrodynamic equations. As our
research of the both topics is performed within a fairly general framework, we are planning to combine them to describe
the flow collision phenomenon, followed by the magnetic energy dissipation through reconnection supported by the
anomalous resistivity. Again, in the paper [14], an alternative situation of colliding MHD flows has been addressed
with a primary emphasis on the magnetic aspect of the flow.
The paper is organized according to the following sections. Sec.II discusses the overall properties of the colliding
flows. It further deals with the derivation of the dispersion relation for the LHDI and its closed form solution. Sec.III
presents a more elaborate treatment of the post-shock flow based on a hodograph map of its area and derivation of
the Chaplygin equations. The general solution for the stream function is presented. The equations for the parameters
of the maps are given in Appendices. For illustration, a simplified flow example is also given. The paper concludes
with a brief discussion of its topics, the summary main results, and an outline of the next steps.
II. A MODEL FOR COLLIDING PLASMA FLOWS
A. Sketch Description of the Flow
Before the two plasma flows reach a magnetic null (B ≈ 0), where they collide, partly interpenetrate and spread
sideways, each of them undergoes a substantial evolution. This part of the problem has already been considered by
others using a single wire setup (see, e.g., [16] and references therein). Many efforts have been made in conjunction
with z− pinches. According to a universally accepted picture, the wire explosion can be broken down roughly into
the following two phases.
Figure 2. Reconnection flow initiated by parallel (out of plane)
currents.
Initially, most of the current between the electrodes
flows through the wire that undergoes a complicated
process of melting and vaporization. The details of
these phenomena are, however, not so important for
the present study. Next, when the plasma is created
from the evaporated wire material and heated signifi-
cantly, it forms an expanding corona. During this pro-
cess, the current jumps from the wire to the corona.
Some important physical phenomena occurring during
the corona expansion, have been discussed and simu-
lated, primarily within various MHD models [2, 16].
However, it has also been realized that some micro-
physics not captured by the MHD approach is crucial
to the macroscopic behavior of the corona. In particu-
lar, as the corona is rarefied and hot, it can transition
into a collisionless regime. In this case, the macroscopic
transport properties must be anomalous.
Turning to the double-wire configuration, there is no shortage of free energy sources for various instabilities that
may play their parts in momentum and energy exchange between particles in each flow and between the colliding
plasmas as a whole. So, the classical Spitzer resistivity needs to be complemented, if not replaced, by the anomalous
one. A notably efficient instability, which in many cases has the lowest threshold, is the lower-hybrid drift instability
(LHDI). While this instability has already been argued [1] to play an important role in a single-wire plasma expansion,
we will study it in an environment created by two colliding coronal plasmas in the vicinity of the neutral plane. We
will also significantly generalize the existing results by solving the LHDI dispersion equation exactly.
3B. General Dispersion Equation for the LHDI Instability
Strictly speaking, the system under consideration cannot be subjected to the conventional stability analysis starting
from an equilibrium plasma state since the flow is time-dependent. However, as the LHDI is usually very fast, we
may assume that the flow remains quasi-stationary over the instability e-folding time. Turning to the spatial scales of
the problem we note that plasma is essentially inhomogeneous in at least two dimensions perpendicular to the wire
direction. At the same time, the maximum growth rate is reached at scales comparable to, or even slightly smaller
than, the electron gyroradius, ρe. The latter is, in turn, much smaller than all relevant scales (except the Debye
length) associated with the plasma and magnetic field inhomogeneity. Therefore, we carry out the stability analysis
based on a local approximation. We will use a coordinate system with the x− axis running normally to the wires in
their plane, y - parallel to the wires and z will then be the vertical off-plane axis, Fig.1.
Based on the above considerations, the ion gyroradius strongly exceeds the characteristic wavelength of the instabil-
ity, and the ion gyrofrequency is also much smaller than the growth rate. We will, therefore, treat ions as unmagnetized.
Because of the electric field Ey, we include the ion drift velocity component in y− direction, Vdi ∼
√
eEyy/M. Ey is,
however, not the only electric field component present in the plasma near the neutral plane. Due to effects of charge
separation in colliding plasmas, associated primarily with the different gyroradii of electrons and ions, the Ex compo-
nent must be quite strong. In addition, the two colliding plasmas may partially interpenetrate which should also build
up electric field, Ex. More importantly, it will lead to an electron E × B drift in the direction of wave propagation,
that is, VEy ∼ cEx/B. We neglect the electron motion in z direction, assuming that kzVze ≪ kyVye, ω. It is worth
noting, however, that for sufficiently large kz , the phase velocity of oscillations in z− direction, (ω − kyVye) /kz, may
approach the electron thermal velocity which would result in a fast electron acceleration along the magnetic field.
The field is oriented parallel to z− axis in the plane of the wires, but it is globally circular as it originates from the
currents flowing through the wires.
Using a local approximation, we test stability of the following perturbation, ∝ exp (−iωt+ ikyy + ikzz), assuming
also that kz ≪ ky. The x-structure of the mode is ignored, as usual in the local approximation. In y- and z-directions,
the plasma is considered to be homogeneous, even though the ion drift velocity, for example, slowly depends on y.
Regarding the z-dependence, this approximation is valid not far away from the plane z = 0. We assume of course that
Lyky ≫ 1, where Ly is the size of the chamber in wire direction. Also, the presence of ion-neutral collisions should
bring the ion drift velocity in the electric field direction to equilibrium, so the approximation of constant velocity
appears plausible for the short-wave instability. There are also electron and ion drifts and currents, associated with
the magnetic field, temperature and density variations in the x-direction that in general need to be included in the
electron and ion responses to the wave perturbation.
A sufficiently general dispersion equation for the LHDI in electrostatic approximation, after obvious modifications
suggested by our discussion above, can be adopted from, e.g. Ref. [3]:
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Here we have used the following notations,
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−ξ2
(
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2
dz − i√pi
)
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|ky|VTe
ωce
V∆ = −V
2
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−b {κn − κB [1− b (1− I1/I0)]− κT (1− I1/I0)} ,
where I0,1 are the modified Bessel functions, κ’s are the inverse scales of respective inhomogeneity, κn = n
−1dn/dx,
κB = B
−1dB/dx, and κT = T
−1
e dTe/dx.
As we emphasized, in a flow resulting from the collision of two expanding plasmas the main instability driver is
likely to be a relative motion of electrons and ions in the direction of wave propagation, that is, along the y− axis.
Therefore, to determine the most favorable conditions for the instability, we may neglect the contributions of particle
drifts associated with the inhomogeneity, collected in the term V∆. We will also simplify the dispersion equation
somewhat further using the following dimensionless variables
ωˆ =
ω
|ky |VTi
, η =
ω2pi
k2yV
2
Ti
, Ωi =
Vdi
VTi
ky
|ky| , Ωe =
Vey
VTi
ky
|ky|
4Since we expect the relative bulk motion of electrons and ions to be the main driver of the instability, we neglect the
thermal ion spread as well. The latter simplification translates into the condition|ξ| ≫ 1 and the dispersion equation
rewrites
F (ωˆ) ≡ 1
(ωˆ − Ωi)2
+
K
(ωˆ − Ωe)2
=
1
η
+
Ti
Te
b
(
1− I0 (b) e−b
) ≡ A (2)
where
K = (M/m) (kz/ky)
2 (3)
Thus, we arrived at a fourth order algebraic equation for the frequency ωˆ. Apart from the notation, the same
equation is widely used in studies of Buneman and modified two-stream instabilities, e.g. [3, 9]. Of course, it can be
solved exactly for ωˆ using one of the solutions obtained by Ferrari, Euler and some other famous mathematicians of
the past. At the same time, these solutions are quite laborious and impractical to use. “Mathematica,” for example,
returns a set of four solutions filling the entire computer screen. Not surprisingly, equations similar to eq.(2) are usually
solved either approximately or numerically. The numerical solutions will not be helpful in analytic calculations of the
anomalous transport coefficients that are crucial for obtaining the macroscopic flow. The approximate solutions, on
the other hand, are highly restrictive in situations where the flow is not known beforehand.
Indeed, our goal is to characterize the instability for the flow conditions changing arbitrarily in time and space. Also,
a macroscopic back reaction of the developing instability on the flow itself will result in such changes. Therefore, it is
highly desirable to obtain an exact solution to eq.(2) that would cover the entire parameter space without restrictions.
We tackle this problem in the next subsection and demonstrate that such solution can, in fact, be quite manageable,
by contrast to the full algebraic solution of the quartic eq.(2). The novelty of our approach is in that we separate the
two complex roots from the two real roots, thus simplifying the solution tremendously.
C. Instability Analysis
Let us start with summarizing simple and well-known aspects of eq.(2). First, as A > 0, two of the four solutions
are purely real. They have the maximum and minimum real parts among the four solutions. The remaining two roots,
which are between the poles at ωˆ = Ωe,i, are also real if A−Fmin > 0. The interesting case is when they are complex
conjugate, that is when A−Fmin (ωˆ) < 0. One of the roots corresponds then to a positive growth rate γˆ = ℑωˆ. This
unstable root can be easily found near the instability threshold:
ℑωˆ ≡ γˆ = 4δ
2K1/6
√
3
(
1 +K1/3
)5/2√F (ωˆ0)−A
Here δ = (Ωe − Ωi) /2 (assumed positive), and ωˆ0 is where F has a minimum, Ωi < ωˆ0 < Ωe. There are a few
other limiting cases of eq.(2) that are frequently considered. For K = 1, one obtains a simple exact result when the
equation can be transformed to a biquadratic form. In other cases, such as large or small K, the equation is treated
only approximately.
Our goal, however, is to obtain exact expressions for both the frequency and the growth rate of unstable waves
depending on parameters. As these are coordinate dependent, this will locate the wave generation domain, and
therefore that of the current and flow dissipation. To this end, we simplify eq.(2) by reducing the number of parameters
it depends on, from four to two. By introducing a new dimensionless frequency
Ω =
ωˆ
δ
− 1
2δ
(Ωi +Ωe) (4)
and denoting B = δ2A, eq.(2) rewrites
1
(Ω + 1)
2
+
K
(Ω− 1)2 = B (5)
The parameter B depends on the dimensionless wave number b as follows
5B =
Ti
Te
δ2b2
[
ω2ce
ω2pe
+
1− I0 (b) e−b
b
]
(6)
We note that for small b, the second term in the brackets behaves as 1− 3b/4.
As indicated above, for the two roots between Ω = ±1 being complex the value of B in eq.(5) must be below its
critical value:
B < B0 ≡ 1
4
(
1 +K1/3
)3
(7)
The strategy behind finding these two complex roots is very simple. First, we eliminate from consideration the
remaining, allways real roots that satisfy the condition |ℜΩ| > 1, by writing
Ω = p+ iq
and requiring q 6= 0. This is a crucial requirement without which the relation between p and q in eq.(8) below would
be meaningless. By separating the imaginary part of the l.h.s. of eq.(5) we obtain this relation as follows:
q2 =
√
1− p2 (1− p)
3/2 −√K (1 + p)3/2√
K
√
1− p−√1 + p (8)
Now, we need to derive an equation for p, by using the real part of eq.(5). After some straightforward algebra and
elimination of q with the help of the above relation, we obtain
√
1− p2 = 2
√
K
K + 1− 4Bp2 (9)
As may be seen, this is a cubic equation for p2 which is considerably easier to solve than the original eq.(5). Let us
make the following transformation from p to ζ:
p2 = a (ζ + 1) + 1, where a =
K + 1
6B
− 2
3
(10)
The equation for ζ then reads
3ζ − 4ζ3 = 1 + K
B2a3
≡ Q (11)
Depending on the value of its r.h.s., Q, the last equation can be solved by one of the following three substitutions:
ζ =
{
sinϑ, |Q| ≤ 1
∓ coshφ, Q ≷ ±1 (12)
In particular, for |Q| ≤ 1 one obtains
p2 = 1 +
(
K + 1
6B
− 2
3
){
sin
[
1
3
sin−1
(
1 +
63KB
(K + 1− 4B)3
)
+
2pi
3
]
+ 1
}
(13)
Actually, the domain of function Q (B) where |Q| ≤1 does not need to be addressed any further. Indeed, in this region
either B < 0 or B > B0, Fig.3. The former case is clearly impossible, eq.(6). In the case B > B0, as we know, all
four roots of eq.(5) are real and, therefore, irrelevant to our analysis.
The two remaining possibilities with |Q| > 1 in eq.(12) can be unified under one formula
p2 =
1
3
+
K + 1
6B
−
∣∣∣∣K + 1− 4B6B
∣∣∣∣ cosh
[
1
3
cosh−1
∣∣∣∣∣1 + 6
3KB
(K + 1− 4B)3
∣∣∣∣∣
]
(14)
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Figure 3. The function Q (B,K) on the r.h.s. of eq.(11) shown
atK = 1/2. The vertical dashed line indicates the singularity at
B = (K + 1) /4. The line Q = −1 intersects Q (B) at B = B0,
so that the condition |Q (B)| < 1 is met only for B > B0 where
no complex roots are found.
which provides the real part of the frequencies of both
damped and unstable modes. The imaginary parts (in-
cluding the growth rate of the unstable mode) can be
obtained from eq.(8). Observe that q2 (−p, 1/K) =
q2 (p,K). In fact, there are, only two roots with q 6= 0,
not four, as one might infer from eqs.(14) and (8) with
no recourse to the properties of the expression for q2.
This observation suggests the following choice of the
sign of p when taking a square root from the expres-
sion on the r.h.s. of eq.(14). For K < 1 we take the
root p < 0, as to make q2 positive. For K > 1 we
then choose p > 0. After the correct sign of p is chosen,
there are two complex conjugate roots with the imag-
inary parts given by eq.(8). The two remaining roots
are always on the real Ω- axis, since B,K > 0. These
roots can easily be written in explicit form by factor-
ing out the two complex roots from the full quatric
equation, eq.(5).
Eqs.(14) and (8) thus provide the real and imaginary parts of the unstable mode in terms of K and B, eqs.(3,6).
While K is straightforwardly related to the wave propagation angle with respect to the magnetic field, the parameter
B depends on the main component of the wave vector, ky ≫ kz in a more complicated fashion. We will thus use
the dimensionless wave number b = |ky |VTe/ωce instead of B in presenting the results for the frequency of the wave
and for its growth rate in eqs.(14) and (8), respectively. For convenience, we rewrite B (b) using the following two
parameters
∆ =
1
4
Ti
Te
(Ωe − Ωi)2 , ν = ω
2
ce
ω2pe
So,
B (b) = b
[
νb + 1− I0 (b) e−b
]
∆
Furthermore, the normalization of Ω contains ky which was necessary to minimize the number of parameters in
mathematical treatment of the dispersion eq.(5). Now we can return to the physical frequency ω and growth rate ℑω,
and express the results in terms of p and q as follows
ℜω = ky
2
[(VEy − Vdi) p+ VEy + Vdi] (15)
ℑω = ky
2
(VEy − Vdi) q (16)
Here, the dimensionless frequency p and growth rate q are still given by eqs.(14) and (8). It is interesting to note
that the real part of the frequency contains a convective contribution of combined drift speeds of electrons and ions,
Vdi + VEy. The second contribution is made by the relative ion-electron motion VEy − Vdi which is solely responsible
for the growth rate.
Shown in Figs.4 and 5 are the components of the frequency, bp, and growth rate, bq, as functions of K and b. These
results characterize the dispersive and stability properties of LH waves and are key ingredients of the anomalous
transport coefficients. The constant part of the phase velocity, Vey + Vdi is subtracted from the surface plots. Now
we can verify if the obtained solutions are consistent with simplifications made in deriving eq.(2) and how they are
related to experiment conditions.
D. Verification and Discussion of the Solutions
While eq.(2) has a generic form in which it is broadly applied to many systems with counterstreaming plasmas and
beams in plasmas, there are limitations, both general and specific to the case of colliding plasmas we consider here.
7First, eq.(2) describes local wave generation, not strictly applicable to inhomogeneous and finite plasmas. Indeed the
colliding plasmas are interacting and mixing in a relatively thin layer, are inhomogeneous, and, in addition, can be
subject to macroscopic instabilities, such as rippling of the plasma mixing layer [4]. Nevertheless, because of a very
short scale of the LHDI instability (∼ ρe), the requirement kLs ≫ 1 is satisfied and the local approximation can be
adopted (Ls is the width of the collision layer, sec.III C). With regard to the rippling effects, it indeed seems to be
observed in some experiments within a small part of the shocked layer, though [16]. The field reconnection effects may
play some role in this as the rippling is more pronounced on the anode side of the layer, where the electron current
must be stronger, as they are accelerated by the reconnection electric field in y− direction. On the other hand, recent
experiments specifically designed to study the reconnection layer in colliding flows do not show noticeable rippling of
the reconnection layer [19].
Further constraints imposed on eq.(2) stem from the hydrodynamic treatments of ions. So, their velocity dispersion
should be limited, even though their motion is randomized upon entering the shocked plasma layer. Therefore, we have
to impose the condition ω ≫ kVTi which, in essence, means VEy ≫ VTi. We will consider the electric field structure
in the shocked plasma layer in detail further in the paper, but for the purpose of specifying the above restriction we
can estimate VEy = cEx/B ∼ cφs/LsB, where φs is the electrostatic potential built up in the shocked plasma layer.
It can be estimated from the flow deceleration requirement, eφs ∼ miu2, where u is the flow speed upstream from the
shocked layer. Combining both inequalities, we obtain the following simple condition
ρe
Ls
≪ 1≪ ρi
Ls
(17)
where ρi is the ion Larmor radius and we have substituted the randomized ion velocity, VTi ∼ u. Potentially
problematic may be the right part of this condition. However, the experiment [16] indicates that the corona outflow
speed u ∼ 100 km/s, while the magnetic field remains in the range of 10 kG. These numbers yield for the ion Larmor
radius ρi ∼ u/ωci ∼ 10−1A/Z cm, where A and Z are the mass and charge numbers of the ion. Since the shocked
layer in the experiment is shown to be significantly narrower than the gap between the wires, a = 2 mm, the condition
in eq.(17) holds up, at least for incompletely ionized ions with A≫ 1. The recent reconnection dedicated experiments
[19] reach significantly higher magnetic fields but also much stronger ion heating is observed, so the above condition
appears to be met as well. We also note here, that in the interest of light notation, we do not include mass and charge
numbers A,Z of the ions in the dispersion equation. They can be easily restored by replacing mi → Ami and e→ Ze
in terms, corresponding to the ion contribution.
To conclude our discussion of the applicability of the results, we observe that the waves propagate in y− direc-
tion, which is favorable for the homogeneous plasma approximation. Besides, the phase velocity has a constant (k-
independent) component VEy + Vdi that remains finite even if the variable component ∼ p becomes small for K ∼ 1.
Note that the signs of the both drift velocities VEy and Vdi coincide as both the magnetic fields around each wire and
the directional ion motion are associated with parallel currents. This makes the condition in eq.(17) easier to fulfil.
Moreover, even when the real part of the frequency, associated with p-dependent contribution is small, the imaginary
part of ω becomes large at K ∼ 1, thus reinforcing the condition in eq.(17). Note that the most unstable waves are
those with K ∼ 1 (almost perpendicular to B), kz/ky ∼
√
m/M . As p < 1 (Figs.4-5), they propagate in the electron
and ion drift direction (positive y- direction), according to eq.(15).
III. MACROSCOPIC PROPERTIES OF COLLIDING FLOWS
In the preceding section, we obtained an exact formula for the growth rate of LH-drift instability occurring in the
region where two concentric outflows from two exploding wires collide. They stream sideways from the collision center
line between the wires at x = z = 0. The purpose of this section is to characterize the resulting flow pattern whose
parameters enter the stability analysis of the preceding section.
A. The Overall Flow Configuration
The analysis in the previous section indicates that the electron E × B -drift in the flow collision region powers a
strong LHDI instability. The drift is supported by the electrostatic field Ex built up in the flow around the symmetry
plane (magnetic zero). The E × B drift is then in y- direction, VEy = cEx/B. It is more important than electron
and ion drifts associated with the external and reconnection field Ey for the following two reasons. First, the latter
is narrowly concentrated in the magnetic null plane. This region is only
√
ρeL- wide, where L = B/ (dB/dx) is the
neutral layer characteristic scale which is obviously the same as the flow collision region. By contrast, the Ex field is
8Figure 4. Left panel: bp, a dimensionless dependence of the real part of frequency ω, as a function of b and K. Shown is the
unstable region on the plane (b,K), where ℑω > 0, eq.(15), for ∆ = 1 and ν = 0.2.
Right panel: bq, the imaginary part of ω, using the same normalization as bp.
Figure 5. The same as Fig. but for ∆ = 2.
supported by the flow collision and associated charge separation caused by the inertial forces in the colliding flows.
Second, the experimental information obtained from the explosive evaporation of specifically two wires [16] point to
a rapid voltage collapse, thus indicating a short-circuiting of Ey field.
To get a grasp of the flow, it is useful to temporarily replace the two colliding flows, Fig.6, by one, that flows out
concentrically from the point x = −a and collides with a reflecting wall placed at the symmetry plane at x = 0.
A necessary disclaimer to make here is that an important and likely observable [16] rippling of the magnetic null
surface is not captured by this simplified treatment. Apart from this limitation, and assuming a steady state with
the conventional symmetry arguments, the two flow configurations are equivalent. If, in addition, the plasma inflow
was strictly parallel to the x− axis rather than concentric, after having hit the wall, the flow could be described as
a typical numerical setup to simulate the shock waves. Namely, upon a specular reflection off the wall, the reflected
flow couples to the incident one and a shock wave forms[13]. Its structure and speed at which it propagates away
from the wall will depend on the Mach number of the inflowing plasma. This parameter may be assumed to be larger
than unity (so, the shock must form) but not strongly so, as the adiabatic cooling of the cylindrical flow scales as
T ∝ r1−γ , where γ is the adiabatic index of the coronal phase. The cooling starts from about r ∼ 10−3 − 10−2cm
and ends at r ∼ a = 10−1cm, e.g., in the experiment [16]. Although the flow is magnetized and the shock will be of
a magnetosonic type, the plasma ram pressure typically exceeds the magnetic pressure by a significant factor (∼ 10)
[16], so we can consider an electrostatically, rather than magnetically, dominated ion-acoustic shock instead.
Regardless the shock type, its important aspect is a critical Mach number (at which it starts reflecting the upstream
ions). Its exact value for the ion-acoustic shocks significantly depends on the electron distribution. For Boltzmannian
electrons, Mcr ≈ 1.6 [15], while for adiabatically trapped electrons Mcr ≈ 3.1, [6]. The choice between these two
9models should be made depending on the macroscopic consequences of the LH instability. It is reasonable to expect
that this instability will result in a strong electron heating and spatial diffusion, in particular.
From the above consideration the following picture emerges: two coronal flows, directed radially from the points
x = ±a, collide at x = 0 and couple (presumably by a two-stream, Buneman instability). Then, they slow down
and decline sideways along the z- axis from the flow stagnation line, x = z = 0. Note, that although we do not
consider this initial two-stream instability here, it can be described by the same type of dispersion equation as eq.(5),
studied in detail in Sec.II C. The forces that slow down and deflect the flow originate from an electrostatic potential
φ built up in response to the interaction of colliding flows and a pondermotive potential, Φ. It is connected with
the unstable oscillations, discussed in Sec.II C. In plasmas at equilibrium, the two potentials are usually related:
φ = −TiΦ/ (Ti + Te). In the case under consideration, the ion inertial forces violate this simple balance. Evidently,
the flow must remain supersonic far away from the stagnation point, since at large distances it becomes equivalent
to a single wire outflow. So, the downstream subsonic flow must transit through the sonic point again while flowing
out from the plane of the wires (in z− direction). Furthermore, two shocks are formed, as we show below, roughly
parallel to the mid-plane and propagate into the respective flows, Fig.6. Technically, we can look for a steady state
shock solution as long as the inflowing plasma can be considered stationary. We assume that this is the case and do
not consider here the arrival of the wire core material that is expected at later times [16].
B. Simplified Equation for the Flow
Figure 6. Colliding flows on x− z plane.
We will write the equations for colliding flows, us-
ing the following normalized variables. The flow veloc-
ity will be measured in the units of ion-sound velocity,
Cs =
√
Te/M , the potentials (both electrostatic and
pondermotive, φ and Φ) in units of Te/e. The den-
sity is normalized to that of the corona, n0, near the
surface where it starts to rise due to the flow collision,
but where the both potentials are still at zero values.
This region is just upstream of the shocks, standing in
the flows between the wires. Since this density changes
along the z− coordinate we take its value at z = 0 for
the normalization purpose. Writing the Poisson equa-
tion below, we measure the lengths in the units of De-
bye length, λe =
√
Te/4pie2n0, while other equations
are scale-invariant. For a stationary flow, they can be
written in the following way
1
2
(
v2x + v
2
z
)
+ φ+
Ti
Te
lnni =
1
2
w20 = const (18)
∂vx
∂z
− ∂vz
∂x
= 0
φ+Φ− lnne = 0 (19)
∂
∂x
nivx +
∂
∂z
nivz = 0 (20)
∆φ = eφ+Φ − ni (21)
Several remarks about the above equations are in order here. First, we have replaced the equation of motion for the ions
by the Bernoulli’s integral in the first equation above, assuming that the flow remains irrotational (second equation)
also after it passes the shock. An alternative, but in that regard equivalent, possibility is that for a relatively low-Mach
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number flow the transition from the upstream to downstream region is smooth. In this case the last equation can be
replaced by a simple quasi-neutrality condition, ne = ni. Given the quasi-homogeneous flow upstream of both shocks,
that are relatively flat as we argue below, the curl-free condition, ∂vx/∂z − ∂vz/∂x = 0, is a plausible approximation
[7]. It is essential for closing the system of the three equations that follow. The pondermotive potential, Φ, needs to
be determined separately. We will calculate it in a future study based on the growth rate obtained in Sec.II C and on
the overall flow structure addressed in this section.
Figure 7. Plasma flow past the right angle at x = z = 0, that
is equivalent to the colliding outflows under two-way symmetry:
x→ −x, z → −z.
As the quasineutrality condition is not yet imple-
mented in the Poisson equation, the above equations
capture the electrostatic shock transition. However,
the ion density ni, except for the vicinity of the shock
transitions, is indeed very close to the electron density,
ne (quasineutrality condition), as already mentioned.
The equation of motion for electrons is replaced by a
simple balance condition between the pondermotive,
electrostatic and pressure forces. The balance results
in a Boltzmannian distribution in the total potential
φ + Φ, as may be seen from eq.(19). An alternative
model for the electron distribution near the shock front
assumes their adiabatic trapping in the shock poten-
tial [6]. In this case the critical Mach number beyond
which the ions begin to reflect off the shock is about
a factor two higher than in the case of Boltzmannian
electron distribution, where Mcr ≈ 1.6. These values
have, however, been obtained for one-dimensional ion-
acoustic shocks and can be used only as guide lines in
the two-dimensional flow analysis.
To minimize the number of parameters in the above
system of equations (only two of them remain, Te/Ti
and w0), we have chosen the Debye length, λD, for
the space scale. This is a natural scale to describe
the shock transition and it is too short for the rest of
the flow. However, as we apply the quasi-neutrality
condition (outside of the shock transition we can set
∆φ = 0) the above system becomes scale-invariant,
and we can use any other convenient scale, e.g., the
distance between the wires, 2a, etc. To conclude this introduction of the equations used in this section we note that
some of the auxiliary notations from Sec.II will be reused here, which should not cause confusion.
The 2D-flow described by the above equations is depicted in Fig.6. The back-transitions to the supersonic flows,
shown by the two “sonic lines,” logically follows from the equivalence of the double- and single-wire flows at large
distances from the origin (r ≫ a), as we pointed out earlier. An equivalent single-wire coronal flow is presumed to be
marginally supersonic, according to the corona parameters inferred from the experiments [16].
C. Analysis of Colliding Flows
Referring to Fig.6 again, let us focus on the region enclosed by the two shocks and two sonic lines. We need to
calculate the width 2Xs (x) of the post shock region between the shocks at |x|<Xs (z), as it determines the scale of the
macroscopic electric field Ex that, in turn, sets the growth rate of the LHDI. This quantity needs to be related to the
flow Mach number w0 =
√
v2x + v
2
z (the velocities are already measured in units of Cs) and the jump of electrostatic
potential, φs (z), at the termination shocks. This jump is similar to the maximum potential of the conventional
ion-acoustic soliton with a trailing oscillatory structure [12, 15]. There are several important distinctions, though.
First, we are dealing with a two-dimensional shock with gradually changing flow angle from the normal incidence at
z = 0 to the increasingly oblique shock geometry at z & a. Besides, the shock weakens with z to merge into the radial
supersonic outflow at large z ≫ a, beyond the outflow sonic line. Since the shock is generally oblique, in applying
the shock jump conditions we will allow only the normal velocity component to jump while keeping the tangential
one continuous across the shock surface. Second, as the upstream flow cross the shock at a variable distance from the
centers of the outflows located at x = ±a, the upstream shock conditions also change. Finally, the shock electrostatic
potential, while possibly oscillating in a narrow region (a few λDe) behind the shock transition (as in the ion-acoustic
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shocks with the ion reflection, studied in [10]), on average it must gradually increase towards the mid-plane. This is
a symmetry requirement, since ions must progressively deviate from the center-line of the flow downstream (z = 0).
For the same reason, the flow must stagnate at the point x = z = 0. We will discuss this aspect of the shock in more
detail in Sec.III D.
Assuming the quasineutrality condition in the shocked part of the flow, from eqs.(18-21) we obtain the following
relation between the maximum electrostatic potential, φmax, and the Mach number, w0:
φmax =
w2
0
2
− TiTeΦ0
1 + TiTe
(22)
Here φmax and Φ0 relate to the point x = z = 0. It is seen that the micro-scale flow instability, studied in Sec.II C and
entering the flow potential through the pondermotive potential Φ, may play a key role in mediating the electrostatic
shock and shaping the flow. This effect is expected to be more pronounced in strong shocks where the ion velocity
randomization upon shock crossing (higher Ti) strongly dominates the electron shock thermalization. At the same
time, the electron heating should also result from the lower-hybrid instability and will, on the contrary, diminish the
role of the pondermotive pressure.
Our purpose here, however, is to understand the general characteristics of the flow and estimate the shock stand-off
distance, that is the width of the shocked plasma layer, as a function of z. These characteristics of the flow will provide
information about the electrostatic potential, that includes the shock jump condition and its post shock growth up
to its maximum at the flow stagnation point. The potential profile is key in calculating the flow micro-instabilities,
studied in Sec.II. It is clear that this potential slows down and compresses the colliding flows as the internal and
pondermotive pressures also do. However, the maximum flow compression (downstream to upstream density ratio) is
limited by a factor depending on the polytrope index.
n2/n1 = (γ + 1) /
(
γ − 1 + 2/w20
)
,
where w0 is the Mach number of the flow ahead of the shock. Note, however, that due to radiation and ionization
effects, especially in dense plasmas, the polytrope index may be significantly lowered compared to the familiar mono-
atomic gas γ = 5/3, e.g. down to γ ≈ 1.2 [5]. Indeed, according to the observations [16], the layer of compressed
plasma between the wires is rather thin. We therefore consider the electrostatic potential to be the primary flow
decelerator. As we will see below, in this case the system given by eqs.(18-21) is equivalent to the set of gasdynamic
equations with the adiabatic index γ = 1.
That the electrostatic potential is capable of compressing a cold ion flow (Ti ≪ Te) significantly stronger than the
adiabatic compression, can be illustrated by considering a simple “water bag” model. According to this model, the
ions are distributed in the normal to the shock speed v in the following way fi(v) = η (v − v1) η (v2 − v). Here η is the
Heaviside unit function and v2 > v1. By virtue of Liouville’s theorem and particle energy conservation, after passing
over a potential jump of the height φ, the ion distribution becomes fid(v) = η
(
v −
√
v21 − 2φ
)
η
(√
v22 − 2φ− v
)
.
So, the flow compression ratio can be written as:
√
v22 − 2φ−
√
v21 − 2φ
v2 − v1
The flow compression reaches its maximum when the slowest particles with v = v1 begin to reflect, that is for φ = v
2
1/2,
we can write
√
v2 + v1
v2 − v1 ∼
√
Vi/VTi
where Vi and VTi denote the ion bulk and thermal velocities, respectively. This compression may indeed considerably
exceed that of the conventional shock adiabat for a cold and fast ion flow thus being more consistent with the
observations [16]. To further simplify the derivation we neglect the ion pressure contribution in Bernoulli eq.(18),
by assuming that the balance in it is dominated by electrostatic and inertial forces on the flow. Neglecting also the
deviation from quasineutrality in the post shock region, we rewrite the system given by eqs.(18-21) as follows
v2x + v
2
z + 2φ = w
2
0 = const (23)
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∂vz
∂x
− ∂vx
∂z
= 0
∂
∂x
vxe
φ +
∂
∂z
vze
φ = 0 (24)
In view of the ne = ni approximation made here, these equations do not describe the shock transition and will only
be applied to the flow in the shocked plasma between the two termination shocks. In the conventional gasdynamics, a
termination shock forms where the ram pressure of the outflow is equilibrated by the pressure of the ambient medium.
In the case of colliding flows considered here the pressure of shocked plasma between the two shocks plays the role
of the pressure of the ambient medium. In our model, however, the electrostatic potential appears to be a better
mediator between the counter-streaming flows. Most of its rise in the stagnating flow occurs immediately at the
shock transition. The cross shock potential can be obtained from the local treatment in a one-dimensional shock
approximation. Now we focus on the two-dimensional post-shock flow.
Introducing the flow potential χ by
vx = ∂xχ, vz = ∂zχ, (25)
we rewrite eqs.(23-24) in the following form
|∇χ|2 + 2φ = w20 (26)
∆χ+∇χ · ∇φ = 0, (27)
where ∇ = (∂x, ∂z) . By the symmetry of the flow, it is sufficient to consider the flow in any quadrant of the x − z
plane and the adjacent part of the respective shock, Fig.7. The flow is then past the interior of the 90◦− angle, e.g.
from the positive x direction at x < 0, z ≈ 0 turning to the positive z− direction at z > 0, x ≈ 0. The boundary
conditions at the walls of the corner are dictated by the symmetry requirements at x = 0: ∂xχ = 0, ∂xφ = 0, and
similar conditions at z = 0 : ∂zχ = 0, ∂zφ = 0. Substituting φ from eq.(26) into eq.(27) one can obtain one equation
for the flow potential
∆χ =
1
2
∇χ · ∇ |∇χ|2 (28)
The above system or, equivalently, the system given by eqs.(23-24) can be linearised by transforming it to a
hodograph plane, e.g. [8], on which dependent and independent pairs of variables interchange. The problem is,
however, in the boundary conditions at the shock whose position is unknown beforehand and should be determined
self-consistently with the flow past the shock. This makes the application of hodograph method rather problematic.
We therefore begin with an approximate analysis of the system given by eqs.(26-27).
Referring to Fig.7, let us consider first the flow near the corner x = z = 0. As this is the stagnation point, we can
neglect nonlinear velocity terms, to the first order of approximation. Specifically, the first term in eq.(27) is of the
order of v/Ls while the second term is v
2 ≪ 1 times smaller. Here Ls, stands for the distance between the shock and
the flow stagnation point, while the function Xs (z), introduced earlier, is related to Ls by Ls = Xs (0) . The flow
potential near the stagnation point can then be approximated by a harmonic function, ∆χ = 0. Given the boundary
conditions, we can write the solution of the Laplace equation as
χ ≈ U0
2Ls
(
z2 − x2) (29)
Here the post shock velocity U0 ≡ vx (−Ls, 0) is taken at the mid-plane z = 0. It will be specified later using the
shock jump conditions. The electrostatic potential near the stagnation point can now be obtained immediately from
eq.(26):
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φ ≈ w
2
0
2
− U
2
0
2L2s
(
x2 + z2
)
(30)
It follows that the flow changes its direction from predominantly horizontal at z < |x| to vertical at z > |x|, deflected
by the potential hump in eq.(30).
To gain more insight into the shock geometry, let us integrate the continuity eq.(24) over a narrow region inside the
flow (filled region in Fig.7). This region is confined by the two adjacent streamlines and the two lines transversal to
the flow that the flow crosses when entering and exiting the region. Let the first transversal has a length Sin, being
a part of the shock surface. The second transversal, of the length Sout, is far away from the stagnation point, where
the flow accelerates to its preshock speed, that is beyond the sonic line. The contributions to the integral from the
two stream lines vanish, while the contributions from the lines Sin and Sout remain. So, we obtain
Sine
φs
√
w20 − 2φs = Soutw0
For shocks near criticality, where the cross shock potential φs is about to reflect the inflowing ions w
2
0 ≈ 2φs, we
arrive at a strong inequality Sin ≫ Sout. We have taken into account that the exponential factor is typically not
very large. For example, the critical Mach number of an ion-acoustic shock with Boltzmannian electrons is wcr ≈ 1.6,
as we mentioned earlier. For the adiabatically trapped electrons, though, this quantity is higher, wcr ≈ 3.1. The
former model is, however, a better choice for the case considered, as reasonably frequent electron-ion collisions should
maintain the local Maxwellian.
From the above relation we see that the flow tubes become asymptotically narrower by a factor∼ (1− 2φs/w20)1/2 ≪
1 upon passing the corner at the stagnation point x = z = 0. For an estimate, we can assume the cross-section of
the net inflow Sin to be Sin . a. Indeed, for larger Sin the flow incidence angle with respect to the shock normal
becomes large enough for particle reflection and these particles do not enter the post-shock space. Thus, we obtain
for the total width of the outflow Sout .
(
1− 2φs/w20
)1/2
a ≪ a, with an implication that the shock region width
Ls ≪ a, which is consistent with the experiments [16].
D. Shock geometry and cross-shock potential
We have found the shocked plasma in colliding flows to form a thin shell between two shocks terminating each flow.
Now we wish to understand the shape of this shell, which requires the knowledge of the flow velocity between the
shocks and the distribution of electrostatic potential along the shock surface. Under the symmetry conditions and
constraints concerning the shocked plasma flow, that we discussed and accepted earlier, we can replace this flow by
an equivalent one. This latter flow is between one shock and the two rigid walls making the right angle, as depicted
in Fig.7.
The flow velocity on the downstream side of the shock surface can be expressed through the shock jump conditions,
Fig.7:
vτ = w0 sin (α− β) (31)
vn =
√
w20 cos
2 (α− β)− 2φs (32)
They constitute the continuity of the tangential component of the flow velocity and the jump of its normal component
due to the cross-shock potential φs, under the conservation of particle energy during the shock crossing. As in the
previous subsection, w0 denotes the flow velocity ahead of the shock, while vn refers to the normal velocity component
downstream from the shock surface. The angles α (z) and β (z) refer to the flow angle to the x− axis ahead of the
shock and the shock angle to z− axis, respectively. These angles are related to the distance between the shocks
separation,2Xs (z), by
tanα (z) =
z
a−Xs (z)
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tanβ (z) =
dXs
dz
where Xs (z) > 0 is the shock distance from the mid-plane x = 0, Fig.7. We have already discussed the two remaining
boundary conditions at the “walls” x = 0 and z = 0.
At the distances z ≫ Ls from the flow base line z = 0, the shocked flow is directed nearly vertically. This is dictated
by the alignment of the stream lines coming from the bottom parts of the shock along the z− axis. The sharp turn
of the flow from x aligned to z− aligned can be described by the flow structure and electrostatic potentials already
given in eqs.(29) and (30). As we already argued, for shocks with sufficiently high Mach numbers, when the ions are
about to reflect, they move very slowly in the shock normal direction. Therefore, the change of the flow direction will
occur in a narrow layer near the shock front.
To begin with a preliminary sense of how the shock potential is distributed along the shock surface, we make the
following simplification. Instead of resolving this narrow layer and matching the solution to the nearly vertical flow
between the shocks, we can collapse this region and require that the flow becomes vertical immediately after the shock
crossing. That is, we impose the condition vx (−X (z) , z) = 0 which translates into the following relation
cosβ
√
cos2 (α− β)− 2φs (z) /w20 − sin (α− β) sinβ = 0 (33)
The z− component of the flow velocity can then be written as follows
vz = w0
sin (α− β)
cosβ
One can also obtain a very simple expression for the φs (z) dependence where z is sufficiently large, so that the flow
incidence angle is not small, α ≫ β. As we argued, the shock surface must be well aligned with the vertical axis, so
we may set β ≈ 0. Under these conditions, from eq.(33) we have
φs (z) =
1
2
w20
1 + z2/a2
(34)
The electrostatic potential decreases with growing z along the shock front as to keep its strength close to criticality.
The upstream plasma impinging on the shock surface thus looses its horizontal velocity component or even reflects
from the shock at sufficiently large z, when the incidence angle α is not too small.
E. Hodograph Equations
Now that we have a better grasp of the flow between the shocks, we shall attempt at the analysis of its properties
on a more accurate basis. For this purpose, we shall map the nonlinear eqs.(23-24), describing a plane-parallel flow
on the x, z -plane to the so-called hodograph plane. In the new form, the equations will be linear. Meanwhile, the
original equations represent a special case of the gas of γ = 1 adiabat (or isothermal flow, cf. eqs. [23] and [24]),
since the quasi-neutrality condition and the Boltzmann distribution for electrons require the electrostatic potential to
play the role of the specific enthalpy of the gas in the following form: φ = ln ρ. This does not make the hodograph
transform derivation any different from the conventional gas-dynamic case with γ > 1. We therefore provide only the
key steps of this derivation in Appendix A. As usual, the main problem in applying the hodograph method is in the
boundary conditions of the flow.
We will study a specific part of the flow that is confined by the shock surface and two axes of symmetry (x = 0, z > 0
and z = 0, x < 0), as shown in Fig.7. The fourth line, that closes the boundary of the flow under consideration, is
drawn somewhat arbitrarily in the outflow region where z & a. The flow is accelerated to transonic speeds in this
region, vz . Cs (vz . 1 in dimensionless variables that we use) while the vx component becomes close to zero, as
discussed in the preceding subsection. We introduce this latter boundary in the flow because we are not concerned here
with the transition back to the supersonic regime that occurs far away from the flow stagnation point. To proceed on
the hodograph derivation, in addition to the flow potential χ used in the previous subsection, we introduce a stream
function ψ in a usual way,
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Figure 8. Hodograph transform: physical flow plane x, z (left panel); vx, vz plane (middle); η, ϑ plane (right panel). The solid
lines with arrows on the left panel schematically show the streamlines (see also Fig.7). The green arrows indicate the direction
on the contour consisting of the segments 1-5 (see text).
ρvx =
∂ψ
∂z
, ρvz = −∂ψ
∂x
(35)
Transforming from the x, z dependent variables to vx, vz, we use polar coordinates on the flow velocity plane adhering
to the traditional hodograph notations q, ϑ for them:
vx = q cosϑ, vz = q sinϑ (36)
The hodograph equations take then the following (Chaplygin) form, Appendix A:
∂χ
∂q
=
q2 − 1
ρq
∂ψ
∂ϑ
(37)
∂ψ
∂q
=
ρ
q
∂χ
∂ϑ
(38)
where, in accordance with eqs.(23,24)
ρ = ρ0e
−q2/2, ρ0 = e
w2
0
/2 (39)
Again, we assume for simplicity that the plasma enters the shock with constant density (we normalized it to unity) and
constant supersonic velocity w0 > 1. In fact, this is not quite true and even though the constant velocity assumption
is plausible (as is approximately the case in various supersonic outflows), the density is inversely proportional with
the distance from the source at x = −a, just to conserve the flux, Fig.7. However, the most important part of the
flow is at relatively low values of z . a since this is the region where the electric field drives the drift in y− direction
and thus the lower-hybrid instability. Therefore, we may ignore the foreshock variations in the flow in view of much
stronger changes in velocity and density occurring upon crossing the shock.
Formally, Chaplygin eqs.(37-38) are equivalent to the original system given by eqs.(23-24). Their two big advantages
over the original system are that they are linear and the variables q, ϑ are separable. As we mentioned earlier, the
price of these simplifications is in the boundary conditions, since they must be formulated in terms of the flow velocity
components as new independent variables, rather than fixed geometrical boundaries. At the same time, the specificity
of our problem is that two of the boundaries are not known regardless of the form of governing equations in use.
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These are the shock surface function, x = Xs (z) and the position of the sonic line. The latter, though, is of a lesser
concern for this study.
These difficulties notwithstanding, our task can be simplified because the large part of the flow is strongly decelerated
upon passing through the shock wave but not yet accelerated to the supersonic velocities (q > 1), while proceeding
in z direction. Therefore, we can consider the case of q < 1 and observe some cancellations of the q-dependencies in
coefficients of eqs.(37-38) for q ≪ 1. These cancellations allow us to evaluate the Chaplygin equations to a system
with constant coefficients, accurate to the order q4. Indeed, to this accuracy we can rewrite eqs.(37-38) as follows
∂χ
∂q
≈ − 1
ρ0q
e−q
2/2 ∂ψ
∂ϑ
(40)
∂ψ
∂q
=
ρ0
q
e−q
2/2 ∂χ
∂ϑ
(41)
This form of equations immediately suggests yet another change of variables
η =
∫ w
q
dq
q
e−q
2/2, Ψ = ψ/ρ0 (42)
The variable η runs from its minimum value, ηm < 0 (where the flow accelerates in z- direction to some maximum
speed qmax > w, where z ≫ a) to infinity (flow stagnation point, q → 0). In these new variables the above equations
constitute the familiar Cauchy-Riemann relations for χ and Ψ:
∂χ
∂η
= −∂Ψ
∂ϑ
,
∂Ψ
∂η
=
∂χ
∂ϑ
Therefore, we can apply powerful tools of complex analysis to our further derivation of the analytic form of the flow,
in a close similarity to the analyses of the special types of planar flows that are both irrotational and incompressible.
Note, however, that being arguably irrotational our flow is highly compressible in physical variables. It is only the
Chaplygin form, combined with the above change of variables, that makes the flow to appear incompressible in the
new variables.
From this point on, we follow the standard methods of complex analysis and introduce a complex flow potential
Λ = χ+ iΨ
defined on a complex plane
σ = η + iϑ
According to the above Cauchy-Riemann relations, Λ is an analytic function of σ, and its imaginary and real parts
are harmonic functions
∆χ = ∆Ψ = 0, where ∆ ≡ ∂
2
∂η2
+
∂2
∂ϑ2
(43)
Thus, our task is indeed significantly simplified and can be formulated now as the following Dirichlet problem: find an
analytic function Λ in some region on the plane σ taking specific value at its boundary. We therefore need to define
this boundary which we do in two steps. First, we map the flow region in x, z variables to that in vx, vz variables.
These regions are shown in the left and middle panels of Fig.8.
To proceed, we break down the boundary of the part of the original physical flow under consideration in the five
segments numbered from one to five in Fig8. The segment 1 starts from the shock surface, going along the symmetry
axis z = 0 where the flow decelerates to reach the stagnation point at x = z = 0. The flow turns sharply by ninety
degrees at this point. So, the segment 2 of the flow boundary goes along another symmetry axis, the z− axis. In
reality, the flow continues to infinity along it, gradually increasing its speed, but we do not follow it beyond some
velocity, v = qm . 1, as we pointed out earlier. This rather technical condition allows for the subsonic approximation
throughout the flow region. We therefore draw the segment 3 connecting z− axis with the shock surface along the line
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with the constant q = qm. The remaining segments 4 and 5 go along the shock surface. They are different in that the
upstream ions cross the segment 5 and get reflected from segment 4, because of the insufficient velocity component
normal to the shock to pass above the shock potential. This distinction is not easy to make beforehand, as the shock
potential decreases with z, Sec.III D. Moreover, the particle incidence angle increases, thus showing an opposite trends
with regard to the shock reflectivity. The flow is different from conventional hydrodynamic flows primarily because it
allows for a multi-stream state upstream owing to particle reflection. On the downstream side of the segment 4, there
is no plasma inflowing across the shock and the flow is purely tangential for the incidence angles α > αcr, Fig.8.
Turning to the Dirichlet boundary conditions for the stream function Ψ, it must remain constant on those segments
of the boundary where the flow is tangential. These are the segments 1,2, and 4. Obviously, the stream function value
on the segments 1 and 2 are equal and we can set them to be zero, Ψ1 = Ψ2 = 0. Let the respective constant value
on the segment 4 be Ψ4 6= 0. The difference between these two values of the stream function equals to the net mass
flux starting from the segments 5 (inflow) and ending at segment 3 (outflow), according to the definition of Ψ, given
in eq.(35). Since this is the same flux emitted from the wire into the angle αcr, we find
Ψ4 =
αcr
2pi
S (44)
where we have denoted the mass flux per unit length of each wire by S. In the next subsection we consider the
Dirichlet problem including its boundary conditions in more detail.
F. Dirichlet Problem for the Stream Function and its Solution
The above-discussed boundary conditions relate to the physical plane of the flow, i.e., x, z− plane. The equations
in these variables are strongly nonlinear and difficult so solve, as discussed in Sec.III C. By contrast, the “solvable”
version of those equations given by eq.(43) is defined on the hodograph plane η, ϑ. Recall that we have transformed
to these variables in two steps, Fig.8. First, we mapped x, z− plane to vx, vz and then to η, ϑ. The new boundary
conditions for the Dirichlet problem merit more attention. Let us start with considering a counter-clockwise contour
formed by the segments 1-5 on the physical plane x, z. The image of this contour on the vx, vz−plane is depicted in the
middle panel of Fig.8. Next, we give a complete formulation of the Dirichlet problem and describe the transformation
of the above contour to the η, ϑ plane, shown in the right panel of Fig.8.
In the new variables η, ϑ the Dirichlet problem for Ψ(η, ϑ) can be formulated in the following way: find a harmonic
function Ψ,
∂2Ψ
∂η2
+
∂2Ψ
∂ϑ2
= 0, (45)
inside a boundary shown in the right panel of Fig.8 that takes the following values on this boundary:
1. Ψ = 0 on segments 1 and 2,
2. Ψ = Ψ3 (ϑ) on segment 3
3. Ψ = Ψ4 = const on segment 4
4. Ψ = Ψ5 (ϑ) on segment 5,
where the constant value Ψ4 is given by eq.(44). The function Ψ5(ϑ) monotonically increases from 0 to Ψ4 in
the interval 0 ≤ ϑ ≤ pi/2 − ϑs and the function Ψ3 (ϑ) monotonically decreases from Ψ4 to 0, in the interval
pi/2− ϑs < ϑ ≤ pi/2.
As we already mentioned, it is the boundary conditions that make the Dirichlet problem difficult to solve, not the
eq.(45). Therefore, the common strategy for solving such problems is in mapping the problem domain to a simpler
one, using a conformal map to a new complex variable ζ, that is η + iϑ = σ → ζ. As the map is conformal, it does
not change the Laplace equation for Ψ that remains analytic also in the new variables. The semi-infinite domain in
the η, σ- plane shown on the right panel of Fig.8 can be viewed as either a hexagon with two right angles at η =∞,
σ = 0, pi, or a pentagon with just one zero angle at η =∞. We wish to map the region confined by the segments 1-5
on the σ− plane to the upper half of ζ− plane, so the boundary on the σ− plane must be mapped to the real axis of
the ζ− plane. This map can most efficiently be built by using the Schwartz-Christoffel integral. From its perspective,
the domain on the σ− plane is to be regarded as a pentagon with one zero angle at the infinity, η =∞, rather than
18
a hexagon also mentioned above. We lay aside this latter interpretation of the semi-infinite domain until Sec.IIIG,
where we consider a simplified flow example.
Here, we establish the correspondence between the five points on the real axis of the new ζ− plane ζ3 < ζ2 < ζ1 <
0, 1, and the angles of the pentagon on σ− plane. We will distinguish, however, between the points η =∞, ϑ = 0, ipi
on the σ− plane by ascribing different arguments to the linear function 1 − ζ, involved in the Schwartz-Christoffel
integral. The correspondence is as follows:
1. σ = 0 → ζ = 0
2. σ = i (pi/2− ϑs) → ζ = ζ1
3. σ = ηm + i (pi/2− ϑs) → ζ = ζ2
4. σ = ηm + ipi/2 → ζ = ζ3
5. σ =∞+ i0 → ζ = 1, arg (ζ − 1) = pi
6. σ =∞+ ipi/2 → ζ = 1, arg (ζ − 1) = 0
Then, the Schwartz-Christoffel map of the real axis ζ to the flow region on the σ plane can be written as follows:
σ = Θ
∫ ζ
0
√
ζ − ζ1
(ζ − ζ2) (ζ − ζ3)
dζ
(1− ζ)√ζ (46)
Some details of the derivation of this result can be found in Appendix B. Now writing the new variable ζ as ζ = ζ′+iζ′′,
the solution of the Dirichlet problem for the stream function can be represented in the form of Poisson integral
Ψ(ζ′, ζ′′) =
ζ′′
pi
∫
∞
−∞
Ψ(t, 0)dt
(t− ζ′)2 + ζ′′2 (47)
The earlier formulated boundary conditions for the Dirichlet problem require the function Ψ(ζ′, 0) under the integral
to be defined as follows
Ψ(ζ′, 0) =


0, −∞ < ζ′ ≤ ζ3
Ψ3 (ζ
′) , ζ3 < ζ
′ < ζ2
Ψ4 = const, ζ2 ≤ ζ′ ≤ ζ1
Ψ5 (ζ
′) , ζ1 < ζ
′ < 0
0, 0 ≤ ζ′ <∞
(48)
where Ψ4 = const is given by eq.(44). The boundary functions Ψ5 (ζ) can be defined by considering the flow in front
of the shock. Using the cylindrical coordinates for velocity, by the definition of the stream function, eq.(35), we have
rρw0 =
∂Ψ
∂α
=
S
2pi
,
(cf. eq.[44]), where r is the distance to the wire; according to the notations of Sec. 13, we denote the angle made by
the flow velocity with the x− axis upstream by α. Here w0 is the radial velocity of the flow coming from the wire
center at x = −a. Therefore, ahead of the shock the stream function changes linearly with α
Ψ =
α
2pi
S (49)
Now we need to relate the angle α upstream with that of downstream of the shock, ϑ:
cosϑ =
vn cosβ − vτ sinβ√
w20 − 2φs
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where vn and vτ are the normal and tangential to the local shock normal components of the flow velocity downstream,
β is the shock inclination angle, and φs is the cross-shock potential (see eqs.[31-32]). Note that in our construction of
the hodograph plane in Sec.III E, the shock potential φs ≈ const for α < αcr, Fig.8. At this critical angle the incoming
ions begin to reflect off the shock. If we were to relax this simplifying condition, the flow velocity on the sector 5
would not be constant, thus making the Dirichlet problem more difficult to solve. For α > αcr the dependence of φs
on z is essential and we have given an approximate expression for it in eq.(34). We also argued for the smallness of
shock inclination angle, β ≪ 1, which simplifies the last expression to the following one
cosϑ =
√
w20 cos
2 α− 2φs√
w20 − 2φs
Note that β ≪ 1 condition also provides more justification for the constant φs approximation at α < αcr. By denoting
U = 2φs/w
2
0, we can rewrite the last expression
cosϑ =
√
cos2 α− U√
1− U =
√
1− sin
2 α
1− U
which relates α and ϑ in a simple way:
sinα =
√
1− U sinϑ
Considering the case of strong shock reflectivity, 1 − U ≪ 1, we see that particle reflection begins at small α, since
sinαcr =
√
1− U ≪ 1. Therefore, we can indeed treat the cross-shock potential as being constant at α < αcr, that
is φs ≈ φs (α = 0) = const. However, φs significantly changes in the outflow region on segment 4, above the critical
point at αcr, Fig.8. Using the last relation we can specify the boundary function Ψ5 (ϑ), introduced in Sec.III F.
Indeed for the case of U ≈ 1,we have
Ψ5 (ϑ) =
S
2pi
√
1− U sinϑ = Ψ4 sinϑ,
in accordance with eq.(44).
The remaining element of the boundary function in the solution Ψ(ζ′, 0) of the Dirichlet problem given in eq.(47)
is the outflow stream function Ψ3. Recall that we have chosen this boundary from a mere requirement that the flow
is significantly accelerated toward this region as to make the electrostatic potential decreased significantly below its
peak at the stagnation point x = z = 0 (see eq.[23]). Since no particles can enter the flow from the shock surface in
the segment 3 region, our assumption about the small shock inclination angle, ϑs ≪ 1, holds up. This means that
the flow is well aligned with z− axis, so vx ≪ vz. As the flow is irrotational, ∂vz/∂x ≈ 0, so we can approximate the
stream function by a linear function in x, or ϑ:
Ψ3 (ϑ) =
pi/2− ϑ
pi/2− ϑsΨ4, for ϑs ≤ ϑ ≤ pi/2
This concludes our calculation of the boundary function Ψ(σ) for the Dirichlet solution, given in eq.(47). Two simple
functions of the velocity angle ϑ, Ψ3 and Ψ5, obtained above, essentialize the Ψ(σ) variation along the boundary,
while Ψ(σ) takes constant values on the remaining boundary segments 1,2 and 4. Expressing ϑ in Ψ3 and Ψ5
through ζ′, using eq.(46), and substituting the result into eq.(47), provide a complete solution for the stream function
inside the region of shocked plasma. More difficult, of course, is to convert the ϑ− dependence of Ψ3 and Ψ5 into
ζ− dependence and back, as such conversion requires the determination of the Schwartz-Christoffel parameters, as
discussed in Appendix B. We defer this task to a future study, as it cannot be completed using only the analytic
solutions, to which we adhere in this paper. However, we present below a simplified version of such calculation that
can still be completed analytically.
G. Simple Flow Example
In the preceding subsection, we obtained a general solution for the stream function of the flow between two termi-
nation shocks in form of the Poisson integral given by eq.(47). The solution depends on the boundary function Ψ,
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also specified in Sec.III F. The problem of transforming this result back to the variable σ, that is ζ 7→ σ, is not simple,
given the complexity of the relation between these two variables shown in eq.(46). In particular, to determine the
four parameters of this transform, Θ, ζ1−3, we need to solve four transcendental equations, eqs.(B2-B5). At the same
time, the relation between ζ and σ variables, established by the Schwartz-Christoffel transform, can be significantly
simplified by neglecting some details of the post shock flow. The rationale behind such simplification is as follows.
The boundary function Ψ rises from zero to its maximum value Ψ = Ψ4 (reached on segment 4) and back to zero
while the contour runs along the segments 3,4, and 5. Let us replace these three connected segments by a single line
connecting points σ = ηm+ ipi/2 and σ = 0. By the principle of analytic continuation, the Poisson integral in eq.(47)
will give the same solution inside of the new boundary provided that we know the value of the stream function on this
new boundary. Then, we can map it to the appropriate interval on the ζ− plane to replace the part of the integral
in eq.(47) between ζ = ζ3 and ζ = 0. It is clear that the conformal map σ 7→ ζ becomes much simpler since the three
sides (segments 3-5) replaced by one line specified above. Let us denote by piα∗ the angle this line makes with the
abscissa on σ− plane:
tanpiα∗ = − pi
2ηm
> 0
The new conformal map can be written as follows
σ =
1
2
∫ ζ
0
ζ−α∗ (1 + ζ)
α∗−1 dζ
It transforms the semi-strip on σ− plane formed by the line ηm + ipi/2, 0 and two semi-infinite lines, 0,+∞; ηm +
ipi/2, ∞ + ipi/2 to the upper half-plane of complex ζ. Even better sense of this simplified map one can get by
considering the case of small |ηm| ≪ 1. As α∗ ≈ 1/2 in this case the map is simply ζ = sinh2 σ which is easy to check
by direct substitution of this relation into the above integral. By rewriting this map in the expanded form
ζ′ + iζ′′ =
1
2
cosh 2η cos 2ϑ− 1
2
+
i
2
sinh 2η sin 2ϑ,
we can change variables in the Poisson integral in eq.(47) and express the solution through ϑ, η which are directly
related to the flow velocity. We also make use of the boundary function Ψ(ζ, 0) being non-zero only in the interval
−1 < ζ < 0. This interval corresponds to the 0 < ϑ < pi/2 interval on the flow velocity plane. The Poisson integral
then rewrites
Ψ(η, ϑ) =
2
pi
sinh 2η sin 2ϑ
∫ pi/2
0
sin 2ϑ′ Ψ(ϑ′, 0)dϑ′
(cosh 2η cos 2ϑ− cos 2ϑ′)2 + sinh2 2η sin2 2ϑ
While being grossly simplified, this expression is helpful for understanding the flow structure in the shocked plasma
region. The variable η can be expressed directly through the local velocity q using eq.(42). The formulas given in
Appendix A allows one to map the velocity plane to the physical plane x, z. Using Bernoulli integral, eq.(23), the
flow velocity dependence on x, z explicitly provides the distribution of the electrostatic potential on the physical plane
which is a key ingredient in calculating the growth rate obtained in Sec.4.
IV. SUMMARY AND OUTLOOK
In this paper we studied colliding plasmas concentrically flowing from two ohmically exploded wires. Assuming
that the flows are mildly supersonic, our main interest was centered around a thin layer of shocked plasma that forms
between the colliding flows. We focused on two properties of the layer that can be categorized as microscopic and
macroscopic. The microscopics concerns instabilities developing at scales much smaller than the layer itself. Given
the anticipated macroscopic characteristics of this plasma, the main candidate is the lower-hybrid drift instability
(LHDI), primarily powered by the ExB electron drift. The magnetic field, supporting the drift, is generated at earlier
times in the outflown plasmas by currents driven through the wires during their explosion. The ambipolar electric
field, which is also needed to produce the drift, emerges from the collision process. This field is also one of the key
elements of the macroscopic description of the shocked plasma flow.
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Generally, the investigated collision of magnetized plasmas encompasses several elements other than the macroscopic
electric field, which are difficult to separate from one another. Before the LHDI sets on, two shocks form that
terminate each flow. Oppositely directed magnetic fields are carried toward each other by shocked plasmas and they
will eventually reconnect near the mid-plane between the shocks. These processes need to be studied self-consistently,
including the LHDI while it provides the anomalous resistivity that, in turn, determines the field reconnection rate
in low-collisionality regimes. It is clear, however, that all these phenomena are difficult for studying them self-
consistently with mere analytic methods. Therefore, in this paper we addressed the instability and the flow past the
shocks independently. This task separation is tenable because we have found the solution of the linear dispersion
relation for the instability without imposing specific restrictions on the characteristics of the flow and unstable waves.
Such restrictions usually follow from the analysis of macroscopic equilibrium.
For the above-mentioned reasons, our study of the macroscopics of the shocked plasma flow is semi-independent of
the instability study. More importantly, the macroscopic consequences of the instability can be included in a form of
pondermotive pressure exerted by Lower-hybrid waves on the shocked plasma flow. The main results obtained at this
phase of research are the following:
• the growth rate of the lower-hybrid drift instability in the post-shock plasma flow between two exploding wires
is calculated in a closed form without further simplifications, customarily applied to similar instability analyses
• the plasma collision process is characterized including the determination of the stand-off distances of the termi-
nation shocks formed in the respective flows and the profile of the macroscopic electric field between them
• Chaplygin equations for the flow past the termination shocks are derived using the hodograph map
• general analytic solution for the stream function of the flow is obtained using the Schwartz-Christoffel map of
the hodograph plane
These results lay the ground for a more complete characterization of the collision of magnetized plasmas resulting
from the wire explosion or otherwise. As the next logical steps they suggest:
• to study macroscopic implications of the LHDI by calculating the electron heating and anomalous resistivity
• to investigate the impact of pondermotive pressure on the flow which was shown to strongly depends on Te/Ti
ratio
• reiterated consideration of the shocked plasma flow with the LHDI effects included
• study of the magnetic field reconnection in the shocked plasma based on the anomalous resistivity supported
by the LHDI
• study of the generation of mesoscale structures resulting from LHDI, ExB shear flow, and field reconnection
The last item is worth commenting briefly as it embodies a wide range of interrelated processes of experimental
significance. The importance of the mesoscale structures – which are larger than the lower-hybrid wave length
but smaller than the plasma layer – is that they can be probed and visualized by the available laser diagnostics
directly [16]. We are planning to explore a number of mechanisms for their generation. These include a spectral
transformations to the mesoscale structures from short scale lower-hybrid waves via interactions with acoustic-type
perturbations, primarily based on the modulational instability [18]. Other candidates for their formation are the shear
flow generated vortices [17], as well as tearing and modulational instabilities in the neutral sheet area [11].
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Appendix A: Hodograph Transform
We use that particular type of hodograph transform in which the role of the new dependent variables is assumed
by the flow potential and the stream function, eqs.(25) and (35), while the role of the independent variables is left for
the velocity components. By definition, the flow potential χ and stream function ψ obey the following relations
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dχ = vxdx+ vzdz
dψ = −vzρdx+ vxρdz
from which we obtain
dx =
cosϑ
q
dχ− sinϑ
ρq
dψ
dz =
cosϑ
ρq
dψ +
sinϑ
q
dχ
Here and below we use the cylindrical coordinates in the velocity space q and ϑ introduced in eq.(36). The last
two equations manifest dx and dz as complete differentials of functions x (χ, ψ) and z (χ, ψ). The respective cross-
derivatives of the coefficients at dχ and dΨ must then be equal:
∂
∂ψ
cosϑ
q
= − ∂
∂χ
sinϑ
qρ
∂
∂ψ
sinϑ
q
=
∂
∂χ
cosϑ
qρ
This system of equations can be rewritten as follows
[
∂
∂χ
1
qρ
− 1
q
∂ϑ
∂ψ
]
sinϑ+
[
∂
∂ψ
1
q
+
1
qρ
∂ϑ
∂χ
]
cosϑ = 0[
∂
∂χ
1
qρ
− 1
q
∂ϑ
∂ψ
]
cosϑ−
[
∂
∂ψ
1
q
+
1
qρ
∂ϑ
∂χ
]
sinϑ = 0
The terms in the brackets may be regarded as two unknown entering a linear system of two equations. Since the
determinant of this system is sin2ϑ+ cos2 ϑ = 1, it has only a trivial solution. In other words, each term in the
brackets must be zero. Substituting ρ from eq.(39), we write these two conditions as follows:
∂ϑ
∂ψ
=
q2 − 1
ρq
∂q
∂χ
∂ϑ
∂χ
=
ρ
q
∂q
∂ψ
By swapping the dependent and independent variables in these equations, we obtain Chaplygin eqs.(37-38). The
inversion of the derivatives in these equations can be achieved by writing identities of the following kind
∂ϑ
∂ψ
=
∂ (ϑ, χ)
∂ (ψ, χ)
=
∂ (ϑ, q)
∂ (ψ, χ)
∂ (ϑ, χ)
∂ (ϑ, q)
= J
∂χ
∂q
where the Jacobian of the transform between the two sets of variables is
J =
∂ (ϑ, q)
∂ (ψ, χ)
.
Appendix B: Schwartz-Christoffel transform
The Schwartz-Christoffel transform maps a polygon on a complex plane to the upper half of a new plane. In our
case we need to map the pentagon on the σ = η + iϑ− plane shown in Fig.8 (right panel) to the upper half-plane of
the complex plane ζ. The four right angles of the pentagon at the finite points of σ− plane will correspond to four
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finite points of the real ζ− axis: ζ3 < ζ2 < ζ1 < 0, while the two points at η = ∞ are considered as one zero-degree
angle of the pentagon, as indicated in Sec.III F. As we know from the complex analysis, an integral of the kind
σ = Θ
∫ ζ
ζ0
(ζ − ζ1)α1/pi−1 . . . (ζ − ζn)αn/pi−1 (B1)
maps a polygon with n angles on the σ− plane to the upper half-plane η. Here the constants αk are the internal
angles of the polygon. According to the point-to-point correspondence list (1-6) in Sec.III F, we can specify the anchor
points ζk and angles αk to obtain the expression for σ shown in eq.(46):
σ = Θ
∫ ζ
0
√
ζ − ζ1
(ζ − ζ2) (ζ − ζ3)
dζ
(1− ζ)√ζ
Apart from preserving the origin (1/
√
ζ factor in the integrand), this choice of the transform parameters ζk, αk
connects, in particular, the ζ = 1 pole to the zero-angle point of the pentagon on the right panel of Fig.8. The
remaining ζ1−3 anchor points correspond to the two pi/2 angles and one 3pi/2 angle of the pentagon. The integral
thus maps the interval ζ1 < ζ < 0 to the interval of the imaginary σ− axis, 0 < ℑσ < pi/2 − ϑs. The branch of
√
ζ
is such that
√
ζ > 0 for ζ > 0. The remaining two finite sides of the pentagon are mapped from the intervals (ζ2, ζ1)
and (ζ3, ζ2). The two semi-infinite sides of the pentagon are related to the point ζ = 1 with arg (1− ζ) = 0, pi. The
transition from the lower to upper branch occurs when the contour on ζ− plane goes over the ζ = 1 pole. As the ℑσ
jumps from 0 to pi/2, we have the following relation for the parameters of the Schwartz-Christoffel integral:
Θ
√
1− ζ1
(1− ζ2) (1− ζ3) =
1
2
(B2)
The contour then goes to ℜζ =∞, and the closing arc |ζ| =∞ is therefore mapped to some point on the upper semi-
infinite branch, yielding no further relation for the parameters of the map. By requiring that the integrals between
the remaining points ζ1−3, including the origin, produce the appropriate changes in σ, as listed under the items (1-6)
in Sec.III F, we find the following relations
ϑs = Θ
∫ ζ2
ζ3
√
ζ − ζ1
(ζ2 − ζ) (ζ − ζ3)
dζ
(1− ζ)√ζ (B3)
ηm = −Θ
∫ ζ1
ζ2
√
ζ − ζ1
(ζ − ζ2) (ζ − ζ3)
dζ
(1− ζ)√ζ (B4)
pi
2
− ϑs = Θ
∫ 0
ζ1
√
ζ − ζ1
(ζ − ζ2) (ζ − ζ3)
dζ
(1− ζ)√−ζ (B5)
Eqs.(B2-B5) are thus four equations for four Schwartz-Christoffel parametersΘ, ζ1−3, given the flow region boundaries
described here by the two values of ηm and ϑs.
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