Type I error rates were estimated for three tests that compare means by using data from two independent samples: the independent samples t test, Welch's approximate degrees of freedom test, and James's second order test. Type I error rates were estimated for skewed distributions, equal and unequal variances, equal and unequal sample sizes, and a range of total sample sizes. Welch's test and James's test have very similar Type I error rates and tend to control the Type I error rate as well or better than the independent samples t test does. The results provide guidance about the total sample sizes required for controlling Type I error rates. Nine tables are included. (Contains 16 references.) (Author) *********************************************************************** Reproductions supplied by EDRS are the best that can be made * from the original document. ********************************************************************** 
Undet variance inequality, the actual Type I error rate (7) of the independent samples t test tends to be (al near the nominal a level when the sampl7 sizes are equal and sufficiently large, (b) larger than the nominal a when the smaller sample size is paired with the larger population variance (the negative Condition). and (c) smaller than the nominal a level when the larger sample size is paired with the larger population variance (the positive condition) (Ramsey, 1980; Scheffe, 1959) .
A number of tests have been developed to test the hypothesis 
n,,in, - 1) degrees of freedom in practice, an estimate of f is obtained tepl.trtnu plmetets by statistics.
Welch (19511 generalized
4 the two-sample APDF test to K samples and Johansen (1980) generalized it to the K-sample multivariate case.
In the univariate case the APDF test is typically called the Welch test. P., alternative to the APDF test is Welch's (1947) series test in which tv is also used as a test statistic. Welch (1947) expressed the critical value for tv as a function of 8,', and a, and developed a series solution in powers of (n,
The first three terms in the series are shown in the Table 1 . The zero-order term is simply a z critical value.
The first-order critical value is the sum of the zero-and first-order terms, whereas the second-order critical value is the sum of all three terms. James (1951) and James (1954) generalized the series solution to the K-sample case and the K-sample multivariate cases respectively. Consequently, tests using the series solution are referred to as James's first-order and second-order tests. Results in Wilcox (1988) and Oshima and Alpine (1992) indicate that the series test has better control over r than the APDF test does when K > 2. Wilcox (1989) Oshima and Algina (1992) , Wilcox (1988 Wilcox ( , 1989 , and 5 Wilcox, Charlin, and Thompson (1986) 
If the data for either gtolp have been drawn from a distribution with a non-zero third cero,ral moment (a distribution that typically will be skewed) the sampling covariance may be non-zero and the test may be liberal.
However, because the covariance goes to zero as both n, and n, go to infinity, even when y,, and Y., are not zero the size of the test (r) improves asymptotically. Moreover, if y,. = Y,,, the sampling covariance will be near zero and r will be near a if cr, is nearly equal to (I, and n, is nearly equal to n,. As Harwell et al (1992) point out little is known about the magnitude of the effects of nonnormality on r for welch's test; the same is true for James's second-order test. Moreover, because r for James's second-order test and for the Welch test improve with increasing sample size, information about the behavior of 7 as a function of sample size will be useful in planning experiments.
In this study, the behavior of r for studies in which there are two groups and y,, = y,. is investigated.
Method
The independent variables in the study were (a) sample-size ratio (n, /n, = 3, 13/7, 1 7/13, and 1/3), exp (2) -exp(1))), and (d) total sample size. The quantity y: is 1.08 for the beta distribution, 2.00 for the exponential distribution, and 6.18 for the lognormal distribution.
From (1), 7 the sample sirs that will be required for r to be near a increases as y, increases. Also smaller sample sizes will be required for r to be neat a in the positive case (n, > n,) than in the negative condition (n, < n,).
Consequently, different total sample sizes were 'avestigated for the three distributions. The total samples sizes for the positive and negative conditions were also different. Based on a pilot study, the total samples Multiply each of the observations generated in step 2 by the appropriate constant to simulate heteroscedasticity. The data were generated by using pseudorandom number generators in SAS Lognormal data were generated by using exp(z) whet,.
z was ,r pneudoran,:om normal variate generated by the PANNOR (unction in SAS Exponential data were generated by using Data from the beta distribution were generated by using x/(x + y) where x and y were pseudorandom gamma variates generated by using the RANGAM function in SAS.
For each replication, the data were analyzed by using James's second-order test, the independent samples t, 
In the negative condition r < 1.
As as result, in the negative condition and when n, . n,, the absolute value of the covariance is an increasing function of d and y, and also increases as the sample size ratio becomes more extreme.
As expected from these considerations, the results in Table 2 By fitting regression models to the r, it may be possible to develop an equation that is useful for estimating r for conditions not included in this study. Because r is more disturbed in the negative and equal sample-size conditions than it is in the positive condition, regression models were fit to the ; in Tables   2, 4 In(y0 and products of these variables. The R. for the various models are reported in Table 8 and indicate that the fourth-order product is not necessary. Although R. for the model that included second-order products is almost equal to R. for the model that included second-and third-order products, the test of N'xd'xy,' was significant, tt120) . -2.09, p = .039. Tests of the regression coefficients for the model with d', r', N', and y,', second-order products Of these variables, and N'xd'xy,' as independent variables indicated that only the coefficient for the N'xy,' product was not significant, t(123) .
-.79, p = .429. Table 9 air' for a model with the N'xy,' product removed. The Then it is virtually zero (-.00008).
Results in
Inspection of Table 6 indicates r changes from .0519 to .0578 as d changes from 1 to 3. Insert Tables 8 and 9 About Here summary and Conclusion Type I error rates were estimated for the independent samples t test, Welch's APDF test, and James's second-order test.
The results indicate that when the data are sampled from distributions that are skewed and the variances are different for the sampled populations, Welch's test controls the Type I error rate as well as James's second-order test controls it, at least for the range of conditions included in the study. Note. z denotes a fractile of the standard normal distribution. Refers to the highest-order product in the model. 
