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The present work carries out various sets of numerical investigations to link the primary effect of 
the acoustic parameters with the secondary effect of developing a chemical reaction mechanism 
for water vapor dissociation into hydrogen and radicals. The first set of numerical modeling 
predicts the acoustic pressure distribution inside a typical geometry cylindrical sonoreactor. The 
study validates the acoustic pressure according to different geometrical and acoustical parameters. 
Secondly, the analysis and assessments give access to the sonication process's acoustic streaming. 
The second set validates the acoustic streaming result according to the velocity profile and 
streamlines, which gives an excellent agreement with the literature's experimental data. Analysis 
of variance ANOVA investigates the performance of 27 different configurations for the sake of 
optimization and determines the most influential factors for the design of a sonoreactor. 
Nevertheless, the chemical reaction module develops a chemical kinetics model and simulates the 
sonohydrogen process. The reaction kinetics mechanism consists of 19 reversible reactions and 
investigates the effect of the acoustic bubble temperature and the dissolved gases on the hydrogen 
production rate. The study quantifies the amount of hydrogen produced from the sonohydrogen 
process successfully and reveals the energy consumption to produce one µmol of hydrogen per 
kWh. 
The chemical kinetics results reveal that the higher the bubble temperature, the higher the chemical 
reaction rate. In the case of the H2O/O2 bubble, the energy consumption ranges between 1.05-1.63 
µmol/kWh, with a maximum hydrogen yield of 4% and a maximum energy efficiency of 2% 
depending on the bubble’s temperature. However, in the H2O/Ar bubble, the hydrogen production 
shows an outstanding improvement with energy efficiency in the range 20-30 µmol/kWh with a 
maximum hydrogen yield of 35% and a maximum overall efficiency of 15%. The theory beyond 
this finding lies in the lower thermal conductivity, higher heat capacity, and lower thermal 
diffusivity of water vapor and carbon dioxide composition. We find this study is promising as a 
start for a new technique for hydrogen production. 
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Chapter 1. Introduction 
How will the world solve the problem of reducing our carbon emissions? The solution would be 
to replace coal, oil, and gas in the long-term with primary energy from solar-generated electricity 
and wind-generated electricity. However, wind and solar electricity do not form a complete picture 
of our clean energy solution. Within the mix, we will need a more high-density transportable fuel. 
Imagine that a supertanker will pick up a hundred thousand tonnes of iron from the port of 
Vancouver in western Canada and take it to the eastern part of Toronto. Now, we realize that it 
uses bunker fuel; we immediately think it is terrible. Would it be great if we could replace that 
with batteries? The answer is no because it is not realistic. It is hard to see the batteries achieve the 
energy density that would allow us to power the ship or a plane. However, it is doable with 
hydrogen because hydrogen has a much higher energy density than batteries. Hydrogen is a clean 
fuel that does not produce any carbon emissions because carbon and its derivatives (C, CO2, CO) 
are eliminated from the combustion process; instead, it produces water as a combustion product. 
The question is, where do we get the hydrogen? Hydrogen is a secondary energy source, which 
means it needs to be produced from other substances; we can generate it from water using 
renewable energy, which releases no carbon emissions. We can also produce hydrogen from 
natural gas, coal, and biomass using heat to drive chemical reactions with water. This method does 
release carbon emissions that need to be captured and stored safely. In this Ph.D. thesis, hydrogen 
is produced by an ultrasound source. This method is clean, has no carbon emissions. Once we 
made it, it is convenient to use hydrogen as an alternative to oil for transport and natural gas for 
heating. Hydrogen is an effective way to store and transport energy. With an abundance of natural 
resources, Canada can make clean hydrogen, ensuring it becomes a key part of our energy solution. 
 
1.1 Hydrogen as a potential fuel  
The total energy demand mainly consists of residential, commercial, and industrial demands. Due 
to the industrial energy demand growth, researchers have been probing different opportunities to 
secure an alternative fuel to switch to clean and sustainable fuel. Figure 1.1 shows that the energy 
demand grows steadily in the early part of the projection, driven mainly by an increase in 
industrial-scale production of goods, manufacturing, forestry, fisheries, agriculture, construction, 
mining, and oil and natural gas extraction. The industrial section is taken a huge part of the total 




Figure 1.1: Energy demand over the years up to 2040 in Petajoule [PJ]. Note that PJ equal to 
1.0E+15 Joules [1] 
 
The aim of the research studies in the incoming decades will focus on fuel substituting to reduce 
greenhouse gas emissions from gas turbine applications, such as flight transportation and other 
industrial applications. The challenge is to research developing the advanced and innovative 
sonohydrogen system as a clean energy source. The thesis contributes to evaluate the feasibility of 
producing hydrogen and identifying the fundamentals of the sonochemical process. There are five 
reasons why hydrogen is the future fuel and a secure, clean, and affordable alternative to fissile 
fuels. Here are five reasons why hydrogen has been touted as an energy source of the future and is 
the key to the future of renewables: 
 
1. Zero emissions on roads, hydrogen-powered vehicles emit only heat and water as by-products.  
2. More extended driving range, hydrogen-powered vehicles can travel for longer on less energy. 
3. Decarbonizing industrial sectors, hydrogen could be a substitute energy source for 
manufacturing and emissions-heavy industries. 
4. Secure storage and usage, hydrogen can be easily stored, shipped, and used by businesses. 
5. Proven use case in space travel, hydrogen has been successfully used as a rocket propellant 




















1.2 Potential ultrasound applications   
Ultrasound of high frequency can travel long distances, even through obstacles. Power ultrasound 
is used in many medical and engineering applications. One of the medical applications is that 
ultrasound is used in scanning body parts of a human being, for example, echocardiography and 
imaging of organs. Electrocardiography is the non-invasive recording used to detect heart 
conditions; the record is called an electrocardiogram. A stress electrocardiogram is the record of 
heart response to the stress of physical exercise. The instrument records the changes in the 
electrocardiograph. The electrocardiogram's baseline voltage is the isoelectric line, which 
measures electric potentials using a biomedical amplifier. Ultrasound also has surgical uses; it 
cures medical conditions like cataracts, stones in the kidneys. The ultrasonic waves' ability to cause 
particles of a substance to vibrate rapidly and break into small pieces is used in ultrasound surgery 
cataract is removed by using this technique. Ultrasound is also used in breaking the small stones 
in the kidney into fine particles, and these fine particles are flushed out along with urine. Arafa 
and Mohany reviewed the recent patents associated with ultrasonic applications [2]. 
 
Figure 1.2:  A summary of ultrasound applications at different ultrasonic frequencies 
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Moreover, power ultrasound has many uses in engineering. Ultrasound has a massive history of 
use in many engineering devices for diagnostics processes [3]. Ultrasound is used to clean parts of 
smaller diameter, for example, a spiral pipe. Ultrasounds are used to detect cracks in metal blocks 
after ultrasonic waves are allowed to pass through the metal block, and detectors are used to detect 
the flaws because ultrasound is reflected from the flaws portion. Nevertheless, the expansion of 
sonar is sound navigation and ranging. It is a device used to measure the distance, direction, and 
speed of underwater objects using ultrasonic waves. In order to detect the existence of submarines 
in the seas, inaudible ultrasonic sound signals are sent; the reflected sound waves are received 
again and give access to all measurements. In Figure 1.2, several applications are presented at a 
particular ultrasound frequency range as per previous research reports. This thesis is concerned 
with using ultrasound in hydrogen production [4]. Until recently, researchers haven’t discovered 
that ultrasound can be used for producing useful gases such as hydrogen. 
 
1.3 Research gaps and motivations 
Producing hydrogen via sound waves offers a tremendous opportunity. Introducing high-
frequency sound waves to liquid water provides an environmentally friendly way to produce 
hydrogen. This innovative approach is named: Sonohydrogen. Research gaps and motivations are 
as follows: 
 Sonoreactors are still designed and optimized for conventional/large-scale operations. 
 Previous efforts do not solve the design challenges associated with a full domain of 
sonoreactor. 
 There is a need for a drastic cut in carbon emissions; thus, hydrogen is one of the most 
powerful fuels and highly suitable for clean energy production. 
 Probing the opportunities and challenges of hydrogen-for-future-energy by producing it 
sustainably enough and clean to meet a low-carbon economy's needs. 
 There is a need to enhance our fundamental understanding of the unexplored ultrasonic 
hydrogen production approach. 
 There is a need to enhance our knowledge about the factors affecting the hydrogen 




1.4 Novelty statement 
The challenge is to research developing the undiscovered, advanced, and innovative sonohydrogen 
system as a clean energy source. The novelty of this Ph.D. work is that it contributes to evaluating 
the feasibility of producing hydrogen and identifying the sonochemical process's fundamentals. 
This Ph.D. work's novelty is to extend the up-to-date contributions made in this field, which is still 
limited to many factors that govern the sonohydrogen process for hydrogen production. This Ph.D. 
thesis aims to overcome the lack of data on the operation of the sonoreactor under different 
physical and geometrical conditions. It also proposes a novel energy-efficiency sonoreactor system 
for sustainable and eco-friendly hydrogen production. 
 
1.5 Thesis objectives 
This work aims to develop a novel ultrasonic hydrogen production process named the 
Sonohydrogen process. The concept is based on when ultrasound waves are introduced to liquid; 
they result in generating acoustic cavitation bubbles; when these bubbles collapse, a tremendous 
amount of energy is produced in the microscale, which is enough to dissociate the water molecules 
through a series of chemical kinetics reactions into hydrogen, and other radicals. The present Ph.D. 
thesis provides researchers with an in-depth knowledge of the novel H2 production method using 
the power of ultrasound. The thesis objectives are as follows: 
 
 To model, analyze, and simulate the acoustic and flow field characteristics of sonoreactors:  
This objective is aimed at drawing the CFD domains of the sonoreactors, perform grid orientation 
and grid independence studies for each studied domain, and implement model validation studies 
using experimental data. It will also conduct parametric studies to investigate numerous 
geometries, configurations under different operating conditions. 
 
 To perform various parametric studies considering the acoustic streaming 
The acoustic streaming study aimed to investigate the effects of varying geometrical and 
operational parameters on the sonoreactor performance, compare and contrast the nonlinear 
density with linear and constant densities. Perform a parametric study on the effect of sonotrode 
number on acoustic streaming, and estimate the velocity profile and the formation of the vortices 
in order to assure a good premixing between the liquid levels.  
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 To develop the chemical kinetics mechanism for the sonohydrogen process: 
The chemical kinetics mechanism consisted of 19 chemical reactions is developed based on 
previous combustion studies and is solved using the chemical engineering model. Validation of 
the chemical kinetics model is carried out with data available in the literature. A parametric study 
on the effect of the acoustic bubble temperature and on the effect of dissolved gases is performed, 
writing a perspective on the role of CO2 in enhancing the hydrogen production from the 
sonohydrogen process. 
 
 To perform energy efficiency analysis and geometric-parametric study: 
To probe the best geometry in terms of pressure distribution, acoustic streaming, and velocity 
streamlines. An energy analysis study is conducted on the cavitation energy, cavitation yield, and 
the corresponding energy consumption. The study also examines the acoustical parameters and 
factors that govern the sonohydrogen process, including ultrasound frequencies and acoustic 
power. Evaluate the performances of the reactors under various efficiency criteria and parameters. 
 
 To optimize the design of an ultrasonic sonoreactor for hydrogen production: 
The first objectives will consider designing various configurations of “sonohydrogen” reactors for 
ultrasonic hydrogen production. Perform analysis of variance ANOVA in order to optimize the 




1.6.1 Acoustic pressure model of sonoreactor 
Novel sonoreactor geometries are proposed and validated to estimate the performance that 
explicitly incorporates the ultrasonic waves' influence on the pressure distribution inside the 
sonoreactors. The results revealed that sonoreactor performance is linked to the geometry and 
operation parameters that trigger the sound waves' constructive interference.  
 
1.6.2 Acoustic streaming model of sonoreactor 
The unsteady acoustic module is used along with CFD to simulate the acoustic streaming model 
is of importance to assure premixing of liquid levels. The analysis showed that the acoustic 
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streaming induced by the ultrasonic transducer is a jet-like flow inside the sonoreactor to assure 
mixing between the liquid levels.  
 
1.6.3 Chemical kinetics mechanism model 
To completely dissociate a 1 mole of water vapor requires around 15000 K; the reaction 
mechanism consisted of 19 reversible chemical reactions is simulated, validated, and extended to 
include the effect of the bubble temperature and different dissolved gases. The calculations 
provided a Guideline for quantifying the H2 production from the sonohydrogen process using the 
developed chemical kinetics mechanism. 
 
1.6.4 Hydrogen yields  
Design a sonoreactor that provides the maximum cavitation energy, cavitation yield, and energy 
efficiency. Increasing the input power is not always in favor of hydrogen production or energy 
consumption. 
 
1.7 Thesis outline 
Chapter 2 presents a comprehensive literature review according to different hydrogen production 
methods while comparing their environmental and economic perspectives. It sheds light on the 
innovative hydrogen production technique given the name: “Sonohydrogen”. It compares the five 
main categories before illustrating the physics related to the sonohydrogen process and the factors 
that govern the hydrogen production rate of the sonohydrogen process. All factors are illustrated 
in-depth, explaining the physics beyond increasing or decreasing the hydrogen production rate. 
Chapter 3 presents the development and modeling of the sonohydrogen process using three 
consecutive models, including the acoustics model, bubble dynamics model, and the chemical 
kinetics model. This Ph. D. thesis's main objective of this Ph.D. thesis is to link all models together 
and establish a relation between the acoustic model associated with the sonoreactor and the 
chemical kinetics model associated with the water dissociation reactions for hydrogen production. 
In chapter 4, the results related to each model are presented in the following order: (1) acoustic 
model results of the sonoreactor that give insight into the acoustic pressure distribution of the 
sonoreactor, including validation study and a parametric study investigating different acoustical 
and geometrical parameters. (2) An acoustic streaming study is conducted at which different 
geometries are examined, and results are presented in terms of velocity profiles and streamlines. 
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(3) Geometric optimization is taking place to select the best geometry the provides a high 
possibility of generating acoustic cavitation bubbles and thus more hydrogen production. (4) The 
chemical kinetics modeling study at which hydrogen quantification is reported based on different 
operational parameters and different acoustic cavitation bubble conditions. (5) Performance 
parameters such as the cavitation energy, hydrogen yield, and the energy consumption associated 
with the sonohydrogen process are presented and illustrated. Finally, the work summary and some 
unknown aspects, which are left to subsequent studies, are mentioned in chapter 5.  
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Chapter 2. Literature Review 
Energy is all around us; even so, it is often not in the right place or the exact time we need it. 
However, what if we combine new ways of looking at it with creative ways of converting and 
storing it. We can then transform electrons into hydrogen using a novel sonochemical system or 
electrolyzer systems. We can use high-performance reactors to make synthetic fuels and 
sustainable chemicals. Now we can burn metal powder to fuel our industry, and we can warm out 
cities with heat from thermochemical batteries. Nowadays, a smart energy grid can transform, 
store, and trade energy carriers between all our devices every second across the globe. It is believed 
that this future is now working and collaborates on creating systems for sustainable energy 
production, conversion, and storage. We can provide essential knowledge, high-tech engineering, 
and excellent research. We can drive the energy revolution, but we need to know what previous 
research fellows have done so far. This is the aim of the literature review chapter. 
 
 




2.1 Hydrogen Production Processes  
In this section, different hydrogen production methods are reviewed, and they are compared 
according to environmental and economic perspectives. Hydrogen is not only very powerful and 
efficient, but also it is a renewable source of energy, as it can be produced via five main categories 
of technology, namely, thermochemical [5], (ii) electrochemical [6], (iii) photobiological [7], (iv) 
photoelectrochemical [8], and (v) Sonohydrogen [3], which are all summarized in Figure 2.1. 
 
2.1.1 Thermochemical Process  
The thermochemical process means that the hydrogen production involving the steam gas 
reforming (SMR) of natural gas or liquefied petroleum gas (LPG) [9], which is considered one of 
the widely used means of hydrogen production from a gas material such as methane, ethanol, and 
methanol. In the steam reforming process, natural gas is used as feedstock for hydrogen generation 
and fuel for the reformer furnace's burners. Then steam is generated in the waste heat recovery 
unit by cooling the hot flue gases and process gas. The reaction requires heat, which is generated 
by the combustion of tail gas and natural gas. Natural gas and steam mainly react to produce 
hydrogen and carbon dioxide, and a catalyst activates the reaction. The effect of the adsorptive 
separation produces hydrogen, and the product purity can be as high as 99.999 Vol.%. The tail gas 
contains combustible gases and is used as fuel for the burners. The steam reforming plants are 
required in many applications such as the metallurgical applications, chemical industry, food & 
beverages, glass industry, petrochemical & refinery, and hydrogen peroxide production. However, 
the gasification processes are used when the raw material is solid such as coal or biomass [10–12]. 
This technique has broad sustainability problems. Therefore, Dincer and Acar [13] reviewed and 
evaluated different hydrogen production methods for enhancing the sustainability of such an 
approach. Stream gas reforming is not an environmentally friendly way for hydrogen production, 
as Haryanto et al. [14] reported because of the massive amount of carbon dioxide produced from 
the reforming process.  
 
2.1.2 Electrochemical Process 
This technique is considering hydrogen electrolysis in charge of water electrolysis (WE) to 
produce hydrogen [14]. This method using a low voltage (9 Volts DC power) to create reactions 
in various solutions; this is the electrolytic process and can be used to split water into hydrogen 
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and oxygen; the machine that does this is a hydrogen electrolyzer. The hydrogen electrolysis is 
used to convert electrical energy and store it into tanks in hydrogen, transformed later and back 
into electricity. Hydrogen Electrolysis from water is usually undertaken with liquid alkaline or 
polymer electrolyte membrane electrolyzers. There are different electrolyzers; the alkaline 
electrolyzer works by immersing two electrodes in a liquid electrolyte. When a voltage is applied, 
the released product gases are oxygen and hydrogen. However, it poses some problems; it cannot 
efficiently use intermittent power supplies, meaning it is incompatible with renewables. It also 
compromises efficiency during storage. To store enough hydrogen for regular use, we would need 
either a giant tank or an additional compressor. Simultaneously, the polymer electrolyte membrane 
(PEM) electrolyzer overcomes some of these issues by using a solid polymer electrolyte, the 
membrane responsible for the conduction of protons, the separation of hydrogen oxygen, and the 
electrical insulation of the electrodes. It can use the fluctuating power supply from renewables and 
results in pure hydrogen due to the electrolyte's solid structure. It is easy and more efficient. 
However, it has a prohibitively high cost due to its required use of gold, iridium, and platinum. 
This technique is high-energy demanding with an overall efficiency of 60%. It can be very efficient 
if the electricity cost is below 2 cents/kWh. 
 
2.1.3 Photobiological Process 
The photobiological technology uses the natural photosynthesis activity of bacteria and green algae 
to produce hydrogen [15]. Algae produce hydrogen at certain conditions, and it is an entirely 
renewable source that is made from sunlight and carbon dioxide, and water, and it is a sustainable 
renewable fuel. Concerning photobiological production, some algae and bacteria produce 
hydrogen, using sunlight as their energy source to decompose water into hydrogen and oxygen in 
a series of complex chemical reactions. One main problem is that the production rate is prolonged. 
Detailed reviews associated with this technique can be found in [16,17]. 
 
2.1.4 Photoelectrochemical Process 
The photoelectrochemical technology is producing hydrogen in only one-step using the water-
splitting phenomenon via illuminating a water-immersed semiconductor with sunlight [18]. The 
photoelectrochemical production or photoelectrolysis uses sunlight to split water into hydrogen 
and oxygen. A semiconductor absorbs solar energy and acts as an electrode to separate the water 
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molecules. The research will make this process more efficient and prevent semiconductors from 
eroding too quickly to have a useful surface life. A better technique to produce cleaner hydrogen 
is the so-called “Photocatalytic water splitting,” which can decompose oxygen and hydrogen by 
utilizing sunlight with photocatalyst aid [19–22]. One obstacle to this method is that the instability 
of the semiconductor materials in the aqueous phase. Other disadvantages are provided by 
Haryanto et al. [23]. 
 
2.1.5 Sonochemical Process 
Sonochemistry is defined as how the power of ultrasound can be utilized in chemistry. It has been 
recognized that hydrogen can be produced by introducing ultrasound waves to liquid water. As 
compared to the other non-renewable energy sources, hydrogen can be produced infinitely by 
simple means of separation from water molecules. The Sonohydrogen approach can provide this 
and can produce hydrogen peroxide for medical and industrial use. This technique is not fully 
discovered to the best of our knowledge, and more research studies have to be conducted on it.  
Table 2.1 draws a comparison between the different hydrogen production techniques, including 
differences in the theory and the hydrogen production rate. 
 
Table 2.1: A comparison between different hydrogen production technologies 
H2-production 
methods 
Theory beyond each method H2-Production rate and cost 
Thermochemical 
(steam reforming) 
CH4 + 2 H2O + hthermal 4 H2 + CO2 9-12 tons of CO2/ 1 ton H2  [24]. 
Electrochemical 
(water electrolysis) 




53.4-70.1 kWh/ 1 kg of 
hydrogen [25]. 
Photobiological 
2 H2O + CO2 + Algae/Cyanobacteria 
+ hsolar O2 + 4 𝑒− + 4 𝐻+ 2 H2 
0.07-96 mmol H2 L-1 h-1 [26] 




39 kWh/ kg [27] or 17.3 $/kg of 
H2 [28]. 
Sonochemical 
H2O + hsound  OH +H 
OH + H H2 + O [29] 
0.8 μM min-1 at acoustic 
intensity of 0.6 W cm-2 [30]. 
 
From the above discussion, we conclude that further investigation shall be conducted in the 
sonochemical process and incoming is a detailed illustration of the sonochemical technology, 
benefits of sonochemistry, Sonohydrogen theory, and the system design are considered the focus 
of this Ph.D. work. It will give a snapshot of the Sonohydrogen theory. 
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2.2 Sonochemistry Technology 
In this section, the review associated with the sonochemistry approach is presented, and then an 
insight review of the Sonohydrogen process will be illustrated. In chemistry, the study of 
sonochemistry is concerned with understanding the effect of ultrasound in forming acoustic 
cavitation in liquids resulting in the initiation or enhancement of chemical activity in the solution. 
Therefore, the chemical effects of ultrasound do not originate from the ultrasonic wave's direct 
interaction with the solution's molecules. The simplest explanation for this is that sound waves 
propagate through a liquid at ultrasonic frequencies with a significantly longer wavelength than 
the bond length between atoms in the molecules. Therefore, the sound wave cannot affect the 
bond's depressional energy and, consequently, directly increase a molecule's internal energy. 
Instead, sonochemistry arises from acoustic cavitation. The formation, growth, and implosive 
collapse of bubbles in a liquid, the collapse of these bubbles is an almost adiabatic process. It is 
thereby resulting in the massive buildup of energy inside the bubble, resulting in extremely high 
temperatures and pressures in the sonicated liquid's microscopic region. The high temperatures 
and pressures result in chemical excitation of any matter inside or in the bubbles' immediate 
surroundings as it rapidly imploded. A wide variety of outcomes can result from acoustic 
cavitation, including sonoluminescence, increased chemical activity in the solution due to the 
formation of primary and secondary radical reactions, and increase chemical activity through the 
creation of new, relatively stable chemical species that can diffuse further into the solution to create 
the chemical effect. Penconi et al. [31] reported the hydrogen production rate using different liquid 
mediums. In the case of using water as a liquid medium, the hydrogen production rate is around 
80 µmoles/h, while in the case of ethanol, the hydrogen production rate is 5.5 µmoles/h. A critical 
experimental comparison is made to investigate the effect of the liquid medium on the hydrogen 
production rate while using a sample of 300 mL of water and ethanol separately at 38 kHz. It is 
found that while using water as the liquid medium, the hydrogen production rate is 15 times higher 
as compared to ethanol. 
 
2.2.1 Sonoelectrochemistry  
Sonoelectrochemistry is defined as a combination of three fields, including electrolysis, 
ultrasound, and electrochemistry, which is initially reported by Morigushi [32] in 1934.  In the 
electrolysis process, hydrogen is produced at the decomposition potential in the molecular form, 
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taking place on the electrodes' surface via an electrochemical reaction. The molecular hydrogen 
gas nucleate at the electrode surface's cavity to hydrogen gas bubbles at the cathode active sites. 
The hydrogen gas bubbles start to enlarge at the surface of the electrode. Early in the 1990s, Sheng-
De Li et al. [33] and Richard et al. [34] reported that introducing ultrasonic waves to an electrolysis 
process would considerably increase energy efficiency. In the next sub-sections, we gave a 
snapshot of the fundamental aspects, benefits, approach, acoustic cavitation bubble, and factors 
affecting the hydrogen production rate. 
 
2.2.2 Benefits from sonochemistry  
The ultrasound is widely used for several applications in different fields, including acoustic 
cavitation bubble [35], hardening by immersed metals [36], several medical and clinical 
applications, for example, drug delivery and other therapeutic applications [37], enhanced 
electrospinning [38], enhanced bladder cancer therapy [39] and accelerating chemical reactions 
and processes. The ultrasonic waves and irradiation are associated with potent chemical and 
physical effects for driving, enhancing the chemical reactions and yields. The idea beyond using 
ultrasound is to use less hazardous chemicals and solvents and to reduce energy consumption. 
There are several benefits beyond the sonochemistry approach, such as it can enhance the 
electrochemical diffusion processes. Ultrasound waves are used to enhance the chemical reactions 
and to provide a unique chemical environment. For example, organic syntheses can be significantly 
improved by the use of ultrasound. A comprehensive review is performed on the ultrasound in 
synthetic organic chemistry concentrated on the applications in organic synthesis by Mason [40]. 
Many other researchers, e.g., Cravotto and Cintas [41] and Bang and Suslick [42] have 
successfully performed synthetic organic reactions using ultrasound. Production of nanomaterials, 
environmental treatment, purifying water, corrosion of metals, cleaning polymeric membranes, 
food processing, cavitation bubble dynamics, and hydrogen production. Chen [43] performed a 
comprehensive review in their handbook published in 2011 on ultrasound applications in water 
and wastewater treatment. Many other researchers are performed in synthetic organic chemistry 




2.2.3 Sonohydrogen system Illustration 
When the sound waves with high frequency are passing through a liquid such as water, it will lead 
to the vibration of liquid water mechanically; it is so-called “Water Sonolysis” or “Water 
Sonication.” There are three main configurations used to introduce ultrasound waves into 
sonoreactors, as shown in Figure 2.2. 
 
 
Figure 2.2: Design configurations of a sonoreactor  
 
These configurations are the ultrasonic transducer horn or probe (type-A), the ultrasonic transducer 
bath (type-B), and the indirect irradiation ultrasonic bath (type-C). In the case of the ultrasonic 
horn-type A, the transducer is immersed inside the liquid container, and the ultrasound waves are 
introduced from the horn tip with a diameter smaller than the acoustic wavelength 𝜆 = 𝑐/𝑓 ≤
3.0 𝑐𝑚 [47]; consequently, the acoustic cavitation bubbles are generated. While in the case of the 
ultrasonic bath type-B, where it is mainly used for cleaning purposes, the ultrasonic waves are 
introduced at the bottom of the liquid container. Indirect propagation of ultrasound waves is also 
possible, as shown in type-C. This configuration consists of an ultrasonic bath within which a 
small water container exists. The ultrasonic bath is filled with degassed water, so bubbles cannot 
be formed [48]. However, more considerable concentrated energy will be available in type-A 
(immersed ultrasonic probe reactor), and almost 15% lower power dissipation is found in the case 
of type-B (ultrasonic bath reactor) [49]. Therefore, type-A has been selected in this investigation, 
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as it will contribute to the generation of more acoustic cavitation bubbles. Thus, more hydrogen 
will be generated because of the higher energy dissipation associated with this sonoreactor type 
[50]. Figure 2.3 shows and illustrates the schematic of the sonoreactor model. The ultrasound probe 
immersed in a water container emits sound waves through the water by a frequency range between 
20-40 kHz. Ultrasound also generates acoustic cavitation bubbles within the liquid at the tip of the 
ultrasound probe. The typical ultrasound wave has compression and rarefactions acoustic pressure 
that will accumulate energy inside the acoustic cavitation bubble. This energy is in the form of 
several thousand temperatures in kelvin and several hundreds of pressures in atmospheres, which 
is enough to dissociate the water vapor trapped inside the bubble, the so-called sonolysis process 
[51]. The acoustic cavitation bubbles take place when ultrasound is introduced to liquid water. 
 
 
Figure 2.3: Schematic of the ultrasound generator probe showing H2O/CO2 bubbles and 
the dissociation mechanism  
 
The medium goes through a series of compression and rarefaction cycles. As rarefaction and 
compression high-frequency sound waves travel through water, the expansion will push or stretch 
the molecules apart and give the intense negative pressure to overcome the intermolecular forces. 
In contrast, the compressions push the molecules together through intense positive pressure. If the 
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sound waves strong enough and in succeeding cycles, this will lead to a sudden pressure drop at 
which the cavitation phenomenon occurs, and the creation of gaseous bubbles in liquid takes place. 
These bubbles grow, oscillate, and collapse violently; this phenomenon is called the acoustic 
cavitation bubble. 
 
Figure 2.4: The sequence of acoustic cavitation bubble collapse 
 
The mechanism has four consecutive and instantaneous stages, as seen in Figure 2.4; (a) bubble 
formation, (b) continuous growth, (c) collapse, (d) micro-jets [37], and as reported by Lee et al. 
[52,53]. The first stage is the acoustic cavitation bubble formation due to introduce the ultrasound 
waves to the liquid water. The second stage is the bubble enlarges and grows in successive cycles, 
after which the bubble reaches the unstable mode at which it is about to collapse. The third stage 
is the acoustic cavity implosion, at which a violent bubble collapses, leading to the release of high 
energy. The sonication of liquid water depends on the physical effects of quick heating and rapid 
cooling resulting from the acoustic cavity bubble's implosion. However, a detailed system 
description can be found in the recent perspective article by Rashwan et al. [54].  
The reaction mechanism inside a single-bubble saturated with water vapor during a water sonolysis 
experiment has great interest. The rapid heating phase is described as heat generated from the 
cavity implosion is enough to dissociate the water molecule (H2O) into highly reactive hydrogen 
radicals H and hydroxyl radicals OH. While the quick cooling process is responsible for 
recombining the highly reactive radicals H and OH to form hydrogen H2. Merouani et al. [55] 
reported the most two essential reactions that 99.9% of the hydrogen is produced from the gas 
phase recombination reaction; the reaction can be given as follows: 
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 𝐻 + 𝑂𝐻 ↔  𝐻2 + 𝑂 (2.1) 
However, another recombination reaction takes place at the surface of the bubble shell with a 
minor impact in H2-production can be given as follows [56]: 
 𝐻 + 𝐻 ↔  𝐻2                                                                                                                           (2.1) 
Merouani et al. [57] performed a water sonolysis (waster dissociation to OH+H). They reported 
that water's sonolysis process via low ultrasound frequencies results in thermal dissociation of 
water into hydrogen radicals H and hydrogen oxide radical OH. This process is driven by a 
tremendous amount of heat accumulated inside the bubbles due to a very high temperature, and 
high pressure resulted from cavitation bubbles collapse. Ultrasonic cavitation of water has a 
subsequent collapse of microbubbles. This is considered a unique phenomenon that leads to 
hydrogen production during the water sonolysis process. Water sonolysis is a promising and clean 
technique to produce hydrogen, mainly if the water is used as the hydrogen source. The effect of 
the Sonohydrogen parameters is not clarified yet. This will be the aim of the next section and the 
corresponding subsections. In the next section, several factors governing the H2-production rate 
during the sonohydrogen process will be reviewed. 
 
Figure 2.5: Factors governing the hydrogen production of sonohydrogen process 
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2.3 Factors affecting the sonohydrogen process 
Several essential parameters govern the rate of hydrogen production, as shown in Figure 2.5, 
foremost the acoustic frequency, acoustic power, acoustic intensity, dissolved gas, ambient bubble 
radius, the water bulk temperature, and the gas bubble temperature [55]. However, quantifying the 
hydrogen production rate has not yet been fully developed and still needs many numerical and 
experimental investigations. 
 
2.3.1 Ultrasonic Frequency 
It is noticed that the amount of hydrogen produced from such a process is considered highly 
frequency-dependent as it is the most crucial parameter in sonohydrogen generation—the 
hydrogen production rate increases with the increase of applied frequency [58]. Several dynamic 
factors govern the hydrogen production rate with frequency, such as the maximum bubble core 
temperature and pressure, the amount of water vapor trapped, and the collapse time. At low 
frequencies, the bubble will have more time to expand and enlarge. This would allow more water 
vapor to be trapped inside the bubble core. As a result, the bubble collapse will be extreme and 
will generate a higher pressure and temperature, which will promote the chemical reaction 
producing more radicals. The collapse time will be short at higher frequencies, and the bubbles 
will not have enough time to generate a radical as the bubbles' reaction will be very fast. Combining 
all these factors, we figure out why the applied ultrasound frequency has a significant impact on 
the hydrogen production rate. 
 
Table 2.2: A summary of the experimental studies on H2O2 production using the ultrasound  
 The production rate of H2O2 (μmol/min) 
Frequency [kHz] Petrier & Francony [59] Jian et al. [60] Merouani et al. [61] 
20 0.7 1.1 - 
200 5 5.2 - 
300 - - 2.5 
500 2.1 3 - 
585 - - 4.2 
800 1.4 2 - 
860 - - 3.4 




In Table 2.2, a summary of the conducted studies on H2O2 production using the ultrasound waves 
is presented while comparing different studies at different ultrasonic frequencies. Petrier & 
Francony [59] and Jian et al. [60]conducted experiments where ultrasonic waves at 20 kHz emitted 
from a titanium horn (diameter 3.5 cm) connected to a commercial supply “Branson Sonifier 450”. 
While the high frequencies transducers operated at a piezoelectric disc (diameter 4cm) supplies 
(200, 500, and 800 kHz) and it is connected to a high-frequency power supply from “Electronic 
Service”. Whereas, Merouani et al. [61] conducted their experiments using a 300 kHz piezoelectric 
disc at which ultrasonic waves are emitted from the bottom. Additionally, they performed another 
experiment at higher frequencies 585, 860, and 1140 kHz using a Meinhardt multi-frequency 
transducer (model E/805/T/M) with a diameter of 5.3 cm. It can be seen that the H2O2 production 
rate is increasing while increasing the frequency until it reaches an optimum point, then the rate 
goes down back. This can be attributed to the formation of bubble clouds that attenuate the acoustic 
intensity, which will reduce the production rate of H2O2. 
 
2.3.2 Dissolved gas 
The effect of dissolved gas on the hydrogen production performance lies between two significant 
physical properties; (1) specific heat capacity ratio (γ = Cp/Cv) and (2) thermal conductivity (k). 
The dissolved gas that has higher heat capacity could accumulate at higher temperatures. 
Simultaneously, dissolved gases with low thermal conductivity will have low heat dissipation, 
which will allow more temperature to be trapped inside the bubble.  Consequently, selecting a 
dissolved gas with high heat capacity and low thermal conductivity will be the optimum selection 
for enhancing water vapor's dissociation process, hence, more hydrogen generation in return.  
 
Table 2.3: A summary of the numerical studies on H2-production using the ultrasound waves 
Input Frequency Dissolved Gas H2-output rate References Analysis 
20 kHz Argon 
0.8 to 5 
μMol/min 
Venault [30] Numerical  








1100 kHz Argon 10-17 Mol/s Merouani [57] Numerical 




A summary of the numerical work carried out on the hydrogen production using ultrasound is 
presented compared to the hydrogen production rate at different frequencies and different 
dissolved gases from the available literature review and shown in Table 2.3. 
 
2.3.3 Acoustic power 
The hydrogen production rate is highly dependent upon the acoustic intensity. This is attributed to 
the fact that during the collapse, the acoustic bubble is acting as a micro-combustor in which a 
high-temperature chemical reaction occurs. Highly reactive radicals are the product of such a 
chemical reaction. The chemical reaction is governed by three factors: bubble temperature, 
collapse time, and bubble size, which correspond to the amount of water vapor trapped in the 
bubble. With the increase of the acoustic intensity, the bubbles' expansion ratio will increase, 
allowing more water vapor to be trapped in every single bubble—similarly, the compression ratio 
increases, leading to a higher bubble temperature. As a result, the increase in the bubbles' 
expansion and compression ratios will promote an unusual chemical reaction leading to produce 
more free radicals from the dissociation of the water molecules inside the bubbles. In addition, 
increasing the acoustic intensity will increase the collapse time, so the chemical reaction will have 
more time to produce more reactive-radicals. When we combine all of these factors, including 
bubble expansion, promoting chemical reactions, and collapse time, this will lead to higher H2 
generation. Kerboua and Hamdaoui [63] performed a numerical estimation of hydrogen production 
at different operating conditions of acoustic power and frequencies. They confirmed that the theory 
of increasing acoustic intensity leads to an increase in the hydrogen production rate. Their results 
are reported in Table 2.4. 
 
Table 2.4: H2-production (Mole) at different acoustic power amplitude and frequencies. Data 
extracted from Kerboua and Hamdaoui [63] 
 Acoustic Pressure Amplitude 
Acoustic 
frequency 
1.5 [atm] 2.0 [atm.] 2.5 [atm.] 3.0 [atm.] 




2.3.4 Bulk liquid temperature 
The cavitation is considered a dynamic phenomenon, strongly affected by the operating parameters 
such as bulk liquid temperature, static pressure, and geometry of the sonoreactor. The 
sonochemical process's reaction mechanism is influenced by the bulk temperature, as pointed out 
by Sutkar and Gogate [64]. Any tiny changes in the temperature will alter the liquid medium's 
pressure and acoustic intensity, yielding a dramatically different cavitation effect [65]. Few studies 
have considered the quantitative determination of the parameters such as temperature and pressure 
field over an entire range of operation as a function of different operating parameters by 
Marangopoulos et al. [66] and Zeqiri et al. [67,68]. Kim et al. [69] studied the effect of ultrasound 
irradiation on the temperature and pressure distribution inside the sonoreactor. In all liquid media, 
the temperature increases with time. However, the differences in all liquid media's physical and 
thermodynamic properties are why the variation of the temperature trends concerning time. The 
effect of the liquid bulk temperature is scarce in the literature, and the precise mechanism of this 
effect remains unclear. The liquid bulk temperature has a significant impact on bubble temperature 
and the hydrogen production rate in return. The liquid bulk temperature is critical as it is considered 
the surrounding medium of the acoustic cavitation bubbles. When bulk fluid temperature increases, 
the bubble temperature increases leading to liquid-vapor pressure increases and more vapor is 
trapped inside the bubble. However, increasing the bulk temperature will make the bubbles 
collapse less violent, affecting the decomposition process of water molecules causing fewer active 
radicals. Combining these two essential factors should lead to an optimum liquid bulk temperature 
at which the maximum hydrogen production rate is achieved. 
 
2.3.5 Bubble temperature 
It is all about how much energy is required to take hydrogen H2 out of a single water molecule 
H2O. Firstly, in order to dissociate a water molecule H2O into hydroxyl radical OH and hydrogen 
radical H, this would require the energy of approximately 497.1 kJ/mol. Secondly, to dissociate 
the hydroxyl radical OH into hydrogen radical H and oxygen radical O, this would need an energy 
of approximately 425.9 kJ/mol. Thus, collectively, the total amount of energy required to 
dissociate a single water molecule entirely is 920 kJ/mol, equivalent to 51 MJ/kg. Based on a 
simple energy balance equation and 1st law of thermodynamics: 𝑄 = 𝑚 𝑐𝑝 ∆𝑇, by substituting the 
value of the heat per unit mass and the specific heat of constant pressure of water vapor, at an 
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average temperature of 6000 K, 𝑐𝑝 = 3.350 kJ/kg. K. We will find out that the bubble temperature 
required to dissociate a single water molecule completely is around 15000 Kelvin. Gallego et al. 
[70] reported single bubble sonoluminescence to reach temperatures up to 20,000 K as measured 
from light-emission spectra. Therefore, the quest for ever-higher temperatures began soon after 
discovering single-bubble sonoluminescence by Gaitan and Crum [71] and still undergoing. While 
measurements from the light spectrum peak around 20,000 K for water. This shows that the 
acoustic cavitation bubble's body allows a dense plasma or micro-combustion at higher 
temperatures [72–74]. However, in water, water vapor's dissociation in the bubble upon its collapse 
quenches the high temperatures as per Toegel et al. [75]. This, indeed, is suggested by experiments 
performed at 30.4 kHz (with the addition of the second harmonic) in sulfuric acid as reported by 
Rossello et al. [76] though not by measuring the light-emission spectrum. Instead, the maximum 
temperatures in the bubbles have been estimated by fitting the measured radius time curves to a 
bubble model. A temperature of 76,000 K is predicted from bubble oscillation curves obtained at 
1.8 bar driving pressure. Another example, Schanz et al. [77] a single bubble with an equilibrium 
radius 𝑅0= 4.5 μm saturated with water vapor and argon at 1.3 bar in a sound filed of 26.5 kHz. 
The maximum temperature reached in this case is 16,450 K as determined from the kinetic energy 
of the molecules. This compares well with the spectroscopic measurements of single bubble 
sonoluminescence. 
 
Figure 2.6: Space-time evolution of temperature during the collapse at an equilibrium radius of 
𝑅0= 4.5 μm driven at 26.5 kHz and 1.3 bar. Adapted from Schanz et al. [77] 
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On the other hand, some researchers reported severe and extreme temperatures in the literature. 
For instance, in 2007, Kim et al. [78] performed numerical simulation analysis on the temperature 
and pressure fields due to a collapsing bubble under ultrasound. They reported the estimated 
bubble temperatures up to 150,000 Kelvin and bubble pressure up to 10,000 atm from their 
numerical simulation at different boundary conditions with 𝑅0 = 15.0 𝜇𝑚, 𝑃𝐴 = 1.5 atm, and 
𝑓=37.8 kHz, the bubble center temperature goes up to 10,000 K. At another condition, 𝑅0 =
5.0 𝜇𝑚, 𝑃𝐴 = 1.33 atm, and 𝑓𝑑=12.93 kHz, the bubble center temperature goes up to 60,000 K. 
Surprisingly, at 𝑅0 = 4.5 𝜇𝑚, 𝑃𝐴 = 1.3 atm, and 𝑓𝑑=32.8 kHz. The bubble center temperature goes 
to 150,000 Kelvin. Recently, other researchers reported also different bubble temperatures, 
pressures at wide range of boundary conditions. For instance, Kerboua et al. [63] performed the 
numerical estimation of the ultrasonic production of hydrogen. They reported bubble temperature 
goes up to 15000 K. Here is a summary table for the ranges of the temperature and pressure at the 
collapse of an acoustic cavitation bubble exposed to an ultrasonic frequency field at different 
boundary conditions. 
 
Table 2.5: Summary table of the bubble temperature and pressure ranges as reported in the 
literature with corresponding references 
Reference  Bubble Temperature Range Bubble Pressure Range 
Colussi et al. [79], 1998 
2000 - 8000 K, 𝑅0 = 2 𝜇𝑚, 20 
kHz, 𝑃𝐴 = 2 𝑎𝑡𝑚. 
- 
Gogate et al. [49] 1000 - 5000 K 100-50,000 bar 
Kerboua and Hamdaoui [63] 1000 – 15000 K - 
Merouani [57] 1000 - 7500 K 10 MPa – 900 MPa 
Merouani et al. [29] 
6000 K at 20 kHz, 𝑅0 = 7.5 𝜇𝑚 
5500K at 355 kHz, 𝑅0 = 3.2 𝜇𝑚 
10000 atm at 20 kHz, 𝑅0 =
7.5 𝜇𝑚 
200 atm at 355 kHz, 𝑅0 =
3.2 𝜇𝑚 
Merouani et al. [61] 4000K at 21.4 kHz, 𝑅0 = 8 𝜇𝑚 - 
Kim et al. [78] 
𝑅0 = 15.0 𝜇𝑚, 𝑃𝐴 = 1.5 atm, 
and 𝑓𝑑=37.8 kHz, Bubble center 
temperature goes up to 10,000 K 
10000 atm, 𝑅0 = 13.0 𝜇𝑚, 
𝑃𝐴 = 1.4 atm, and 𝑓𝑑=28.5 
kHz 
Kim et al. [78] 
𝑅0 = 5.0 𝜇𝑚, 𝑃𝐴 = 1.33 atm, 
and 𝑓𝑑=12.93 kHz, Bubble center 
temperature goes up to 60,000 K 
- 
Kim et al. [78] 
𝑅0 = 4.5 𝜇𝑚, 𝑃𝐴 = 1.3 atm, and 
𝑓𝑑=32.8 kHz, Bubble center 





The bubble temperature is one of the critical parameters that affect the mole fraction of the 
produced hydrogen. The maximum bubble temperature is associated with two operational 
conditions, such as the frequency and the acoustic amplitude. Merouani et al. [57] reported the 
amount of H2 production for different bubble temperatures. The analysis is conducted on a single 
acoustic cavitation bubble. It can be seen that there is an optimum hydrogen rate recorded in the 
range between 5000-7000 K. The higher the bubble temperature, the higher the amount of 
hydrogen production as per Table 2.6. The results revealed that the amount of hydrogen production 
is higher at a low acoustic amplitude and high frequency. In contrast, hydrogen production is lower 
at a high acoustic amplitude and low frequency. On the other hand, to attain the maximum bubble 
temperature at the end of the bubble collapse, higher acoustic amplitude and low frequency should 
be applied [57]. 
 
Table 2.6: H2-production at bubble temperature [K] by Merouani et al. [57] 
Bubble 
Temperature [K] 
1500 2000 2500 3000 3500 4000 4500 5000 
H2 Production 
[mol] 
2 E-33 1 E-25 2.1 E-24 3.5 E-21 0.5 E-19 7 E-18 6.3 E-18 5.1 E-15 
 
In conclusion, many factors are governing the hydrogen generation from the sonohydrogen 
process. This study is obligated to quantify the amount of hydrogen produced from the 
sonohydrogen technology by performing numerical investigations. An acoustic model and 
chemical kinetics models have been developed, validated, and investigated. In the next chapter, 
the developed acoustic model is illustrated in detail. 
 
2.4 Previous numerical and experimental studies 
In this section, recent numerical modeling and solution for the Sonohydrogen approach are 
presented starting from the hydrodynamic modeling for the gas inside the bubble in liquid medium 
considering simulation about bubble behavior at different ultrasonic frequencies. Then we will be 
turning to some numerical simulation of the sonoreactor for characterizing the flow and the 




2.4.1 Numerical modeling studies  
Hydrodynamic modeling and solution for the gas inside a bubble in a liquid medium is subjected 
to ultrasound waves triggers solving the Navier-Stokes equations for the gas inside the bubble. The 
gas conservation inside the bubble assumes that the bubble has a symmetrical and spherical shape. 
The governing equations associated with the gas trapped inside a bubble subjected to ultrasound 
waves are introduced, including mass, momentum, and energy are given by Kim et al. [78]. 
Numerical simulation of a near-wall bubble collapse is performed by Osterman et al. [80] in an 
ultrasonic pressure field. This numerical simulation has considered a 2-D and axisymmetric model. 
A pressure field is generated with the bottom of a container oscillating at 33 kHz. In this study, a 
validation of the model is successfully achieved by comparing a bubble collapsing near the 
oscillating wall as compared to the experimental work done by Philipp and Lauterborn [81].  
Results considering the pressure contour oscillation and the pressure fluctuation are reported in 
Figure 2.7 (a) and (b), respectively. 
  
(a) (b) 
Figure 2.7: (a) Oscillating pressure field in the domain; (b) the pressure fluctuation at the 
center of the bottom (blue) and the bottom displacement (pink) by Osterman et al. [80] 
 
The comparison is made in terms of the dynamics sequence of the cavitation bubble collapse 
concerning time. A sequence of the acoustic cavitation bubble is captured using an experiment 
conducted by Philipp and Lauterborn [81] and a numerical work done by Osterman et al. [80]. The 
difference between the experimental and numerical simulation is that the differences lie in the 
bubble shapes and the bubble position at the end of the collapse. This can be attributed to the 
numerical simulation did not consider the phase changes, and the experimental work has some 
uncertainties due to the gravitational effects. Another difference that can be found between both 
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experimental and numerical work is that the counter-jet resulted from the bubble collapse is not 
captured by the numerical simulation. This is also attributed to the fact that the phase change has 
not been considered in the numerical simulations. Many research studies are conducted to 
investigate the acoustic cavitation bubbles. The cavitation bubbles can be characterized by 
oscillations' dynamics and maximum pressure and temperature inside the bubbles before the 
collapse. Rooze et al. characterized [82] acoustic cavitation bubbles reporting some recent 
experimental reports to characterize the bubbles. In the textbook by Yasui [50], a comprehensive 
illustration is included for helping readers to understand the phenomenon of acoustic cavitation 
and bubble dynamics. 
 
 
Figure 2.8: Active cavitation zones simulated by CFD technique for the reactor filled with 
saturated crude oil at a temperature of 25 ℃ by Niazi et al. [83] 
CFD simulation is performed on the acoustic cavitation in a crude oil upgrading sono-reactor and 
prediction of collapse temperature and pressure of a cavitation bubble by Niazi et al. [83]. In this 
study, ultrasonic waves are introduced to liquid water contained in a sonoreactor via an ultrasound 
probe to investigate the pressure distribution. The experimental data is utilized from the Hielscher 
Ultrasound Technology website for a sono-reactor filled with water at 20 kHz and 2 kW. In the 
same study, CFD analysis of acoustic cavitation in a crude oil sono-reactor and prediction of 
collapse temperature and pressure of the cavitation bubble is conducted as well. Figure 2.8  
presents the numerical results simulated to show the active cavitation bubbles zones in the sono-
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reactor filled with saturated oil at a bulk temperature of 25℃. The acoustic pressure threshold for 
acoustic bubbles is estimated to be 0.153 MPa with an initial oil bubble size of 10 µm. On the 
other hand, the figure is also showing the collapse pressure and temperature of the generated 
acoustic cavitation bubbles while crude oil is the working medium. The collapse pressure and 




Figure 2.9: Pressure profile (a), pressure contour (b), and temperature contour (c) with 
ultrasonic power of 300 W, the liquid medium is water by Kim et al. [78] 
 
The temperature and pressure fields due to the collapsing of bubbles under ultrasound conditions 
are predicted by Kim et al. [78] via the solution of Navier Stokes equations for the gas trapped 
inside a bubble. They compared the pressure profile of four different liquid mediums. The pressure 
profiles are different from each other; this can be attributed to the difference in the sound velocity 
and each medium's density. They reported the pressure profile and temperature contours of water, 
as seen in Figure 2.9. Generally, the hot spot zone usually takes place near the tip of the ultrasound 
probe. From the pressure profile results, it can be concluded that the pressure profile oscillates 
starting from the probe tip to the way down to the bottom of the container.  
 







Figure 2.10: Pressure field distributions inside the sonoreactor; (a) pressure contours of the 
vertical transducer, (b) Axial pressure amplitude distribution, (c) pressure field of longitudinal 
transducer (d) radial pressure amplitude and the direction of the transducer at z=0.095 from the 
bottom by Sutkar et al. [84] 
 
 
At an acoustic power of 300 W, the maximum and minimum pressure are recorded at 8.838 and -
9.533 Pa, respectively. The temperature increased while increasing the acoustic power or the 
irradiation time. Sutkar et al. [84] performed a numerical analysis of the theoretical prediction of 
cavitation activity distribution in a sono-reactor. Numerical simulation is carried out and compared 
with experimental investigations. A 2 cm diameter ultrasonic probe with a maximum power of 240 
W and a frequency of 20 kHz is being immersed in a cylindrical water bath (D= 13.5 cm × H= 
17.5 cm). The results presented the variation of the pressure distribution inside the sonoreactor, as 
seen in Figure 2.10. The pressure contours of the vertical transducer and its corresponding pressure 
amplitude in the ultrasound probe's axial direction are shown in Figure 2.10(a) and (b), 
respectively. It is well recognized that the maximum pressure amplitude is close to the tip of the 
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transducer probe and the pressure tremendously decreases on the way to the bottom of the reactor. 
The pressure contours of the longitudinal transducer and the corresponding pressure amplitude in 
the axial direction of the ultrasound probe are shown in Figure 2.10(c). Pressure fluctuation is 
observed along the length of the probe in the x-direction at z = 0.095 m, as presented in Figure 
2.10(d). Many research studies considered the improvement of the acoustic and flow fields of the 
sono-reactor. Wei [85] performed a numerical simulation to design and characterize an ultrasonic 
transducer to overcome traditional transducers' disadvantages. Wang et al. [86] and Memoli et al. 
[87] performed characterization studies and improved a cylindrical-type sono-reactor. In the next 
section, different experimental configurations have been summarized and reported. Analysis of the 
most important findings is quantified coherently. 
 
2.4.2 Recent experimental studies  
Ultrasound-induced cavitation bubbles can be a source of acoustic waves due to bubble oscillation. 
The production of these sound pressure waves can be attributed to two reasons; the first reason is 
that these pressure waves is a result of the bubbles collapse, whereas the second reason is that these 
pressure waves are produced from the interaction between the bubbles, the wall and the reflected 
ultrasound waves from the walls. It is not yet clear that the production of these sound pressure 
waves is due to which of these reasons. Therefore, further experimental investigations should be 
carried out. An overview of different experimental configurations and recent experimental work 
procedure and their significance in understanding the sonohydrogen production approach will be 
presented. Recently, Yasui et al. [50] recommended that the liquid surface inside the small water 
container be aligned with the same level of the degassed water in the liquid bath to obtain the same 
irradiation condition. Traveling and standing waves governing equations associated with the 
ultrasonic transducer immersed in the sono-reactor are summarized and well-illustrated by Kinsler 
et al. [88]. They provided an intensive illustration of different wave shapes, such as a plane sound 
wave traveling through a liquid medium. Furthermore, a spherical wave can be formed if the 
acoustic wave source is a point source that emits an acoustic wave into a liquid medium. The 
authors also considered a circular plane disc emits an acoustic wave into a liquid medium. In fact, 
the circular disc is acting similarly to the tip of the ultrasonic probe that emits ultrasound waves to 








Figure 2.11: Different experimental configuration of sonoreactors in three different 
laboratories (a) AIST 96k, (b) Nagoya 130k and (c) Shiga 200k by Koda [89] 
 
The generated acoustic cavitation bubbles by ultrasound are significantly affecting the density and 
sound velocity in the medium. In general, the density, sound velocity, and acoustic pressure 
amplitude decrease because of the generation and presence of bubbles under an ultrasound probe. 
The decrease in acoustic pressure amplitude has been studied and can be found in [90]. Koda et al. 
[89] compared 3 (three) different experimental setups for the sake of calibrating the sonochemical 
efficiency of different sono-reactor. The experimental setup (a) is built, operated, and tested in the 
National Institute of Advanced Industrial Science and Technology (AIST). An ultrasound 
transducer of 45 mm is mounted at the bottom of a water bath to sonicate a sample of a volume of 
50 cm3, as seen in Figure 2.11(a). Simultaneously, Nagoya University and Shiga University of 
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Medical Science experiments are presented in Figure 2.11 (b) and (c). All experiments are used to 
create a standard method to calibrate the efficiency of the sono-reactor and sonication efficiency, 
and the results of this comparison study are presented in the next section. Optimization of a sono-
reactor (Type-A) subjected to a frequency of 20 kHz is investigated numerically by Klima et al. 
[47] and compared with experimental results. The second significant important parameter affecting 





Figure 2.12: (a) Detail normalized ultrasonic intensity distribution at the ultrasonic horn tip, (b) 
comparison between the experimental sonoreactor (water, 20 kHz, ultrasonic power = 10 W) and the 
predicted intensity distribution for the same geometry by Klima et al. [47] 
 
In this study, the effect of acoustic power intensity on the sono-reactor characteristics and the 
ultrasound fields are studied. In the case of low intensity, the intensity distribution's prediction is 
well simulated, while the opposite in the case of high intensity, the intensity distribution estimation 
is complex. Figure 2.12 (a) presents the intensity distribution around the tip of the ultrasound 
probe. It is found that the higher intensity takes place close to the probe tip. Figure 2.12 (b) presents 
a comparison between the experimental results and the numerical analysis, and it can be seen that 
both are fitted closely. Son et al. [91]  performed an experimental investigation on the acoustic 
emissions spectral using Type-B experimental configuration. They considered different 
experimental parameters, including the liquid height and transducer power. The experimental setup 
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of the sonoreactor consists of an acrylic cylindrical sono-reactor (11 cm diameter and 110 cm 
height) with a transducer type piezoelectric transducer PZT. A 36 kHz frequency transducer is 
mounted at the bottom of the sonoreactor. The water container is filled up with water at different 
liquid heights, such as 100 cm. a power meter is then mounted at the exit of the ultrasonic 
transducer controller to control the power input. A hydrophone is used to record the acoustic 
emission spectra, and it is fixed at the mid-point of the sono-reactor. 
 
Figure 2.13: The Sono-chemiluminescence images under different input power for 30, 60, and 
90 W by Son et al. [91] 
 
They investigated 3 (three) different electrical input power, and they reported the total relative 
sono-chemiluminescence H2O2 generation and the calorimetric heat power. They reported that the 
H2O2 generation is 10.7, 30.6, and 25.6 μM at 30, 60, 90 Watts, respectively. Figure 2.13 shows 
the effect of increasing the transducer power on the Sono-chemiluminescence images. The water 
inside the sono-reactor is mechanically vibrated. The results showed that at low acoustic input 
power bright zone appeared as an indication for a traveling wave, and a standing wave is observed 
in the remaining part of the sono-reactor. At an average acoustic power, the bright conical zone is 
reduced, and the stripes are concentrated along the sono-reactor axis.  Whereas, at high acoustic 
input power, the bright zone is reduced because of a cloud of bubbles formed near the transducer; 
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note that the transducer is mounted at the bottom of the sono-reactor. They reported a crucial 
observation that higher acoustic power does not significantly affect the hydrogen production yield, 
but it can be a reason for emitting acoustic emissions at harmonic frequencies. The more the 
bubbles are generated, the more the acoustic energy will be attenuated. A recent experimental work 
performed by Merouani et al. [61] studied different methods for estimating the active bubbles in a 
type-B sonoreactor. Experiments involving H2O2 production is carried out using an ultrasonic 
reactor containing 300 ml of distilled water. They conducted the experiments in cylindrical water-
jacketed glass reactors. They reported some experimental procedures, including that water 
temperature should be kept at 25℃ by a water jacket recirculation around the cylinder. They 
reported that the bubble radius and H2O2 production rate are highly ultrasonic frequency-
dependent. 
A different configuration has been suggested by Cotana et al. [92] for studying water photo-
sonolysis for hydrogen production. H2O2 and H2 are the main products of this sonochemical 
reaction mechanism because of the highly reactive radicals' recombination, produced from the 
water molecules' dissociation at the first chemical reaction. They reported the sonochemical 
reaction steps in Table 2.7, corresponding to H2 and H2O2 production. The experimental photo-
sonolysis reactor consisted of a rectangular reactor with one glassed side to introduce photonic 
energy. It had 3 (three) main ducts, as highlighted in the figure, with two piezoelectric transducers 
mounted at the reactor's bottom. In order to generate the ultrasonic field in water, two piezoelectric 
transducers connected to the ultrasonic transducer controllers are attached to a power meter. The 
transducer generated the ultrasonic waves at a frequency of 22.5 kHz with a minimal input power 
of 50 W only. The experiments are carried out using the following procedure; first, the sono-reactor 
is filled with 0.1L of distilled water; second, the water above the water surface is injected with 
inert gas; thirdly, the water is subjected to the ultrasonic actions at different pressure conditions 
namely, 1.0, 1.5, 2.5 atm. They performed a parametric study analysis to investigate the effect of 
the sono-reactor pressure on the hydrogen production rate. 
Table 2.7: Sonochemical reaction steps by Cotana et al. [92] 
H2O  H + OH (1) 
H+OH  H2 + O (2) 
OH+OH  H2O2  (3) 
H2O2  H2O + ½ O2  (4) 




Figure 2.14 presents the hydrogen production in µMol concerning time (in minutes). The results 
show a linear relationship between the produced hydrogen and time. Furthermore, the highest 
production rate took place for 1.0 atm pressure condition, and the production rate of hydrogen 
decreased as the pressure inside the sono-reactor increased. This could be attributed to the sono-
reactor is pressurized. The acoustic cavitation bubbles cannot be oscillating freely, reducing the 
amount of heat absorbed by the bubbles and affecting the hydrogen production rate. 
 
  
Figure 2.14: Hydrogen production versus time for different pressure conditions reprinted from 
[92] 
The performance and efficiency assessment criteria of the sonoreactors are presented in the next 
section. Detailed description in the view of the sonochemical efficiency calculation procedure is 
presented in terms of the energy density, ultrasonic power dissipated in the liquid medium inside 
the sonoreactor, and cavitational energy. A comparison is made regarding the sonochemical 
efficiency from previous reports and studies in the literature. 
 
2.5 Challenges for Sonohydrogen reactor design  
In this section, the need for further research studies is presented. The main challenges associated 
with the efficient design and operation of sono-reactor are summarized in Figure 2.15. The 
challenges are revealed from previous and ongoing studies considering sono-reactor experiments 
and given in details as follows: 
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1) The acoustic field: has not been fully understood both numerically and experimentally. The 
acoustics field is highly complex for several reasons, such as the inhomogeneous spatial 
distribution of bubbles. Consequently, the speed of sound is time and position-dependent. 
Furthermore, the liquid container’s walls are vibrating due to the pressure oscillation of the 
liquid medium. These vibrations emit acoustic waves back to the liquid medium, which will 
significantly affect the acoustic field. 
2) Mechanism of H2 production: this challenge lies in advancing our fundamental understanding 
of the mechanism of hydrogen production as the mechanism is not yet understood, and the 
most reported suggestions are controversial. Water-sonication experiments are still under 
investigation. Some research studies hypothesized that most of the H2
 production is generated 
inside the bubble during the gas phase. At the same time, others contradict this hypothesis by 
reporting that H2 is formed on the bubble shell by the recombination of the generated radicals. 
3) Intensity distribution: many difficulties are found in the determination of the intensity 
distribution inside the sono-reactor. Determination of ultrasonic intensity is well investigated 
in the case of low-intensity ultrasound. However, the challenge comes in when high power 
ultrasound is used when it exceeded the cavitation threshold. Other difficulties in the 
determination of ultrasonic intensity distribution lie in that ultrasound is mainly characterized 
by the power delivered to the system determined by calorimetry. Furthermore, the ultrasound 
field inside the sono-reactor is known to be a non-uniform sound field because most of the 
ultrasonic energy is consumed at the tip of the ultrasonic probe. 
4) Attenuation of the sound waves in the liquid medium, as ultrasound waves are emitted and 
propagate through the liquid medium, the sound's acoustic intensity decreases along with the 
distance from the ultrasonic probe to the bottom of the liquid container. The attenuation takes 
place due to reflection, refraction, and absorption of the sound waves by the generated bubbles. 
As a result, active and passive acoustic zones will exist inside the sono-reactor. It is essential 
to understand the effect of these changes within the sono-reactor by probing the possibilities 
to reduce these attenuation effects.  
5) Factors affecting the ultrasonic hydrogen production are the frequency of ultrasound, type of 
dissolved gas, acoustic power, and the bulk liquid temperature. Data concerning the effect of 
ultrasound frequency and the water bulk temperature are very limited and scarce in the 
literature and need to be furtherly investigated. 
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6) Energy conversion: one of the most important factors in developing an industrial process is the 
energy conversion from ultrasound waves to the required effect. The importance lies in the 
change of liquid properties as per the ultrasonic characteristics, which is considered very 
limited in the literature.  
7) Large-scale sono-reactor: some researchers highlighted that the implementation of industrial 
sono-reactors had not reached full commercialization yet because most of the research studies 
are considered the lab-scale sonoreactors and do not provide enough information about the 
optimum design and optimum operating conditions of the sonoreactors. It is necessary to 
understand the sono-reactor characteristics, including the cavitational energy and acoustic 
intensity distribution. 
8) Quantification of the produced hydrogen: few studies have considered quantification of the 
hydrogen production rate. Detailed quantification is essential to clearly understand the effects 
of different operating conditions, which is necessary to upgrade sono-reactors from the lab-
scale to industrial or conventional scale. 
 
Figure 2.15: Challenges associated with sonoreactors 
 
In order to address these challenges, an acoustic model and chemical kinetics model have been 































Chapter 3. System Development and Modeling 
3.1 Sonoreactor Acoustic Modeling  
Computational fluid dynamics (CFD) is a powerful tool used mainly to optimize and predict the 
characteristics of the sonoreactor model. The present numerical study aims to provide a detailed 
explanation and instructions to model the sonoreactor under different operating conditions. We 
present the computational domain, the physical models, and the boundary conditions in the 
following sections. Numerical models are also developed to simulate the sonication process, and 
they are successfully validated and compared with available data in the literature. Several 
numerical investigations are conducted using the finite-element method and solved by the 
computational acoustics module in the COMSOL Multiphysics. The acoustic and geometrical 
parameters' effect is considered, analyzed, and reported, including the ultrasonic frequency, 
acoustic intensity, and the reactor's scaling-up. The present results include a parametric study 
examining the change of the ultrasonic frequency, power, and other geometrical effects. 
 
3.1.1 Computational domain 
The numerical modeling is performed in 2D and 3D domains for the sonoreactor model under 
different operating conditions. The numerical study investigates the acoustic and flows fields' 
characteristics in a sonoreactor with an immersed-type transducer. An axisymmetric 2-D geometry 
of the sonoreactor is going to be modeled. The sonoreactor model domain and dimensions are 
inspired by the experimental work conducted and published by Gogate et al. [49], and it can be 
seen in Figure 3.1 (a). The basic sonoreactor computational domain consists of an acrylic glass 
cylindrical container with an internal diameter, D = 135 mm, and a height, H = 170 mm with an 
aspect ratio [H/D = 1.26]. The sonoreactor is filled with liquid water at the ambient temperature 
of 25 ℃. The ultrasound transducer probe is immersed in water at a distance, d = 20 mm, from the 
top side of the glass cylinder with the following specifications (20 kHz, 36 W, and tip-diameter, 
DP = 20 mm). The 3D domain is built up, as shown in Figure 3.1 (c), to examine the sonoreactor 
under different operating conditions and consider the curvature of the wall. The sonoreactor 
geometry is axisymmetric; thus, a quadrant 3-D domain is built up to decrease the computational 
time and cost. Grid generation is carried out with a small mesh close to the ultrasonic transducer 







Figure 3.1:  (a) The developed sonoreactor model  with an aspect ratio, H/D = 1.26, (b) 
boundary conditions of the sonoreactor, (c) Computational quarter domain in 3D, same 
boundary conditions as the 2-D domain showing the meshing 
 
In order to check the mesh accuracy and quality, a grid independence study is carried out to 
eliminate the effect of the mesh size on the results. Different meshes are used with different 
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fine mesh 263273 elements. It is found that any further increase in the mesh density would not 
alter the results. Because of this study, the extra fine mesh is used with 48697 elements chosen to 
continue the simulation study. Moreover, different geometries are investigated, which is shown in 
Figure 3.2. COMSOL Multiphysics is used to draw all of the geometries. GEO.1 is a typical 
sonoreactor configuration inspired by an experimental work reported by [49] and validated for 
benchmarking. While GEO.2 is an inverse cone configuration, GEO.3 is a typical cylinder 
sonoreactor with a curved bottom wall, and GEO.4 is a regular cone shape with a broader bottom 
area. The geometries are built and inspired by [93], who conducted research studies on analytical 
applications for sonochemistry. These geometries are customary geometrical shapes of 
sonoreactors used in chemical industries. The geometries developed based on how the sonoreactor 
wall and base will influence the computational results, including a contracting wall and base 
(GEO.2), a concave base (GEO.3), and an expanding wall and base (GEO.4). At an ambient 
temperature of 25 ° C and atmospheric pressure, all sound reactors are filled with water. The 
ultrasound transducer is immersed in the water at a certain distance, and d = 20 mm (20 kHz, 36 
W, and a tip-diameter, DP = 200 mm) from the top of the acrylic glass cylindrical cylinder. The 
acoustic pressure-frequency domain COMSOL module is used mainly to predict the acoustic and 
flow fields’ characteristics of the sonoreactor models. 
 
Four sonoreactor geometries will be simulated using the finite-element method and solved by the 
available computational fluid dynamics tool in COMSOL Multiphysics. This study's second 
objective is to investigate the influence of the geometrical parameters such as the sonoreactor 
geometry, wall boundary, and conditions on the acoustic pressure distribution inside the 
sonoreactor. This includes varying the outer sonoreactor geometries, namely, the typical 
cylindrical sonoreactor shape, the hexagonal sonoreactor, and the square sonoreactor. 
Additionally, the effect of adding multiple sonotrodes is also investigated, and the acoustic 
pressure distribution is quantified, compared, and reported. Finally, the input power effect on the 
cavitation energy and sonochemical hydrogen yield is investigated while varying the input power 






(a) Geometry 1-Typical cylindrical sonoreactor  (b) Geometry 2- Concave base sonoreactor  
  
(c) Geometry 3 – Narrow base sonoreactor  (d) Geometry 4 – Wide base sonoreactor 
Figure 3.2:  Computational domains of unique sonoreactor geometries with a sonotrode introduced from 
the top side  
 
3.1.2 Governing equations   
The most fundamental equation in acoustic is the wave equation for the acoustic pressure through 
a liquid medium such as water. It describes the properties of the sound field in space and time, 
























= 0 (3.1) 
P is the acoustic pressure (N/m2), and c is the sound speed in the liquid medium (m/s). By 
extending equation (3.1), considering three dimensions in a homogenous liquid medium can be 










= 0 (3.2) 
where 𝜌 is the density. In order to carry out the numerical simulation to study the ultrasonic field 
propagations, some assumptions have to be made. For simplification and to simulate the 
propagation of the ultrasonic waves through the liquid medium, the linearity of the sound wave 
through the liquid medium is initially assumed, neglecting the shear stress, assuming 
incompressible liquid medium, and the time-harmonic pressure assumption, so the pressure can be 
given as follows: 
 𝑃(𝑟, 𝑡) = 𝑃(𝑟) 𝑒𝑖𝜔𝑡 (3.3) 








 𝑃 = 0 (3.4) 
The equation is solved using COMSOL Multiphysics software to give access to the acoustic 
pressure distribution inside the sonoreactor after selecting the correct physical models and the 
suitable boundary conditions. Additionally, the following equations are used to calculate each of 
the following by order: the acoustic intensity, velocity amplitude, sonotrode displacement and 













 𝒂 = 𝟒𝝅𝟐𝒇𝟐𝒙 [𝒎/𝒔𝟐] (3.8) 
 
Lastly, the cavitation energy and cavitation yield are used to estimate the hydrogen quantity 
emitted by the sonohydrogen sonoreactor. The cavitation yield is defined as the number of reaction 
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products per unit of irradiation time in seconds per unit of energy consumption in kWh. The 
cavitation energy gives an indication about the energy dissipated from the supplied input/electrical 
energy, and it can be described in terms of the input power as [95]: 
 Cavitation energy:  
 𝐶𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛 𝐸𝑛𝑒𝑟𝑔𝑦 =  −0.0008 (𝑖𝑛𝑝𝑢𝑡 𝑒𝑛𝑒𝑟𝑔𝑦)2 + 0.4699 (𝑖𝑛𝑝𝑢𝑡 𝑒𝑛𝑒𝑟𝑔𝑦) (3.9) 
 
 Sonochemical energy consumption:  
 𝑆𝑜𝑛𝑜ℎ𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑌𝑖𝑒𝑙𝑑 =  0.0003 (𝑐𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦)2 + 0.0140 (𝑐𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦) (3.10) 
 
The selected physical models and boundary conditions will be illustrated in the next sections. 
However, in a later study concerning the acoustic streaming induced by the sonication effects, the 
compressibility effects have been involved in the study through a comparison study when using 
three different densities, namely, the constant density, linear density, and nonlinear density effects 
on the acoustics streaming. 
 
3.1.3 Physical models 
In order to model a continuous wave excitation and get a steady-state time-harmonic solution, the 
pressure acoustics, frequency domain physics with a frequency-domain study have been selected. 
The amplitude of the excitation at the source location should be an input parameter based on the 
acoustic intensity and acoustic power. Information regarding the pressure amplitude is provided in 
the boundary conditions section. For the acoustic module, the pressure acoustics frequency-domain 
has been selected. Within this model, the linear elastic fluid model has to be chosen with 
attenuation. The attenuation of the liquid medium is significant, which has a considerable value of 
the absorption coefficient (𝛼). The attenuation losses of the acoustic pressure can be obtained from 





where ƒ is the ultrasound frequency, 𝜌 is the water density, and 𝑐 is the sound speed. By direct 
substitution, the absorption coefficient of water is found to be 0.0125 m-1. The computational fluid 
dynamics CFD tool is added to the study to simulate the acoustic velocity streaming induced by 
the ultrasonic transducer to relate the acoustic pressure field to the flow dynamics field. The fluid 
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flow module is selected with the laminar flow-interface with gravity referred to the following 
researchers; Gogate et al. [49]; Acoustic Module, pressure acoustics frequency-domain interface] 
Niazi et al. [83];  Rubinetti et al. [94]; Fluid Flow, Laminar flow-interface with gravity, Rubinetti 
et al. [94]. 
 
3.1.4 Boundary conditions 
The computational domain with all boundary conditions required to solve the case is shown in 
Figure 3.1 (b). The simulations incorporate a linear model with boundary conditions summarized 
below while assuming infinitely rigid and perfectly reflective acoustic boundaries in all cases, 
except one special case with absorbing boundaries. This assumption is changed during the study 
about the effect of different types of boundaries. Since most ultrasonic sources emit sinusoidal 
waves, the pressure wave can be assumed as harmonic. The conversion factor of the ultrasonic 
probe is assumed to be 0.85. Lastly, during the acoustic streaming validation, it is assumed that 
the probe's acoustic streaming pattern is a jet inlet that is used regularly over the years [96,97]. 
The boundary conditions are implemented based on COMSOL 5.4 library modules [98] and 
previously reported studies Gogate et al. [49]; Sutkar et al. [84]; Niazi et al. [99] can be given as 
follows: At the transducer probe tip, the pressure boundary condition will be applied as [P=𝑃0] 
based on the calculation of acoustic power and intensity. Therefore, the pressure amplitude at the 









where 𝐼𝑈𝑆 is the acoustic intensity in [W/m2], the acoustic power 𝑃𝑈𝑆 unit is in [W], and A is the 
transducer probe surface area [m2]. The sonoreactor side walls are set to sound-hard boundary 
condition as well as the sides of the ultrasound transducer probe is defined as a sound-hard 






= 0 (3.13) 
The sonoreactor walls are set to be sound-soft boundary conditions where (P=0); this corresponds 
to a soft obstacle to allow the pressure P0 to vanish at this boundary. Furthermore, this is also a 




3.1.5 Modeling of acoustic streaming  
In order to include the nonlinear effects of the vortex shedding, the acoustics are modeled using 
the full compressible Navier-Stokes (NS) Equation in the vicinity of the sonoreactor [100]. The 
compressible flow is important here because, in the case of the sonoreactor, the flow velocity is 
large enough to introduce significant changes in the density. The changes can be neglected when 
the Mach number lower than 0.3. However, the coupling between the velocity and pressure fields 
becomes so strong that the NS and continuity equations need to be solved together. Compressible 
flow can be laminar or turbulent. In this case, the model combines pressure acoustics, transient 
module, and Laminar flow module. The vortices are resolved, so no turbulence model is used 
(DNS). The acoustic and flow coupling is valid as long as vorticity is small at the interface 
boundary. On the acoustic side, the velocity is set, and on the flow side, the pressure is set to be a 
transient equation. The transient pressure acoustics model equation extracted from COMSOL can 







+ ∇ . (−
1
𝜌
(∇𝑝𝑡 − 𝑞𝑑)) = 𝑄𝑚 (3.14) 
 𝑝𝑡 = 𝑝2 + 𝑝𝑏 (3.15) 
Where 𝑝𝑡 is the total pressure, 𝜌 is the fluid density, 𝑐 is the speed of sound, 𝑞𝑑 is the dipole domain 
source. This term represents a volumetric domain force, and it could be used to represent a uniform 
constant background flow convecting the sound field, and monopole domain source 𝑄𝑚 that can 
represent a domain heat source, causing pressure variations. The background pressure field node 
to model a background/incident pressure wave to study the scattered pressure field 𝑝2, which is 
defined as the difference between the total acoustic pressure 𝑝𝑡 and the background pressure field 
𝑝𝑏. In the case of compressible and laminar flow, the term (∇. 𝑢) is not neglected because the flow 




𝜇(∇. 𝑢)) from the viscous force term in the NS equation in the case of the compressible flow. 
After taking into considerations all of the previous assumptions, the laminar flow equation 










+ ∇. (𝜌𝑢) = 0 (3.17) 
 𝐾 = 𝜇(∇𝑢 + (∇𝑢)𝑇 −
2
3
𝜇(∇. 𝑢)𝑖 (3.18) 
The sound-hard boundary (wall) adds a boundary condition for a sound-hard boundary (wall), a 
boundary at which the normal component of the acceleration and the velocity is zero. It can be 
expressed as follows: 
 −𝑛 . (−
1
𝜌
(∇𝑝𝑡 − 𝑞𝑑)) = 0 (3.19) 
For zero dipole-domain source 𝑞𝑑 = 0 and a constant fluid density, this means that the normal 




= 0 (3.20) 
The compressible pressure waves in the flow equations are included through the linear and non-
linear density relations, we needed to use the linear, and the non-linear density relation is defined 
according to the following equations: 










(𝛽 − 1) 𝑝2 (3.22) 
Where 𝜌𝐿 is the linear density distribution concerning the acoustic pressure, while 𝜌𝑁𝐿 is the 
nonlinear density distribution concerning the acoustic pressure, speed of sound, and the 
nonlinearity coefficient, and 𝛽 is the nonlinear coefficient and expressed as:  




Where B/A is the nonlinear parameter that changes when the sonication medium changes, the 
nonlinear acoustic coefficient is of importance in our study; this is because at medium to high 
acoustic pressure amplitudes and sound pressure levels,  the local particle velocity can be so large 
that the linear assumptions of acoustics break down. Typically, vortex shredding takes place in the 
vicinity of that region. This leads to nonlinear losses and, in audio applications, the nonlinear 
distortion of the sound signal. The nonlinear effects are sometimes included through semi-
empirical parameters in analytical transfer impedance models. In this section, an immersed type 
sonoreactor contained a particular volume of liquid water medium, and the losses are modeled 
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directly. The model couples pressure acoustics and the laminar flow interface in a transient 
simulation to model the complex nonlinear losses associated with the vortex shedding. The 
incident acoustic field has an amplitude of 234 dB SPL corresponding to 5 bar. The amplitude is 
considered typical for most of the sonoreactor applications and configurations. To the best of our 
knowledge, and it is evident that the best agreement with the velocity measurements is observed 
with an acoustic pressure at the tip of the horn of about 500 kPa. 
 𝑃𝑖𝑛 = 𝑃𝐴 𝑆𝑖𝑛(𝜔0𝑡) (3.24) 
Where 𝑃𝑖𝑛 is the incident pressure, 𝑃𝐴 is the acoustic pressure amplitude, 𝜔0 is the angular 
frequency of the driving frequency 𝑓0 = 20 𝑘𝐻𝑧. The model is simulated using different densities 
as per the previous set of equations. A comparison is made accordingly on constant density, Linear 
density, and non-linear density on the flow field inside the sonoreactor. The benefit of the 
streaming study is to assure a good premixing of the liquid levels, which will affect the chemical 
yields. 
 
3.1.6 Thermodynamics analysis and efficiency  
In order to scale-up sonochemical reactors for industrial use, one needs to investigate the 
efficiencies and the factors affecting the sonochemical process. The most important two 
parameters for developing performance and efficiency criteria are the energy density and the 
ultrasonic power dissipation. In fact, energy density 𝐸𝑈𝑆 is related to the temperature change of 
the liquid medium during irradiation time 𝑡𝑈𝑆 that can be measured in a flask filled with the 
required liquid to estimate the “real” ultrasound power. This experiment is suggested by Zarzycki 
et al. [101]. The energy density with the irradiation time is calculated using the following equation 
as follows: 




While the following equation can calculate the ultrasonic power dissipation into a liquid: 




where 𝑚𝑈𝑆 the mass of water in kg, 𝐶𝑝𝑈𝑆 is the specific heat capacity of water at a constant 
pressure of 4.19 kJ/kg/K, and (ΔT/Δt) is the temperature rise per second. The calorimetric 
measurement is based on thermodynamic calculations to show how much power is transferred 
48 
 
from the transducer to the liquid medium. The calorimetric measurement is for the sake of 
investigating the energy efficiencies of the sonication process. The thermodynamics analysis is 
also of importance. Figure 3.3 presents a thermodynamics concept of the sonoreactor, including 
the distribution of all input and output energies involved in the sonohydrogen process. The 
thermodynamics analysis and equations, including mass balance, energy balance, and 
sonohydrogen efficiency, can be given as follows: 




 𝑃𝑈𝑠 × ∆𝑡𝑈𝑠 + 𝑚𝑤𝑖 × ℎ𝑤𝑖 = 𝑚𝑤𝑓 × ℎ𝑤𝑓 + ∑ 𝑚𝑖
𝑖
𝑖=𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠










Where 𝑚𝑤𝑖 and 𝑚𝑤𝑓 is the initial and final water masses,  𝑚𝑖 is the mass of the dissociation 
reaction products, including hydrogen, hydroxyl radicals, hydrogen peroxide, and other products. 
 
Figure 3.3: Thermodynamics basic concept of the sonohydrogen process 
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The energy balance equation includes the ultrasonic power input or the electrical power input 
multiplied by the irradiation time.  The sonohydrogen efficiency is defined as the output over the 
input, which is equal to the energy output of hydrogen produced over the electrical power supplied 
to the sonoreactor. 
 
3.1.7 Sonoreactor parameters and simulation plan 
This numerical investigation will study the effect of different sonoreactor parameters. These 
essential parameters have been classified as physical, geometrical, and operational parameters. 
Several factors that affect the sonoreactor characteristics, including the acoustic and flow fields, 
are organized and summarized in Figure 3.4. 
 
 
Figure 3.4: Classification of sonoreactor parameters 
 
The numerical investigation plan is summarized in Table 3.1. Four sets of numerical investigations 
will be conducted, including (a) building up the computational domain based on the experimental 
sonoreactor model established by Gogate et al. [49], (b) model(s) validation and comparison will 
be made, (c) studying the effect of the geometrical parameters, (d) investigating the impact of 











1) The model is built and inspired by 
a previous experimental work 
Results presented in 
section 4.1 
B Model validation 
2) The model is going to be validated 
with previous experimental work 
Results presented  in 
section 4.1 
C 
Study the effect of 
geometrical parameters 
3) The effect of reactor dimensions 
4) The effect of the transducer probe 
diameter 
5) The effect of immersion depth 
Results presented in 
section 4.2 and 4.3 
D 
Study the effect of 
operational parameters 
6) The effect of ultrasonic frequency 
7) The effect of acoustic intensity 
Results  presented in 
section 4.2 and 4.3 
E 
Study the acoustic 
streaming induced  
8) The effect of acoustic streaming 
9) The effect of sonoreactor 
geometries on acoustic streaming  






10) Effect of different outer geometries 
11) Effect of the number of sonotrodes 
12) Cavitation energy and conversion 
efficiency 
Results presented in 
section 4.5 
 
3.2 Bubble Dynamics Modeling 
In order to create a relation between the primary effect of the operation of the acoustic cavitation 
bubble and the consequent effect of the chemical kinetics mechanism associated with the 
sonochemical process, a detailed numerical study is performed. We studied a potential reaction 
kinetics mechanism to develop sonochemical hydrogen in this work, which we called the 
sonohydrogen process. The reaction kinetics mechanism consists of 19 reversible reactions that 
take place at different conditions within the acoustic cavitation micro-bubble. The reaction kinetics 
simulation is validated and used to calculate the amount of hydrogen that is initially saturated with 
water/oxygen H2O/O2 emitted by a single bubble. Two related studies in the literature compare the 
bubble dynamics model's findings and the chemical kinetics model. 
 
3.2.1 Background 
The concept of using hydrogen from the sonochemical process depends on two consequences; the 
primary effect is the acoustic cavitation behavior. The chemical reaction mechanism associated 
with the activity of the cavitation is the secondary influence. The primary consequence is that few 
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attempts are made at high frequency to build large-scale sonochemical reactors to boost cavitation 
operation in multiple areas within the sonoreactor. For example, Asakura et al. [102] have built a 
broad sonochemical reactor with 12 PZT transducers operating at an ultrasonic frequency of 500 
kHz and a maximum capacity of 620 kHz. While Mhetre and Gogate [103] proposed a new 
sonochemical reactor design with a vast capacity of 72 L using a set of 12 transducers operating 
at 40 kHz and a maximum rating of 2400 W. This method archives a uniform distribution of 
cavitation energy and can be a practical method for the industrial scale. Gleb et al.[104] studied 
acoustic streaming's effect on continuous sound crystallization in channels using an ultrasonic horn 
with a 20 kHz frequency. Gogate et al. [49] reviewed functional mapping studies of sonochemical 
reactors and carried out experimental verification. They suggested that extra efforts should be 
made to compare the pressure pulse values at different locations within the sonoreactor with the 
chemical effects of various chemical reactions. Besides, further work is needed to predict the 
number of free radicals produced by the sonochemical method. Subsequently, Sutkar and Gogate 
[64] presented a description of the various techniques used to explain cavitation activity 
distribution in the reactor. They clarified that the dependence of acoustic cavitation on the nature 
of sonochemical reactors and the operating parameters recommended that multi-frequency reactors 
be a better alternative to single-frequency reactors due to higher cavitation activity leading to 
higher chemical yields. However, Sutkar et al. [84] researched the distribution of cavitation energy 
using COMSOL Multiphysics software in the sonochemical reactor, which would impede the 
efficient design of large-scale sound reactors. This theoretical simulation helped them to predict 
cavitation behavior. However, these studies lack the secondary impact or influence of the 
consequence chemical reaction process that will be our study's subject. 
The secondary effect is the chemical reaction mechanism associated with the primary effect of the 
sonohydrogen process, which is rarely introduced in the literature. A simple sounding method will 
produce hydrogen by immersing the ultrasonic horn in a pure water jar. The combined effects of 
the primary and secondary effects of the sonohydrogen process can contribute to the evolution of 
hydrogen, which is highly dependent on the acoustic parameters (main effect). It is ascribed to the 
fact that, during the collapse of a single bubble, the bubble acts as a micro-combustor with a high-
temperature chemical reaction up to thousands of Kelvins, and highly reactive radicals such as 
OH, H, O, and HO2 are formed. Three variables regulate the chemical reaction mechanism: (a) the 
temperature of the bubble, (b) the time of the collapse, and (c) the size of the bubble [4]. The effect 
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of the pressure outside and inside the bubble, however, is also significant. The external bubble 
pressure field depends on the acoustic operating parameters used, such as the acoustic strength. In 
this regard, the inside pressure of the bubble is influenced by how long the bubble is exposed to 
the bubble's outside pressure, which may amount to thousands of ATMs. Both stresses are 
important because they profoundly influence and regulate the collapse of the bubbles. As the 
bubble collapse's peak temperature is a crucial parameter for the sonochemical reactors' design, 
Kim et al. [78] estimated the maximum temperature and pressure due to the collapsing bubble 
under the acoustical impact. He proposed a specific analytical model. They say that the bubble's 
maximum temperature can be up to 60000 K in the ultrasonic frequency range of 10-40 kHz. The 
variation of the radicals generated by the bubble's temperature is examined by Yasui et al. [105]. 
 
3.2.2 The bubble dynamics model 
This section discusses the numerical approaches used for solving the bubble dynamics model and 
the chemical kinetics mechanism model associated with the sonohydrogen process. The radial 
bubble dynamics model is explained by introducing the Keller & Miksis equation.  
 
Figure 3.5: Bubble radius expansion with an initial diameter of 1.5 𝜇𝑚 and wave frequency of 




The equation relates to the evolution of the acoustic cavitation bubble radius concerning the time 
when the bubble is exposed to an external ultrasound wave source. Jamshid et al. [106] have 
reported the collapse of a bubble with an ambient diameter of 1.5 𝜇𝑚 for two different acoustic 
pressure amplitudes at an ultrasonic frequency of 20 kHz. It is supposed that after the collapse of 
a bubble at higher pressures, it is fragmented into smaller bubbles. The higher the value of the 
pressure, the higher the number of children produced by the initial nuclei. Due to the lack of 
sufficient knowledge about the physical background, a linear function is applied here for this 
proportionality, and the method of its application is described. While the chemical kinetics model 
is concerned with the possible dissociation reaction mechanism of the water vapor trapped inside 
a single bubble, both models are combined. The following is a detailed description. The radial 
dynamics of a spherical bubble saturated with vapor gas trapped inside and oscillating due to an 
outer ultrasonic wave's exposure is a non-linear ordinary differential equation. The equation 



























+ 𝑝𝐴 sin(2𝜋𝑓𝑡)] (3.30) 
where R is the bubble radius, ?̇?, ?̈?  are the first and second derivatives of the radius R concerning 
time.  𝜌𝐿 is the density of the liquid medium, c is the speed of sound, 𝑝 is pressure inside the 
bubble, 𝑝∞ is the ambient static pressure of the medium surrounded the bubble, 𝜎 is the surface 
tension, 𝜇 is the liquid viscosity, 𝑓 is the ultrasonic frequency, and 𝑝𝐴 is the acoustic pressure 
amplitude obtained from the acoustic intensity 𝐼𝐴, and it is written as follows: 





The gas model is assumed as adiabatic. The adiabatic collapse model is adopted by Rashwan et al. 
[108,109], and Merouani et al. [29,57] would lead to hot spot temperature. Moreover, at any 
instantaneous point during the adiabatic phase, the pressure inside the bubble calculated from 
knowing the bubble size using: 



















where 𝑝𝑣 is the vapor pressure, and 𝑝𝑔0 is the gas pressure in the bubble at its ambient state (𝑅 =
𝑅0). 𝑅0 is the ambient bubble radius, 𝑇∞ is the bulk liquid temperature, 𝑅𝑚𝑎𝑥 is the maximum 
radius of the bubble, and 𝛾 = 1.4 is the ratio of the specific heats capacities (𝐶𝑝/𝐶𝑣). 
 𝑝𝑔0 = 𝑝∞ + (
2𝜎
𝑅0
) − 𝑝𝑣 (3.34) 
The maximum bubble pressure 𝑃𝑚𝑎𝑥 and bubble temperatures 𝑇𝑚𝑎𝑥 will be reached at the collapse 
phase at which the chemical kinetics model starts and are written as follows:  

















An empirical correlation is determined by Mason and Lorimer [110] to correlate the maximum 
bubble radius in terms of the frequency and the acoustic pressure amplitude as follows:  
 𝑅𝑚𝑎𝑥 =  (3 × 10
3/𝑓)(𝑃𝐴 − 1)(𝑃𝐴)
−1/2[1 + 2(𝑃𝐴 − 1)/3]
1/3 (3.37) 
where 𝑃𝐴 is the acoustic pressure amplitude in atm, and 𝑓 is the frequency in kHz. Colussi et al. 
[79] verified this correlation in sonochemistry's chemical bubble dynamics in 1998. Moreover, 
Yasui et al. [50] has classified the regions of the acoustic cavitation bubble in regard to the 
ultrasonic frequency, acoustic amplitude, and the ambient bubble radius (𝑓, 𝑃𝐴, 𝑅0). The figure is 
presented at an ultrasonic frequency of 20 kHz. Assuming a acoustic amplitude of 0.1 MPa and an 
ambient bubble radius of 1.5 𝜇m, the bubble will be located in the dissolving bubbles zone. In 
order to move from the dissolving bubbles zone to a stable bubble zone, it can be by either 
increasing the acoustic amplitude, in accordance with the below diagram. In addition, by 
comparing the phase diagrams at different ultrasonic frequencies, namely 20 kHz and 140 kHz as 
seen in Figure 3.6 (a) and (b), respectively. It can be seen that the unstable bubble zone where the 
bubble goes under explosive conditions, is reduced, giving a smaller room for the acoustic 
operating conditions that leads to an explosive bubble. The degas bubbles zone has been increased 
while leaving the dissolving bubble region with almost no change. In conclusion, the dynamic 
bubble model depends on the applied acoustical parameters such as the acoustic amplitude and the 
ultrasonic frequency. The bubble dynamics model's output parameters, such as the bubble 
maximum pressure and temperature, will be used in the following chemical kinetics model. The 




(a) 20 kHz (b) 140 kHz  
Figure 3.6: The regions for each category of bubbles in terms of the ambient radius 𝑅0 and 
acoustic amplitude 𝑃𝐴 when exposed to ultrasonic frequency of 20 kHz [50] 
 
3.3 Chemical Kinetics Modeling 
The bubble is acting as a micro combustion reactor at which a series of chemical reactions are 
taking place. The Chemical Species Transport module in COMSOL Multiphysics 5.4 is used with 
the Reaction Engineering approach submodule to investigate the chemical kinetics. For a bubble 
initially containing H2O/O2 and, a chemical kinetic mechanism consisted of 19 reversible chemical 
reactions where the reaction formulas described in Table 3.2. All chemical reactions are reversible, 




= 𝑅𝑗 = 𝜈𝑗 𝑟 (3.38) 
where 𝐶𝑗 is the molar concentration of the jth species, 𝑅𝑗 is the rate of reaction of species j 
concerning time t, and the stoichiometric coefficient of species j is 𝜈𝑗. The rate of reaction 𝑟𝑖 of the 
ith reaction is given by the difference of the forward rates subscripted by (react) and the reversible 
rates subscripted by (prod) and can be written as follows: 
 











The forward and reverse rate constants used with the Arrhenius expressions written as follows: 
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where 𝑅𝑔is the universal gas constant 8.314  𝐽/(𝑚𝑜𝑙. 𝐾), 𝐴𝑓𝑖  𝑎𝑛𝑑 𝐴𝑟𝑖 are the pre-exponential 
factors, 𝑏𝑓𝑖 𝑎𝑛𝑑 𝑏𝑟𝑖 are the temperature exponent and the 𝐸𝑎𝑓𝑖 𝑎𝑛𝑑 𝐸𝑎𝑟𝑖 are the activation energies 
for the forward and reversible reactions. These values are obtained from the utilization of multiple 
experimental data to find the Arrhenius parameters attained from the NIST Chemical Kinetics 
Database [111]. The “Reaction Engineering” module in COMSOL Multiphysics will require the 
“species thermodynamic expressions for each species during the setup. Therefore, each species 
should be identified separately by importing the thermodynamics data file previously reported by 
NASA [112]. The Species Thermodynamic Expressions are given as follows: 
 𝐶𝑝𝑗 = 𝑅𝑔
(𝑎1 + 𝑎2 𝑇 + 𝑎3 𝑇
2 + 𝑎4 𝑇
3 + 𝑎5 𝑇
4) (3.42) 












 𝑇5 + 𝑎6) (3.43) 
 𝑠𝑗 = 𝑅𝑔 (𝑎1 ln (
𝑇
𝑇0









 𝑇4 + 𝑎7) (3.44) 
where the NASA polynomial coefficients supplied in thermodynamic are 𝑎1−7. The first 7 numbers 
starting on the second line of each species entry are the seven coefficients (a1 though a7, 
respectively) for the high-temperature range (above 1000 K, the upper boundary specified on the 
first line of the species entry). The following seven0numbers are the coefficients (a1 through a7, 
respectively) for the low temperature0range (below 1000 K, the lower boundary specified on the 
first line of the species entry). All thermodynamic constants are given in [112], which is easily 
imported to COMSOL in the Thermo data input under the thermodynamics properties and reported 
in Table 3.3. These constants are used to determine the specific heat, enthalpy, and entropy for 
each species (i) to obtain the thermodynamic reaction properties that are given as follows: 
 𝐻𝑗 = ∑ (𝜈𝑗  𝑗) ℎ𝑗
𝑗 ∈ 𝑝𝑟𝑜𝑑
− ∑ (−𝜈𝑗  𝑗) ℎ𝑗
𝑗 ∈ 𝑟𝑎𝑒𝑐𝑡
 (3.45) 
 𝑆𝑗 = ∑ (𝜈𝑗  𝑗)
𝑗 ∈ 𝑝𝑟𝑜𝑑
𝑠𝑗 − ∑ (−𝜈𝑗  𝑗)
𝑗 ∈ 𝑟𝑒𝑎𝑐𝑡
𝑠𝑗 (3.46) 
 𝑄𝑗 = −𝑟𝑗𝐻𝑗 (3.47) 
The reaction kinetics mechanism is given in Table 3.2, and all chemical reaction data obtained 
from previous kinetic data for combustion and sonolysis. For example, Hart and Hengiein [113] 
studied the sonochemistry approach, while the combustion of a mixture consisting of 
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hydrogen/oxygen is taking place in cavitation bubbles. When the reaction kinetics mechanism 
starts, the dissociation of 𝐻2𝑂 takes place, and highly reactive radicals such as 𝑂𝐻, 𝐻, 𝑂, 𝐻𝑂2 are 
formed in the bubble as well as hydrogen peroxide 𝐻2𝑂2 as a by-product. Thus, the composition 
of the all formed species is estimated at different bubble temperatures by the reactions system's 
computer simulation. 
Table 3.2: Ultrasonic H2-production chemical kinetic model inside an O2 cavitation bubble. M is 
the third body species. Subscript (𝑓) denotes the forward and (𝑟) denotes the reverse reactions 
 Reactions 𝑨𝒇 𝒃𝒇 𝑬𝒂𝒇 𝑨𝒓 𝒃𝒓 𝑬𝒂𝒓 Ref. 
1 𝐻2𝑂 + 𝑀 ↔ 𝐻
∗ + 𝑂 
∗ 𝐻 + 𝑀 1.9E23 -1.83 1.1E5 2.2E22 -2.00 0.00 
Misik and Riesz 
[114] 
Hart and Henglein 
[115] 
2 𝑂2 + 𝑀 ↔ 𝑂 + 𝑂 + 𝑀 4.5E17 -0.64 1.2E5 6.2E15 -0.50 0.00 Kamath et al. [116] 
3 𝑂 
∗ 𝐻 + 𝑀 ↔ 𝑂 + 𝐻∗ + 𝑀 9.8E17 -0.74 1.02E5 4.7E18 -1.00 0.00 
Didenko and Pugach 
[117] 
4 𝐻∗ + 𝑂2 ↔ 𝑂 + 𝑂𝐻 1.9E14 0.00 1.65E4 5.5E11 0.39 -2.9E2 
Ashokkumar et al. 
[118] 
5 𝐻∗ + 𝑂2 + 𝑀 ↔ 𝐻𝑂2 + 𝑀 1.5E12 0.60 0.00 3.1E12 0.53 4.9E4 Leighton [51] 
6 𝑂 + 𝐻2𝑂 ↔ 𝑂 
∗ 𝐻 + 𝑂 
∗ 𝐻 2.9E6 2.02 1.3E4 1.5E5 2.11 -2.9E3 Lofstedt et al. [119] 
7 𝐻𝑂2
 + 𝐻∗ ↔ 𝐻2 + 𝑂2 1.6E13 0.00 8.2E2 3.2E12 -0.35 5.5E4 
Wu and Roberts 
[120] 
8 𝐻𝑂2
 + 𝐻∗ ↔ 𝑂 
∗ 𝐻 + 𝑂 
∗ 𝐻 7.1E13 0.00 2.95E2 2.0E10 0.72 3.7E4 Hua and Hoffman 
[121] 9 𝐻𝑂2
 + 𝑂 ↔ 𝑂 
∗ 𝐻 + 𝑂2 3.2E13 0.00 0.00 3.25E12 0.33 5.3E4 
10 𝐻𝑂2
 + 𝑂 
∗ 𝐻 ↔ 𝐻2𝑂 + 𝑂2 2.9E13 0.00 -5E2 5.9E13 0.24 6.9E4 Baulch et al. [122] 
11 𝐻2 + 𝑀 ↔ 𝐻
∗ + 𝐻∗ + 𝑀 4.6E19 -1.40 1.04E5 1.15E20 -1.68 8.2E2 
Hart and Henglein 
[123] 
12 𝑂 + 𝐻2 ↔ 𝐻
∗ + 𝑂 
∗ 𝐻 3.8E12 0.00 8E3 2.67E4 2.65 4.9E3 
Hua and Hoffman 
[121] 
13 𝑂 
∗ 𝐻 + 𝐻2 ↔ 𝐻




 + 𝑂2 ↔ 𝐻𝑂2
 + 𝐻𝑂2
 
 4.6E16 -0.35 5.06E4 4.2E14 0.00 1.2E4 Flynn [125] 
15 𝐻2𝑂2
 + 𝑀 ↔ 𝑂 
∗ 𝐻 + 𝑂 
∗ 𝐻 + 𝑀 2.9E14 0.00 4.8E4 1.E14 -0.37 0.00 Rayleigh [126] 
16 𝐻2𝑂2
 + 𝐻∗ ↔ 𝐻2𝑂 + 𝑂 
∗ 𝐻 2.4E13 0.00 3.9E4 1.3E8 1.31 7.1E4 Naidu et al. [127] 
17 𝐻2𝑂2
 + 𝐻∗ ↔ 𝐻2 + 𝐻𝑂2
 
 6.0E13 0.00 7.9E3 1.0E11 0.70 2.4E4 
Tsang and Hampson 
[128] 
18 𝐻2𝑂2
 + 𝑂∗ ↔ 𝑂 
∗ 𝐻 + 𝐻𝑂2 9.55E6 2.00 3.9E3 8.7E3 2.68 1.8E4 Sochard et al. [129] 
19 𝐻2𝑂2
 + 𝑂 
∗ 𝐻 ↔ 𝐻2𝑂 + 𝐻𝑂2 1.0E12 0.00 0.00 1.8E10 0.59 3E4 Colussi et al. [79] 
Where A is the pre-exponential factor, B is the exponential temperature factor, activation energy 𝐸𝑎.  For two species reaction, 




Table 3.3: NASA polynomial coefficients for the species thermodynamic expressions to be used 
in the expressions of specific heat at constant pressure, enthalpy, and entropy. 
Species 𝑯𝟐𝑶 𝑯 𝑶𝑯  𝑶𝟐 𝑶  𝑯𝑶𝟐 𝑯𝟐 𝑯𝟐𝑶𝟐 𝑨𝑹  
𝑻𝒍𝒐𝒘 [𝑲] 200 200 200 200 200 200 200 200 300 
𝑻𝒎𝒊𝒅 [𝑲] 1000 1000 1000 1000 1000 1000 1000 1000 1000 
𝑻𝒉𝒊𝒈𝒉 [𝑲] 3500 3500 3500 3500 3500 3500 3500 3500 5000 
𝒂𝒍𝒐𝒘,𝟏 [1] 4.2 2.5 3.99 3.78 3.16 4.30 2.34 4.27 2.5 
𝒂𝒍𝒐𝒘,𝟐 
 [𝟏/𝑲]  
-0.002 7.05E-13 -0.0024 -0.003 -0.003 -0.004 0.008 -5.42E-4 0 
𝒂𝒍𝒐𝒘,𝟑  
[𝟏/𝑲𝟐]  
6.52E-6 -1.99E-15 4.61E-6 9.85E-6 6.64E-9 2.11E-5 -1.95E-5 1.67E-5 0 
𝒂𝒍𝒐𝒘,𝟒  
[𝟏/𝑲𝟑]  
-5.48E-9 2.30E-18 -3.88E-9 -9.68E-9 -6.12E-9 -2.42E-8 2.01E-8 -2.16E-8 0 
𝒂𝒍𝒐𝒘,𝟓  
[𝟏/𝑲𝟒]  
1.77E-12 -9.2E-22 1.36E-12 3.24E-12 2.11E-12 9.2E-12 -7.3E-12 8.62E-12 0 
𝒂𝒍𝒐𝒘,𝟔 [𝑲] -30293.72 25473.65 3615.08 -1063.95 29122.25 294.80 -917.93 -17702.8 -745.7 
𝒂𝒍𝒐𝒘,𝟕 [1] -0.84903 -0.44 -0.104 3.65 2.05 3.72 0.68 3.43 4.36 
𝒂𝒉𝒊𝒈𝒉,𝟏 [1] 3.0339 2.5 3.09 3.28 2.56 4.02 3.33 4.165 2.5 
𝒂𝒉𝒊𝒈𝒉,𝟐  
[𝟏/𝑲]  
0.002 -2.3E-11 5.48E-4 0.00148 -8.59E-5 0.002 -4.94E-5 0.005 0 
𝒂𝒉𝒊𝒈𝒉,𝟑  
[𝟏/𝑲𝟐]  
-1.64E-7 1.61E-14 1.26E-7 -7.58E-7 4.19E-8 -6.34E-7 4.99E-7 -1.9E-6 0 
𝒂𝒉𝒊𝒈𝒉,𝟒  
[𝟏/𝑲𝟑]  
-9.70E-11 -4.74E-18 -8.8E-11 2.09E-10 -1.0E-11 1.14E-10 -1.79E-10 3.71E-10 0 
𝒂𝒉𝒊𝒈𝒉,𝟓  
[𝟏/𝑲𝟒]  
1.68E-14 4.98E-22 1.17E-14 -2.16E-14 1.22E-15 -1.1E-14 2.00E-14 -2.87E-14 0 
𝒂𝒉𝒊𝒈𝒉,𝟔 [𝑲] -30004.29 25473.66 3858.657 -1088.46 29217.58 111.856 -950.16 -17861.8 -745.35 




3.4 Modeling Procedure 
This section will present the modeling process in a straightforward step-by-step procedure, 
including both the bubble dynamics and the chemical kinetics models. We will begin with the 
assumptions made for the bubble dynamics model. It includes the following: the acoustic intensity 
assumed to be constant, the ambient pressure and temperature assumed to be constant, the vapor 
trapped inside the bubble assumed to be an ideal gas, and the gas model considered adiabatic. 
Additionally, since the acoustic bubble radius varies with the acoustic pressure amplitude derived 
from the Keller & Miksis equation, the linear function is assumed to change the bubbles' number 
with the pressure. The most important boundary conditions that have to be specified based on 
previous literature observations are the ultrasonic frequency, initial bubble radius, and acoustic 
pressure amplitude. All boundary conditions have been chosen based on literature reports. The 
ultrasonic frequency used is 20 kHz, and the acoustic amplitude is 0.1 MPa as per Burdin et al. 
[130] and Tsochatizidis et al. [131]. The range of the initial bubble radius reported by those authors 
ranges between 1-25 𝜇𝑚. Recent and old numerical simulations have reported boundary conditions 
within this range. For example, in 1998, Colussi et al. [79], 𝑅0 = 2 𝜇𝑚, 20 kHz, 𝑃𝐴 = 2 𝑎𝑡𝑚. In 
2015, Merouani et al. [29] studied the acoustic bubble characteristics at 20 kHz and 𝑅0 = 7.5 𝜇𝑚 
and 20 kHz, 𝑅0 = 7.5 𝜇𝑚. I have selected 1.5 𝜇𝑚 in my simulation to be conservative. The 
modeling procedure performed as follows: 
 
1. Solving the radial bubble dynamics by solving the non-linear second-order ordinary 
differential Keller & Miksis equation using the built-in Matlab Function “ode45 function”, the 
physical, acoustic, and thermodynamics input parameter are given in Table 3.4. Additionally, 
the ODE solver is the Runge-Kutta 4-5 solver, while the initial conditions: 𝑡 = 0, 𝑅(0) = 𝑅0 
and ?̇?(0) = 0. 
2. Solving the variation of pressure and temperature inside the bubble by Matlab.  
3. Solving for the bubble radius concerning the time by Matlab.  
4. Solving the chemical kinetics model, knowing that started at the beginning of the adiabatic 
phase, or when the bubble radius reaches its maximum value. Therefore, the chemical kinetics 
mechanism is solved using the chemical Engineering module of COMSOL Multiphysics using 
the pressure, temperature, and maximum radius (𝑅 = 𝑅𝑚𝑎𝑥 obtained from the first three steps 
while solving the bubble dynamics model. 
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Table 3.4: The physical, acoustical, thermodynamic input parameters 
𝑹𝟎 [𝝁𝒎] 𝟏. 𝟓 
𝒇 [𝒌𝑯𝒛] 20 
𝒑∞ [𝒌𝑷𝒂] 101.325 
𝒑𝑨 [𝑴𝑷𝒂] 0.1 
𝒑𝒗 [𝒌𝑷𝒂] 2.33 
𝜸 1.4 
𝝁 [𝑷𝒂. 𝒔] 0.001 
𝝈 [𝑵/𝒎] 0.0725 
𝝆𝑳 [𝒌𝒈/𝒎
𝟑] 1000 
𝒄 [𝒎/𝒔] 1500 
 
At these set of conditions, it leads to a specific variation of R, T, and P with respect to time. Based 
on the maximum bubble temperature, the chemical kinetics mechanism is solved.  The value of 
the maximum bubble temperature is necessary to solve the chemical kinetics model, therefore, the 
a set of temperatures are assumed and investigated, namely, 2000, 4000, 6000, 8000, and 10000 
K. Based on these temperatures, the hydrogen production is estimated, and quantified. As the 
bubble temperature increases, all species' reaction rate increases due to the water vapor's 
dissociation trapped inside the bubble. Some input parameters are required to solve this chemical 
reaction mechanism, including the initial concentrations of water vapor/oxygen and the maximum 
pressure and temperature at which the bubble collapse and chemical reaction will start. These 
parameters are obtained by solving the Keller-Miksis equation for bubble dynamics. Hence, all 
species' concentration at the end of the bubble collapse is quantified at the maximum temperature. 
It is very challenging to conduct experimental evidence for the chemical kinetics mechanism 
because of two reasons. The first reason is the short reaction time that undertook in microseconds 
µs. Simultaneously, the second reason is that the highly reactive radicals are produced and 
combined quickly. However, the chemical kinetics module compared to a corresponding numerical 





Chapter 4. Results and Discussion 
In this chapter, the developed numerical tool's guideline is discussed to simulate the sonoreactor 
model's characteristics and the sonochemical process for hydrogen production. The following 
studies are considered; the grid independency study, model validation study, and parametric study 
considering the change of the ultrasonic frequency, probe diameter, probe immersion depth, 
ultrasonic intensity, acoustic streaming, and solution for the chemical kinetics mechanism. 
 
4.1 Acoustic Modeling Results  
In this work, three design configurations of a sonoreactor are considered under various operating 
conditions. The acoustic characteristics are investigated during water sonication while using an 
immersed-type ultrasonic flat transducer probe in a sonoreactor model. Numerical models are also 
developed to simulate the sonication process, and they are successfully validated and compared 
with available data in the literature. Several sets of numerical investigations are conducted using 
the finite-element method and solved by the computational acoustics module in the COMSOL 
Multiphysics. The acoustical and geometrical parameters' effect is considered, analyzed, and 
reported, including the ultrasonic frequency, acoustic intensity, and the reactor's scaling-up. The 
present results include a parametric study examining the change of the ultrasonic frequency, 
intensity, and probe immersion depth on the performance. 
 
4.1.1 Mesh independency study 
Mesh independency study is conducted for both the 2-D geometry and the 3-D geometry to assure 
that the results are independent of the mesh size. The triangular mesh is automatically generated 
in the 2-D model. In contrast, the tetrahedral mesh is generated in 3-D using the built-in facility of 
COMSOL based on the selected physics, including the pressure acoustic frequency domain 
interface and the laminar flow-interface with gravity. The 2-D computational domain is examined 
with a different number of elements based on different mesh sizes. Four different mesh sizes are 
generated, namely, the fine-mesh (4568 elements), finer-mesh (10168 elements), extra-fine mesh 
(23464 elements), and extreme-fine mesh (49488 elements). Figure 4.1 presents the grid-
independency study results while comparing four different mesh elements. The results show that 
there are no significant differences among all mesh elements. Therefore, the intermediate mesh 




Figure 4.1: Grid independency study at different number of elements, where 𝑓 = 20 𝑘𝐻𝑧 
 
Accordingly, the 3-D domain is built to check mesh accuracy and quality. A grid independence 
study is carried out following the same procedure used with the 2-D domain to eliminate the mesh 
size effect on the results. Different meshes are used with different densities, namely, finer mesh 
12345 elements, extra-fine mesh 48697 elements, and the extremely fine mesh 263273 elements. 
It is found that any further increase in the mesh density would not alter the results. As a result, the 
extra fine mesh is used with 48697 elements that are chosen to continue the simulation study. In 
general, the maximum mesh size should be less than 1/8 of the wavelength. 
 
4.1.2 Acoustic model validation 
The validation study is carried out to ascertain the accuracy of the proposed model. A finite 
element model FEM is developed to give access to the acoustic pressure field distribution inside 
the sonoreactor. The acoustic frequency domain model is solved using COMSOL 5.4 software by 
a Dell workstation with 72.0 GB RAM and Xeon 2.80 GHz processor. As previously illustrated in 
the computational domain section, the geometrical and operational parameters have been obtained 
from the experimental work reported by Gogate et al. [49]. The operating parameters are 
summarized as follows: the ultrasound frequency of 20 kHz and acoustic power of 36 W. They 
have carried out measurements for the acoustic pressure amplitude using a movable hydrophone 
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in the axial direction from the ultrasonic transducer probe tip to the bottom of the liquid water 
container with an interval of 1 cm taking up to 14 different readings. Hence, the current numerical 
model's acoustic pressure distribution is compared with its correspondents obtained from the 
experimental measurements. They investigated the mapping and experimental verification of 
sonochemical reactors. The input parameters for the validation study are found in Table 4.1. The 
comparison is drawn with the previous experimental study considering the acoustic pressure 
distribution along the centerline of the sonoreactor, as seen in Figure 4.2. The solid-black line with 
red-diamond markers denotes the experimental pressure amplitude measurement by the 
hydrophone. In contrast, the dashed-blue line denotes the present numerical study in the 2-D 
domain, and the thin-orange line indicates the present research study in the 3-D domain. The 
comparison results show that the present 2-D and 3-D models are such a spitting image. Both of 
them give an excellent agreement with the experimental work regarding the acoustic pressure 
values and profile. 
 
Table 4.1: The experimental parameters used by Gogate et al. [49] 
Input parameter Value 
𝜌0 [kg/m
3] 998 
𝐶0 [m/s] 1498 
Frequency [kHz] 20 
Ultrasound power, 𝑃𝑈𝑆 [W] 36 
Transducer probe diameter [mm] 20 
Intensity [kW/m2] 114.65 
Pressure amplitude, 𝑃0 [kPa] 585.49 
 
Furthermore, an error analysis shows that the maximum0error takes place at a point of 2.0 cm 
away from the0probe and a minimum0error at a point 10 cm away from the probe surface. It is 
noticed that the difference between the present numerical study and the experimental measurement 
is found because of two reasons. The primary reason is that measurement close to the transducer 
probe tip is challenging. When the hydrophone is inserted close to the tip, it will interfere with 
ultrasonic waves and liquid processing. Another reason is that the numerical study did not consider 
the hydrogen bubble clouds that are very concentrated near to the transducer tip, which is regarded 
as another sort of acoustic pressure destruction. Moreover, based on the ultrasonic frequency of 20 
kHz, the calculated wavelength is 𝜆 = 7 𝑐𝑚, a huge error is expected in the measurements due to 




Figure 4.2: Validation of the numerical model with experimental results by Gogate et al. [49] 
 
To examine the model accuracy, the 3-D model is build up and analyzed in terms of the total 
acoustic pressure distribution. Surprisingly, the 3-D domain results did not show any changes in 
the acoustic pressure values compared to the results of the 2-D domain. This is ascribed to the 
strong coupling between the flow and sound fields. It appears that at 20 kHz frequency coincides 
with the 3rd mode of an acoustic resonance frequency, and hence the flow will reorganize itself to 
eliminate any three-dimensional effect [132,133]. The maximum pressure field intensity is found 
to be 5.85 e5 Pa that is located in the region close to the transducer tip. In contrast, the minimum 
pressure field intensity is found to be -4.85 e5 Pa for both the 2-D and 3-D domains, where the 
speed of sound is around 1500 m/s. Note that the sound pressure will be maximum and minimum 
in the same location [134]. Consequently, the 2-D domain is selected to continue the study to save 
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4.2 Effect of Acoustical/Operational Parameters   
The effect of the operational and acoustical parameters such as the ultrasonic frequency, acoustic 
intensity, and probe immersion depth are investigated in the following sections. 
 
4.2.1 Effect of ultrasonic frequency 
In this section, the results obtained from the numerical simulations are presented, including the 
acoustic pressure contours at 20 kHz frequency and ultrasonic intensity of 36 W, and the effect of 
ultrasonic frequency. It is noticed that the amount of hydrogen produced from such a process is 
considered highly frequency-dependent as it is the most critical parameter in the Sonohydrogen 
process [3]. The ultrasonic frequency range to produce the acoustic cavitation bubbles is between 
20-100 kHz [110,135,136]. The impact of the ultrasonic frequency on the sonoreactor performance 
is represented in Figure 4.3. The results reveal that increasing the ultrasound frequency alters the 
periodic time and the corresponding carrier signal wavelength and alters the reflected waves' phase 
from the hard wall boundaries. Simultaneously, at the same acoustic intensity of 36 W, the 
ultrasonic frequency change alters the acoustic pressure range and the wave interactions. We are 
concluding that modifying the ultrasonic frequency at the same acoustic intensity will significantly 
alter the maximum and minimum acoustic pressure inside the sonoreactor. For instance, as seen in 
Figure 4.3, at 20 kHz, the maximum and minimum pressures are -4.87E5 and 5.85E5 Pa, 
respectively. At 70 kHz, the maximum and minimum pressures are -8.41E6 and 7.47E6 Pa. The 
difference between the maximum and minimum pressures at 70 kHz is much higher than their 
correspondence at 20 kHz. The minimum and maximum pressure at various ultrasonic frequencies 
for the sonoreactor are presented in Figure 4.4. As the ultrasonic frequency increases, a higher 
amplitude of negative pressure will be obtained. At low ultrasonic frequency in the range of 20-50 
kHz, the minimum pressure appears to alter insignificantly; however, in the range of 55-80 kHz, 
the minimum pressure sharply decreases, which will allow more hydrogen bubbles to be created. 
Thus, more hydrogen will be produced. At this range of frequency, the hydrogen bubble will have 
more time to expand and enlarge. This would allow more water vapor to be trapped inside the 
bubble core. The unstable zone can be defined as the zone at which the acoustic cavitation bubbles 
will not be generated at different frequencies based on the maximum and minimum pressures 





ƒ = 20 kHz, Max = 5.85 E5, Min = -4.87 E5 ƒ = 30 kHz, Max = 1.06 E6, Min = -8.51 E5 
  
ƒ = 40 kHz, Max = 8.16 E5, Min = -5.33 E5 ƒ = 50 kHz, Max = 7.78 E5, Min = -7.44 E5 
  
ƒ = 70 kHz, Max = 7.47 E6, Min =-8.41 E6 ƒ = 90 kHz, Max = 1.06 E6, Min = -1.13 E6 
Figure 4.3: The effect of ultrasonic frequencies on the acoustic pressure distribution, the 
average pressure Pavg is taken over the volume 
Pavg = -4571 Pa Pavg = -4789.3 Pa
Pavg = -1830.6 Pa Pavg = -5589.9 Pa




Figure 4.4: Acoustic pressure operating range at various ultrasonic frequencies for sonoreactor 
 
As a result, the bubble collapse will be powerful and generate a higher pressure and temperature, 
which will promote the chemical reaction producing more radicals. Whereas, at higher frequencies 
than 80 kHz, the bubbles' response will be swift and fewer radicals will be generated because of 
the shortage of collapse time. Combining all these factors, we expect why the applied ultrasound 
frequency has a significant impact on the minimum pressure until it reaches an optimum point, 
then it goes down back. Figure 4.5 presents the acoustic pressure distribution at the centerline of 
the sonoreactor with various ultrasonic frequencies. It is emphasized that increasing the ultrasonic 
frequency will reduce the periodic time of the wave cycle. The higher the ultrasonic frequency, 
the lower the periodic time, and consequently, the shorter wavelength is expected. This might be 
taken negatively as the bubble will not have enough time to properly perform the collapsing 
mechanism. 
 
4.2.2 Effect of acoustic power  
The second primary important parameter is acoustic power. At the probe tip, the pressure boundary 
condition will be applied as pressure amplitude based on the calculation of acoustic power and 









































of the ultrasonic transducer probe is presented in Figure 4.6. As seen, the acoustic power 
enhancement reduces the minimum pressure, which will improve the cavitation process. Hence, 
more hydrogen bubbles will be generated. This is ascribed to the fact that increasing the acoustic 
power will increase the pressure amplitude leading to more sound pressure levels in the 
sonoreactor. 
 
Figure 4.5: Axial acoustic pressure distribution at different frequencies 
 






























































4.3 Effect of Geometrical Parameters   
4.3.1 Effect of immersion depth 
The probe immersion depth is also considered one of the essential geometrical parameters that 
affect sonoreactor performance significantly. The acoustic pressure of the fluid inside the 
sonoreactor is affected by changing the ultrasonic transducer depth. Therefore, this study 
investigates the effect of the transducer diameter on the sonoreactor performance. The effect of the 
probe immersion depth on acoustic pressure distribution in the sonoreactor is investigated, as 
shown in Figure 4.7. Generally, the stable acoustic pressure zone did not alter significantly by 
changing the transducer probe's depth. Surprisingly, the maximum pressure remains constant while 
the minimum pressure slightly fluctuates while increasing the immersion depth. This is because 
when the acoustic waves reflect off from the sonoreactor bottom walls, the reflected wave 
interferes with the incident wave, leading to either construction or destruction wave interference. 
 
 
Figure 4.7: Effect of transducer immersion depth on the maximum/minimum acoustic pressure 
 
For better illustration, Figure 4.8 presents the transducer probe immersion-depth effect on the 









































amplitude will be enhanced because the reflected wave will add to the incident waves as seen at 
the end of the axial distance in the cases with an immersion depth of 50, 60, and 80 mm. On the 
other hand, if there is an antinode on the sound-hard boundary, the pressure antinode destroys the 
incident wave. It decreases the acoustic pressure as seen at the end of the axial distance in the cases 
that have an immersion depth of 20, 30, 40, and 100 mm, highlighting the need for complete and 
consecutive cycles to allow the formation of the acoustic cavitation bubbles. 
 
 
Figure 4.8: Effect of transducer immersion depth on the axial acoustic pressure distribution 
 
4.3.2 Effect of scaling-up the sonoreactors 
For commercialization, scaling-up the sonoreactor is of importance because it indicates the 
conventional performance and operation of the sonoreactor. Therefore, the effect of upscaling 
GEO.1 10 times on the acoustic pressure distribution is investigated. The sonoreactor is scaled up 
10 times with the acoustic power source. Pre-calculation of the acoustic pressure amplitude should 
be done before upscaling the sonoreactor. It is because changing the diameter 10 times should 
reflect on the pressure amplitude. Both geometries are investigated at the same acoustic power of 
36W. The acoustic pressure amplitude reduced from 585.49 kPa in case of a probe diameter of 20 
mm to 117.1 kPa in a 100 mm diameter. The results showed that the peaks of pressure along the 































Axial Distance of the sonoreactor [mm]
Depth = 20 mm
Depth = 30 mm
Depth= 40 mm
Depth = 50 mm
Depth = 60 mm
Depth = 80 mm
Depth = 100 mm
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compared to the lab-scale reactor. For example, as seen in Figure 4.9, the maximum amplitude of 
acoustic pressure is 5.85 E5 Pa for the lab-scale sonoreactor, while it shows 4.41 E5 Pa for the up-
scaled sonoreactor, which is lower by 24.6%. Besides, the results showed a higher magnitude of 
the negative pressure in the case of conventional sonoreactor (sized 10 times bigger than GEO.1). 
However, the cavitation area is minimal that cannot sustain the bubble effectively. This finding 






Figure 4.9: Pressure distribution in the mid-plane of the small-scaled GEO.1 (left) and 10-times scaled-




The parametric study results show that the highest cavitation energy corresponds to the maximum 
magnitude of negative pressure that takes place in the range of 60 to 80 kHz. The cavitation energy 
analyses are conducted under 20 kHz of frequency and at 36 W input power. It is found that the 
cavitation energy of 15.87 W could produce 2.98×10-10 mol/J of sonochemical efficiency. 
Moreover, the effect of altering the transducer probe depth changes the acoustic pressure field 
insignificantly. A recommendation has been made to improve the sonochemical efficiency by 
introducing more considerable ultrasound input power while operating the sonoreactor at an 
ultrasonic frequency lower than 60 kHz. The results presented in this paper provide a 
comprehensive assessment of different sonoreactors and the feasibility of scaling-up their 
production rate. 
 
4.3.3 Effect of probe diameter 
In this section, the probe diameter's effect on GEO.1 is simulated, analyzed, and reported. The 
transducer probe diameter is also critical; thus, the study probes the diameter's influence on the 
sonoreactors’ performance. Undoubtedly, altering the probe diameter will change the acoustic 
pressure amplitude. The acoustic pressure amplitude is required to set the pressure boundary 
condition 𝑃0 at the probe tip concerning different probe diameters and the same acoustic intensity. 
The acoustical parameters at different ultrasonic transducer probe diameters are shown in Table 
4.2.  
The acceleration of the transducer tip in the axial direction can be given as 𝒂𝒛 = 𝟒𝝅
𝟐𝒇𝟐𝒙 [𝒎/𝒔𝟐] 
which is reported by Rubinetti [94] in their recent numerical modeling study and validation 
concept for acoustic streaming induced by the ultrasonic transducer. This unique study sets the 
acoustic boundary condition for the sonotrode tip as axial acceleration. The Origin and derivation 
of such an equation can be found in Chapter 10, “Modeling energy in power ultrasound 
transducers,” of the book entitled “Power Ultrasonics: Applications of High-Intensity Ultrasound” 
by Gallego and Graff [70]. The equation originates from the displacement equation along with the 
piezoelectric transducer, which is considered linear assuming Newtown's Law. The simulations 
reported in this book chapter give the acceleration as a function of the driving frequency under 
varying amplitudes levels and up to 80,000 m/s2. Figure 4.10 (a) presents the max and mini 
acoustic-pressure variation at different probe diameters. In the stable acoustic pressure zone that 
there is a symmetrical behavior at the zero acoustic pressure line. 
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Table 4.2: The acoustic parameters corresponding to different ultrasound probe diameters 
Probe diameter 
𝑫𝒑 [mm] 





















0.39 0.26 0.2 0.16 0.13 0.11 
Displacement 
[𝝁𝒎] 
3.12 2.08 1.56 1.25 1.04 0.89 
Acceleration [94] 
[𝒎/𝒔𝟐] 
49,189.2 32,792.8 24,594.6 19,675.7 16,396.4 14,054.1 
 
The max magnitude of the negative pressure increases while increasing the transducer diameter. It 
is attributed to the fact that when the transducer probe dimension alters, this will change the 
distance of the sound-hard boundaries and change the wave point (node or antinode) and change 
the phase of the reflected waves as well [99]. Figure 4.10 (b) displays the transducer probe 
diameter's influence on the axial acoustic pressure distribution. It is well-known that a transducer 
probe should introduce the ultrasound waves with a diameter smaller than the wavelength; hence 
the cavity bubbles could be formed. As seen, the axial location of the acoustic pressure nodes and 
antinodes matched at different probe diameters and did not alter; however, the acoustic pressure 
values did not alter considerably while increasing the probe diameter. 
 
4.3.4 Effect of the boundary conditions  
The linear wave equation has proven efficient in investigating different parameters affecting the 
pressure distribution inside the sonoreactor. Therefore, it is used repeatedly to examine the 
ultrasonic wave propagation's sensitivity to the boundary conditions for different sonoreactor 
geometries. Therefore, the study considered different boundary conditions for all reactors, 
including the effect of the absorbing and reflecting sonoreactors’ walls. Klima et al. [47] performed 







Figure 4.10: The transducer probe diameter on (a) the pressure map, max and mini acoustic 








































































Dp = 20 mm
Dp = 30 mm
Dp = 40 mm
Dp = 50 mm
Dp = 60 mm





Figure 4.11: Effect of absorbing boundary conditions on wave propagation for an ultrasonic 
frequency of 20 kHz 
 
The results are shown in Figure 4.11 and Figure 4.13 for the absorbing and reflecting boundaries, 
respectively. It can be seen in Figure 4.11 that the acoustic wave emitted from the sonotrode has 
created sound wave layers with the highest pressure located at the tip of the sonotrode, and the 
absorbing boundaries have attenuated the introduced acoustic pressure. Besides, the acoustic 
pressure peaks near the transducer probe tip in all geometries remained unchanged, while a slight 
change is noticed in the minimum pressure inside the sonoreactor. Generally, all geometries have 
acted the same in the case of absorbing boundaries. Furthermore, Figure 4.12 displays the pressure 
distribution at the transducer's axis for different geometries concerning the absorbing boundaries. 
Generally, the wave decays as the propagation distance increases. By comparing all geometries, it 
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is seen that all geometries experience almost the same pressure distribution with a slight difference 
in the second pressure peak location. GEO.4 has shown the maximum second peak. It is because it 
has the most extensive area of the bottom wall. Undoubtedly, this will directly affect cavitation 
possibilities. The bubbles should be introduced to many consecutive cycles to generate, enlarge, 
and explode to benefit from the bubble collapse's energy. 
 
 
Figure 4.12: Axial acoustic pressure for 4 different geometries with absorbing boundaries 
 
For comparison, the same simulation is performed by changing the absorbing walls to reflecting 
walls. The reflecting boundaries have led to a higher probability of generating acoustic cavitation 
bubbles and a higher number of cavitation zones. Figure 4.13 presents the effect of the sound-hard 
boundaries at the sonoreactor walls representing the reflected boundaries as compared to the 
sound-soft walls representing the absorbing boundaries. It is seen that the sound-hard boundaries 
help in creating high and low-pressure regions in the reactor with more significant cavitation zones. 








































Figure 4.13: Effect of absorbing boundary conditions on wave propagation for an ultrasonic 
frequency of 20 kHz 
 
Moreover, Figure 4.14 displays the acoustic pressure field at the axis of the reactor for different 
geometries. The first two geometries experience pressure peaks two times of the ultrasound source 
amplitude by comparing all geometries. It is concluded that higher and lower pressure zones can 
be achieved even at low frequencies by altering the wall boundary conditions. It will directly affect 
the cavitation possibilities as the bubbles should be introduced to many consecutive cycles to 
generate, enlarge, and explode to benefit from the energy produced from the bubble collapse. For 






Figure 4.14: Axial acoustic pressure distribution at different geometries with reflecting 
boundaries 
 
4.4 Analysis of variance and optimization 
The objective of this section is to determine which variables are most influential on the response 
parameter. For the sake of finding the optimal geometric design for a single probe sonoreactor 
with a cylindrical geometry and decrease the number of the follow-up numerical simulations in 
the parametric studies, the analysis of variance ANOVA has been utilized. The sonoreactor 
geometry is presented in section 3.1.1 and figure 3.1, where all dimensions and boundary 
conditions are shown.  The acoustical and geometrical parameters are considered the driving 
parameters, while the response parameter is the maximum magnitude of the negative pressure 
(𝑃𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒) for each geometric condition. This study aims to determine the acoustical and 
geometrical parameters that allow the largest magnitude of the negative pressure—knowing that 
the magnitude of the negative pressure has to be higher than the Blake cavitation threshold 
mentioned in the last section to have a violent cavitation collapse. The following section 
demonstrates the selection of the geometrical and acoustical parameters.  
The diameter ratio (𝐷 𝐷𝑝⁄ ) is defined as the ratio between the sonoreactor diameter and the 
































Geometry   1 Geometry  2 Geometry  3 Geometry  4
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mm and a sonoreactor diameter of 135 mm (𝐷 𝐷𝑝⁄ = 6.75), which is inspired by the experimental 
work of Gogate et al. [49]. While the lower level is selected based on an ultrasonic probe diameter 
of 80 mm, and a fixed sonoreactor diameter of 135 mm, this would leave a gap of around 2.75 cm 
from the side of the sonoreactor diameter to the side of the ultrasonic probe diameter [137]. Based 
on these assumptions, the diameter ratio (𝐷 𝐷𝑝⁄ ) is namely, 1.7, 3.4, and 6.75.  
For the immersion depth ratio (𝑙 𝐷𝑝⁄ ), is defined as the ratio between the ultrasonic probe 
immersion depth (𝑙) and the ultrasonic probe diameter. Similarly, the higher level is selected based 
on an ultrasonic probe diameter of 20 mm, and an immersion depth of 20 mm (𝑙 𝐷𝑝⁄ = 1.0) [49]. 
While the higher level is chosen based on an immersion depth (𝑙 = 100 mm), and a probe diameter 
of 20 mm, this gives the immersion depth ratio of 5.0 [138]. This would leave a gap between the 
probe tip and the bottom side of the sonoreactor of around 70 mm. Based on these assumptions, 
the immersion depth ratio (𝑙 𝐷𝑝⁄ ) is namely, 0.25, 0.5, and 1. 
For the ultrasonic frequency, the lower level is selected to be 20 kHz which is the threshold of 
ultrasound waves. While the higher level is also found in the literature.  Table 4.3 shows selected 
factors and levels for this study. Based on the parameters above, 27 different geometries have been 
built up and solved using COMSOL Multiphysics (acoustic module) for the response variable 
(𝑃𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒). Noting that, the dimension for each of the 27 geometries has been reported in 
Appendix A (Table A1) along with the results of each configuration summarized in Appendix A 
(Table A2).  
A full factorial analysis of variance two-way ANOVA is performed using Minitab 19 software. 
The dimensions of the 27 runs are calculated and given in Table 4.4 for each probe diameter, the 
probe depth, and the operating frequency based on a sonoreactor diameter of 135 mm and a reactor 
length of 170 mm. Then 27 different geometries have been built, simulated and the results are 
presented in Table 4.5. 
 
Table 4.3: Input factors and 3 levels selected for ANOVA (3X3) 
Factor Low Level Mid-level High level  
𝐷 𝐷𝑝⁄  1.7 3.4 6.75 
𝑙 𝐷𝑝⁄  0.25 0.5 1 




The results from the two-way ANOVA reported in Appendix show that the diameter ratio (𝐷 𝐷𝑝⁄ ) 
has the most substantial influence on the response (𝑃𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒). While the second major influential 
parameter is the ultrasonic frequency. This can be confirmed by Figure 4.4 on the effect of 
ultrasonic frequency. It is observed that the frequency range between 20 kHz and 50 kHz does not 
significantly change the maximum magnitude of the negative pressure, which matches the outcome 
of ANOVA as per Figure 4.4. Therefore, the ANOVA study replicated at a higher frequency of 70 
kHz. Lastly, the immersion depth has no significant effect on the negative pressure. This also can 
be confirmed from the results presented in Figure 4.7. In conclusion, it can be observed that the 
diameter ratio and the ultrasonic frequency are more significant than the immersion depth ratio. 
As seen, in order to maximize the magnitude of the negative pressure, either geometry #1 or 
geometry # 14 can be selected as highlighted in red in the following tables. This indeed will 




Table 4.4: Geometries’ dimension used in ANOVA for the 27 runs. Note that  (sonoreactor 




Depth (𝑙), mm 
Frequency (𝑓), 
kHz 
1  80   20   20  
2  80   40   20  
3  80   80   20  
4  80   20   50  
5  80   40   50  
6  80   80   50  
7  80   20   70  
8  80   40   70  
9  80   80   70  
10  40   10   20  
11  40   20   20  
12  40   40   20  
13  40   10   30  
14  40   20   30  
15  40   40   30  
16  40   10   70  
17  40   20   70  
18  40   40   70  
19  20   5   20  
20  20   10   20  
21  20   20   20  
22  20   5   30  
23  20   10   30  
24  20   20   30  
25  20   5   70  
26  20   10   70  




Table 4.5: ANOVA Data Points for the 27 runs 
 𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒚𝟏 
Run# D/Dp l/Dp freq P_Neg 
1 1.7 0.25 20 -1.17E+07 
2 1.7 0.5 20 -4.19E+06 
3 1.7 1 20 -5.24E+06 
4 1.7 0.25 50 -7.69E+05 
5 1.7 0.5 50 -1.13E+06 
6 1.7 1 50 -1.02E+06 
7 1.7 0.25 70 -3.27E+06 
8 1.7 0.5 70 -5.56E+06 
9 1.7 1 70 -4.32E+06 
10 3.4 0.25 20 -1.03E+06 
11 3.4 0.5 20 -3.91E+05 
12 3.4 1 20 -9.61E+05 
13 3.4 0.25 50 -2.00E+06 
14 3.4 0.5 50 -4.15E+05 
15 3.4 1 50 -1.11E+06 
16 3.4 0.25 70 -1.92E+06 
17 3.4 0.5 70 -9.45E+05 
18 3.4 1 70 -2.11E+06 
19 6.75 0.25 20 -5.27E+05 
20 6.75 0.5 20 -5.45E+05 
21 6.75 1 20 -4.88E+05 
22 6.75 0.25 50 -5.06E+05 
23 6.75 0.5 50 -8.54E+05 
24 6.75 1 50 -7.45E+05 
25 6.75 0.25 70 -2.16E+06 
26 6.75 0.5 70 -4.53E+06 





Table 4.6: Minitab output: Analysis of variance (Two-Way ANOVA) 
Analysis of Variance      
Source DF Adj SS Adj MS F-Value P-Value 
Regression 6 1.03E+14 1.72E+13 2.37 0.068 
  D/Dp 1 3.55E+13 3.55E+13 4.89 0.039 
  l/Dp 1 2.93E+12 2.93E+12 0.4 0.471 
  freq 1 1.19E+13 1.19E+13 1.63 0.011 
  D/Dp*l/Dp 1 5.26E+12 5.26E+12 0.72 0.465 
  D/Dp*freq 1 2.26E+13 2.26E+13 3.11 0.025 
  l/Dp*freq 1 2.34E+12 2.34E+12 0.32 0.587 
Error 20 1.45E+14 7.26E+12     
Total 26 2.48E+14       
Model Summary    
S R-sq R-sq(adj) 
R-
sq(pred) 
0.470086 92.71% 51.53% 16.03% 
Regression Equation in Uncoded Units 
P_Neg = 
-15395995 + 2194000 D/Dp + 6561052 l/Dp + 248245 freq - 
672758 D/Dp*l/Dp- 34821 D/Dp*freq - 75640 l/Dp*freq 
 
 
Figure 4.15:Pareto chart of the standardized effects 
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4.5 Acoustic Streaming 
Acoustic streaming is one benefit of the non-thermal effects of ultrasound applications. Individual 
pulses of ultrasonic energy causing acoustical streaming, cavitation, and microstreaming. The 
study investigates the non-linear coupling between acoustics and CFD of sonoreactor. The 
coupling between the ultrasonic waves using the Helmholtz equation and the Navier-Stokes 
equations is complicated and rarely investigated in the literature. Therefore, this study aims to 
simulate the acoustic streaming inside a sonoreactor. The unsteady acoustics module and CFD are 
coupled to simulate the acoustic velocity streaming brought by the ultrasonic transducer to 
correlate the acoustic pressure field inside the sonoreactor to the flow dynamics field. The fluid 
flow module is selected with the laminar flow interface. 
 
4.4.1 Acoustic streaming validation  
A validated numerical model is successfully conducted with an excellent agreement with previous 
experimental data available in the literature to predict the behavior of the flow characteristics for 
parameter variations turns out to be a reasonable approach. The predicted CFD velocity profile 
and pattern show an excellent agreement with the experimental data available in the literature. The 
model successfully described hydrodynamic fields generated by high-frequency low-power 
ultrasound. 
  
Figure 4.16: Velocity streamlines due to acoustic streaming (left), Axis-symmetrical velocity 
distribution predicted (right) compared to the experimental results of laboratory horn at 300 W 
(left) by Dahlem et al. [139] 
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For the sake of benchmarking, a model validation study for GEO.1 is successfully performed with 
respect to the pressure field at the axis of the reactor and reported by Rashwan et al. [140]. 
Henceforward, the acoustic streaming field of the model is successfully validated with the 
experimental visualization of the typical flow pattern in a half vertical plan is reported by Dahlem 
et al. [139] and as shown on the left side of Figure 4.16. The velocity pattern consisted of two 
eddies, the large eddy allocated at the bottom corner of the sonoreactor. The small vortex is shown 
at the top corners of the reactor. The axisymmetric model for a transducer probe is established with 
a no-slip boundary condition. As mentioned before, the liquid medium is initially stagnant, and 
the flow induced by the ultrasound effects because of the acoustics source. The comparison is 
made, and the model is validated by the Particle Image Velocimetry (PIV) experimental data 
reported by Dahlem et al. [139] considering the acoustic streaming of sonoreactor. The modeling 
simulations show an excellent agreement with the experiments regarding the flow pattern captured 
by the PIV. There are two counter-rotating eddies, as seen in the experimental results, and they are 
captured with the current numerical study as well, which validated the present model. These results 
are also following the results presented by Trujillo and Knoerzer [96], Schenker [141], and Slama 
[142]. They reported a similar observation of the characterization of ultrasound-induced acoustic 
streaming and the jet-like velocity profile. 
 
Figure 4.17: The predicted axial velocity distribution at different distances from the transducer 
tip Z = 10, 50, and 65 mm 
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4.4.2 Acoustic streaming analysis 
Figure 4.17 shows the axial velocity profile at different vertical positions measured from the 
transducer probe tip. The axial flow velocity profile matches the velocity profile reported by 
Schenker et al. [141]. It shows a maximum amplitude at the axis because of the location of the 
transducer probe. The velocity decreases, moving to the sides of the sonoreactor, where the 
recirculation zones take place. The developed model is simulated by the CFD module in COMSOL 
5.4 using a high-performance workstation, and its specifications can be found here [140]. The 
simulation time is spent for one simulation to be converged for about 1 hour and 26 minutes. Figure 
4.18 presents the acoustic streaming evolution pattern is shown in a sequence of images with 
respect to time.  
 
   
(a) t = 0.01 ms (b) t = 0.05 ms (c) t = 0.1 ms 
   
(d) t = 0.5 s (e) t = 1 s (f) t = 3 s 
Figure 4.18: Acoustic streaming induced flow at different time scales 
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The flow-induced from the acoustic streaming is obtained between t=0.05 s and t = 3.0 s. The flow 
is initiated from the transducer's surface and travels in the direction of the bottom wall of the 
sonoreactor. The flow interacts with the bottom wall, and encounter recirculation zones are 
created; one is located at the bottom surface, and the other one moves upward along the 
sidewall.The velocity streamlines are also drawn and presented in Figure 4.19 for the same time 
intervals from t=0.01 ms and t= 0.1 ms. Generally, it is observed that acoustic streaming consists 
of two encounter vortices of different sizes. The most significant vortex is taking place at the 
bottom of the sonoreactor, while the smallest vortex is taking place close to the transducer probe 
tip. This formation of both vortices is due to generated boundary layers at the corner of the 
sonoreactor. The jet flow is moving downwards, producing more flow recirculation zones on the 
bottom and upper parts of the sonoreactor.  
    
(a) t = 0.01 ms (b) t = 0.05 ms (c) t = 0.1 ms 
   
(d) t = 0.5 s (e) t = 1 s (f) t = 3 s 




The flow is evaluated, starting from the transducer probe where the first recirculation zone is 
created. After some time and when the flow becomes steady-state and consistent, three 
recirculation zones are created that contribute to maintaining a good premixing between the liquid 
levels in the sonoreactor. 
 
4.4.3 Density effects on acoustic streaming  
In this section, a comparison is drawn between the three fundamental densities, constant, linear, 
and non-linear density, which are illustrated in section 3.1.5.  
 
(a) Constant density 
In this section, the constant density is used in the flow field properties after setting the oscillating 
pressure boundary at the transducer probe tip. The main comparison is basically about how the 
flow pattern created and changes by the ultrasonic transducer oscillations' effect. In all cases, the 
flow pattern consisted of a strong downwards jet flow with a maximum velocity highlighted in red 
in the color label at the maps' side. Figure 4.20 presents the time evolution sequence of images of 
the acoustic streaming effects under a constant density. As seen, the axial downward flow jet is 
not visually continuous in a short time step. However, overall it will act as jet-like acoustic 
streaming induced by high frequency-high power horn sonoreactor. The computation of the flow 
field shows some recirculation zones are presented at the side of the axial jet with the corner of the 
sonoreactor. From the results, the jet-like acoustic streaming flow is developed within milliseconds 
from applying the acoustic pressure amplitude of around 5 bar corresponds to an acoustic power 
of 36W and an acoustic intensity of 8.5 W/cm2. The results seemed to be unrealistic as the velocity 
magnitude goes up to 66.7 m/s as maximum velocity. This is because using the default settings for 
the compressible flow (density from the material) leads to the wrong (isothermal) speed of sound 
in the model since 𝜌 = (𝑝, 𝑇), and the temperature is kept constant. Having a velocity of 60 m/s 
close to the transducer probe is considered very high, and the induced jet flow continuity is not 
clear. A significant change in the velocity field is noticed when assuming the linear and the 







Figure 4.20: Time evolution of the velocity magnitude contours and velocity streamlines 
while using constant density relation in the flow module 
 
(b) Linear density result 
The linear density relation is used in the fluid module to include the effect of changing the density 
within the sonoreactor when the acoustic pressure varies. The linear density showed a better view 
than the constant density in terms of how the flow is affected by the acoustic pressure modes, 
namely the nodes and antinodes. Figure 4.21 shows the time evolution of the flow distribution 
inside the sonoreactor. The figure shows the velocity magnitude's contour overlying the velocity 
streamlines to show precisely the recirculation zones. As seen a significant change in the velocity 
after considering the effect of the fluctuating acoustic pressure into the density relation. This can 
be attributed to the reasonable assumption of the linear distribution of density with respect to the 
acoustic pressure and the speed of sound. Unlike the linear density results of the streaming jet, a 
full evolution of the jet has been captured, which shows that multiple recirculation zones 







Figure 4.21: Time evolution of the velocity magnitude contours and velocity streamlines while 
using linear density relation in the flow module 
 
(c) Non-linear density result 
To the best of our knowledge, this work is the first one that has achieved simulation of the non-
linear density contribution for acoustic streaming above the cavitation threshold. Moreover, the 
velocity magnitude and distribution experience indicate the degree of premixing between the liquid 
buckets inside the sonoreactor. In the case of liquid-liquid reactions, acoustic streaming is shown 
as an essential parameter for the sonochemical yield and efficiency. The nonlinear assumption is 
the one to believe. This can be attributed to the correct assumption of the linear distribution of 
density with respect to the acoustic pressure and the speed of sound. For the nonlinear density 
simulations shown in Figure 4.22, we can see that the flow did not evolve from the first couple of 
milliseconds. The time-evolution images are close to what happens to reality as the flow is not 
homogenous inside the sonoreactor, and the liquid levels keep mixing. One major finding is that 
the maximum velocities reduced in the non-linear density results as compared to the constant and 






Figure 4.22: Time evolution of the velocity magnitude contours and velocity streamlines 
while using linear density relation in the flow module 
 
In closing, when comparing the three cases, a significant change in the velocity values taking place 
inside the sonoreactor. The values went down from 60 m/s when using a constant density from the 
material to 0.8 m/s  when using the non-linear density distribution. The nonlinear density considers 
the change in the acoustic pressure and includes the non-linearity efficiency and the nonlinearity 
parameter. 
 
4.4.4 Acoustic streaming for different geometries 
For the reason of including the nonlinearities of the vortex shedding, the acoustics are modeled 
using the full compressible Navier-Stokes (NS) Equation in the vicinity of the sonoreactor. The 
compressible flow is important here because, in the case of the sonoreactor, the flow velocity is 
large enough to introduce significant changes in the density. The changes can be neglected when 
the Mach number lower than 0.3. However, the coupling between the velocity and pressure fields 
becomes so strong that the NS and continuity equations need to be solved together. Compressible 
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flow can be laminar or turbulent. In this case, the model combines pressure acoustics, transient 
module, and Laminar flow module. The vortices are resolved, so no turbulence model is used 
(DNS). The acoustic and flow coupling is valid as long as vorticity is small at the interface 
boundary. Vortex shredding usually takes place in the vicinity of that area. This contributes to 
nonlinear losses and also the nonlinear distortion of the sound signal in audio applications. 
Nonlinear effects are often included in analytical transfer impedance models via semi-empirical 
parameters. In this section, different geometries of an immersed type sonoreactor contained a 
particular volume of liquid water medium are modeled. In a transient simulation, the model 
couples pressure acoustics and the laminar flow interface to model the dynamic nonlinear losses 
associated with the vortex's shedding. The acoustic field of an event has an amplitude of 234 dB 
SP, corresponding to 5 bars. The amplitude is considered typical for most of the sonoreactor 





Figure 4.23: Time evolution of the velocity magnitude contours overlaying velocity 




(a) Geo.1 – Cylindrical sonoreactor with 1 ultrasonic transducer 
For the nonlinear density simulations shown in Figure 4.23, we can see that the flow did not evolve 
from the first couple of milliseconds. The time-evolution images are close to reality as the flow is 
not homogenous inside the sonoreactor, and the liquid levels keep mixing. One significant finding 
is that the maximum velocities reduced in the non-linear density results compared to the constant 
and linear cases. This can be attributed to the effect of the acoustic pressure in the non-linear 
density relation. The induced jet flow usually will form two large eddies or recirculation zones that 
help the premixing between the liquid levels inside the sonoreactor. 
 
(b) Geo.2 – Cylindrical sonoreactor with 3 ultrasonic transducers 




Figure 4.24: Time evolution of the velocity magnitude contours overlaying velocity 
streamlines with nonlinear density module for Geo. 2 – Cylindrical sonoreactor with 3 
ultrasonic transducers  
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A sectional view at the centerline of the sonoreactor is taken shows the middle sonotrodes fires its 
acoustic oscillations, and the flow is triggered as captured in the sequence below. In fact, better 
mixing can be easily predicted from the distribution of the velocities inside the sonoreactor. The 
process shows proper mixing, which is why we consider geometry 2 to be one of the best to 
increase the sonochemical yield and sonohydrogen efficiency. The cylindrical sonoreactor with 3 
probes has been selected for further numerical simulations because it has a reasonable cavitation 
percentage, as Figure 4.35, and perfect premixing between the liquid level. The CLY-3P geometry 
combines the high performance of the cavitation percentage and high-efficiency acoustic 
streaming. Assuming a jet-like flow, the velocity profile is re-stimulated again, and it can be 
presented in Figure 4.25. Comparing both profiles shows that the simulation presented in Figure 
4.24 is more reasonable because it accounts for the body forces created by the combined effect of 
acoustic pressure nodes and antinodes created by the 3 probes.  
  
Figure 4.25: Jet-like flow simulation for CLY-3P 
 
(c) Geo.3 – Cylindrical sonoreactor with 5 ultrasonic transducers 
The cylindrical sonoreactor with 5 sonotrodes showed a reasonable premixing but not the favorable 
between the liquid level, as shown in Figure 4.26. A sectional view at the centerline of the 
sonoreactor is taken shows all the sonotrodes firing their acoustic wave and oscillations, and the 
flow is triggered as captured in the sequence below. In fact, this geometry does not seem to have 
a premixing because of the absence of the recirculation zones and the insufficient distribution of 
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the velocities inside the sonoreactor. The acoustic streaming process shows improper mixing, and 





Figure 4.26: Time evolution of the velocity magnitude contours overlaying velocity 
streamlines with nonlinear density module for Geo. 3 – Cylindrical sonoreactor with 5 
ultrasonic transducers 
 
(d) Geo.4 – Hexagonal sonoreactor with 5 ultrasonic transducers 
The hexagonal sonoreactor with 5 sonotrodes showed a better premixing between the liquid level, 
as shown in Figure 4.27. A sectional view at the centerline of the sonoreactor is taken shows all 
the sonotrodes firing their acoustic wave and acoustic oscillations, and the flow is triggered as 
captured in the sequence below. Actually, better mixing can be easily predicted from the 
distribution of the velocities inside the sonoreactor. The acoustic streaming process shows proper 
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mixing, and that’s why we consider geometry#4 is also one of the best to increase the sonochemical 




Figure 4.27: Time evolution of the velocity magnitude contours overlaying velocity 
streamlines with nonlinear density module for Geo. 4 – Hexagonal sonoreactor with 5 
ultrasonic transducers 
 
(e) Geo.5 – Square sonoreactor with 5 ultrasonic transducers 
The square sonoreactor with 5 sonotrodes showed unfavorable premixing between the liquid 
levels, as shown in Figure 4.28. A sectional view at the centerline of the sonoreactor is taken shows 
all the sonotrodes firing their acoustic oscillations, and the flow is triggered as captured in the 
sequence below. This geometry does not seem to have a premixing because of the absence of the 
recirculation zones. In closing, for better premixing between the liquid level in the sonoreactor, 
we would suggest using Geotmetry#2 and Geometry#4 because both have proven a better 






   
Figure 4.28: Time evolution of the velocity magnitude contours overlaying velocity 
streamlines with nonlinear density module for Geo. 5 – Cylindrical sonoreactor with 5 
ultrasonic transducers 
 
4.6 Geometric parametric study and Optimization  
In this chapter, a geometric optimization study is performed to investigate the optimum geometry 
that best benefits the sonohydrogen process. The study is considered in three phases; the first phase 
is conducting acoustic simulation on different arrays and geometries considering Eigen frequencies 
and the most typical ultrasonic frequency, 20 kHz. The second phase is to simulate the acoustic 
streaming in regard to the flow field distribution. The third and final phase is the hydrogen 




4.5.1 Effect of the number of sonotrodes 
A novel simulation analysis is conducted because of the effect of having multiple probes in on 
sonoreactor. First of all, having studied the type-A sonoreactor contributes to the field as few 
studies have reported simulations about this type of sonoreactor—most of the studies available in 
the literature considered type-b and type-c sonoreactors. Son et al. [95,143] performed a 
geometric-optimization experimentally of sonoreactors to enhance the cavitation activity using a 
type-b bath sonoreactor. The probe is fixed at the lowest side of the sonoreactor. They considered 
changing the aspect ratio of the sonoreactor by varying the liquid height above the ultrasonic 
transducer. They concluded that as the liquid height increases, the cavitation yield increases 
substantially under the same input power. In this parametric study, we have considered varying 
the number of sonotrodes to see how this would affect the negative pressure's maximum 
magnitude. For this reason, 5 three-dimensional geometries are built with a different number of 
ultrasonic probes immersed from the top side, starting from 1 to 5. All geometries have the same 
dimensions and boundary conditions while changing the number of probes. We run initial acoustic 
simulations for all five geometries using COMSOL to determine the Eigen frequencies or what is 
so-called the natural frequencies and the corresponding mode shapes for all the suggested 
geometries. The acoustic simulations took minutes to solve the Helmholtz equation. Once the 
acoustic simulations are done, the excitable modes and frequencies are checked. Then, the 
ultrasonic probe is introduced to work at the same frequency to trigger a resonance condition. This 
resonance condition will enhance the sonohydrogen process and make it more efficient. Figure 
4.29 considers the differences in the acoustic shapes and modes for different sonoreactors at 20 
kHz, as shown in the figure's left column. The right column shows the pressure distribution for the 
same sonoreactor operating at its corresponding Eigen frequencies with different ultrasonic probes. 
In the case of a cylindrical sonoreactor with 3 sonotrodes, the geometry is tested regarding different 
Eigen frequencies. We found that, at an Eigen frequency of 20076 Hz, the sonoreactor would not 
hold the pressure generated and accumulated inside the sonoreactor. It may lead to damage to the 
sonoreactor. Therefore, another Eigen frequency is selected from the solution 19990 Hz that gives 
more reasonable pressure values. The cylindrical sonoreactor with 3 sonotrodes shows a higher 










Pavg = -4571.0 Pa Pavg = -34712 Pa
Pavg = -13803 Pa Pavg = -11282 Pa







Figure 4.29: Acoustic shapes and modes for sonoreactors at 20 kHz (left) and corresponding 
Eigen frequencies (right) with different ultrasonic probes; the average pressure is taken over 
the volume from the COMSOL Acoustic Module Solution. Note that the vapor pressure for 
cavitation is 3171.47 Pa at 25.0 ℃.   
 
For the sake of clarification, a comparison is made to differentiate between all geometries. The 
comparison is drawn on the maximum and minimum acoustic pressures and reported in Figure 
4.30 (a) at 20 kHz & (b) at the Eigen frequencies corresponds to each geometry. Where (a) 
represents the changes in the acoustic pressure at 20 kHz while changing the number of sonotrodes. 
There is no significant change in the maximum/minimum pressures when using one or two 
sonotrodes. While a major deflection is observed at 3 sonotrodes from which 4 or 5 sonotrodes 
would not alter the acoustic pressures. Therefore, at 20 kHz, we would recommend using a single 
or 3 sonotrodes because adding more sonotrodes would not be beneficial. 
 
Pavg = -24380 Pa Pavg = -17171 Pa




The highest sound pressure is usually related to the acoustic power supplied through the transducer 
probe, which has not changed significantly. In contrast, a significant change is noticed in the 
maximum magnitude of the negative pressure, which corresponds to the formation of acoustic 
cavitation bubbles. This is because the higher the magnitude of the negative pressure, the bigger 
the minimum pressure and the water vapor pressure. The optimum performance is recorded when 





Figure 4.30: Maximum and minimum acoustic pressure for all geometries at (a) 20kHz  
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the sonochemical activity and possibly generating more bubbles. A similar observation has been 
found by Niazi et al. [83,99]. Table 4.7 shows the summary description of the optimization study 
and a comparison of the effect of the number of sonotrodes. 
Table 4.7: Optimization and comparison of the effect of the number of sonotrodes 
#N of Sonotrodes 1 2 3 4 5 
Frequency [Hz]   𝑓=20000  
Minimum pressure 
[Pa] 
-4.43×105 -6.99×105 -1.27×106 -1.30×106 -1.22×106 
 
Eigen Frequency [Hz]   19670 20069 19990 20077 20089 
Minimum pressure 
[Pa] 
-9.31×105 -1.18×106 -1.21×106 -3.48×106 -1.39×107 
 
4.5.2 Effect of the outer sonoreactor geometry  
In this section, a novel study is conducted considering the effect of having different outer 
sonoreactor geometries built in three dimensions, namely, the typical cylindrical sonoreactor, 
Hexagon reactor, and square sonoreactor. This study is made in two phases; the first phase is 
building those unique three-dimensional geometries with 3 ultrasonic transducer probes. While the 
second phase, all unique geometries are featured with 5 ultrasonic transducer probes. In this 
parametric study, we have considered varying outer geometry to see how this would affect the 
negative pressure's maximum magnitude. For this reason, 3 three-dimensional geometries are built. 
All geometries have the same diameter length and boundary conditions. The hexagon and the 
square are drawn inside the circular cylinder diameter given earlier. The same simulation 
procedure used in the previous section is used herein. An initial acoustic simulation is run for all 
three geometries using COMSOL to determine the Eigen frequencies or what is so-called the 
natural frequencies and the corresponding mode shapes for all the suggested geometries. The 
acoustic simulations took a couple of minutes to solve the Helmholtz equation. Once the acoustic 
simulations are done, the excitable modes and frequencies are checked. Then, the ultrasonic probe 
is introduced to work at the same frequency to trigger a resonance condition. This resonance 
condition will enhance the sonohydrogen process and make it more efficient. Figure 4.31 presents 
the differences in the acoustic shapes and modes for sonoreactors with 3 sonotrodes at 20 kHz 
(left) and corresponding Eigen frequencies (right). As seen in the case of hexagonal sonoreactor 
with 3 sonotrodes, the magnitude of the negative pressure increased from -2.54×106 to -2.23×106, 
thus increase the possibility of cavitation. The results revealed that, in some cases, when operating 
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the sonoreactor at the Eigen frequency, it will trigger resonance that affects the maximum 
magnitude of the negative pressure. The hexagonal sonoreactor is tested at the eigenfrequency of 
19903 Hz; however, the results are not in favor with the safe operation of the sonoreactor and may 
lead to collapse. Therefore, a follow-up study is conducted using another eigenfrequency of 20206 
Hz showing a reasonable average pressure distribution. For comparison, Figure 4.32 presents the 
differences in the acoustic shapes and modes for sonoreactors when the sonoreactors are featured 





Figure 4.31: Acoustic shapes and modes for sonoreactors at 20 kHz (left) and corresponding 
Eigen frequencies (right) with different ultrasonic probes; the average pressure is taken over 
the volume from the COMSOL Acoustic Module Solution. Note that the vapor pressure for 
cavitation is 3171.47 Pa at 25.0 ℃.   
Pavg = -75039 Pa Pavg = -46654 Pa
Pavg = -2.54E5 Pa Pavg = -47598 Pa
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At the same time, the sonoreactors are tested while operating under the Eigen frequency 
conditions. The results are sorted, and it has been revealed that operating a Hexagonal sonoreactor 
at the following conditions: Eigen Frequency of 19331 Hz with 5 sonotrodes may adversely affect 
the sonoreactor body due to the build-up pressure that the sonoreactors with the following 
dimensions (HEX sonoreactor, 5 sonotrodes, 170 cm long, 50 cm diagonal length) cannot stand 
and it may collapse. Therefore, another Eigen frequency is chosen for the hexagonal and square 





Figure 4.32: Acoustic shapes and modes for sonoreactors at 20 kHz (left) and corresponding eigenfrequency (right) 
with 5 transducers each; the average pressure is taken over the volume from the COMSOL Acoustic Module 
Solution. Note that the vapor pressure for cavitation is 3171.47 Pa at 25.0 ℃.   
 
Pavg = -2.9E5 Pa
Pavg = -77117 Pa
Pavg = 83405 Pa Pavg = 81743 Pa
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The main observation from such analysis is that, in order to generate cavitation, the average 
pressure has to fall below the vapor pressure, which is 3171.47 Pa at 25.0 ℃. The results showed 
that the square sonoreactor is considered not reasonable for generating acoustic cavitation bubbles 
as its average pressure is almost atmospheric. Figure 4.32 presents the differences in the acoustic 
shapes and modes for sonoreactors when the sonoreactors are featured with 5 probes at 20 kHz 
(left) and corresponding Eigen frequencies (right). The maximum and minimum pressure 
magnitudes are reported; after conducting the Eigen frequency test for all geometry in 3-D, which 
improved the maximum magnitude of the negative pressure and the cavitation energy and 
compared them with the typical ultrasonic frequency of 20 kHz. Figure 4.31 presents that the 
hexagon reactor at 20 kHz showed no significant difference with its Eigen frequency, while the 
square showed much better at its natural frequency. The differences in the magnitude of the 
negative pressure between all geometries are shown in Table 4.8 regarding optimization and 
comparing different geometries. A similar observation is found by Zhang et al. [144] in their study 
on the influence of sound directions on acoustic field characteristics within a rectangle-shaped 
sonoreactor. 
 
Table 4.8: Optimization and comparison on the effect of different geometries for the 5 
sonotrodes analysis 
Geometries Cylinder  Hexagon Square 
Frequency [Hz] 𝑓=20000 
Minimum pressure [Pa] -1.22×106 -8.28×106 -2.29×106 
 
Eigen Frequency [Hz] 20089 20209 19993 
Minimum pressure [Pa] -1.39×107 -2.33×106 -2.25×106 
 
Further contrast is made to compare the geometries' performance with 3 sonotrodes and geometries 
with 5 sonotrodes on the maximum magnitude of the minimum pressure. At 20 kHz, there are no 
differences in the negative pressure in the cylindrical sonoreactor when 3 or 5 sonotrodes are 
applied. However, the hexagonal sonotrode with 5 probes showed a significant change. This can 
be attributed to the constructive interference of the sound waves when having 5 sonotrodes. 
Opposite observation is found when having the square sonoreactor. The constructive interference 
takes place when having 3 sonotrodes. It does not matter how many sonotrodes are introduced in 







Figure 4.33: Maximum and minimum acoustic pressure for all geometries at (a) 20kHz  and 
(b) Eigen frequencies for geometries featured with 5 probes 
 
In closing, this analysis is meant to investigate which sonoreactor has a higher possibility of 
generating acoustic cavitation by understanding the physics and the maximum magnitude of the 
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significantly when the ultrasonic frequency increases. This observation is matching with some 
reports in the literature. It is not possible to make a clear comparison since most literature studies 
are performed experimentally at different conditions as compared to our study, including the 
ultrasonic frequency, acoustic intensity, and acoustic amplitude. 
 
4.5.3 Characterization of the cavitation zone 
The Blake Cavitation Threshold characterizes the cavitation zone. The actual limit separating 
linear and inertial cavitation is known as the Blake threshold. The black threshold 𝑃𝐵𝐿 is 
characterized by the Blake radius 𝑅0, static pressure 𝑃∞, and the water vapor pressure 𝑃𝑣 as follows: 















Where 𝜎 is the surface tension of water, the blake cavitation threshold is quantified according to 
equation 12 by Figure 4.34. It can be seen that the cavitation threshold decreases exponentially 
while the radius of nuclei increases within the assumed radius range between 0.1 𝜇m to 10 𝜇m. 
 




At the minimum radius of nuclei is 0.1 𝜇m the cavitation threshold exceeds 0.64 MPa, regarded as 
the severe cavitation threshold. When the initial radius of the nuclei is higher than 10 𝜇𝑚, this is 
corresponding to the minimum cavitation threshold. Thus, the predicted cavitation volume is 
quantified compared to the total volume of the sonoreactors with different configurations. Figure 
4.35 presents a comparison between all sonoreactor in the present study. The figure presents the 
cavitation volume percentage, and the severe cavitation volume percentage as compared to the 
total volume of the sonoreactor corresponds to 100%. The rest of the volume is water with no 
predicted cavitation. The cavitation volume is identified using COMSOL Multiphysics by 
allocating the nodes whose pressure higher than the cavitation threshold. In contrast, the severe 
cavitation volume is quantified by allocating the number of nodes whose pressure higher at the 
pressure corresponds to 0.1 𝜇𝑚. 
 
 
Figure 4.35: Cavitation percentage over the sonoreactor volume 
 
 
It can be concluded that, under the cylindrical sonoreactor, the higher the number of probes, the 
higher the cavitation volume and the severe cavitation volume. As seen, the minimum cavitation 
percentage is recorded by CLY-1P because it has only 1 probe, which made the probability of 
generating cavitation is the lowest due to the high volume of the sonoreactor as compared to the 
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volume can be generated by CLY-4P and CLY-5P, approximately 55%. However, the maximum 
cavitation recorded overall is recorded by the SQR-3P. Noting that, the case SQR-3P has its 
sonoreactor volume full by the cavitation volume 61.1% and severe cavitation volume of 36.9. In 
contrast, the maximum severe cavitation is recorded for HEX-3P  with 44.1% of its volume 
covered with bubble radiuses lower than 0.1 𝜇𝑚. This study is crucial as it gives an insight into 
the cavitation threshold and the predicted cavitation required for hydrogen production. 
 
4.7 Chemical Kinetics Modeling Results 
A comprehensive numerical study is performed to establish a link between the acoustic cavitation 
bubble activity's primary effect and the consequent effect of the chemical kinetics mechanism 
associated with the sonochemical process. We studied a possible reaction kinetics mechanism for 
the sonochemical hydrogen production in this work, which we called the sonohydrogen process. 
The reaction kinetics mechanism consists of 19 reversible reactions inside the acoustic cavitation 
micro-bubble at different conditions. The reaction kinetics simulation is validated and utilized to 
quantify the amount of hydrogen produced by a single bubble that is initially saturated with water 
vapor/oxygen. The results from the bubble dynamics model and the chemical kinetics model are 
compared with two different literature experiments. 
 
4.6.1 Bubble Dynamics Results 
This section starts with the bubble dynamics results, followed by the chemical kinetics model 
validation and results—the range of ultrasound frequency changes with the sonoreactor 
configuration. The sonoreactor configuration alters based on the location where the ultrasound 
waves are introduced to the liquid medium. The most commonly used ultrasonic frequency in 
sonochemistry or the sono-hydrogen process is 20 kHz, and the corresponding initial bubble radius 
is known to be 2 µm [64,106]. Hence, at 𝑓 = 20 𝑘𝐻𝑧 and an acoustic pressure amplitude of 0.1 
MPa, the numerical results of the radial bubble dynamics presented in Figure 4.36, in terms of the 
pulse pressure and the bubble radius, all concerning the time. The pulse pressure is reported in 
Figure 4.36 and can be defined as the pressure emitted from the ultrasonic wave and exposed to 
the bubble. The pulse pressure applied by the transducer probe drawn for one acoustic cycle (50 
µs at 20 kHz). Also, the bubble radius presented as a function of time. The bubble radius is initially 
at 1.5 µm. The bubble radius behavior matches the radius behavior reported by Kim et al. [78] and 
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shows an expansion within the first period of the cycle and has gone to collapse after two 






Figure 4.36: The simulated bubble dynamics results at 20 kHz for a bubble radius of 1.5 𝜇m 
and acoustic amplitude of 0.1 MPa (a) the pulse pressure introduced to the bubble, (b) bubble 















































The bubble radius reaches a resonance size 25 µm at 20 kHz. After solving the Keller-Miksis 
equation considering the bubble-dynamics model, the results reported that the maximum radius is 
25 µm. By knowing the maximum bubble radius and the initial bubble radius (minimum bubble 
radius) at the acoustic operating conditions (frequency 20 kHz and acoustic amplitude 0.1 MPa), 
will allow us to calculate the maximum bubble pressure ≈ 4000 atm by recalling equation (6), and 
the maximum bubble temperature ≈ 6000K from recalling equation (7). According to these results, 
these extreme conditions produced from a single bubble collapse will bring a unique chemical 
environment where high-energy chemical reactions occur. In the following section, we present the 
chemical kinetics model results, including the model validation and the effect of different bubble 
temperatures on the evolution of each species, primarily hydrogen and hydrogen radicals. 
 
4.6.2 Chemical kinetics validation 
The validation study for the chemical kinetics model is carried out to ascertain the proposed 
model's accuracy by using the “Chemical Species Transport” module in COMSOL. While the 
“Reaction Engineering” submodule is chosen to investigate a series of 19 reversible chemical 
reactions. The possible chemical kinetics mechanism consists of 19 possible chemical reactions 
from previous kinetic data for combustion [145–149] and sonochemical. The present model is 
compared to the work done by Merouani et al. [57] in 2014 about a theoretical estimation of the 
temperature and pressure within the collapsing acoustic bubble. The validation study is performed 
to assure the proposed kinetics model's accuracy for hydrogen production out of water molecules' 
dissociation due to the sonohydrogen process. The kinetic mechanism's evolution concerning the 
time at pressure and temperature conditions corresponds to the acoustic conditions. 
 
Table 4.9: The initial concentration of the mixture species present study 
Species The initial condition set by Merouani et al. [57] 
𝑯𝟐 0 










The analysis is estimated for a single bubble, which is initially composed of water vapor 𝐻2𝑂 and 
𝑂2. The initial concentration of the 9 species are given in Table 4.9. This series of chemical 
reaction simulation results at the same bubble conditions are presented in Figure 4.37. The analysis 
is performed for a single bubble that is initially saturated with a mixture of water vapor H2O and 
oxygen O2. The water vapor and oxygen mole fractions' initial concentrations are 0.39 and 0.61 at 
the start of the dissociation reaction. As seen, H2O and O2 are consumed, and other species such 
as OH and H2 are produced at a mole fraction of 0.18 and 0.01, respectively. Different species 
such as H2O2, HO2, O, and H produced from such dissociation reactions are not included.  
 
Figure 4.37: Validation of the chemical kinetics mechanism used in this study with the work 
done by Merouani et al. [57] 
 
The comparison is drawn and reported in Figure 4.37. The solid lines denote the present study 
analysis and species concentrations, while the dashed lines indicate the previous data by Merouani 
et al. [57]. Generally, the present study's range of values is in good agreement with the values cited 
previously by Merouani et al. [57]. The reaction takes place at a time of micro-scale [µs], and the 
comparison results showed an excellent agreement regarding the values and profile. There is a 
slight difference in the OH concentration. This might be due to small differences in the 
























H₂O [Present Study] H₂O [Merouani et al. 2014]
O₂ [Present Study] O₂ [Merouani et al. 2014]
OH [Present Study] OH [Merouani et al. 2014]
H₂ [Present Study] H₂ [Merouani et al. 2014]
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4.6.3 Effect of Bubble Temperature  
It is well-known that the temperature inside the acoustic cavitation bubble has a significant impact 
on the dissociation reaction mechanism and the final concertation of hydrogen and other species. 
The effect of the bubble temperature is having a substantial effect on the H2 production rate. The 
bubble temperature is one of the essential parameters that affect the mole fraction of the produced 
hydrogen from the sonohydrogen process. The study concluded that the OH radicals are the main 
product formed inside a bubble at the end of the bubble collapse. As per Momirlan and Boriaru 
[150], the influence of temperature on the hydrogen production process from water dissociation is 
recognized at a temperature higher than 2000 K. Another study by Xu et al. [151] stated that to 
attain a reasonable degree of water dissociation at the atmospheric pressure, and the temperature 
should be around 2500K. This is because the required temperature to dissociate a single molecule 
of water vapor entirely and produce hydrogen is 15000 K, as calculated earlier using 
thermodynamics analysis. 
 
(a) H2O/O2 bubble case 
In this sub-section, a parametric study on the effect of the temperature inside the bubble is 
performed and reported, which is initially saturated with water vapor and oxygen. The parametric 
study shows how the temperature variation is affecting the final products of the dissociation 
reactions. Hence, the text above explains why there is no reaction taking place at a bubble 
temperature of 2000 K. The species’ concentration has not changed, which means the reaction did 
not even start at such a low temperature, as presented in Figure 4.38. At 4000 K, the reaction began 
to occur with a slight increase in the species' concentration. Water vapor and oxygen started to be 
consumed, and the highly reactive radicals are started to form. Heavy consumption of the water 
vapor/oxygen begins when the bubble temperature starts to exceed 5000 K. However, the hydrogen 
is not evolved until the bubble temperature becomes higher than 3000 K. This is due to the 15000 
K temperature limit calculated earlier to dissociate water into hydrogen completely. The higher 
the bubble temperature, the higher the depletion of the water vapor/oxygen mole number to 
generate more reactive radicals for 8000 K. For the sake of clear presentation, Figure 4.39 and 
Figure 4.40 are considering the concentrations of both 𝐻2 and 𝐻  radical per unit volume of a single 
bubble. The higher the bubble temperature, the higher the generated mole fractions for both 
species. As mentioned, the bubble collapse will cause a tremendous amount of energy that goes 
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up to thousands in Kelvins. Hydrogen and hydrogen radicals are of importance because they are 
contributed to the final production rate of hydrogen. As per the numerical analysis and simulations 
presented in those figures accordingly, the trends showed continuous hydrogen production 
concerning time. However, these trends will change, and hydrogen production will not remain 
constant if the dissolved gas changed. 
 
  
Bubble Temperature 2000 K Bubble Temperature 4000 K 
  
Bubble Temperature 6000 K Bubble Temperature 8000 K 
Figure 4.38: Evolution of the kinetic mechanism involving hydrogen with time at different bubble 
temperatures for a single bubble initially composed of 𝐻2𝑂/ 𝑂2 
 
The hydrogen production rate is quantified in the next section by equation (4.6). Therefore, the 
production rate mainly depends on the mole number of radicals inside the bubble, which is 
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controlled by the bubble temperature. The concentrations are given in mole fraction per unit 
volume of the reactor. Knowing that as the reactor volume is the volume of a single bubble, then 
these values should be multiplied by the bubble volume calculated at the maximum radius 𝑅𝑚𝑎𝑥. 
 
  
Figure 4.39: Evolution of the mole number of H2 
concerning the time at different bubble temperatures  
Figure 4.40: Evolution of the mole number of *H 
concerning the time at different bubble temperatures  
 
As seen in Figure 4.41, the hydrogen and hydrogen radicals almost have no production below a 
temperature of 3000 K. The mole number of both 𝐻2 and 𝐻  are presented in, which is given in 
mole per unit reactor volume. The reactor volume is the single bubble. Thus, the maximum radius's 
bubble volume should be multiplied by the mole number obtained from the figure. The correlation 
between the bubble temperature and the mole fraction of 𝐻2 and H radical formed inside a single 
water vapor/oxygen bubble per collapse has a good agreement with the results reported by 
Merouani et al. [57]. The curves will be used later on for the hydrogen production quantification 
in the last section. 
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Figure 4.41: The hydrogen and hydrogen radical produced in moles 
 
(b) H2O/CO2 bubble case 
Another parametric study shows how the temperature variation affects the final products of the 
dissociation reactions but in the case of the H2O/CO2 bubble. It is well-known that the bubble 
temperature is having a significant impact on the dissociation reaction mechanism and the final 
concertation of hydrogen and other species. The effect of the bubble temperature has a substantial 
impact on the H2 production rate, which is presented in Figure 4.42. The bubble temperature is one 
of the essential parameters that affect the mole fraction of the produced hydrogen from the 
sonohydrogen process. The study concluded that the OH radicals are the main product formed 
inside a bubble at the end of the bubble collapse. As per Momirlan and Boriaru [150], the influence 
of temperature on the hydrogen production process from water dissociation is recognized at a 
temperature higher than 2000 K. Another study by Xu et al. [151] stated that to attain a reasonable 
degree of water dissociation at the atmospheric pressure, and the temperature should be around 
2500 K. Hence, this explains why there is no reaction taking place at a bubble temperature of 2000 
K; the species' concentration is not changed, which means the reaction did not even start at such 





































slight increase in the species' concentration. Water vapor and oxygen started to be consumed, and 
the highly reactive radicals are started to form. The water vapor consumption begins when the 
bubble temperature starts to exceed 5000 K. However; the hydrogen isn't evolved until the bubble 
temperature becomes higher than 3000 K. From the parametric study, the higher the bubble 
temperature, the higher the depletion of the water vapor/carbon dioxide mole number to generate 
more reactive radicals, as shown in Figure 4.42 for 8000 K. Therefore, the bubble is acting as a 
micro-combustion chamber or intense plasma where very high temperatures up to 20000 K are 
predicted and measured by Schanz et al. [77].  
 
  
Bubble Temperature 2000 K Bubble Temperature 4000 K 
  
Bubble Temperature 6000 K Bubble Temperature 8000 K 





































Figure 4.43: Predicted H2 production vs. time of reaction at different temperatures for the 
H2O/O2 bubble 
 
Figure 4.44: Predicted H2 production vs. time of reaction at different temperatures for the 
H2O/CO2 bubble 
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Figure 4.45: Predicted H2 production vs. time of reaction at different 
temperatures for the H2O/Ar bubble 
 
Figure 4.46: Predicted H2 production vs. time at different bubble temperatures 
for the H2O/Air bubble 
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Hydrogen and hydrogen radicals are of importance because they are contributed to the final 
production rate of hydrogen. As per the numerical analysis and simulations presented in those 
figures accordingly, the trends showed continuous hydrogen production. However, these trends 
change, and hydrogen production will not be constant if the dissolved gas changed. The hydrogen 
production rate is calculated later in the following section by equation (4.5). 
Therefore, the production rate mainly depends on the number of radicals inside the bubble 
controlled by the bubble temperature. The concentrations are given in mole fraction per unit 
volume of the reactor. Knowing that as the reactor volume is the volume of a single bubble, and 
then the bubble volume calculated at the maximum radius should be multiplied by these values. 
As seen from the figures below, the hydrogen and hydrogen radicals almost have no production 
below a temperature of 2000-3000 K. based on the acoustical parameters. The higher the bubble 
temperature, the slower the reaction time. This is because of the high reaction rate. The figure 
indicates the reaction time while using CO2 as a dissolved gas. The reaction time scale changes 
while changing the bubble temperature. For H2O/O2 bubble, the mole number of H2 is presented 
in Figure 4.43 as predicted by the chemical kinetics model from the parametric study on the bubble 
temperature. Thus, the mole number obtained from the figure should multiply by the bubble 
volume at the maximum radius. The correlation between the bubble temperature and the mole 
fraction of H2 and H radical formed inside a single water vapor/oxygen bubble per collapse is in 
good accordance with the results reported by Merouani et al. [57]. The curves will be used later 
on for the hydrogen production quantification in the last section of the results. For H2O/CO2 
bubble, the mole number of H2 is presented in Figure 4.44 in a mole per unit reactor volume, 
knowing that the reactor volume is the single bubble. The results considering the H2O/Argon 
bubble are presented in Figure 4.42, given in moles extracted directly from the chemical kinetics 
model in COMSOL. The correlation between the bubble temperature and the mole fraction of H2 
and H radically produced in one water bubble should be employed to get the final output of 
hydrogen from the sonohydrogen process. H2O/Argon chemical kinetics reaction results seemed 
to be consistent with the reaction time. No overlapping between the trends of hydrogen production 
concerning the differences in temperatures, which contradicts the trends found in the H2O/Air 
bubble in Figure 4.46. In conclusion, when we compare the results of all dissolved gases, we will 
find that CO2 has a significant contribution to enhancing the overall hydrogen production. This 
will be presented in the last subsection. 
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(c) H2O/Ar bubble case 
The previous sections, where the bubble temperature effects are presented for bubbles, contain 
H2O/O2 and H2O/CO2. In this section, the effect of varying the bubble temperature when 
simulating an H2O/Argon bubble. In all sections, the water vapor fraction WVF is fixed to be 39%. 
Significant differences are seen when comparing all cases; this is due to the variation of the 
physical and chemical properties of all dissolved gases used. The effect of the bubble temperature 
has a substantial impact on the H2 production rate, presented in Figure 4.47.  
 
  
Bubble Temperature 3000 K Bubble Temperature 4000 K 
  
Bubble Temperature 6000 K Bubble Temperature 8000 K 




























The bubble temperature is one of the essential parameters that affect the mole fraction of the 
produced hydrogen from the sonohydrogen process. As seen from the figures below, the hydrogen 
and hydrogen radicals almost have no production below a temperature of 2000-3000 K. The higher 
the bubble temperature, the slower the reaction time. Hence, this explains why there is no reaction 
taking place at a bubble temperature before 3000 K; the species' concentration is not changed, 
which means the reaction did not start at such a low temperature. At 4000 K, the reaction began to 
occur with a slight increase in the species' concentration of around 0.04. Simultaneously, the 
hydrogen mole fraction recorded an increase to 0.075 and 0.125 when the bubble temperature 
increased to be 6000 K and 8000 K, respectively. Water vapor started to be consumed, and the 
highly reactive radicals are started to form, including H, O, OH, while other radicals are produced 
and consumed simultaneously, such as HO2, O2, and H2O2. 
As per the numerical analysis and simulations presented in those figures accordingly, the trends 
showed continuous hydrogen production. However, these trends change, and hydrogen production 
will not be constant if the dissolved gas changed. The hydrogen production rate is calculated later 
in the following section by equation (4.5). The concentrations are given in mole fraction per unit 
volume of the reactor. Knowing that as the reactor volume is the volume of a single bubble, and 
then the bubble volume calculated at the maximum radius should be multiplied by these values.  
 
(d) H2O/Air bubble case 
The previous sections, where the bubble temperature effects are presented for bubbles, contain 
H2O/O2, H2O/CO2, and H2O/Ar.  In this section, the effect of the bubble temperature when 
simulating an H2O/Air bubble. In all sections, the water vapor fraction WVF is fixed to be 39%. 
The effect of the bubble temperature has a substantial impact on the H2 production rate, presented 
in Figure 4.48. As seen from the figures below, the hydrogen and hydrogen radicals almost have 
no production below a temperature of 2000-3000 K. The higher the bubble temperature used in 
the parametric study, the slower the reaction time. Hence, this explains why there is no reaction 
taking place at a bubble temperature before 3000 K; the species' concentration is not changed, 
which means the reaction did not start at such a low temperature. At 4000 K, the reaction began to 
occur with a slight increase in the species' concentration of around 0.05. Simultaneously, the 
hydrogen mole fraction recorded an increase to 0.09 and 0.11 when the bubble temperature 
increased to 6000 K, and 8000 K. Water vapor started to be consumed. The highly reactive radicals 
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are started to form, including H, O, OH, while other radicals are produced and consumed 
simultaneously, such as HO2, O2, and H2O2. As per the numerical analysis and simulations 
presented in those figures accordingly, the trends showed continuous hydrogen production. 
However, these trends change, and hydrogen production will not be constant if the dissolved gas 
changed. The hydrogen production rate is calculated later in the following section by equation 
(4.5). The concentrations are given in mole fraction per unit volume of the reactor. Knowing that 
as the reactor volume is the volume of a single bubble, and then the bubble volume calculated at 
the maximum radius should be multiplied by these values.  
 
  
Bubble Temperature 3000 K Bubble Temperature 4000 K 
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(e) Hydrogen production & quantification 
In this section, the sonohydrogen process's hydrogen will be quantified from the chemical kinetics 
model. The analysis is calculated based on a single bubble initially saturated with (H2O/O2) with 
a mole fraction of water vapor of 0.39 and 0.61 inspired by previous data in the literature. The 
most commonly used ultrasonic frequency for the sonochemical process is 20 kHz. The chemical 
reaction mechanism occurs, and many produced radicals are released when the bubble reaches the 
collapse phase, at which the maximum bubble pressure and temperature are achieved. The previous 
study [4] found that the majority of hydrogen produced because of the recombination of the highly 
reactive radicals 𝐻∗ and 𝑂𝐻 
∗  after the collapse phase though the following reaction 𝐻∗ + 𝑂𝐻 
∗  ⟺
𝐻2 + 𝑂. The 𝐻2 rate of reaction 𝑟𝐻2 can be given as follows [29]: 
 𝑟𝐻2 = 𝑁 × 𝑛𝐻2 + 𝑘
′ [𝐻∗]2 [𝑚𝑜𝑙/𝑠] (4.2) 
where 𝑛𝐻2 is the radical hydrogen mole, 𝑁 is the sum of bubbles  that collapse in per unit volume 
per unit time (𝐿−1𝑠−1), and 𝑘′ is the reactive fluid rate constant. The hydrogen production rate 
comes from two parts; the first part comes from the vapor phase of the hydrogen produced from 
this reaction 𝐻∗ + 𝑂𝐻 
∗  ⟺ 𝐻2 + 𝑂, and the second part is associated with the radical development 
from the reaction 𝐻∗ + 𝐻∗ ⇔ 𝐻2. The development of radical hydrogen can then be defined as 
follows: 
 𝑟𝐻∗ = 𝑁 × 𝑛𝐻∗ − 2𝑘
′ [𝐻∗]2 [𝑚𝑜𝑙/𝑠] (4.3) 
Here, 𝑛𝐻∗ is the hydrogen radicals mole number. Noting that, under steady-state conditions, the 




× 𝑁 × 𝑛𝐻∗ = 𝑘
′ [ 𝐻∗ ]2 [𝑚𝑜𝑙/𝑠] (4.4) 
By substituting, we have achieved the overall production rate of H2 that is written as follows: 
 𝑟𝐻2 = 𝑁 × 𝑛𝐻2 +
1
2
× 𝑁 × 𝑛𝐻∗ [𝑚𝑜𝑙/𝑠] (4.5) 
Once the “mole number” for H and H2 is obtained from Figure 4.41, it has to be multiplied by the 
number of bubbles produced. The acoustic field's complexity and the non-homogeneous conduct 
of the bubbles' density on the sonoreactor are very challenging and limited in the literature. The 
value of N is defined in some references and is presumed to be a constant number; for example, 
Louisnard's [152] work and Vanhille et al. [153]. In reality, during the process of sound hydrogen, 
millions of bubbles formed in the reactor. N bubbles depend heavily on acoustic parameters for 
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sonic operation, including the frequency of ultrasound and acoustic amplification[61]. Thus, a 
recent study by Merouani et al. [61] predicts the number of bubbles from the sonochemical process. 
The number of bubbles is recorded depends only on the ultrasonic frequency. They have reported 
that at 20 kHz, the possible number of generated bubbles can be in the range between 7.2705×103 
and 1.1425×104 this per L per sec. For example, in a further study, Merouani et al. [29] related the 
number of bubbles to the applied ultrasonic frequency, stating that the number of bubbles at 20 
kHz and 355 kHz respectively had been in the order of 104 and 108. The value of N is defined as a 
constant number based on the ultrasound frequency in other references. For instance, Petrier and 
Francony [59] reported the number of bubbles 𝑁 = 26,173,800 𝐿
−1. ℎ𝑟−1 and Jiang et al. [60], 
who used a bubble density is 𝑁 = 41,130,000 𝐿
−1 ℎ𝑟−1. Both experiments are conducted at an 
ultrasonic frequency of about 20 kHz and an acoustic pressure of 0.1 MPa. The effect of ultrasonic 
frequency ranged from 20-800 kHz is studied experimentally in both literature studies. The 
numbers of bubbles at different ultrasound frequencies have been recorded for these literature 
studies and has been used to calculate the hydrogen production of the sonohydrogen process.  
 
 

































Petrier & Francony Model [62]
Jiang et al. Model [63]
126 
 
These models are then used and compared to the quantity of hydrogen produced and shown in 
Figure 4.49. Furthermore, these experimental experiments are accurate as they are used by 
Merouani et al. [61], validating the numerical model. Therefore, those models are used to measure 
the hydrogen that all bubbles have the same size compared to that created. The chemical reaction 
mechanism implemented in this study should first be determined to determine the hydrogen 
production rate. Any bubble collapse shall produce the mole fraction of H2 and *H  that can be 
obtained from both Figure 4.39 and Figure 4.40. It is possible to quantify the production of the gas 
phase of the bubbles via the chemical reaction process, and the total hydrogen production rate 
(𝑟𝐻2) can be defined as: 
 
𝑟𝐻2 = [𝑁 × 𝑛𝐻2 +
1
2
× 𝑁 × 𝑛𝐻∗] [𝑚𝑜𝑙/𝑚




× 𝑁𝑏𝑢𝑏𝑏𝑙𝑒𝑠  [ℎ𝑟
−1] × 106 
[𝜇𝑚𝑜𝑙/ℎ𝑟] (4.6) 
 
where 𝑁 is the bubble number (𝐿−1𝑠−1) collapsed per the volume a (liter) unit by the time unit (s), 
𝑛𝐻2  is the mole number of H2 output from a single bubble (𝑚𝑜𝑙/𝑚
3) That is evaluated from the 
mechanism for the chemical reaction. In the bubble with H2O/O2, chemical reactions simulation 
begins on R = Rmax radius. The initial bubble radius is 2 μm, and, following the defined acoustical 
conditions, the maximum bubble radius (18) is obtained from the bubble-dynamic model. 
Therefore, the bubble dynamics simulation began earlier to achieve the optimum bubble radius for 
calculating the bubble's volume. 
 
(f) Energy consumption 
The energy consumption calculation for producing a 𝜇𝑚𝑜𝑙 of 𝐻2 by sonohydrogen is reported in 
Figure 4.50. Petrier & Francony [59] and Jian et al. [60] have studied the sonohydrogen process 
with the following conditions: 20 kHz, 30 W, and an acoustic pressure 𝑃𝐴 = 5 bar. The ambient 
bubble radius is a function of frequency as well as the maximum bubble radius. The energy 
consumption is made to determine mico moles can be generated from two models because those 
models reported different number of bubbles in their studies. However, their reports of the number 
of bubbles has been taken as a reference in different research studies. This is due to the lack of 




Figure 4.50: Predicted H2 energy consumption in µmol/kWh at 𝑓 = 20 𝑘𝐻𝑧 and 30 𝑘𝑊 using 
different experimental models 
 
Many studies' standard radius has been 8 μm, as defined by different reference numbers[130,131]. 
They suggested that an extensive range of acoustic power (20-320 W) has not altered the initial 
radius. The higher the temperature of the bubble, the higher the output of hydrogen. Also, the 
energy required to generate 𝜇𝑚𝑜𝑙 of H2 according to Petrier & Francony [59] is 0.15 µmol/kWh, 
while the emitted hydrogen is approximately 0.07 µmol/kWh as per Jiang et al. [60]. The 
comparison is at different bubble temperatures; however, essentially, the number of bubbles 
created in each case is the main difference between the two. In closing, the steam gas reforming 
thermochemical method [24] has a big downside to producing a huge amount of carbon dioxide. 
Electrochemical electrolysis requires high electrical consumption. The photobiological approach 
has improved efficiency. Photo-electrochemical using water splitting have a variety of longevity 
problems. Sonohydrogen technology drives the need to minimize carbon dioxide emissions and 
drive productivity and production ability. Table 4.6 provides a conceptual distinction between the 






































Petrier & Francony Model [62] [µmol/kWhr]
Jiang et al. Model [63] [µmol/kWhr]
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H2-Production rate and cost Ref. 
Thermochemical 50 kg/kWh [24] 
Electrochemical 53.4-70.1 kg/kWh [25] 
Photobiological 
0.07-96 E-03 
µmol L-1 h-1 
[26] 
Photoelectrochemical 
39 kWh/ kg  





5.46E-06 – 8.59E-06 µmol/h for 
H2O/O2 bubble 
or 
20-30 µmol/kWh for H2O/Ar bubble 
[108,109] 
 
4.6.4 Effect of dissolved gases 
There are several main parameters for developing hydrogen output: acoustic frequency, acoustic 
strength, dissolved gas, and bubble temperature. However, no attempt is made to research the effect 
on the sonication technique of dissolved gas. The effect of dissolved gas is between three important 
physical properties on hydrogen production efficiency; (1) specific heat capacity Cp [kJ/m
3/K], (2) 
thermal conductivity k [W/m. K], and thermal diffusivity 𝛼 = 𝑘/𝜌 . 𝐶𝑝 [m
2/s]. The dissolved gas 
could accumulate at higher temperatures with higher heat capacity. On the other hand, Dissolved 
gases have low heat dissipation and are capable of pinning more temperatures in the bubble. Hence, 
the combination of both higher heat capacity and lower thermal conductivity results in lower 
thermal heat diffusiveness. As a result, the selection of dissolved gas with high thermal potential 
and low thermal conductivity achieves optimum selection to improve the process of water vapor 
dissociation, resulting in further hydrogen production in exchange. In Table 4.11, Air's substitution 
by Argon in the bubble mixture resulted in a higher mixture density of 28.28 percent, a lower 
thermal conductivity of 20.9 percent, which is favorable, and a lower heat capacity 16.49 percent, 
which is not favorable. However, when all properties are combined, this leads to a 5% low thermal 
diffusivity, which improves the hydrogen production rate and efficiency. Similarly, the transport 
properties of a bubble saturated with a 100% H2O bubble often vary from those of the H2O / CO2 
bubble and all other dissolved gases. This is due to major variations in the physical properties of 
CO2 and H2O [6–7]. Additionally, the evolution of the temperature during collapse is described by 
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recalling equation 3.27, 𝑇 = 𝑇∞(𝑅𝑚𝑎𝑥/𝑅)
3(𝛾−1). According to this equation, the temperature is 
governed by the polytropic index. The controlling parameter is then the polytropic index, which is 
the only parameter intervening in the equation and related to the dissolved gas's nature. 
 
Table 4.11:  Tabulated properties of H2O/Air and H2O/Ar mixture [154]. The negative sign refers 









H2O/Air  H2O/Ar 
39% WVF 
Density [kg/m3] 0.99 1.27 28.28% 
Thermal Conductivity 
[W/m. K] 
0.027393 0.021664 -20.9% 
Vol. heat capacity 
[kJ/m3/K] 
1.243 1.038 -16.49% 
Thermal Diffusivity 
[m2/s] 
2.20×10-05 2.09×10-05 -5% 
 
(a) Quantification of hydrogen production 
In this section, a series of numerical simulations of the bubble dynamics and reaction kinetics 
mechanism occurring in a single bubble are performed for 6 saturating gases (Ar, CO2, N2, CO, 
He, Air). The evolution of the reaction system is evaluated as a function of time around the end of 
the bubble collapse with an acoustic pressure amplitude of 0.1 MPa. Figure 4.51 represents a series 
of numerical investigations of chemical reactions taking place inside the acoustic cavitation bubble 
carried out for six saturating gases at the same bubble temperature, 8000 K, and an acoustic 
pressure amplitude of 0.1 MPa. To achieve a high temperature, it is recommended that the 
sonoreactor be operated at an ultrasonic frequency in the range between 20 – 40 kHz. The figure 
shows that the hydrogen production for CO2 is a batch reaction that peaks at around 1µs and then 
diminishes with time. The hydrogen production peaks simultaneously as other dissolved gases; 
however, the production remains higher. The hypothesis behind this finding lies in lower thermal 
conductivity, higher thermal capacity, and lower thermal diffusivity. If all of these parameters are 
achieved, the optimal production of hydrogen is achieved. 
In order to illustrate the significant variations in physical properties of CO2, N2, Ar, CO, H, O2, in 
298 K and 8000 K, Table 4.12 and Table 4.13 tabulate the characteristics of the various mixtures. 
As shown, the H2O/CO2 has reported the higher density of all mixtures, resulting in a more 
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remarkable heating ability than other mixtures, which increases the production rate of hydrogen 
directly. Additionally, CO2 has recorded the lowest thermal conductivity, highest heat capacity, 
and most moderate thermal diffusivity, which, if all of these factors are combined, it achieves the 
optimum hydrogen production rate. The discussion of the influence of the nature of dissolved gas 
on the results of the simulations is strictly carried out based on the parameters used as inputs in the 
model. Thus, the influence of dissolved gases based on the model adopted by Rashwan et al. 
[108,109] and Merouani et al. [29,57], using as input physical parameter related to the nature of 
dissolved gas the polytropic index 𝜸. 
 
Figure 4.51: The predicted output of H2 from a single bubble vs. the reaction time for various 
dissolved gases 
 
For clarification purposes, a comparison is also made of the effect of adding CO2 to the water 
vapor mixture with onlyH2O and shown in respectively Table 4.14 and Table 4.15, at 298 K and 
8000 K. A H2O / CO2 mixture achieved ideal density-related characteristics of +87.6%, decreased 
thermal conductivity -19.41%, increased the volumetric heat capacity by +22.2% and reduced heat 
diffusivity by -24.10%, leading to higher hydrogen output. The tables show that the decrease in 
thermal diffusiveness will definitely encourage the production rate of hydrogen. Their 
comparisons are presented. The dissolved gases type and bubble temperature can be maneuvered 










































Table 4.12: Tabulated properties of H2O and different bubble mixtures at 298 K [154]. All at the 
same WVF of 0.39 
 H2O H2O/CO2 H2O/N2 H2O/Ar H2O/CO H2O/He H2O/O2 
Density 
[kg/m3] 












1.92E-5 1.45E-5 2.21 E-5 2.09 E-5 2.17 E-5 8.19 E-5 2.19 E-5 
 
Table 4.13: Tabulated properties of H2O and different bubble mixtures at 8000 K [154]. All at 
the same WVF of 0.39 
 H2O H2O/CO2 H2O/N2 H2O/Ar H2O/CO H2O/He H2O/O2 
Density 
[kg/m3] 












9.23E-3 5.99E-3 7.33E-3 7.14E-3 8.09E-3 2.04E-2 6.95E-3 
 
Table 4.14: Tabulated properties of H2O and H2O/CO2 mixture at 298 K [154]. The negative sign 





H2O  39% H2O/CO2  
Density [kg/m3] 0.73 1.37 +87.6 
Thermal Conductivity [W/m. K] 0.025879 0.020855 -19.41 
Vol. heat capacity [kJ/m3/K] 1.18 1.442 +22.20 
Thermal Diffusivity [m2/s] 1.92E-05 1.45E-05 -24.10 
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Table 4.15: Tabulated properties of H2O and H2O/CO2 mixture at 8000 K [154]. The negative 






H2O  39% 
H2O/CO2  
Density [kg/m3] 0.03 0.05 +88.02 
Thermal Conductivity [W/m. K] 0.756770 0.281430 -62.81 
Vol. heat capacity [kJ/m3/K] 0.082 0.047 -42.72 
Thermal Diffusivity [m2/s] 9.23E-03 5.99E-03 -35.07 
 
(b) Comparison between H2O/CO2 and H2O/O2 bubbles 
The chemical kinetics mechanism and the predicted species production change while changing the 
dissolved gases and the initial bubble composition. The study is carried out on a single bubble 
initially filled with H2O/O2. The results of this sequence of simulations of chemical reactions under 
the same bubble conditions are described in Figure 4.52 and predicted species production of the 
O2/H2O bubble at a temperature of 8000 K. At the start of the dissociation reaction, the initial 
concentrations or mole component of the water and oxygen are 0.39 and 0.61. The intake of H2O 
and O2 and other species' development, including OH and H2, is shown to be 0.18 and 0.01. 
Different radicals are produced, such as H2O2, HO2, O, and H, produced from dissociation 
reactions and shown in the comparison figures below. 
  















In addition, a single bubble initially saturated with H2O water vapor mixture and CO2 carbon 
dioxide is analyzed. Figure 4.53 shows the effects of this sequence of simulation chemical 
reactions under the same bubble conditions. The figure presents the predicted species from the 
H2O/CO2 bubble at a temperature of 8000 K, 20 kHz at the end of the bubble collapse of 1.83 µs. 
At the beginning of the dissociation reaction, the same initial concentrations are applied. As seen, 
H2O only is consumed, and H2 is produced at a mole fraction of 0.06, while carbon dioxide is 
slightly consumed. It recorded a 50% increase in hydrogen production. 
 
  
Figure 4.53: Predicted species production from the H2O/CO2 bubble concerning the time. 
 
 
Table 4.16: Select properties of H2O/O2 and different H2O/CO2 mixtures at 298 K [154]. WVF is 
the water vapor fraction. The negative sign refers to a decrease in the tabulated properties. 
 
H2O/O2 mixture 




H2O  39% H2O/CO2  




0.027336 0.020855 -23.71% 
Vol. heat capacity 
[kJ/m3/K] 
1.248 1.442 15.55% 
 
For clarification purposes, Table 4.16 showed the effect of diluting CO2 to H2O in a mixture and 




















density by an increase of +27.16%, the lower thermal conductivity of -23.71%, higher heat 
capacity +22.2%, and lower thermal diffusivity -24.10%, leading to a higher output rate of 
hydrogen. This study shows why more hydrogen can be expected when using CO2 as a diluted gas. 
The next section presents the energy consumption needed for the sonohydrogen process, and a 
comparison is drawn between two different bubble compositions at various bubble temperatures.  
 
(c) Energy consumption analysis 
Once obtained, the "mole number" of 𝐻 
∗  and 𝐻2 from Figure 4.54 at the required temperature of 
the bubble. The number of bubbles is used to determine the total hydrogen output from equation 
(45). A strong correlation is made with the results recorded by Merouani et al. [57] between the 
bubble temperature and the mole fraction of 𝐻  radical and  𝐻2 within a single bubble of H2O/O2. 
The estimate of 1 μmol of sonohydrogen is then presented in the theoretical calculation of energy 
consumption. Petrier & Francony [59] and Jian et al. [60] conducted two experimental studies that 
tested the sonohydrogen procedure with 20 kHz, 30 W. Both the maximum and ambient bubble 
radiuses are a function of frequency, as well as the maximum bubble radius. The standard radius 
of 8 μm, as defined by different references [130,131], has been reported in several studies. They 
indicated that the initial radius for a large acoustic power range had not been modified (20-320 
W). A distinction between the two cases is provided in Figure 4.55 on energy consumption. The 
first case is when the bubble is CO2-saturated, and the second one is O2. 
In addition to the energy consumption, the effect of the bubble temperature variation is also 
incorporated in the study—the greater the bubble temperature, the greater the hydrogen production 
as a major forecast performance findings. In addition, energy consumption is estimated to be up to 
1.05 μmol/kWh for generating hydrogen in the case of an O2/H2O bubble, as per Petrier & 
Francony [59]. While the hydrogen output using the Jiang et al. [60] model is 1.63 µmol/kWh. The 
comparison is made at different bubble temperatures; however, the difference between both 
models is basically due to the number of bubbles produced in each case. However, in the case of 
the CO2/H2O bubble, the hydrogen produced showed an outstanding improvement as per Petrier 
& Francony [59]. The energy efficiency may go up to 22.26 µmol/kWh, Whereas, Jiang et al. [60], 





Figure 4.54: Predicted number of moles of H2 and *H vs. at different bubble temperatures for 
CO2/H2O  (left Y-axis) and O2/H2O (right Y-axis) 
  































































nH₂ Mole/reactor volume m³ CO₂/H₂O
nH Mole/reactor volume m³ CO₂/H₂O
nH₂ Mole/reactor volume m³ O₂/H₂O





































































Petrier & Francony Model 1997 
[µmol/kWhr] CO₂ /H₂O
Jiang et al. Model 2006 
[µmol/kWhr] CO₂ /H₂O
Petrier & Francony Model 1997 
[µmol/kWhr] O₂ /H₂O




Figure 4.56 predicted the number of moles of H2 and H vs. at different bubble temperatures as 
extracted from the simulation results. The greater the bubble temperature, the greater the hydrogen 
production as a major forecast performance findings. The figure shows both hydrogen molecules 
and hydrogen radicals as both are involved in the calculation of the hydrogen production rate. In 
addition, energy consumption is estimated and presented in Figure 4.57.  In both figures, the results 
are compared to the primary reference case of H2O/O2 bubbles. It is revealed that the energy 
consumption in the case of an O2/H2O bubble is in the range between 1.05-1.63 μmol/kWh for 
generating hydrogen in the case of Petrier & Francony [59] and Jiang et al. [60], respectively. The 
comparison is made at different bubble temperatures; however, the difference between both 
models is basically due to the number of bubbles produced in each case. However, in the case of 
the Air/H2O bubble, the hydrogen produced showed an outstanding improvement, and the energy 
consumption is recorded to be in the range between 25-35 μmol/kWh. The results are repeated and 
compared in the case of the H2O /Argon bubble. 
 
Figure 4.58 predicted the number of moles of H2 and H vs. at different bubble temperatures as 
extracted from the simulation results. The greater the bubble temperature, the greater the hydrogen 
production as a major forecast performance findings. The figure shows both hydrogen molecules 
and hydrogen radicals as both are involved in the calculation of the hydrogen production rate. In 
addition, energy consumption is estimated and presented in Figure 4.59.  In both figures, the results 
are compared to the primary reference case of H2O/O2 bubbles. The comparison is made at 
different bubble temperatures; however, the difference between both models is basically due to the 
number of bubbles produced in each case. However, in the H2O/Ar bubble, the hydrogen produced 
showed an outstanding improvement as per Petrier & Francony [59] and Jiang et al. [60] to be in 
the range between 20-30 μmol/kWh. The results are repeated and compared in the case of the 
H2O/Ar bubble. 
 
In conclusion, the best energy consumption is recorded when using carbon dioxide as a dissolved 
gas. Then the second-best energy consumption goes to air, then argon and oxygen come at the last 
place. This study recommends the dissolved gas that has to be selected in order to obtain the 
optimum hydrogen production. In the next section, the bubble composition effect is illustrated in-




Figure 4.56: Predicted number of moles of H2 and H vs. at different bubble temperatures for 
Air/H2O  (left Y-axis) and O2/H2O (right Y-axis) 
  






























































nH₂ Mole/reactor volume m³ AIR/H₂O
nH Mole/reactor volume m³ AIR/H₂O
nH₂ Mole/reactor volume m³ O₂/H₂O




































































Petrier & Francony Model 1997 [µmol/kWhr] AIR/H₂O
Jiang et al. Model 2006 [µmol/kWhr] AIR/H₂O
Petrier & Francony Model 1997 [µmol/kWhr] O2/H2O




Figure 4.58: Predicted number of moles of H2 and H vs. at different bubble temperatures for 
Ar/H2O  (left Y-axis) and O2/H2O (right Y-axis) 
  































































nH₂ Mole/reactor volume m³ AR/H₂O
nH Mole/reactor volume m³ AR/H₂O
nH₂ Mole/reactor volume m³ O₂/H₂O





































































Petrier & Francony Model 1997 [µmol/kWhr] AR/H₂O
Jiang et al. Model 2006 [µmol/kWhr] AR/H₂O
Petrier & Francony Model 1997 [µmol/kWhr] O₂/H₂O
Jiang et al. Model 2006 [µmol/kWhr]O₂/H₂O
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(d) Effect of bubble composition  
This section presents the bubble composition effect because of its importance on the hydrogen 
production rate. This is considered a significant factor that is not explored yet. It has not been 
considered one of the factors affecting the sonohydrogen process as per the previous literature 
review. Therefore, a series of numerical simulations of the bubble dynamics and reaction kinetics 
mechanism occurring in a single bubble are performed for 4 selected saturating gases: Carbon 
Dioxide, Air, Argon (Ar) Oxygen. The hydrogen evolution from the chemical kinetics reaction 
system is evaluated as a function of time around the end of the bubble collapse with an acoustic 
pressure amplitude of 0.1 MPa. Figure 4.60 represents a series of numerical investigations of 
chemical reactions taking place inside the acoustic cavitation bubble carried out for six saturating 
gases at the same bubble temperature, 8000 K, at the same water volume fraction of 39%, and an 
acoustic pressure amplitude of 0.1 MPa. To achieve a high temperature, it is recommended that 
the sonoreactor be operated at an ultrasonic frequency in the range between 20 – 40 kHz. The 
figure shows that the hydrogen production for CO2 is a batch reaction that peaks at around 1µs and 
then diminishes with time to 0.02 and at the end of the chemical reaction. The hydrogen production 
peaks simultaneously as other dissolved gases; however, the production remains at a high mole 
fraction for air and argon at around 0.125. The hypothesis behind this finding lies in lower thermal 
conductivity, higher thermal capacity, and lower thermal diffusivity. If all of these parameters are 
achieved, the optimal production of hydrogen is achieved.  
For comparison, another parametric study is conducted accordingly to investigate a higher water 
vapor fraction. Thus, the mole fraction of hydrogen is evaluated at a WVF of 50%, and the results 
are presented in Figure 4.61. As compared to the previous figure, more hydrogen could be 
produced while using carbon dioxide as a dissolved gas is when increasing the water vapor 
fraction. This is due to the reaction becomes continuous instead of a batch reaction. Another 
parametric study is conducted to show the effect of the bubble's initial concentration on hydrogen 
production. Such a study is reported in Figure 4.62 and Figure 4.63 for both hydrogen and 
hydrogen peroxide. The results showed a consistent trend when the mole fraction of CO2 in 
CO2/H2O bubbles is up to 0.5. A concentration of a CO2 higher than 0.5 showed a negative impact 
on the hydrogen produced as the reaction kinetics stops. From these studies, it is concluded that 
the water vapor fraction WVF has to be at least 50% or more in order to have a reasonable amount 




Figure 4.60: The predicted output of H2 from a single bubble vs. the reaction time for various 
dissolved gases at a water volume fraction WVF =39% 
 
Figure 4.61: The predicted output of H2 from a single bubble vs. the reaction time for various 










































































Figure 4.62: The effect of the initial bubble concentration on H2 production of an 
H2O/CO2 bubbles 
 

























The hydrogen produced stops and becomes non-continuous. Hydrogen peroxide is also of 
importance. It is found in many households at low concentrations of 3-9% for medicinal 
applications and as clothes and hair bleach. In industry, hydrogen peroxide at higher concentrations 
is used as a bleach for textiles and paper, as a component of rocket fuels, and for producing foam 
rubber and organic chemicals. Meanwhile, H2O2 can be toxic if ingested, inhaled, or by contact 
with the skin or eyes. The production of hydrogen peroxide from the sonohydrogen process is 
displayed in Figure 4.63. As seen, the mole fraction is very low due to a batch chemical reaction 
that does not harm the surroundings. The trends of different bubble concentrations do not show 
consistent results. All trends peaks at almost the same reaction time, then they fall significantly, 
causing a drop in hydrogen peroxide production. 
 
(e) Energy Performance Analysis  
In this chapter, the hydrogen yield and energy efficiency performances of the sonohydrogen 
process are identified, and they will be presented in detail. The hydrogen yield is extracted from 
the chemical kinetics module's model solution at the end of the chemical reaction time.  
 
4.7.1 Hydrogen yield 
A study on the hydrogen yield from the sonohydrogen process is performed concerning different 
acoustic bubble temperatures. The bubble temperature affects the hydrogen yield because it 
depends on the acoustical parameters such as ultrasonic and acoustic pressure amplitude. The 
bubble temperature varies based on the acoustical parameters referring to the following equation 
considering the maximum bubble temperature 𝑇 = 𝑇∞ (𝑅𝑚𝑎𝑥/𝑅)
3(𝛾−1)
. The maximum bubble 
temperature is a function of the maximum bubble radius that is correlated to the ultrasonic 
frequency and the acoustic pressure amplitude by the following equation as: 𝑅𝑚𝑎𝑥 =
 (3 × 103/𝑓)(𝑃𝐴 − 1)(𝑃𝐴)
−1/2[1 + 2(𝑃𝐴 − 1)/3]
1/3. Back to the hydrogen yield from our 
process, the chemical reaction mechanism takes place at the maximum bubble temperature, and 
the water vapor is consumed, and many radicals are produced, such as O, OH, H, H2O2, HO2 as 
well as hydrogen H2 molecule. The consumption of the water vapor 𝑋𝐻2𝑂 trapped inside the 





𝑛𝐻2𝑂(𝑡 = 0) − 𝑛𝐻2𝑂(𝑡)
𝑛𝐻2𝑂(𝑡 = 0)
 (4.7) 
where 𝑛𝐻2𝑂(𝑡 = 0) is the number of moles of H2O before the reaction, and 𝑛𝐻2𝑂(𝑡) is the mole 
fraction of water after the dissociation reaction or at any time t. While the hydrogen yield 𝑌𝐻2 can 
be given as follows: 
 𝑌𝐻2 =
𝑛𝐻2(𝑡) − 𝑛𝐻2(𝑡 = 0)





4.7.2 Sonohydrogen energy efficiency 
To the best of the author’s knowledge, no studies have reported the overall energy efficiency of 
the sonohydrogen process. Thus, this work is considered the first to report the energy efficiency 
of such an approach. The energy efficiency is defined as the total output divided by the summation 
of the total input, including the energy required for the dissociation of water H2O into the radicals 
OH and H following this reaction: 𝐻2𝑂 → 𝑂𝐻 + 𝐻. It is worth mentioning that the amount of 
energy required for such dissociation is 493.4 kJ/mol. Which is considered half of the amount of 
energy needed for the separation of water into hydrogen and oxygen molecules based on this 
reaction equation: 𝐻2𝑂 → 𝐻2 + 𝑂 that is 920 kJ/mol. Additionally, as carbon dioxide is 
contributed to the chemical reaction as a diluent, then its effect has to be neglected in the input 
energy. The ultrasonic power has to be added to the energy input, and it should be multiplied by 
the irradiation time. The general energy efficiency of the sonohydrogen process in the case of 









Where 𝑛𝐻2(𝑡) is the produced hydrogen number of moles, 𝐻𝑉𝐻2 the heating value of hydrogen 
242 kJ/mol. Knowing that the energy required to dissociate the water molecule into OH and H, the 
electrical energy input accounts for it, can be obtained from any thermodynamics book [155]. 
(𝑃𝑈𝑠 . ∆𝑡𝑈𝑠) is the ultrasonic power multiplied by the ultrasonic irradiation time to obtain the power 
in k joules. The hydrogen yield and the overall efficiency of the sonohydrogen process are 
extracted and calculated when the reaction time ends and not at the corresponding peak time. 
Therefore, Figure 4.64 displays the hydrogen yield and the process's overall energy efficiency for 
a bubble that is initially contained 39% H2O/CO2. The optimum hydrogen production can be 
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achieved at a temperature of 5400 K. The maximum H2 yield achieved is 18%, meaning that only 
18% has been transformed from 39%H2O/CO2. The maximum overall efficiency is around 8% 
within the limited time of the ultrasonic irradiation, which is considered the time at which the 
chemical reaction stops. Surprisingly, the increase in bubble temperature decreases the hydrogen 
production because of the presence of a dissolved gas like CO2, which has a higher specific heat 
at constant pressure, which would absorb the excessive heat from the dissociation reaction. Hence, 
any additional heat added to the dissociation reaction would not benefit the process, but also it will 
deteriorate it. As mentioned earlier, the reaction did not start, or hydrogen won't be produced unless 
the minimum temperature of 2000 K is achieved through the acoustic conditions. Moreover, the 
general energy efficiency of the sonohydrogen process in the case of H2O/O2 bubbles dissociation 
is going to be the same. The only difference is the number of moles generated while using different 
dissolved gases. The hydrogen yield and the overall efficiency of the sonohydrogen process are 
extracted and calculated when the reaction time ends and not at the corresponding peak time. 
Therefore, Figure 4.65 displays the hydrogen yield and the process's overall energy efficiency for 
a bubble that is initially contained 39% H2O/O2. The optimum hydrogen production can be 
achieved at a temperature of 10000 K. The maximum H2 yield obtained is less than 4%, meaning 
that only 3.8% has been transformed from 39%H2O/O2. The maximum overall efficiency is around 
2% within the ultrasonic irradiation's limited time, which is considered when the chemical reaction 
stops. Surprisingly, the increase in bubble temperature did not affect the hydrogen production 
significantly because of the presence of a dissolved gas like O2, which has a high thermal 
diffusivity, which would have less efficiency to contaminate the heat and it would result in 
releasing excessive heat from the bubble, which will decrease the hydrogen production. Hence, 
any additional heat added to the dissociation reaction would not benefit the process significantly, 
as a considerable part of it will be diffused. The critical observation for the dissociation of H2O/O2 
bubbles is that the reaction did not start, or hydrogen will not be produced unless the minimum 
temperature of 4000 K is achieved through the acoustic conditions. On the other hand, the 
minimum temperature is 2000 K in the case of an H2O/CO2 bubble. In the case of the H2O/Air 
bubble, the hydrogen yield and the overall efficiency of the sonohydrogen process are extracted 
and calculated when the reaction time ends and not at the corresponding peak time. Therefore, 
Figure 4.66 displays the hydrogen yield and the process's overall energy efficiency initially 
containing 39%H2O/Air bubble. The optimum hydrogen production can be achieved at a 
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temperature of 7900 K. The maximum H2 yield achieved is 28%, meaning that only 28% has been 
transformed from 39%H2O/Air.  
 
 
Figure 4.64: Hydrogen yield and energy efficiency vs. acoustic bubble temperature of 
H2O/CO2 bubble 
 
The maximum overall efficiency is around 14% within the limited time of the ultrasonic 
irradiation, which is considered the time at which the chemical reaction stops. Surprisingly, the 
increase in bubble temperature decreases hydrogen production. Hence, any further heat added to 
the dissociation reaction would not benefit the process, but also it will deteriorate it. As mentioned 
earlier, the reaction did not start or hydrogen will not be produced unless the minimum temperature 
of 2000 K is achieved through the acoustic conditions. The hydrogen yield and the overall 
efficiency of the sonohydrogen process are extracted and calculated when the chemical reaction 
















































Figure 4.65: Hydrogen yield and energy efficiency vs. acoustic bubble temperature of 
H2O/O2 bubble 
 





















































































Figure 4.67: Hydrogen yield and energy efficiency vs. acoustic bubble temperature of 
H2O/Ar bubble, argon bubble 
 
Therefore, Figure 4.67 displays the hydrogen yield and the process's overall energy efficiency for 
a bubble that is initially contained 39%H2O/Ar. The optimum hydrogen production can be 
achieved at a temperature of 10000 K. The maximum H2 yield obtained is 35%, meaning that only 
35% has been transformed from 39%H2O/Ar. The maximum overall efficiency is around 16% 
within the ultrasonic irradiation's limited time, which is considered when the chemical reaction 
stops. Surprisingly, the argon recorded the best performance in comparison to all dissolved gases; 
from the trend, it seems that it almost reaches the optimum hydrogen yield and it is about to 
decrease, expecting that if the bubble temperature increased a couple of more thousands of kelvins, 
the yield would decrease and the overall efficiency. 
 
4.7.3 Comparison of energy efficiency  
At the end time of the chemical reaction mechanism, the yield of hydrogen and the corresponding 
sonohydrogen efficiency for different dissolved gases and different bubble temperatures are 
reported in Figure 4.68 and Figure 4.69, respectively. In Figure 4.68, the hydrogen yield is 
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148 
 
performance at the maximum bubble temperature. A turning point is also shown at the highest 
temperature used in the simulation. The oxygen bubble records the same trend. However, it has 
the lowest hydrogen yield performance. It would require a very high acoustic amplitude in order 
to improve the performance slightly. The air bubble achieved higher performance than the CO2 
bubble.  
 
Figure 4.68: Hydrogen yield Comparison for different bubble temperatures and 
different dissolved gases 
 
In Figure 4.69, the sonohydrogen efficiency is presented with respect to the bubble temperature. 
Interestingly, the argon bubble showed the best performance at the maximum bubble temperature; 
a turning point is also shown at the highest temperature used in the simulation. The oxygen bubble 
records the same trend; however, it has the lowest hydrogen yield performance. It would require a 
very high acoustic amplitude to improve the performance slightly. The air bubble achieved higher 































Figure 4.69: Energy Efficiency Comparison for different bubble temperatures and 
different dissolved gases 
 
4.7.4 Cavitation and sonohydrogen efficiency 
To scale-up the sonochemical reactors for industrial use, we have to investigate the efficiencies 
and the factor affecting the sonochemical process. The calorimetry method is not used here to 
calculate the input power because of the large heat dissipation due to the container's large surface 
area. Consequently, the input power has to be measured using a multi-meter. An ultrasonic 
cavitation meter is used for measuring the average cavitation energy in the sonoreactor. 
Unfortunately, the lack of experimental facilities made us assume and use the previous 
experimental works to assess the amount of cavitation energy and the corresponding sonohydrogen 
energy consumption.  A standard method to calibrate the sonochemical efficiency of the 
sonoreactor is initially reported by Koda et al. [89]. They carried out the sonication experiment 
using distilled water at 25 ℃. They performed a calibration analysis and concluded the ultrasonic 
power dissipation into a liquid can be calculated by the following equation: 




Where (MUS) is the water mass [kg], (𝐶𝑝𝑈𝑆) is the water’s specific heat at a constant pressure of 
4.19 kJ/kg-K, and (ΔT/Δt) is the temperature change per unit irradiation time. The continuous 
































effect in this analysis is shown, and temperature simulations are conducted to see the effect of 
having an ultrasonic sonotrode emitting sound waves into a liquid medium on the temperature 
increase of the water as in Figure 4.70. 
 
 
Figure 4.70: Average sonoreactor temperature with sonication time 
 
The cavitation energy and cavitation yield are used to estimate the hydrogen quantity emitted by 
the sonohydrogen sonoreactor. The cavitation yield is defined as the number of reaction products 
per unit of irradiation time in seconds per unit of energy consumption in kWh. he cavitation energy 
gives an indication about the energy dissipated from the supplied input/electrical energy, and it 
can be described it can be described in terms of the input power as per equations (3.9) and (3.10). 
The acoustic cavitation has a threshold. The cavitation threshold can be defined as the power at 
which the cavitation bubble forms in a liquid at which the minimum power amplitude is required 
from a minimum cavitation density. Once the cavitation threshold is reached, low-density 
cavitation is presented in pressure antinodes. This cavitation is generally not uniform and generally 
not useful for any application, either sonohydrogen or ultrasonic cleaning. Above the cavitation 
threshold, cavitation density increases as power increased. Better cavitation bubble density is 
observed and may be seen with increased power within a certain range. The cavitation energy 
converted from the input power is displayed in Figure 4.71, along with the energy conversion 
efficiency. The conversion efficiency decreases while increasing the input power due to an 
















































between the cavitation energy output over the input power, measuring how much of the input 
energy is converted to the cavitation energy. This process's losses are due to the heat dissipated 
into the water inside the sonoreactor and losses of energy through the sonoreactor body. 
 
 
Figure 4.71: Input power vs. Cavitation Energy (y-axis-left) and Energy 
Conversion Efficiency (y-axis-right) 
 
The onset of surface cavitation occurs when the acoustic cavitation bubbles stars to form on the 
surface of the ultrasonic transducer probe at a particular power amplitude rather than developing 
within the body of the liquid. In Figure 4.72, we present the input power vs. the cavitation energy. 
It shows how much input power is converted to cavitation energy. It also shows that after 300 W 
input power, the cavitation energy decreases because of the onset of surface cavitation is reached. 
Suppose the acoustic power amplitude exceeded the onset of surface cavitation. In that case, the 
forces required to couple vibrational energy to the liquid are exceeded, and additional power would 
not increase cavitation density. However, it would result in accelerating the transducer probe tip's 





































































Figure 4.72: Input power vs. Cavitation Energy y-axis-left and Sonohydrogen 
Efficiency y-axis-right 
 
In the case of multiple sonotrodes, the analysis is re-conducted using the same methodology to 
quantify the amount of hydrogen. The cavitation energy converted from the input power is 
displayed in Figure 4.73, along with the energy conversion efficiency. The conversion efficiency 
decreases while increasing the input power due to an increase in the surroundings' energy loss. As 
seen, the cavitation energy has a linear relation with the input energy with no drop in the conversion 
efficiency when using up to 5 sonotrodes with a capacity rate of 180 W or 36 W each. The trend 
for energy consumption is also increasing while increasing the number of sonotrodes and power, 








































































Figure 4.73: Input power vs. Cavitation Energy (y-axis-left) and Energy 
Conversion Efficiency (y-axis-right) 
 
Figure 4.74: Input power vs. Cavitation Energy (y-axis) left and Sonohydrogen 
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Chapter 5. Conclusions and Recommendations 
This chapter presents the conclusions of the work, research, and results in this Ph.D. Thesis. Then 
the chapter goes to the recommendation section, which provides recommendations that are inferred 
from the results of the thesis. Note that the recommendations also introduce ideas for studies that 
can be proposed and further analyze ideas that are out of this thesis's scope and objectives. 
 
5.1 Conclusions 
The main novelty that this Ph.D. thesis offers as the main contribution to the field is the established 
link between the ultrasonic sonication process and the chemical reactions associated with hydrogen 
production, which is identified and given the name the “sonohydrogen” process. The 
sonohydrogen process occurs in a sonoreactor type-A, where an ultrasonic transducer is immersed 
from the top side of the sonoreactor. The thesis aims to investigate and quantify the amount of 
hydrogen production out of the sonohydrogen process. The study provides characteristics of the 
acoustic field and flow field of the sonohydrogen process and quantifies hydrogen. Various 
numerical models and studies are established and simulated, including the acoustic pressure study, 
acoustic streaming study, bubble dynamics study, reaction kinetics study, and geometric 
optimization study. The acoustics model relates the acoustic parameters to the sonoreactor 
performance, such as frequency, acoustic power amplitude, and acoustic intensity. 
Simultaneously, the Keller-Miksis equation is solved to simulate the bubble dynamics study 
needed as input parameters to simulate the chemical engineering module. 
The acoustic model focused on numerical simulations for characterizing the acoustic and flow 
field due to acoustic streaming within the sonoreactor and is successfully validated. A secondary 
study is performed to quantify the hydrogen production from the cavitation energy and determine 
the corresponding sonohydrogen efficiency. The main findings of the research, modeling, 
simulation, and analyses of this thesis are summarized as follows: 
 
 The ultrasonic frequency can significantly alter the minimum pressure of the sonoreactor due 
to its direct impact on forming the acoustic cavitation bubbles. Changing the diameter will 
alter the length of the sound hard boundaries and will change the phase of the reflected waves.  
 The minimum acoustic pressure did not alter significantly from 20 kHz to 50 kHz before the 
negative pressure's maximum amplitude takes place between 60 to 80 kHz. The negative 
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pressure amplitude starts to decrease when the frequency increased beyond the 80 kHz. Then 
any further increase will increase the negative pressure. These phenomena change the wave 
interactions and hence the acoustic pressure and the sound pressure levels. 
 CLY-4P and CLY-5P generate the maximum cavitation volume of around 55%. The case of 
SQR-3P has its sonoreactor volume full by the cavitation volume 61.1% and severe cavitation 
volume of 36.9. The number of sonotrodes would promote hydrogen production efficiency to 
a certain limit. If this limit is exceeded, the forces required to couple vibrational energy to the 
liquid are exceeded, and additional power would not increase cavitation density. 
 The minimum temperature limit of the H2O/O2 bubble required is 4000 K. This temperature 
limit changes when changing the dissolved gases. At a frequency of 20kHz, acoustic power 
of 30 W, and H2O/O2 bubble, the H2 production rate produced ranged between 5.46×10-6 to 
8.59×10-6 µmol/h. The energy consumption required to produce hydrogen is 2.22×10-2 
µmol/kWh. 
 For the sake of contrast, a brief comparison is drawn between two dissolved gases, H2O/CO2 
and H2O/O2, and we predicted and compared the energy consumption might vary between 1.05-
1.63 µmol/kWh. Conversely, in the CO2/H2O bubble, the hydrogen rate significantly improved 
to range from 22.26 to 34.98 µmol/kWh. The dissolved gases are considered one of the most 
critical parameters affecting the hydrogen production rate. It is attributed that the mixture of 
H2O/CO2 has higher heat capacity, lower thermal conductivity, and, consequently, lower 
thermal diffusivity, which achieves the optimum atmosphere that benefits hydrogen production. 
 The maximum hydrogen production is recorded at 300 W for 2.5 ×10-9 mol/J when increasing 
the input power to one sonotrode mounted in a typical sonoreactor cylindrical shape at an 
energy conversion efficiency of 23%. For the study on the multiple sonoreactor, the amount 
of hydrogen produced is 308 ×10-9 mol/kWh at 180 W with an energy conversion efficiency 
of 33%. 
 
5.2 Recommendations  
In this section, a set of recommendations are provided to further study considerations that can be 
built upon the work and results presented in this thesis. The work in this thesis investigates the 
unexplored field of using ultrasonic waves in the hydrogen production process. It also investigates 
the integration between acoustics and the hydrogen production field. This Ph.D. thesis is based on 
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numerical modeling and simulation analyses. The COMSOL Multiphysics solver is used 
throughout the whole study. However, there are still many opportunities to be probed and 
discovered. In order to further investigate the proposed systems and expand on the introduced field 
of sonochemical systems and the recommendations and some proposed experimental work is 
summarized as follows: 
 
 Expanding the developed work of the sonohydrogen to be integrated with an electrolyzer 
system to promote the hydrogen production rate. The integrated system is novel with limited 
contribution in the literature. The integrated system is called Ultrasonic-Aided Electrolyzer 
System for hydrogen production  
 Expanding the developed model of the sonohydrogen process to simulate complex- 
geometries to enhance the pressure distribution and promote the acoustic streaming effects 
inside the sonohydrogen reactor. Expand the acoustic-geometric parametric study by applying 
multiple probes with different arrays inside various sonoreactor geometries 
 Investigating the distribution of the generated acoustic cavitation bubbles inside different and 
complex-sonoreactor geometries taking into consideration non-linear effects of the bubble 
dynamics model 
 Investigating the potential efficiency improvement by using catalysts or nanoparticles to 
enhance the heat transfer characteristics and improve the hydrogen production rate  
 The developed one-dimensional chemical kinetics mechanism can be extended to two 
dimensional or three dimensional within a single and multiple bubbles 
 Performing cost and exergy-economic cost analysis on the proposed systems, including the 
savings due to the sonohydrogen process 
 An experimental study of the sonohydrogen process is highly recommended to investigate the 
performance of the proposed system  
 Experimental investigation of the sonohydrogen process while using different liquids such as 
water-methanol blends and other different wastewater compositions 
 Experimental investigation of the ultrasonic effects on the disintegration of the sewage sludge 
wastewater is recommended as well as an experimental investigation of the ultrasonic-aided  
coagulation and flocculation process for wastewater treatment and possible hydrogen 
production using ultrasound  
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The main opportunity that should be discovered is to perform an experimental investigation. The 
main points are illustrated in detail in order to investigate the sonohydrogen process 
experimentally. This would benefit the readers and incoming grad students to do tests and 
examinations and come out with a novel contribution to the sonohydrogen field. Ultrasound-
induced cavitation bubbles can be a source of energy due to bubble oscillation. The production of 
these sound pressure waves can be attributed to two reasons; the first reason is that these pressure 
waves is a result of the bubbles collapse, whereas the second reason is that these pressure waves 
are produced from the interaction between the bubbles, the wall and the reflected ultrasound waves 
from the walls. It is not yet clear that the production of these sound pressure waves is due to which 
of these reasons. Therefore, further experimental investigations should be carried out. An overview 
of different experimental configurations and recent experimental work procedure and their 
significance in understanding the Sonohydrogen production approach is presented. The author 
recommends using one of the three main configurations of sonoreactors, as mentioned earlier in 
Figure 2.2, section 2.2.4. The ultrasonic transducer probe (Type-A), the ultrasonic transducer bath 
(Type-B), and an indirect irradiation bath (Type-C). Differences between each type are mentioned 
earlier in section 2.2.4. However, researchers in the field of Ultrasonic Sonochemistry 
recommended performing experimental work on Type-A in order to strengthen the quality of the 
work. In conclusion, greater concentrated energy will be available in type-A (immersed ultrasonic 
probe reactor), and almost 15% lower power dissipation is found in the case of type-B (ultrasonic 
bath reactor) [49]. Therefore, type-A is recommended to continue the study in the future. The 
experiment is a typical immersed type sonoreactor system, Type-A. The ultrasonic transducer 
probe (Vibra-cell VCX-750, frequency 20 kHz, net power output 750 W, 2 cm diameter). The 
transducer tip is immersed 2 cm under the liquid water surface and mounted by a vertical movable 
mechanism in order to vary the immersed depth of the ultrasonic probe inside the sonoreactor 
model. The sonoreactor consists of cylindrical acrylic glass with a diameter of 13.5 cm and a length 
of 17 cm. The acrylic glass container is going to be filled with distilled water at 25℃. The water 
temperature will be monitored through a thermocouple immersed and located halfway of the liquid 
volume. Furthermore, the temperature will be maintained by means of circulating cooling water 
through the water jacket surrounded the sonoreactor. A hydrophone will be used to track and 
monitor the acoustic pressure fluctuation using the FFT spectrum analyzer. The amount of 
hydrogen produced will be measured using gas chromatography (CP-4900, Varian) equipped with 
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a molecular sieve column, which enables hydrogen, oxygen, and nitrogen separation. The 
chromatography will also be attached with a thermal conductivity detector, which allows gas 
identification. The gas sampling is going to be made by a gastight syringe. The sampling pipe will 
be inserted at the top of the sonoreactor through a duct with a porous septum in rubber and Teflon. 
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