We study the nonlinear Rayleigh-Taylor (RT) instability of an inhomogeneous incompressible viscoelastic fluid in a bounded domain. It is well known that there exist strong solutions of RT instability in H 2 -norm in inhomogeneous incompressible viscoelastic fluids, when the elasticity coefficient κ is less than some threshold κ C . In this paper, we prove the existence of classical solutions of RT instability in L 1 -norm in Lagrangian coordinates based on a bootstrap instability method with finer analysis, if κ < κ C . Moreover, we also get classical solutions of RT instability in L 1 -norm in Eulerian coordinates by further applying an inverse transformation of Lagrangian coordinates.
Introduction
Consider two completely plane-parallel layers of immiscible fluids, the heavier on top of the lighter one and both subject to the earth's gravity. In this case, the equilibrium state is unstable to sustain small disturbances, and this unstable disturbance will grow and lead to a release of potential energy, as the heavier fluid moves down under the gravitational force and the lighter one is displaced upwards. This phenomenon was first studied by Rayleigh and then Taylor [37] , and is therefore called the Rayleigh-Taylor instability. In 2003, Hwang and Guo [16] mathematically proved the existence of classical solutions of (nonlinear) RT instability in the sense of L 2 -norm for a 2D nonhomogeneous incompressible inviscid fluid. Then Jiang and Jiang further showed the existence of strong solutions of RT instability for 3D nonhomogeneous incompressible viscous fluids in the sense of L 2norm [18] . Recently, Jiang and Zhao further proved the existence of classical solutions of RT instability [28] . Similar results of RT instability were established for stratified incompressible viscous fluids, see [26] for instance.
In this article, we are interested in the RT instability of an inhomogeneous incompressible viscoelastic fluid. The RT instability in viscoelastic fluid has been widely studied, see [15, 25, 27] for examples. Moreover, the RT instability also has been investigated under other physical factors, such as internal surface tension [12, 17, 41] , magnetic fields [4, 5, 19-21, 23, 24, 39, 40] , rotation [3, 6, 29] , and so on. We also refer to [2, 8, 14, 30, [33] [34] [35] [36] for related progress in other mathematical problems of hydromechanics.
Recently, Jiang et al. [25] have proved the existence result of strong solutions of RT instability in an inhomogeneous incompressible viscoelastic fluid. To begin with, let us recall the equations of an inhomogeneous incompressible viscoelastic fluid in the presence of a uniform gravitational field in a bounded domain Ω ⊂ R 3 :
div v = 0, (1.1) where ρ := ρ(x, t) is the density, v := v(x, t) is the velocity, p := p(x, t) denotes the hydrodynamic pressure, and U := U(x, t) is the deformation tensor (a 3 × 3 matrix valued function). The constants μ > 0, κ > 0, and g > 0 stand for the coefficient of shear viscosity, the elasticity coefficient, and the gravitational constant, resp. e 3 := (0, 0, 1) T represents the vertical unit vector, I the identity matrix, -ρge 3 the gravitational force, and the superscript T the transposition. In system (1.1), equation (1.1) 1 is the continuity equation, (1.1) 2 is the balance law of momentum, (1.1) 3 is the deformation equation, and (1.1) 4 is the incompressible condition.
To mathematically prove the viscoelastic RT instability, we choose a density profileρ := ρ(x 3 ) satisfyinḡ ρ ∈ C 4 (Ω), inf x∈Ωρ > 0, (1.2) ρ | x 3 =x 0 3 > 0 for some x 0 ∈ Ω, (1.3) where := d/dx 3 and x 0 3 denotes the third component of x 0 ∈ Ω. It should be noted that condition (1. 3) ensures that there is some sub-domain of Ω in which the heavier part of (viscoelastic) fluid is over the lighter one, leading to the classical RT instability. Then (ρ, v, U) = (ρ, 0, I) defines an RT equilibrium state to system (1.1), where the equilibrium pressure profilep is defined by ∇p = -ρge 3 . Now, we denote the perturbation around the RT equilibrium state by = ρ -ρ, σ = p -p, V = U -I, then ( , v, σ , V ) satisfies the following perturbation equations:
( +ρ)v t + ( +ρ)v · ∇v + ∇σ in Ω, = μ v + κ div(( +ρ)(V + V T + VV T ))g e 3 in Ω,
(1.4)
For system (1.4) , we impose the initial-boundary value conditions:
( , v, V )| t=0 = 0 , v 0 , V 0 and v| ∂Ω = 0.
(1.5)
The initial-boundary value problem (1.4)-(1.5) is called the VRT problem for an inhomogeneous viscoelastic fluid. In [25] , Jiang, Jiang, and Wu proved the existence of strong solutions of RT instability for the VRT problem in H 2 -norm under an instability condition.
In this paper, we further establish the existence of unstable classical solutions in the sense of L 1 -norm for the VRT problem based on a bootstrap instability method by further exploiting some new mathematical techniques. Thus our instability result further improves Jiang, Jiang, and Wu's one in [25] . In general, it is hard to directly show the existence of a unique classical solution to (1.4)-(1.5) in L 2 (Ω)-norm. Therefore, we switch our analysis to Lagrangian coordinates. To this end, we assume that there exists an invertible mapping ζ 0 := ζ 0 (y) : Ω → Ω, such that ∂Ω = ζ 0 (∂Ω) and det ∇ζ 0 = 1. We define the flow map ζ to be the solution to
We denote the Eulerian coordinates by (x, t) with x = ζ (y, t), whereas (y, t) ∈ Ω × R + stand for the Lagrangian coordinates. In order to switch back and forth from Lagrangian to Eulerian coordinates, we assume that ζ (·, t) is invertible and Ω = ζ (Ω, t). In other words, the Eulerian domain of the fluid is the image of Ω under the mapping ζ . In view of the nonslip boundary condition v| ∂Ω = 0, we have ∂Ω = ζ (∂Ω, t). Moreover, by the incompressible condition, we have
as well as the initial condition det ∇ζ 0 = 1, see [31, Proposition 4.1] . In Lagrangian coordinates, the deformation tensorŨ(y, t) is defined by a Jacobi matrix of ζ (y, t):
(1.8)
Here and in what follows, ∂ j denotes the partial derivative with respect to the jth component of the spatial variables. When we study this deformation tensor in Eulerian coordinates, we shall denote it by U(x, t) :=Ũ(ζ -1 (x, t), t). Applying the chain rule, it is easy to see that U(x, t) satisfies the transport equation
Let η := ζy, and we define the Lagrangian unknowns by
Then, in Lagrangian coordinates, the evolution equations for˜ , u, andp read as follows:
with the initial and boundary conditions (η,˜ , u)| t=0 = η 0 ,˜ 0 , u 0 and (u, η)| ∂Ω = (0, 0),
where Dη := ∇η + ∇η T . Next, we shall introduce the notations involving A. The matrix A :
for a vector function w := (w 1 , w 2 , w 3 ), and
It should be noted that we have used the Einstein convention of summation over repeated indices. In addition, we define A X := div A ∇ A X andÃ := A -I. Further, we introduce some properties of A. In view of the definition of A and (1.7), we see that
where A * ij is the algebraic complement minor of (i, j)th entry (∂ j ζ i ) 3×3 . Then we have ∂ k A * ik = 0, which implies two important relations:
and
By virtue of (1.9) 2 , we get˜ = ρ 0 (ζ 0 ). Thus, if 
Putting the above two relations into (1.9), we have a so-called transformed VRT problem:
For the derivation of a priori energy estimates of the transformed VRT problem, we shall rewrite (1.16) as the following nonhomogeneous form, in which the terms on the left-hand side of the equations are linear:
in Ω,
where we have defined that S(q, u, η) := qI -μ∇u -κρDη and
and divÃ and Ã are defined by the definition of div A and A withÃ in place of A, respectively.
By omitting the nonlinear terms N 1 and -divÃ u in (1.17), we get a linearized VRT problem as follows:
The linearized problem is convenient to analyze in order to have an insight into the physical and mathematical mechanisms of the VRT problem. In fact, using a standard energy method, Jiang et al. [25] found stability and instability criteria of the above linearized VRT problem. Moreover, Jiang et al. [25] further proved that there exists a unique unstable strong solution in the sense of H 2 (Ω)-norm to the VRT problem, when
,
Before stating our main result, we shall introduce the following simplified notations: 
for some escape time T δ := 1 Λ ln 2 m 0 δ ∈ (0, T), where T denotes an existence time of the solution (η, u). Moreover, the initial data (η 0 , u 0 ) ∈ H 4 0 × H 3 0 satisfies the keeping volume condition "det(∇η 0 + I) = 1 in Ω" and necessary compatibility conditions:
where G 0 =ρ(y 3 + η 3 0 ) -ρ(y 3 ), and A 0 denotes the initial data of A and is defined by η 0 (it should be noted that we automatically have det(∇η + I) = 1 due to the keeping volume condition).
Remark 1.1 It should be noted that the solution (η, u, q) in the above theorem enjoys the additional regularity:
Remark 1.2 Compatibility condition (1.20) is deduced from the incompressible condition "div A u = 0 in Ω", compatibility condition (1.22) from the compatibility condition "u t | t=0 = 0 on ∂Ω", and compatibility condition (1.21) from the compatibility condition "∂ t div A u| t=0 = 0 in Ω" and the following fact:
The above relation can be deduced by using (1.12) and (1.16) 1 .
Remark 1.3 Let (η, u, q) be constructed in Theorem 1.1. If δ is sufficiently small, then, for each fixed t,
(1.25)
We define
where ζ -1 3 denotes the third component of ζ -1 . Then it is easy to verify that ( , v, V ) is a unique unstable solution to VRT problem (1.4)-(1.5); meanwhile, we can see that the RT instability can occur in the VRT problem, when κ < κ C .
The proof of Theorem 1.1 is based on a bootstrap method, which has its origin in Guo and Strauss's articles and has been developed by Friedlander [10, 11] and other authors. At present, many versions of bootstrap methods have been established in the study of dynamical instability of various physical models, see [7, [9] [10] [11] for examples. In this article, we adopt the version of a bootstrap methods in [9, Lemma 1.1] and [28] , thus the proof of Theorem 1.1 can be divided into five steps.
Firstly, in Sect. 2, we construct linear unstable solutions to the linearized VRT problem; this can be achieved by the modified variational method as in [12, 18, 38, 42] . Secondly, in Sect. 3, we shall establish a Gronwall-type energy inequality for the transformed VRT problem by using the energy method in [20] . Thirdly, in Sect. 4, we want to use the initial data for the linearized problem to construct the initial data for the corresponding nonlinear problem as in [9, Lemma 1.1], but unfortunately the initial data of the linearized and the transformed VRT problems have to satisfy different compatibility conditions. To overcome this difficulty, we use the existence theory of Stokes problem and the iterative technique to modify the initial data of solutions for the linearized VRT problem. Thus the obtained modified initial data satisfy compatibility conditions (1.20)-(1.22) and keeping volume condition and are close to the initial data of the linearized VRT problem. Fourthly, in Sect. 5, we deduce the error estimates between the solutions of the linearized and the transformed VRT problems based on a method of largest growth rate as in [16] . We shall use the existence theory of Stokes problem again to modify the error function u d (i.e., the error between the nonlinear and linear solutions concerning u), which does not enjoy the divergence-free condition (i.e., div u d = 0). Then the method of largest rate can be used to deduce the desired error estimates. Finally, we show the existence of an escape time and thus obtain Theorem 1.1.
Linear instability
The modified variational method of ordinary differential equations (ODEs) was firstly found in [12] , and later it was extended to partial differential equations (PDEs). Exploiting the modified variational method of PDEs (see [18, 19] ), we can construct unstable solutions to the linearized VRT problem.
with a largest growth rate Λ > 0 satisfying
Proof We show the proof of Proposition 2.1 by three steps.
(1) At the beginning, we show the existence of classical solutions to the modified problem
where s > 0 is any given.
To this end, we consider the variational problem of the energy functional
By the well-known Rellich-Kondrachov compactness theorem, there exist a subsequence(still labeled by w n ) and a function w ∈ A, such that w n w in H 1 σ , w n → w in L 2 . Hence, by the lower semi-continuity of weak convergence, one has
It is easy to see that w constructed above is the minimum point of the energy functional (E( ) + sF( ))/ √ρ 2 0 with respect to ∈ H 1 σ , and
Thus, we can get that the point t = 0 is the minimum point of the function
for any given ϕ ∈ H 1 σ , and I (0) = 0. So, we directly have the weak form:
From (2.6) we can see that w is the weak solution of modified problem (2.4).
To improve the regularity of the weak solution w, we rewrite (2.4) as the following Stokes problem:
where ϕ := (sμ + κρ)w. Applying the existence theory of Stokes problem, we get w is a solution to boundary value problem (2.4) with an associated pressure β, and (w, β) ∈ H 2 0 × H 1 . Thus, using the existence theory of Stokes problem again, and a standard bootstrap method, we can further deduce that (w, β)
(2) We assert that
To begin with, we verify (2.7). For given s 2 > s 1 , then there exists v s 2 ∈ A such that
Thus, 
Thus, for any s 1 ,
Finally, (2.9) and (2.10) can be deduced from the definition of α and assumption (1.19) by Friedrichs's inequality.
(3) We turn to constructing an interval for fixed point: Let I := sup all the real constant s, which satisfy that α(τ ) < 0 for any τ ∈ (0, s) .
By virtue of (2.9) and (2.10), it is easy to see that 0 < I < ∞. Further, α(s) < 0 for any s ∈ (0, I), by the continuity of α(s), we get
So, by the monotonicity and the upper boundedness of α(s), we see that
Using (2.11), (2.12), and the continuity of α(s) on (0, I), we find by a fixed-point argument on (0, I) that there is unique Λ ∈ (0, I) satisfying
Thus, there is a classical solution w ∈ A ∩ H ∞ to boundary value problem (2.1) with Λ constructed above and with β ∈ H 1 ∩ H ∞ . Moreover,
In addition, (2.3) immediately follows (2.13) and the fact w ∈ H 2 σ . This completes the proof of Proposition 2.1.
Gronwall-type energy inequality of nonlinear solutions
We derive that any solution of the transformed VRT problem enjoys a Gronwall-type energy inequality by applying a priori estimate method. Let (η, u) be a solution of the VRT problem such that
where T is the existence time of the solution (η, u). The smallness of δ depends on the domain and known parameters in the transformed VRT problem, and it makes sure the solution enjoys fine regularity.
Preliminaries
To begin with, we list some important mathematical results, which will be repeatedly used throughout this paper.
(1) Embedding inequality (see [1, Theorem 4 .128]): Let Ω ⊂ R 3 be a bounded Lipschitz domain, then
(2) Interpolation inequality in H j (see [1, 5. 2 Theorem]): Let Ω be a domain in R 3 satisfying the cone condition, then, for any 0 ≤ j < i, ε > 0,
4)
where the constant C(ε) depends on the domain and ε.
(3) Friedrichs's inequality (see [ where n denotes the unit outer normal vector of ∂Ω, then there exists a unique strong solution (u, q) ∈ H k+2 × H k+1 , which solves
Moreover, any solution (u, q) ∈ H k+2 × H k+1 of (3.6) enjoys the following estimate:
Lemma 3.1 Under assumption (3.1), we have:
(1) The estimate for A: for 0 ≤ i ≤ 3 and 0 ≤ j ≤ 1,
9)
A tt j (u, u t ) j+1 , (3.10)
14)
where
Proof (1) 
Consequently, using product estimate (3.5), we get (3.11).
(2) Since det(∇η + I) = 1, and by determinant expansion theorem, we see that div η = tr(∇η) 2 -div η 2 /2 -det ∇η.
By (3.1) and product estimate (3.5), we directly deduce (3.12) from the above relation. By (3.9), (3.11), and product estimate (3.5), we can also derive (3.13) and (3.14) from (1.17) 3 .
(3) Exploiting (3.11) and Friedrichs's inequality, we can easily get (3.15).
Lemma 3.2 Estimates of nonlinear terms: Under assumption (3.1):
(1) We have 
Basic energy estimates
This subsection is devoted to establishing the energy estimates of (η, u), which include the zero estimate of (η, u) (see Lemma We define that
It is easy to check that div η = div Ψ (η) due to det(∇η + I) = 1. Thus we can estimate that q div η dy = -Ψ (η) · ∇q dy η 2 2 ∇q 0 .
Consequently, inserting the estimate above into (3.23), then using (3.17) and Young's inequality, we immediately have (3.22) . 
(3.26)
Exploiting integral by parts and (3.26) 2 , we have that
Then, multiplying (3.26) 1 by u t in L 2 and using the integration by parts, (3.26) 2 -(3.26) 3 , and (3.27), we can compute out that
Accordingly, using product estimate (3.5), (3.15), (3.20) , and Young's inequality, we get (3.24).
(2) Similarly to (1.11), we have
Multiplying (3.26) by u tt in L 2 and using the integration by parts, we can compute out that d dt
Consequently, making use of product estimate (3.5), (3.20) , and Young's inequality, we arrive at (3.25).
Lemma 3.5 Under assumption (3.1), we have
Proof We apply ∂ j t to (1.17) 2 -(1.17) 6 for j = 0 and 1, and then rewrite the resulting identities as the standard Stokes problem:
where we have defined that
Applying the Stokes estimate to (3.32), we have
Using (3.13) and (3.14), we can estimate that
Putting the above two estimates into ( where the norm η 4 is equivalent to η 4 .
Proof We shall rewrite (3.32) as a (steady) Stokes problem:
Note that N 3 satisfies κρ η 3 + N 3 dy = 0.
Applying the Stokes estimate to (3.37), we have, for 0 ≤ k ≤ 2, 
Multiplying (3.44) by ∂ i u t in L 2 and using the integral by parts, we get
Using product estimate (3.5), we can estimate that
On the other hand, multiplying (1.17) 2 by u t in L 2 , and then using the integral by parts, we get
Making use of (3.11) and product estimate (3.5), we can estimate that
Putting the above estimate into (3.47), and then using Young's inequality, (3.17) , and (3.30), we get
Consequently, inserting (3.49) into (3.46), we can further deduce that
Finally, inserting (3.50) into (3.45), exploiting (3.14) , (3.17) , (3.30) , and Young's inequality, we immediately get (3.42) . This completes the proof of Lemma 3.7.
Gronwall-type energy inequality
With the estimates of (η, u) in Lemmas 3.3-3.7, we can derive a priori Gronwall-type energy inequality as follows.
Lemma 3.8
There exist an energy functional E(t) and constants δ 1 ∈ (0, 1) and C 1 > 0 such that, for any δ ≤ δ 1 , if the solution (η, u) of the transformed VRT problem satisfies (3.1), then (η, u) satisfies the Gronwall-type energy inequality
and the equivalent estimate
for any t ∈ (0, T), where the above constants δ 1 and C 1 depend on the domain Ω and parameters in the transformed VRT problem.
Proof By Lemmas 3.3-3.7, and then making use of (3.15), Young's and interpolation inequalities, we can deduce that there exist constants c, c 1 , andδ 1 , such that, for any δ ≤δ 1 ,
53)
It is easy to check that
Exploiting (3.42) again, there exists a constantδ 2 ≤δ 1 such that, for any δ ≤δ 2 , we further deduce from (3.53) that
Integrating the above inequality with respect to t and using (3.42) with t = 0, we get (3.51) by taking δ 1 :=δ 2 and E =Ẽ/c for some constant c.
We can establish the existence of unique classical solution of the transformed VRT problem by using the standard iteration scheme as in [23, Proposition 3.1]. In addition, the solution enjoys the Gronwall-type energy inequality. So, we have the following conclusion. 
where n denotes the unit normal. It should be noted that test functions for the weak form of (3.56) 1 belong to H 1 (referring to (3.64) in [25] ). Since there exists δ 3 such that, for any η 3 ≤ δ 3 , ∇q 0 ≤ ∇ A q 0 and n = 0, thus we easily see that, for any η 0 3 ≤ δ 3 , the weak solution q 0 ∈ H 1 of (3.56) is unique up to a constant for given (η 0 , u 0 ).
Remark 3.2 Note that, for any classical solution (η, u) with an associated pressure q constructed by Proposition 3.1, for any t 0 ∈ (0, T max ), (η, u)| t=t 0 automatically satisfies (3.55) with (η, u)| t=t 0 in place of (η 0 , u 0 ). If we consider (η, u)| t=t 0 as a new initial data, then the new initial data can define a unique local-in-time classical solution (η,ũ) constructed by Proposition 3.1.
Construction of initial data for nonlinear solutions
For any given δ > 0, let η a , u a , q a = δe Λt η 0 ,ũ 0 ,q 0 , (4.1)
where (η 0 ,ũ 0 ,q 0 ) := (w/Λ, w, β) and (w, β) ∈ (A ∩ H ∞ ) × (H 1 ∩ H ∞ ) comes from Proposition 2.1. Then (η a , u a ) is a solution to the linearized VRT problem and enjoys the estimates, for any i, j ≥ 0,
Moreover, by (2.3), forχ 0 :=η 0 orũ 0 ,
Next we modify the initial data of the linear solution (η a , u a , q a ), so that the obtained new initial data satisfy the necessary compatibility conditions (3.55) and (3.56).
Proposition 4.1
Let (η 0 ,ũ 0 ,q 0 ) be the same as in (4.1), then there exist a constant δ 4 (depending on (η 0 ,ũ 0 ,q 0 ), the domain, and the parameters in the transformed VRT problem) such that, for any δ ∈ (0, δ 4 ), there is a couple (η r , u r , q r ) ∈ H 4 0 × H 3 0 × H 2 enjoying the following properties:
(1) The modified initial data η δ 0 , u δ 0 , q δ 0 := δ η 0 ,ũ 0 ,q 0 + δ 2 η r , u r , q r (4.4)
belongs to H 4 0 × H 3 0 × H 2 and satisfies (3.55) and (3.56) with (η δ 0 , u δ 0 , q δ 0 ) in place of (η 0 , u 0 , q 0 ).
(2) Uniform estimate:
where the constant C 2 ≥ 1 depends on the domain and the known parameters, but is independent of δ.
Proof We rewrite (η δ 0 , u δ 0 , q δ 0 ,η 0 ,ũ 0 ,q 0 ) by (η δ , u δ , q δ ,η,ũ,q) for simplicity. Recalling the construction of (η,ũ,q), we can see that (η,ũ,q) satisfies
where (η δ , u δ , q δ ) is given in the mode (4.4), ζ δ := η δ + y, A δ := (∇ζ δ ) -1 ,Ã δ := A δ -I and O(η r ) := δ -2 div Ψ (δη + δ 2 η r ). Then, by (4.6), it is easy to check that (η δ , u δ , q δ ) belongs to H 4 0 × H 3 0 × H 2 and satisfies (3.55) and (3.56) with (η δ , u δ , q δ ) in place of (η 0 , u 0 , q 0 ). In fact,
where G δ =ρ(y 3 + η δ 3 ) -ρ(y 3 ), which automatically implies (3.56). Next we construct such (η r , u r , q r ) enjoying (4.7).
(1) To construct η r , we consider a Stokes problem, for a given function ξ ∈ H 4 0 (Ω),
where O(ξ ) := δ -2 div Ψ (δη + δ 2 ξ ). Using product estimate (3.5), we can estimate that
By virtue of O(ξ ) dy = 0 and the existence theory of Stokes problem, we can derive that there exists a solution (η, ) ∈ H 4 0 × H 3 of (4.8). In addition, it holds that
where the letter c 1 denotes a fixed constant dependent on δ. Now, we construct an approximate function sequence {(η n , n )} ∞ n=1 such that, for any n ≥ 2,
where η ∈ H 4 0 and η 1 4 ≤ 2c 1 . From (4.9) we also have, for any n ≥ 2,
which implies η n , n S,2 ≤ 2c 1 (4.11) for any n ≥ 2 and any δ ≤ 1/2c 1 .
We can further show that {(η n , n )} ∞ n=1 is a Cauchy sequence. Noting that
using Stokes estimate, it holds that
Thus, making use of (4.11) and product estimate (3.5), we get
Inserting the above inequality into (4.12) and taking δ appropriately small and that {(η n , n )} ∞ n=1 is a Cauchy sequence in H 4 × H 3 , for some limit function η r ,
Accordingly, we can take to the limit in (4.10) as n → ∞ to see that the limit function (η r , r ) satisfies ⎧ ⎨ ⎩ ∇ rμ η r = 0, div η r = O(η r ) in Ω, η r = 0 on ∂Ω. (2) Noting that Ã δ 3 η δ 4 for sufficiently small δ, where η r is constructed in step (1), thus, following the construction of η r , for sufficiently small δ, we can easily get a solution (Υ , φ) of
Moreover, by the Stokes estimate,
where the constant c is independent of δ. The above estimate implies, for sufficiently small δ,
(3) Following the construct of η r as in (1), we can also construct (u r , q r ). We consider the following Stokes problem for a given function (w,
where η r is provided by (4.13), and we have defined that
It is obvious that -divÃδ (ũ + δw)/δ dy = 0. So, by the existence theory of Stokes problem, we can see that there exists a solution (u, q) ∈ H 3 0 × H 2 to (4.16), and the solution satisfies Next, we can construct an approximate function sequence {(u n , q n )} ∞ n=1 such that, for any n ≥ 2, ⎧ ⎨ ⎩ ∇q nμ u n = M 3 (u n-1 , q n-1 ), div u n = -divÃδ (ũ + δu n-1 )/δ in Ω,
where u 1 ∈ H 3 0 and (u 1 , q 1 ) S,1 ≤ c 2 . By (4.18), we know that u n , q n S,1 ≤ c 2 1 + δ 2 u n-1 2 3 + q n-1 2 2 for any n ≥ 2, which implies that u n , q n S,1 ≤ 2c 2 (4.20)
for any n and any δ ≤ 1/2c 2 . We further prove that {u n , q n } ∞ n=1 is a Cauchy sequence. Noting that
exploiting the Stokes estimate, we get
By (3.17) and product estimate (3.5), we further have u n+1u n , q n+1q n S,0 cδ u nu n-1 , q nq n-1 S,0 , which presents that {(u n , q n )} ∞ n=1 is a Cauchy sequence in H 3 0 × H 2 by choosing sufficiently small δ. Therefore, we can directly get a limit function (u r , q r ) ∈ H 3 0 × H 2 as in step (1) 
Error estimates
We define that
and (η δ 0 , u δ 0 ) is constructed by Proposition 4.1. By Proposition 3.1, there exists a (nonlinear) solution (η, u) with an associated pressure q of the transformed VRT problem with initial value (η δ 0 , u δ 0 ). To estimate the error between the (nonlinear) solution (η, u) and the linear solution (η a , u a ) provided by (4.1), we define an error function (η d , u d ) := (η, u) -(η a , u a ).
Integrating the above identity in time from 0 to t yields that
Noting that (η, u) satisfies estimates (3.8)-(3.11) and (3.20) , thus, exploiting (4.2), (5.2), and product estimate (3.5), we have Similarly, we can estimate that 
thus, taking the inner product of (5.4) 2 and u d t in L 2 and using the integration by parts, we have
Following the arguments of (3.43), we infer from (5.11) that
which, together with the initial data (5.4) 5 , implies that To deal with -E(u d ), we consider the following Stokes problem:
Using the existence theory of Stokes problem, we get a solution (ũ, ) ∈ H 3 0 × H 2 . Moreover,
We define that v d := u d -ũ, then it is easy to see that
which, together with (5.1) and (5.14) , immediately implies
Inserting it into (5.13), we arrive at thus, for any t ∈ (0, T min ), (η, u) enjoys (3.51) and (3.52) with (η δ 0 , u δ 0 ) in place of (η 0 , u 0 ) by the second conclusion in Proposition 3.1. Since (η, u)(t) 0 ≤ 2C 3 δe Λt on (0, T min ), from estimate (3.51) and (6.2), we derive that, for all t ∈ (0, T min ),
for some positive constant c 0 . Applying Gronwall's inequality to (6.5), we arrive at E(t) δ 2 e 2Λt + Λ t 0 e Λ(t+τ ) dτ δ 2 e 2Λt .
Inserting the above estimate to (6.5), we have where θ and C 4 come from Proposition 5.1 with γ = C 5 and β = 0 . By (4.3), m 0 > 0. Noting that (η, u) satisfies (6.6), 0 ≤ θ /C 5 and β = 0 , then, by Proposition 5.1 with γ = C 5 , we directly have (5.3) for any t ∈ (0, T min ). Furthermore, we get the relation T δ = T min = T * or T * * , (6.8) which can be proved by contradiction as follows:
If T min = T * , then T * < ∞. Noting that 0 ≤ C 3 δ 0 /C 5 , thus we infer from (6.6) that η T * 2 4 + u T * 2 3 ≤ C 3 δ 0 < 2C 3 δ 0 , which contradicts (6.3). So, T min = T * . Likewise, if T min = T * * , then T * * < T * ≤ T max . Since √ 0 ≤ C 3 /2C 4 , then we can infer from (4.1), (5.3), (6.1), and the fact 0 ≤ C 2 3 /4C 2 4 that (η, u) T * * 0 ≤ η a , u a T * * 0 + η d , u d T * * 0 ≤ δe ΛT * * C 3 + C 4 √ δe ΛT * * ≤ δe ΛT * * (C 3 + C 4 √ 0 ) ≤ 3C 3 δe ΛT * * /2 < 2C 3 δe ΛT * * , which contradicts (6.4). Thus, T min = T * * . This completes the proof of (6.8). By (6.8) and the definition of T min , we have that T δ < T * ≤ T max . By (6.6) and the fact 0 ≤ δ 2 /C 5 , we have that η(t) 2 4 + u(t) 2 3 ≤ δ 2 . Then we can see that (η, u) ∈ C 0 ([0, T], H 3 0 × H 2 0 ) for some T ∈ (T δ , T max ), and (η, u, q) also enjoys the regularity mentioned in Proposition 3.1.
Noting that √ 0 ≤ m 0 /2C 4 and (5.3) holds for t = T δ , then making use of (4.1), (5.3), and (6.1), we immediately deduce that
where χ = η 3 , η h , u 3 or u h . This completes the proof of Theorem 1.1 by taking := m 0 0 /2.
Conclusion
In this paper, we prove the existence of classical solutions of RT instability in L 1 -norm in Lagrangian coordinates based on a bootstrap instability method with finer analysis, if κ is less than the threshold κ C . Moreover, we also get a unique classical solution for the RT instability in L 1 -norm in Eulerian coordinates by further applying an inverse transformation of Lagrangian coordinates. Our instability result in Eulerian coordinates improves the known one that the solutions of RT instability shall be in H 2 -norm in [25] .
