On cobrackets on the Wilson loops associated with flat GL(1, R)-bundles over surfaces
Introduction
Atiyah and Bott [2] constructed a symplectic structure on Hom(π 1 (S), G)/G, the moduli space of flat G-bundles over a closed connected oriented surface S, where G is a compact quadratic Lie group, that is, a compact Lie group together with a non-degenerate Ad(G)-invariant symmetric bilinear form on the corresponding Lie algebra. Goldman [6] extended this construction to any noncompact quadratic Lie group G. By using the symplectic structure, we define the structure of a Poisson algebra on the smooth functions C ∞ (Hom(π 1 (S), G)/G). Letπ be the set of free homotopy classes of free loops on S and Z[π] the free Z-module generated byπ. Goldman [5] constructed a Lie algebra structure on Z[π] and established formulas which connect the Lie algebra Z[π] and the Poisson algebra C ∞ (Hom(π 1 (S), G)/G). Since the constant loop 1 is in the center of Z[π], the quotient Z[π] 0 := Z[π]/Z1 has a Lie algebra structure. Turaev [7] constructed a cobracket on Z[π] 0 which is compatible with the Lie bracket. As an application of Turaev cobracket, Chas and Krongold [3] gives a characterization of simple closed curves. Alekseev, Kawazumi, Kuno and Naef [1] introduced higher genus KashiwaraVergne problems in view of the formality problem of the Turaev cobracket.
In the case G = GL(n, R), we consider a non-degenerate Ad(G)-invariant symmetric bilinear form Tr : gl(n, R) × gl(n, R) → R, (A, B) → Tr(AB).
Let W n (g) be the Lie subalgebra of C ∞ (Hom(π 1 (S), GL(n, R))/GL(n, R)) generated by all Wilson loops, where g is the genus of the surface S. For [γ] ∈π represented by γ ∈ π 1 (S), the Wilson loop associated with [γ] is given by ω [γ] : Hom(π 1 (S), GL(n, R)) → R, ρ → ω [γ] := Tr(ρ(γ)).
This induces a Lie algebra homomorphism [5] Z
∞ (Hom(π 1 (S), GL(n, R))/GL(n, R)), [γ] → ω [γ] .
So it is natural to ask whether there exists a cohomology class corresponding to the Turaev cobeacket on W n (g) and C ∞ (Hom(π 1 (S), GL(n, R))/GL(n, R)). In this paper we discuss about cobrackets on W 1 (g) which are compatible with the bracket and classify them up to coboundaries. When n = 1, W 1 (g) is identified with polynomials R[x 1 , y 1 , · · · , x g , y g , x ) is a symplectic generators of π 1 (S, * ). So W 1 (g) is easier than other W n (g)'s but there are non-trivial cobrackets on W 1 (g).
We obtain following isomorphism.
Theorem.
where ∆ k : W 1 (g) → W 1 (g) ∧ W 1 (g) is given by x ∆ k is a cobracket compatible with the bracket. If we consider a compact surface with non-empty boundary instead of the closed surface S, then there is a framed Turaev cobracket δ f on the compact surface associated with a framing f of the tangent bundle [1] . Since δ f +χ (α) = δ f (α) + χ(α)1 ∧ α for any first cohomology class χ of the surface, ∆ k corresponds to the change of framing of Turaev cobracket. But there is no cohomology class corresponding to the framed Turaev cobrackets on W 1 (g) which represents a non-trivial cohomology class in
. We show the non-triviality in Section 3. , where d(m)(γ) = γ · m for m ∈ M and γ ∈ g. The first cohomology group of the Lie algebra g with coefficients in M is defined by
. The products W 1 (g) ∧ W 1 (g) and W 1 (g) ⊗ W 1 (g) are W 1 (g)-modules given by Z 0 · (Z 1 ∧ Z 2 ) = {Z 0 , Z 1 } ∧ Z 2 + Z 1 ∧ {Z 0 , Z 2 } and Z 0 · (Z 1 ⊗ Z 2 ) = {Z 0 , Z 1 } ⊗ Z 2 + Z 1 ⊗ {Z 0 , Z 2 }.
If ∆ : W 1 (g) → W 1 (g) ∧ W 1 (g) is compatible with the bracket { , }, then ∆ ∈ Z 1 (W 1 (g), W 1 (g) ∧ W 1 (g)), that is,
where {Z, u ∧ v} = {Z, u} ∧ v + u ∧ {Z, v} and {u ∧ v, Z} = −{Z, u ∧ v} for u, v ∈ W 1 (g). We denote by [∆] the cohomology class of ∆. If n = 1, the Wilson loop associated with [γ] ∈π can be identified with the image of γ under the natural surjection π 1 (S) → π 1 (S)
Ab . Fix symplectic generators (x 1 , y 1 , · · · , x g , y g ) of π 1 (S) = π 1 (S, * ) as shown in Figure 1 .
Then we have a R-module isomorphism W 1 (g) ∼ = Rπ 1 (S) Ab = R[x 1 , y 1 , · · · , x g , y g , x −1
Ab , where i is the algebraic intersection form, that is,
Compatibility on W 1 (g)
In this section we show the map Hom(
where
the submodule generated by all Wilson loops except for the Wilson loop associated with trivial loop. We have decompositions of
If ∆ k is compatible with the bracket { , }, then ∆ k can be seen as a 1-cocycle of W 1 (g) with values in W 1 (g) ∧ W 1 (g).
Proof. We will show the statement by induction on g > 0. In the case g = 1, suppose k(0, 0) = 0 and k(a + a
For g ≥ 2, suppose the above statement holds true for g − 1, k(0, · · · , 0) = 0 and k(a 1 +a
From the inductive assumption, k g−1 and k 1 are homomorphisms. So if (a 1 
and (a g , b g ) = (0, 0). Suppose a g−1 = 0 and a g = 0. By the assumption, we have
(1)
.
Since k g−1 and k 1 are homomorphisms, we have
Similar argument holds for other cases. Let k be a map from Z 2g to R. Since the map
is a Lie algebra homomorphism [5] , we have
Suppose ∆ k is compatible with the bracket for some k : Z 2g → R. Then k satisfies the latter condition in Lemma 1. Hence we have a homomorphism
Proof. We begin by showing the map Hom(
Ab . We look at the coefficient of Z ∧ 1 in the right hand side. Since, for any u ∈ π 1 (S) Ab , {Z, u} = i(Z, u)Zu / ∈ RZ − 0 where RZ ⊂ W 1 (g) is the R-submodule generated by Z, we obtain k(Z) = 0 for all
Ab . Since ∆ is compatible with the bracket, we have
, we obtain
is a homomorphism by Lemma 1.
Ab . So we can assume u = 1. Set C Z := C Z Zu . We will show
It suffices to show (3) in the case c = c 1 = 0 and d = d 1 = 0. In fact, suppose the statement holds true for c = 0 
So for a, b ∈ Z satisfying ab = 0, Figure 3 . Then we obtain Consider the case g ≥ 2.
. Hence we assume d 1 = 0. Similar argument holds for other cases. By the inductive assumption, we have C (3) holds true. When a g−1 = 0 and a g = 0, we have
From straight-forward calculation, we have
If c g = 0 and
The coefficient of a 2 1 in (6) as a polynomial of a 1 is given by
This equation holds for all (
then we obtain v = 1. Therefore we can take w ∈ W 1 (g) such that ∆ = d(w ∧1). This proves Theorem 3.
Computation of H
In this section we show the fact
, we have a decomposition of R-modules
We will show
As a corollary, we can show the map Hom(
for Z ∈ π 1 (S) Ab . Since ∆ is compatible with the bracket, we have
Ab and u, v ∈ π 1 (S) Ab .
Proposition 4.
There is an injective homomorphism
Ab . Hence ∆(x i y i ) = 0. Since ∆ is compatible with the bracket, we have
Next we show ∆(x
and we obtain C
By a similar argument, we have C 
Hence ∆(x Now it suffices to show ∆(z i w j ) = 0 for all i = j, z i ∈ {x i , y i } and w j ∈ {x j , y j }. Suppose ∆(z i w j ) = 0 for all i = j, z i ∈ {x i , y i } and w j ∈ {x j , y j }. We can show ∆=0 by induction on g. If g = 1, we have ∆ = 0 from the above argument. Suppose ∆(x
We will show ∆(z i 
Ab . Let us define z i by
Substituting (z 
Lemma 5. There is an isomorphism
, where
By a similar argument to the proof of Theorem 2 and Theorem 3, we obtain following Lemma.
Lemma 6. For a map k : Z 2g ∼ = π 1 (S) Ab → R, we can define two maps
We have two isomorphisms
Proof. By a similar argument to the proof of Theorem 2, we have Lemma 6.1.
If we take 
Theorem 7.
We have an isomorphism
As a corollary, we obtain following isomorphism.
Proof. Let φ be the isomorphism in Theorem 7. Define three linear maps as following.
Consider the composition p * •φ•ι, where p * denotes the induced map
We begin by proving Theorem 7 for the case g = 1. After that we will prove Theorem 7 for a general genus g, by almost the same way for g = 1.
We show
, we have ∆(1) = 0 from {∆(1), Z} = 0 for all Z ∈ π 1 (S)
Ab .
Lemma 9. Suppose g = 1 and
Define a lexicographic order on {x 
We can choose λ ∈ Z satisfying λ > 1 and λ + i(y, u 0 ) = 0. If |i(u 0 , y)| > 1, substituting b ′ = λb into (13), for sufficiently large b > 0,
where O is the asymptotic notation, that is, f ( 
This contradicts (13). Hence we obtain i(u 0 , y) = 1. If C 
Hence we have
y n+1 u,y −n−1 v = 0 for all n ∈ Z. There exists N ∈ Z such that C We introduce 
By (12), the coefficient of
If we take b and b ′ > 0 sufficiently large so that
,xy b+b ′ +d = 0 and C ′x xy −(b+b ′ ) ,y b+b ′ +d = 0. By (11), the coefficient of x⊗xy
Replacing ∆ with
we may assume C . Repeat this operation R + N times. For a sufficiently large R > 0, by replacing ∆ with
we can assume C y y n u0,y −n v0 = 0 for n = R. We will show C
Take R sufficiently large so that
. By induction on a > 0, the maximum term in ∆(x a y) = {∆(x),
We can choose λ ∈ Z satisfying λ > 1 and R + i(x, u 0 ) − λ = 0. Since we can assume |i(x, y R u 0 )| > 1, substituting a ′ = λa, for sufficiently large a > 0,
This contradicts (15). Hence C y y R u0,y −R v0 = 0. So we can assume ∆(y) =
Let y k ⊗ y l be the maximum term satisfying C 
Since k = 0 and C y y k ,y l = 0, this contradicts the assumption k = 1. Therefore k = 1. Hence the maximum term in ∆(xy
Since C 
Hence the coefficient of the term xy By Lemma 9 and Lemma 10, we obtain Theorem 7 for g = 1. Now we prove Theorem 7 for any g.
satisfy ∆(x j ) = 0 and ∆(y j ) = 0 for all j > i. Then there exists some element
Proof. For j > i and z j ∈ {x j , y j }, substituting
for sufficiently large n, we have C In other words, let us define a set T := {(y
we have C yi u,v = 0 when i(y i , u) = 0 or i(y i , v) = 0. We introduce a lexicographic order on {x
g if and only if there exists j ∈ {1, · · · , 2g} such that b k = b ′ k and a k = a ′ k for all k < j and
into (8), we obtain 
By a similar argument to a proof of Lemma 9, we obtain i(u 0 , y i ) = 0 or i(u 0 , y i ) = 1. If i(u 0 , y i ) = 0, we have i(u 0 , x i ) = 0 by (17). So we can write
)}, we obtain s = 1. Namely, for b > 0, the maximum term in
. The maximum term in
. Hence the coefficient of 
