Abstract-In this paper, we present a framework for developing source coding, channel coding and decoding as well as erasure concealment techniques adapted for distributed (wireless or packetbased) speech recognition. It is shown that speech recognition as opposed to speech coding, is more sensitive to channel errors than channel erasures, and appropriate channel coding design criteria are determined. For channel decoding, we introduce a novel technique for combining at the receiver soft decision decoding with error detection. Frame erasure concealment techniques are used at the decoder to deal with unreliable frames. At the recognition stage, we present a technique to modify the recognition engine itself to take into account the time-varying reliability of the decoded feature after channel transmission. The resulting engine, referred to as weighted Viterbi recognition, further improves recognition accuracy. Together, source coding, channel coding and the modified recognition engine are shown to provide good recognition accuracy over a wide range of communication channels with bitrates of 1.2 kbps or less.
I. INTRODUCTION

I
N DISTRIBUTED speech recognition (DSR) systems, speech features are acquired by the client and transmitted to the server for recognition. This enables low power/complexity devices to perform speech recognition. Applications include voice-activated web portals, menu browsing and voice-operated personal digital assistants. This paper investigates channel coding, channel decoding, source coding and speech recognition techniques suitable for DSR systems over error prone channels (Fig. 1) . The goal is to provide high recognition accuracy over a wide range of channel conditions with low bitrate, delay and complexity for the client.
Wireless communications is a challenging environment for speech recognition. The communication link is characterized by time-varying, low signal-to-noise ratio (SNR) channels. Previous studies have suggested alleviating the effect of channel errors by adapting acoustic models [1] and automatic Manuscript received September 25, 2001 ; revised August 7, 2002 . This work was supported in part by the NSF, HRL, STM, and Broadcom through the University of California Micro Program. Portions of this work were presented at the IEEE International Conference on Acoustics, Speech and Signal Processing, Salt Lake City, UT, May 7-11, 2001 , and the Eurospeech conference in Aalborg, Denmark, September 3-7, 2001 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Harry Printz.
The authors are with the Speech Processing and Auditory Perception Laboratory, Electrical Engineering Department, University of California, Los Angeles, CA 90095-1594 USA (e-mail: abernard@icsl.ucla.edu; alwan@icsl.ucla.edu).
Digital Object Identifier 10.1109/TSA.2002.808141 speech recognition (ASR) front-ends [2] to different channel conditions, or by modeling GSM noise and holes [3] . Other studies analyzed the effect of random and burst errors in the GSM bitstream for remote speech recognition applications [4] . Finally, [5] and [6] evaluate the reliability of the decoded feature to provide robustness against channel errors. Similarly, packet switched networks constitute a difficult environment. The communication link in IP based systems is characterized by packet losses, mainly due to congestion at routers. Packet loss recovery techniques including silence substitution, noise substitution, repetition and interpolation [7] - [9] . In terms of source coding for DSR, there are three possible approaches. The first approach bases recognition on the decoded speech signal, after speech coding and decoding. However, it is shown in [10] - [12] that this method suffers from significant recognition degradation at low bitrates. A second approach is to build a DSR engine based on speech coding parameters without re-synthesizing the speech signal [13] - [16] . The third approach performs recognition on quantized ASR features, and provides a good tradeoff between bitrate and recognition accuracy [17] - [20] . This paper presents contributions in several areas of DSR systems based on quantized ASR features.
In the area of channel coding, it is first explained and experimentally verified that speech recognition, as opposed to speech coding, is more sensitive to channel errors than channel erasures. Two types of channels are analyzed, independent and bursty channels. Second, efficient channel coding techniques for error detection based on linear block codes are presented.
In the area of channel decoding, the merits of soft and hard decision decoding are discussed, and a new technique for performing error detection with soft decision decoding is presented. The soft decision channel decoder, which introduces additional complexity only at the server, is shown to outperform the widely-used hard decision decoding.
In the area of speech recognition, the recognition engine is modified to include a time-varying weighting factor depending on the quality of each decoded feature after transmission over time-varying channels. Following frame erasure concealment, an estimate of the quality of the substituted features is taken into account using a weighted Viterbi recognizer (WVR). Together, erasure concealment and WVR improves robustness of the DSR system against channel noise, extending the range of channel conditions over which wireless or internet-based speech recognition can be sustained.
Source coding, channel coding, and speech recognition techniques are then combined to provide high recognition accuracy over a large range of channel conditions for two types of speech recognition features: perceptual linear prediction (PLP) and Mel frequency cepstral coefficients (MFCC).
This paper is organized as follows. Section II analyzes the effect of channel errors and erasures on recognition accuracy. Section III provides a description of the channel encoders used to efficiently protect the recognition features. In Section IV, different channel decoding techniques are presented. Section V presents the weighted Viterbi recognition (WVR) algorithm. Techniques alleviating the effect of erasures using WVR are proposed in Section VI. Finally, Section VII illustrates the performance of the overall speech recognition system applied to quantized PLP and MFCC features.
II. EFFECT OF CHANNEL ERASURES AND ERRORS
In this section, we study how channel errors and erasures affect the Viterbi speech recognizer. We then present techniques for minimizing recognition degradation due to transmission of speech features over noisy channels.
Throughout this paper, speech recognition experiments consist of continuous digit recognition based on 4 kHz bandwidth speech signals. Training is done using speech from 110 males and females from the Aurora-2 database [18] for a total of 2200 digit strings. The feature vector consists of PLP or Mel frequency cepstral coefficients with the first and second derivatives. As specified by the Aurora-2 ETSI standard [18] , hidden Markov (HMM) word models contain 16 states with 6 mixtures each, and are trained using the Baum-Welch algorithm assuming a diagonal covariance matrix. Recognition tests contain 1000 digit strings spoken by 100 speakers (male and female) for a total of 3241 digits.
A. Effect of Channel Erasures and Errors on DSR
The emphasis in remote ASR is recognition accuracy and not playback. Recognition is made by computing feature vectors' likelihood time and by selecting the element in the dictionary that most likely produced that sequence of observations. The nature of this task implies different criteria for designing channel encoders and decoders than those used in speech coding/playback applications.
The likelihood of observing a given sequence of features given a hidden Markov model is computed by searching through a trellis for the most probable state sequence. The Viterbi algorithm (VA) presents a dynamic programming solution to find the most likely path through a trellis. For each state , at time , the likelihood of each path is computed by multiplying the transition probabilities between states and the output probabilities along that path. The partial likelihood is computed efficiently using the following recursion:
(1)
The probability of observing the -dimensional feature is (2) where is the number of mixture components, is the mixture weight, and the parameters of the multivariate Gaussian mixture are its mean vector and covariance matrix . Fig. 2 analyzes the effect of a channel error and erasure in the VA. Assume first a transmission free of channel errors. The best path through the trellis is the line with no marker. Assume now that a channel error occurs at time . The decoded feature is as opposed to and the associated probabilities for each state may differ considerably , which will disturb the state metrics . A large discrepancy between and can force the best path in the trellis to branch out from the error-free best path. Consequently, many features may be accounted for in the overall likelihood computation using the state model instead of the correct state model , which will once again modify the probability of observation since . On the other hand, channel erasures have little effect on likelihood computation. State metrics are not disturbed since the probability of the missing observation cannot be computed. Also, note that not updating the state metrics is not as likely to create a path split between the best paths with and without an erasure as a channel error. Hence, channel erasures typically do not propagate through the trellis.
B. Simulations of Channel Erasures and Errors
In this section, we simulate the effects of channel erasures and channel errors on DSR. Fig. 3 illustrates the effect of randomly inserted channel erasures and errors in the communication between the client and the server. The feature vector transmitted consists of 5 PLP cepstral coefficients, enough to represent two observable peaks in the perceptual spectrum and the spectral tilt. Erasures are simulated by removing the corresponding frame from the observation sequence. Channel errors, on the other hand, are simulated by replacing the feature vector with another vector, chosen randomly according to the statistical distribution of the features. This simulation technique has the merit of being independent of the source coding algorithm. It is valid especially for low-bitrate quantization schemes, which are highly sensitive to channel errors. Fig. 3 shows that channel errors, which propagate through the trellis, have a disastrous effect on recognition accuracy, while the recognizer is able to operate with almost no loss of accuracy with up to 15% of channel erasures. This confirms results obtained in [19] for isolated digit recognition based on PLP coefficients and in [5] for MFCCs. Note that computation of the temporal derivatives at the receiver accentuates error propagation.
The results indicate that a very important attribute of any channel encoder designed for remote recognition applications should be error detection more than error correction. Sections III and IV present innovative techniques to maximize error detection capabilities of linear block codes suitable for DSR applications. For the remainder of this section, we assume that all transmission errors are detected and replaced by erasures. Models for erasure channels are presented next.
C. Gilbert-Elliot Models for Erasure Channels
Two types of erasure channels are analyzed. In the first type, channel erasures occur independently. In the second type, channel erasures occur in bursts, which is typically the case for correlated fading channels in wireless communication or IP based communication systems, where fadings or network congestion may cause a series of consecutive packets to be dropped.
For independent-erasure channels, erasures are inserted randomly with a given probability. A classic model for bursty chan- nels is the Gilbert-Elliot model [21] , in which the transmission is modeled as a Markov system where the channel is assigned one of two states: good or bad. With such a model characterized by the state transition probabilities and , there is a probability to be in the good state and a probability to be in the bad state. If the probabilities of channel erasures are and for the good and bad state, respectively, the overall average probability of erasure is:
. Throughout this paper, will be considered to be equal to 0.01 and is set to 0.80. Different types of bursty channels are analyzed, depending on and , which in turn determine how bursty the channel is. Table I summarizes the properties of the bursty channels studied, including the probability (in percent) of being in the bad state , the overall probability of erasure, , and the average length (in frames) of a burst of erasures . The Gilbert-Elliot model parameters are selected based on values reported in the literature on Gilbert models for packet-based (IP) networks [22] , [23] and wireless communication channels [24] - [26] .
III. CHANNEL CODING FOR DSR SYSTEMS
The analysis in Section II indicates that the most important requirement for a channel coding scheme for DSR is low probability of undetected error ( 0.5%) and large enough probability of correct decoding ( 90%). This section presents techniques to detect most channel errors. Corrupted frames are then ignored (erased) and frame erasure concealment techniques presented in Section VI can be applied.
For packet-based transmission, frames are typically either received or lost, but not in error. Frame erasures can be detected by analyzing the ordering of the received packet and there is no need for sophisticated error detection techniques.
With wireless communication, transmitted bits are altered during transmission. Based on the values of the received bits , the receiver can either correctly decode the message ( for correct decoding), detect a transmission error ( for error detection) or fail to detect such error ( for undetected error). Since the number of source information bits necessary to code each frame can be very low (6-40 bits/frame) for efficient ASR feature coding schemes [19] , linear block codes are favored over convolutional or trellis codes for delay and complexity considerations, as well as for their ability to provide error detection for each frame independently.
A. Error Detecting Linear Block Codes
An linear block code maps information bits into bits . The larger the number of redundancy bits , the larger the minimum distance between any two of the valid codewords. In order to guarantee the best possible recognition rate over a wide range of channel conditions, a combination of different block codes is used. More information bits are used for high SNR channels while more redundancy bits are used for low SNR channels. For good channel conditions, Single Error Decoding (SED) codes, which detect any one bit error in the bits received codeword, are sufficient. A minimum Hamming distance of is sufficient to form an SED code. However, when there are 2 errors among the received bits, SED codes may fail to detect the error. To increase channel protection, Double Error Detection (DED) codes are utilized. Any linear block code with can be used to correct single error events [Single Error Correcting (SEC) code] or to detect all one and two-bit error events (DED). For our application, since residual channel errors degrade recognition accuracy more significantly than channel erasures, all codes with will be used as DED codes. Finally, codes with will be used as Triple Error Detecting (TED) codes as opposed to SEC/DED codes.
B. Search for Good Codes
Exhaustive searches over all possible linear block codes were run for all dimensions of interest, i.e., and , in order to find the codes with the best distance spectrum. For the particular case of , i.e., a code, , the parity matrix of dimension of the code is . The parity matrices and the minimum Hamming distance for all other codes of interest are given in Table II . Parity matrices are given in hexadecimal notation.
IV. CHANNEL DECODING FOR DSR SYSTEMS
For wireless communications, information bits are transmitted and distorted by the channel , where is the complex channel gain and is the additive white Gaussian noise (AWGN) component. For Rayleigh fading channels, is Rayleigh distributed. For AWGN channels, . Depending on whether the actual values of the received bits or only their signs are used, the channel decoder is said to perform soft or hard decision decoding, respectively.
For a discrete memoryless channel, the likelihood of receiving the vector ( bits) given that the codeword was transmitted is given by (3)
A. Hard Decision Decoding
Transmission channels followed by hard decision decoding act like a binary symmetric channel (BSC). For AWGN and Rayleigh fading channels, the cross probability of the equivalent BSC is , where denotes the average energy per bit, is the average noise energy and is the tail integral of the normal Gaussian distribution. If channel noise statistics are stationary over the transmission of the -bits codeword, the BSC cross probability is a constant and (3) becomes where is the Hamming distance between and . Maximizing is equivalent to minimizing the Hamming distance between and . Fig. 4(a) shows a two-dimensional example for decoding a (2, 1) linear block code. The valid codevectors are shown in dark circles. Assume the ( 1, 1) codevector was transmitted. If the soft received bits end up in the second or fourth quadrant, the resulting received codevector after bit thresholding is equally distant, in terms of Hamming distance, from two valid codewords. No decision can be made and an erasure is declared (ED). If the received symbol is in the first or third quadrant, the codeword is correctly (CD) or incorrectly decoded (UE for undetected error), respectively.
Typically, hard decision decoding suffers a 2 dB loss compared to soft decision decoding for AWGN channels and about half the diversity for multi-path communications [27] .
B. Soft Decision Decoding
Consider next a soft decision memoryless channel where the channel input is 1 and the channel output is a real number with Gaussian statistics. Specifically, the stationary channel is specified by (4) Maximizing is equivalent to minimizing the squared Euclidean distance between and . Fig. 4(b) is an example of soft decision decoding for the same (2, 1) code. The maximum likelihood decoder chooses its output to be the codeword for which the Euclidean distance between the received vector and the codeword is minimum. With soft decision decoding, , allowing only for correct or erroneous decoding. Consequently, both and increase, which ultimately decreases recognition performance. We propose in the following section a technique to combine the advantage of soft decision decoding with the error detection capability of hard decision decoding.
C. Modified Soft Decision Decoding ( -Soft)
In order to accept a decision provided by the soft decoder, one would like to evaluate the probability that the decoded codevector was the one transmitted. Such a posteriori probability is given by which is complex and requires the knowledge of , which is difficult to evaluate.
Another solution is to perform error detection based on the ratio of the likelihoods of the two most probable codevectors. Assuming that all codewords are equiprobable, the ratio of the likelihoods of the two most probable vectors and (the two closest codevectors from the received vector at Euclidean distances and from ) is given by
where is the Euclidean distance between the two closest codevectors and , while and are the distances from the projection of the received codevector to the line joining and . The important factor in (6) is (7)
If
, both codevectors are equally probable and the decision of the Maximum-Likelihood (ML) decoder should be rejected. If , , correct decision is almost guaranteed since the block codes used are chosen according to channel conditions so that the minimum Euclidean distance between any two codevectors is at least several times as large as the expected noise . Fig. 4(c) shows an example of -soft decision decoding the same (2, 1) code. Error detection can be declared when is smaller than a threshold . Classic soft decision decoding is a particular case of modified soft decision decoding with . The area for error detection grows as increases.
D. Comparison of Channel Decoding Performances
For comparison, consider the (10, 7) SED block code of Table II over an independent Rayleigh fading channel at 5 dB SNR. Hard decoding yields %, % and %. These numbers are insufficient to provide good recognition results. With soft decision decoding, on the other hand, the probability of undetected errors is too large ( %). Fig. 5 illustrates the performance of the -soft decision decoding schemes for the same code over the same channel for different values of . Note first that -soft decision decoding with corresponds to classic soft decision decoding. With increasing , however, one can rapidly reduce to the desired Fig. 5 . Illustration of the probability of correct detection (P ), error detection (P ) and undetected error (P ) as a function of the parameter when using -soft decision decoding of the (10, 7) DED linear block code over an independent Rayleigh fading channel at 5 dB SNR.
values, while still keeping large enough and usually above that of hard decision decoding. For instance, with , we have %, % and %, which results in good recognition accuracy. Note that when decreases, decreases as well, which indicates that a tradeoff must be found.
The probabilities (correct decoding, undetected error and error detection) for the block codes designed for different independent Rayleigh fading channel SNRs are listed in Table III.  The value is experimentally found appropriate to keep the number of undetected errors small while the probability of correct decoding remains high.
Note that soft decoding is made at the cost of the additional complexity of computing Euclidean distances for all codewords. However, note that channel decoding is done at the server, where the complexity of the recognizer prevails.
E. Recognition Experiments
Commonly used ASR features include spectral features such as Mel-Frequency Cepstral Coefficients (MFCCs) and Linear Prediction Cepstral Coefficients (LPCCs). LPCCs can be extracted from a standard linear prediction model or from a Perceptual Linear Prediction model (PLP) [28] which models human auditory perception, and provides good recognition accuracy with a low-dimensional feature vector. This section analyzes recognition results for source and channel coding of PLP features. Results for MFCCs will be presented in Section VII.
In [19] and [29] , it is shown that an efficient representation of the PLP spectrum for quantization is using the line spectral frequencies (LSF) of the linear prediction system, to exploit their high inter-and intra-frame correlation. Quantizing LSFs also yields a better representation of the low-order cepstral coefficients, more important for speech recognition. Finally, error sensitivity of the LSFs to quantization noise depends on the LSF order. Appropriate weighting is performed when designing the vector quantizer and during the VQ search. The five LSFs are computed and quantized every 10 ms using vector quantizers operating at 7 to 10 bits per frame. The receiver decodes the LSFs, derives the LP coefficients from the LSFs, and the cepstral coefficients from the LP coefficients. Predictive VQ and interpolation, used in [19] to further reduce the bitrate, are not used here because they increase sensitivity to transmission errors. Table IV reports recognition results after quantization at different bitrates.
Table V presents recognition accuracy after transmission of the quantized LSFs over an independent Rayleigh fading channel whose equivalent bit error rate ranges from 0.25% to 7%. Depending on the channel conditions, different channel encoders are used. Overall bitrate, including source and channel coding, is 1 kbps for good channels and 1.2 kbps for bad channels. Table V shows that the proposed technique ( -soft), which performs soft decision based error detection, outperforms both hard and soft decision decoding. Hard decoding typically keeps small enough, but at the cost of too many frames being erased. Classic soft decision decoding, on the other hand, suffers from the fact that it cannot detect errors, which results in a large proportion of erroneously decoded frames.
V. WEIGHTED VITERBI RECOGNITION (WVR)
With remote recognition, reliability of the decoded features is a function of channel characteristics. When channel charac- [5] , modifies the Viterbi algorithm (VA) to take into account the confidence in the decoded feature. The time-varying reliability is inserted in the VA by raising the probability to the power to obtain the following state metrics update equation: (8) Such weighting, also used in [30] for state duration modeling, has the advantage of becoming a simple multiplication of by in the logarithmic domain often used for scaling purposes. Furthermore, note that if one is certain about the received feature, and (8) is equivalent to (1) . On the other hand, if the decoded feature is unreliable, and the probability of observing the feature given the HMM state model is discarded in the VA recursive step. Under the hypothesis of a diagonal covariance matrix , the overall probability can be computed as the product of the probabilities of observing each individual feature. The weighted recursive formula (8) can include individual weighting factors for each of the front-end features
VI. ALLEVIATING THE EFFECT OF ERASURES
In this section, techniques designed for coping with channel erasures are presented, regardless of whether the erasures are the result of a detected channel error or an actual channel erasure.
One method used to reduce the effect of channel transmission on recognition accuracy consists of dropping the unreliable features from the sequence of observations (e.g., [19] ). The motivation is that channel errors rapidly degrade recognition accuracy, while recognizers can cope with missing segments in the sequence of observations given the redundancy of the speech signal. The drawback is that the timing information associated with them is lost. When missing frames are removed from the trellis, no state transitions are possible, and the received features might be analyzed using an inappropriate HMM state. This problem becomes more significant when erasures occur in bursts, forcing the trellis search in the same state for a long period of time, which can significantly impact recognition accuracy.
Another method is frame erasure concealment, which replaces the missing frame with an estimate, and preserves the timing information. Repetition-based concealment replaces missing frames with copies of previously-received frames, while interpolation-based concealment uses some form of pattern matching and interpolation from the neighboring frames to derive a replacement frame (e.g., [7] - [9] ). Both techniques are justified by the high correlation between consecutive frames. Interpolation techniques require reception of the next valid feature vector, which may add significant delay when bursts of erasures occur.
We present and compare in the following two sections extensions to the frame dropping and repetition-based concealment techniques, whereby the confidence in the channel decoding operation or the frame erasure concealment technique is fed into the Viterbi recognizer for improved recognition performance.
A. -WVR Based on Channel Decoding Reliability
We introduced the WVR technique in [5] to match the recognizer with the confidence in the decoded feature after channel transmission. We present here a channel decoding reliability measurement based on the proposed -soft decision decoding scheme presented in Section IV. We consider both binary and continuous WVR weighting.
With binary weighting, the weighting coefficients can either be 0 (if the frame is lost or an error is detected) or 1 (if the frame is received). The advantage of this technique over frame dropping, where state metrics are not updated , is that the timing information of the observation sequence is conserved. State metrics are continuously updated, even when , by virtue of the state transition probability matrix using . The system can be refined if a time-varying continuous estimate of the feature vector reliability is used. We propose the function to map the interval for to the interval for . The quadratic exponent is empirically chosen after it was shown to provide necessary statistical rejection of the uncertain frames.
Note that if hard decision decoding was employed, only binary weighting could be used. For soft decision decoding, on the other hand, both binary weighting with if and if , and continuous weighting with can be used.
B. -WVR Based on Erasure Concealment Quality
Performance of repetition techniques degrades rapidly as the number of consecutive lost frames increases. When frame losses exceed the length of a phoneme (20-100 ms or 2-10 frames), the speech signal has evolved to another sound, which no longer justifies repetition of the last correctly received feature vector. In this case, it is beneficial to decrease the weighting factor when the number of consecutively repeated frames increases.
For the weighting coefficients, we propose (10) where is the time auto-correlation of the th feature and is the time instant of the last correctly received frame. Note that if there is no erasure, then and . For the case of feature vectors consisting of temporal and dynamic features (derivative and acceleration), the weighting coefficients are computed as follows. First, the receiver determines the status of the channel. If two consecutive frames are lost/received, then it determines that the channel is bad/good. In the bad channel state, temporal features are repeated and the weighting coefficients of the dynamic features are set to zero. If the channel state is good, the dynamic features are computed and the weighting coefficients of the dynamic features are set to one. A one-sided derivative is used if one neighboring frame, on either side, is lost while still in a good channel state. This option is chosen over repeating the entire previous frame (temporal and dynamic features) since time-correlation of the dynamic features is significantly smaller than for the temporal features. Table VI recapitulates the weighting coefficients for -WVR.
C. Comparison of the Different Techniques
Table VII(a) illustrates recognition accuracy for the different frame erasure concealment techniques applied to the independent erasure channel. Baseline recognition accuracy for erasure-free channels is 98.52%. Several observations are made. 1) After about 10-20% of independent frame erasures, recognition accuracy degrades rapidly. 2) Transmission of the binary frame erasure reliability measurement to the weighted Viterbi recognizer preserves synchronization of the VA and significantly reduces the word error rate. 3) Repetition-based frame erasure concealment, which in addition to preserving the timing also provides an approximation for the missing frame, typically outperforms binary -WVR. 4) Addition of the weighting coefficients representing the quality of the feature concealment technique (10) in the Viterbi search further improves recognition performance.
These results are confirmed in Table VII(b) for the bursty  Gilbert channels of Table I , for which we can make additional observations: 1) Binary WVR may outperform repetition-based erasure concealment when the average burst lengths are large. 2) Again, frame erasure concealment combined with WVR provides the best recognition results. For instance, for the Gilbert channel with , recognition accuracy Table I ), recognition accuracy approaches baseline performance. Note that Table VII does not include results for continuous -WVR, which require simulations of a complete remote recognition system, including channel coding and decoding. We compare in Section VII the performance of continuous -WVR and continuous -WVR on a complete DSR system.
VII. PERFORMANCE OF COMPLETE DSR SYSTEMS
In this section, the concepts presented above (channel coding, channel decoding and speech recognition) with their respective innovations (error detection over error correction, soft-decision based error detection and weighted Viterbi recognition) are applied to complete DSR systems. Two ASR features are analyzed, PLP and MFCC.
A. Complete DSR System for PLP Features
Table VIII presents recognition accuracy of a complete DSR system over a wide range of independent Rayleigh fading channels. Source coding is applied to the LSFs of the PLP system, with 5 to 7 bits per 20 ms frame, using the technique proposed in [19] , which includes predictive coding and interpolation. Depending on the channel conditions, different linear block codes maximizing error detection are used [19] and -soft channel decoding is performed. The overall bit rate, including source and channel coding, is limited to 500 bps.
Two scenarios are considered. In the first scenario ( -WVR), all the features are transmitted to the recognizer, even the unreliable ones, and the weighting coefficients will lower the importance of the inaccurate ones. In the second scenario ( -WVR), the unreliable features (those for which ) are dropped and concealed with a substitution feature vector. WVR weighting coefficients are based on the quality of the concealment operation . Table VIII indicates that in this case, no strategy consistently outperforms.
B. Complete DSR System for MFCC Features
Parts of the experiments presented above for PLP are repeated in this section for MFCC features, illustrating the generality of the source coding, channel coding and channel decoding scheme presented in the previous sections.
MFCCs are quantized using the techniques presented in [5] (first order predictive weighted VQ with two splits) with 7 to 9 bits per split and interpolation by a factor of 2 at the receiver. After channel protection, the number of bits after forward error correction is 10 or 12 bits per split, for a total of 1.0 or 1.2 kbps, depending on channel conditions. Fig. 6 illustrates recognition accuracy after choosing for each SNR the block code that yields the best results. The superior performance of the joint soft decision decoding-Viterbi recognition scheme is confirmed for MFCC features. Recognition accuracies remain acceptable over a wide range of independent Rayleigh fading channel SNRs and using overall bit rates less than 1.2 kbps.
VIII. SUMMARY AND CONCLUSIONS
In this paper, we present a framework for developing source coding, channel coding and decoding as well as erasure concealment techniques adapted for DSR applications.
First, it is shown that speech recognition, as opposed to speech coding, is more sensitive to channel errors than channel erasures and appropriate channel coding design criteria are determined.
Efficient linear block codes for error detection are presented and a new technique for performing error detection with soft decision decoding is described. The new channel decoder, which introduces additional complexity only at the server, is proven to outperform the widely-used hard decision decoding scheme for error detection.
Once an error is detected, the corresponding frame is erased and frame erasure concealment techniques which alleviate the effect of channel transmission are discussed. We introduce the weighted Viterbi recognizer (WVR) whereby the recognizer is modified to include a time-varying weighting factor depending on the quality of each feature after transmission over time-varying channels.
As a case study, source coding, channel coding, and speech recognition techniques are combined to provide high recognition accuracy over a large range of channel conditions for PLP based coefficients. Line spectral pairs representing the PLP spectrum are quantized using weighted vector quantization operating at 1 kbps or less. We demonstrate that high recognition accuracy over a wide range of channel conditions is possible with less than 1.2 kbps overall bitrate when using the appropriate source and channel coder, alleviation of the effect of channel erasures and the weighted Viterbi recognition engine. Similar results were also obtained for MFCCs, illustrating the generality of the proposed framework. In fact, the source and channel coding techniques presented are not restricted to the transmission of PLP based coefficients and MFCCs, and can be extended to other types of ASR feature.
Future work will include examining the effects of model size (word, phoneme, tri-phone), as well as studying the robustness of the source encoders and recognition scheme to acoustic noise.
