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Abstract
Liquid flow penetrating into porous media, such as rocks, metal foam, soil, and drug de-
livery, are often simulated as a single phase or multiphase continuum using Darcy’s law.
Darcy’s law considered being the most used model of many approaches for simulating
the flow through porous media, where the Darcy model assumes a simple proportional
relationship between the instantaneous discharge rate through a porous medium, the
viscosity of the fluid, and the pressure drop over a given distance. The law was formu-
lated based on the results of experiments on the flow of water through beds of sand.
It also forms the scientific basis of fluid permeability used in the earth sciences, par-
ticularly in hydrogeology. The underlying assumption with the Darcy method is that
the microscopic concept of the liquid flow in any porous material will involve the use
of the microscopic velocities associated with the actual paths of the liquid. However,
in practice, it is challenging to measure the real microscopic velocities and for this rea-
son, the average value of the real velocities is accepted. By averaging the steady-state
Stokes equation this leads to Darcys law, which was introduced as an empirical rela-
tionship to describe flow in sand filters, as discovered by Darcy in 1856 and this served
as a starting point for numerous practical applications and as a constant challenge for
theoreticians.
While the original conditions studied by Darcy are found in many practical situa-
tions, its extensions to more general cases that are especially designed for theoretical
analysis are widely used to represent situations in which experiments are difficult to
perform. While this form of Darcy’s law is used with great frequency, it is difficult to
get experimental verification of the obvious terms representation of Darcy’s law. For
example, the Darcy velocity, which is defined as a volume-average of the flow field,
does not represent the real velocity inside the porous media, but rather, the volume
of fluid flowing per unit area of the porous medium, including both solids and voids.
Also, the pressure gradient does not represent the microscopic pore-level quantity, but
rather, is defined over a representative elementary volume medium.
To explore Darcy assumptions and to understand the controlling pore-scale mecha-
nisms, a numerical framework has been developed that involves using a reconstructed
real porous medium to present a detailed numerical domain for multiphase flow sim-
ulations. For the numerical multiphase flow methodology the Volume-of-Fluid (VoF)
method combined with additional sharpening, smoothing and filtering algorithms is
used as a basis for interface capturing. These algorithms help in the minimisation of
the parasitic currents presented in flow simulations. The framework is implemented
within a finite volume code (OpenFOAM) using a limited Multidimensional Universal
Limiter with Explicit Solution (MULES) implicit formulation. This framework allows
for more substantial time steps at low capillary numbers to be utilised compared to
the standard solver. In addition, a novel adaptive interface compression scheme is
introduced. This allows for dynamic estimation of the compressive velocity only at
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the areas of interest and thus, has the advantage of avoiding the use of a priori de-
fined compression coefficient parameters. The adaptive method increases the numerical
accuracy and reduces the sensitivity of the methodology to tuning parameters. The
accuracy and stability of the proposed model are verified against different benchmark
test cases. Moreover, the numerical results are compared against analytical solutions
as well as available experimental data and this reveals improved predictions relative to
the standard VoF solver.
This thesis is focused on two different applications that involve porous media: first,
flow and transport inside a porous structure, where the presented simulations results
show the importance of liquid front invasion. Also, the salience of phase wettability
on the residual phase using different wetting dynamic conditions is demonstrated. The
results for simulations relating the pore-scale physics, thereby obtaining permeabil-
ity values are presented. The overall results provide a detailed pore-scale analysis of
multiphase flow, serving as a foundation for large-scale modelling and flow prediction.
The second application is droplet impact on porous structures and the penetration
physics on porous media. The work is focused on droplet spreading and absorption
during the early stages of impact. Using the developed framework, the droplet pene-
trating the porous media is also studied. In addition, simulations of the penetration
of different sizes of droplets with different fluid properties in the pore network with
different porosities are performed to characterise the effect of the Re and We numbers
on the penetration behaviour. The capability to estimate the key features of the flow
dynamics has been investigated. For example, in order to relate the microscopic effects
to the macroscopic ones, it is important to focus on the maximum spreading, while
considering the influence of liquid properties, and wetting behaviour with relation to
porous media properties such as porosity. Some conclusions regarding the relation
between porosity and porous wall wetting conditions have been drawn using the devel-
oped numerical framework for studying the liquid spreading onto porous media. Also,
in the thesis, the influence of the porous structure wetting behaviour, the morphology
of porous surfaces and the effects of porosity on droplet penetration and spreading are
presented. Using the proposed developed solver, a direct relation between penetration
volume and the imposed dynamic contact angle was found. This would appear to con-
tradict the expected behaviour in vertical liquid penetration that is obtained using the
macroscopic multiphase Darcy’s law.
The goals of this research have been achieved by deploying the complex flow physics
using the two described applications and by showing the importance of the developed
framework in relation to a wide range of applications. This provides evidence for
the effectiveness of studying multiphase flows at the microscale level uisng interface
tracking methods.
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The Present Contribution
This study is aimed at simulating the flow inside porous media at low capillary numbers,
which is induced either by pressure drop or by the impact of liquid droplets. Thesis
contribution is presented in the following two sections:
Thesis Novelty
A numerical two-phase flow solver available within the OpenFOAM open source pack-
age is modified and extended to include the following new methods that have been
developed as part of this study.
1. A new adaptive compression scheme is presented in Section 2.2.1, which allows
for dynamic estimation of the compressive value only with in the areas of interest
(typically the diffused interface) and this has the advantage of avoiding the use
of a priori defined parameters for the areas where this is applied. The adaptive
method is found to increase the numerical accuracy and to reduce the sensitivity
of the methodology to tuning parameters, as shown in Sections 3.4, 3.5 and 3.6.
2. The previous model was coupled with additional sharpening and smoothing al-
gorithms for interface capturing, as presented in Sections 2.2.2 and 2.2.3. This
coupling helps to minimise the parasitic currents present in low capillary number
simulations, when viscous forces and surface tension dominate inertial forces, as
presented in Section 3.6.
3. As a result of the numerical unbalance when modelling the movement of a closed
interface, it is difficult to maintain the zero-net capillary force while modelling the
movement of this interface. By using the calculated forces from the mentioned
models in items 1 and 2 the capillary force then used to filter the capillary fluxes
using a thresholding scheme mentioned in Section 3.17d to maintain a zero-net
capillary force, while modelling the movement of the interface.
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4. A coupling between the capillary pressure and the Navier-Stokes equations is
added to improve the efficiency of the numerical method for low capillary num-
ber flows, as presented in Section 2.2.4. The new solver implementation is able
accurately and efficiently to decrease the computational cost for this type of sim-
ulation by eliminating the spurious current problem present in the standard VoF
formulation.
Flow and transport in porous structures
By using the new developed numerical framework, two-phase flow simulations through
porous media have been performed. That is, the mechanisms dominating the flow
development in two areas of physical and technological interest have been investigated
as follows.
• First, the flow transport mechanics inside numerically reconstructed porous ma-
terials have been simulated, with the porous geometry being obtained from CT
data.
1. Two-phase flow simulations for drainage on porous media at different capillary
numbers have been executed and their residual non-wetting phase saturations
computed. Also, prediction of droplet snap-off and droplet trapping during the
drainage process have been achieved.
2. These aforementioned physical phenomena were also tested using different wet-
ting conditions, by using the Kistler model at the porous walls. Introducing the
dynamic wetting model at pore scale allows for predicting the different drainage
regimes for the same capillary number.
3. Using the mentioned wetting conditions, the relations between the forces active
at the sub-pore scale for different flow scenarios and capillary pressure drops have
been effectively identified. These relations have been found to provide an explicit
method for upscaling the numerical simulation results and calculating the relative
permeability curves.
• The second scenario investigated was with regards to the impact of liquid droplets
on the surface of porous media, simulations of which have not been presented
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before in the literature. Using the described developed code the following have
been achieved.
1. Two-phase flow simulations for drainage on porous media at different capillary
numbers have been presented and their residual non-wetting phase saturations
have been recruited. Also, prediction of droplet snap-off and droplet trapping
during the drainage process has been achieved.
2. These aforementioned physical phenomena were also tested using different wet-
ting conditions, by using the Kistler model at the porous walls. Introducing
the dynamic wetting model to the pore scale has allowed for the prediction of
different drainage regimes for the same capillary number.
3. Using the mentioned wetting conditions, the relations between the forces active
at the sub-pore scale for different flow scenarios and capillary pressure drops
have been successfully uncovered. These relations have been found to provide
an explicit method for upscaling the numerical simulation results and calculating
the relative permeability curves.
xxxi
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Chapter 1
Introduction & Literature Review
1
1.1 Background
Flows of two or more phases through ”narrow passages”, such as micro-channels or
pore-scales, the dimensions of which are less than a millimetre and greater than a
micrometer, are commonly used/presented in a wide range of geological processes and
industrial areas. Flow physics is different to its macroscopic counterparts in important
aspects, such as: (i) the small size of the geometries, which create molecular effects, such
as wall slip or wettability; and (ii) the amplifications magnitudes of certain ordinary
continuum effects associated with strain rate and shear stress. Such flows are present in
various natural formations (rocks and human organs) as well as man-made applications
(micro-conductors, microemulsions). Thus, micro-scale flows attract the interest of
various disciplines including the cosmetic, pharmaceutical, biomedical and petroleum
engineering industries.
Among all these applications, flow transport inside porous media and droplets im-
pinging onto porous structures at low capillary numbers (Ca = µV
σ
), where V is the
Darcy velocity, µ is dynamic viscosity and σ is the interfacial tension, has attracted the
interest of both the theoretical and experimental research [15–17]. The capillary num-
ber indicates the magnitude of viscous forces, represented by fluid viscosity multiplied
by its velocity, in relation to forces due to surface or interfacial tension. In enhanced
oil recovery operations, capillary number is an important number to consider. Where
the value of capillary number is higher, viscous forces dominate and the effect of inter-
facial tension between fluids in the rock pores is reduced, thereby augmenting recovery.
In typical reservoir conditions, capillary number varies from 10−8 to 10−2. Effective
permeability to water is described in the following section. Also, understanding the dy-
namics of immiscible fluids in micro-devices can facilitate the creation of monodisperse
emulsions. Droplets of the same size moving with low velocities through microchannel
networks are used as micro-reactors to study very fast chemical kinetics [18]. Another
example is how low Ca flow dynamics in micro-scale porous media can be seen in
trapped oil blobs in porous reservoirs. Understanding the trapping flow dynamics at
the pore scale level can be a key to minimising the trapping of a non-wetting phase and
enhancing the recovery systems of hydrocarbons [19]. Moreover, the interpenetration
of the liquid-vapour interface into porous media is widely seen in practical applications,
such as the flow through the wick structure inside heat pipes, which uses capillaries to
move the liquid working fluid from the condenser back to the evaporator section.
2
The term multiphase also covers a wide range of flow patterns and regimes, such as
immiscible two-phase flow in porous media. Inside porous media, solid-fluid tortuosity
interaction can affect the flow behaviour of immiscible fluids. Immiscible fluids co-
existing in a porous medium are labelled as the (a) wetting phase and (b) non-wetting
phase, where the former refers to the fluid with a higher affinity to wet the porous
surface. Immiscible flows are classified into two groups: (a) drainage, in which a
wetting phase is displaced by a non-wetting one; and (b) imbibition, in which a wetting
phase displaces a non-wetting one. The imbibition process is further divided into two
flow patterns, namely co-current, with both phases flowing in the same direction, and
counter-current flow, in which the two phases flow in opposite directions. The variety
of these combinations and the inherent complexity of pore-scale displacement through
the irregular geometry of natural porous media makes the prediction of two-phase flow
in many processes a challenging task.
Accurate prediction of the behaviour of multiphase flow is of vital importance in
many engineering fields. As an example, in the petroleum industry, the economic value
of a reservoir is determined by the amount of oil that it can produce. It is affected by
both the field scale behaviour of fluid flow present in the porous media as well as the
pore-scale behaviour of the flow. Knowing the latter, gives a better understanding of the
macroscopic (core-scale) properties of porous media, such as relative permeability and
capillary pressure curves. These macroscopic properties, which are used in field-scale
simulations of flow through porous media, are conventionally obtained from laboratory
experiments or by history matching to field observations. However, both of these two
approaches are costly and time-consuming. Moreover, they may give answers that are
non-unique or unrepresentative of the field as a whole. Further, it is difficult to perform
experiments on pore-scale behaviours and to extrapolate to the macroscopic level.
Nevertheless, similar approaches are taken into account to study the effect of porous
media using a numerical approximation, such as Darcy models, to establish the link
between the microscopic and macroscopic without the need for a high level of com-
plexity. In this chapter, the literature on flow dynamics inside porous media and its
interlinking with droplet impacting porous structures will be summarised. Then, there
will be discussion on the numerical challenges with respect to creeping flows. Finally,
the research objectives are presented.
3
1.2 Two-phase Flow Through Complex Porous Struc-
tures
Capillary flow and penetration of liquid into porous structures can be linked to many
applications. For example, the liquid absorbed into a permeable fabric [20], the sponta-
neous imbibition during oil recovery and two-phase fluid transport in fuel cell applica-
tions, which is an essential industrial application for penetration into porous material
[21, 22]. There have been several studies on the impact and penetration of a liquid
droplet in simplified geometries, such as capillary tubes. For example, Delbos et al. [23]
experimentally investigated the penetration of a capillary tube using the kinetic energy
of an impacting droplet. Moreover, Delbos et al. [23] focused on a single capillary tube
with either a hydrophilic or hydrophobic surface. In the presented experiment [23], the
impact of a liquid drop on a single hole, with a diameter of the same order of magnitude
size was evaluated. Different regimes for penetration based on the hydrophobicity of
the surface were predicted based on the wetting conditions. These studies presented
detailed experimental investigation of the phenomenon of penetration concentrated
on the effect of varying droplet size rather than pore size using non-realistic porous
structures, their authors did not take into account geometrical complexity.
A porous medium is a strcture containing pores (voids). The pores are typically
filled with a fluid (liquid or gas). The porous medium is usually a solid, but structures
like foams are often also usefully analyzed using concept of porous media. A porous
medium is most often characterized by its porosity. Other properties of the medium
(e.g., permeability) can sometimes be derived from the respective properties of its con-
stituents (solid matrix and fluid) and the media porosity and pores structure, but such
a derivation is usually complex. Even the concept of porosity is only straightforward
for a porous strctures.
Often both the solid matrix and the pore network (also known as the pore space)
are continuous, so as to form two interpenetrating continua such as in a sponge. How-
ever, there is also a concept of closed porosity and effective porosity, i.e., the pore
space accessible to flow. Many natural substances such as rocks (such as petroleum
reservoirs), biological tissues (such as bones), and man-made materials such as cements
and ceramics can be considered as porous media. Fluid flow through porous media is
a subject of most common interest and has emerged a separate field of study.
Large-scale flow through porous media is described by defining the macroscopic
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pressure and flow rates over a representative elementary volume (REV), where the
REV-scale is that above which the heterogeneities at smaller scales do not affect these
macroscopic properties. The Darcy equation is then used to relate the flow rate to the
macroscopic pressure drop (∆p), which for single-phase flow through a one-dimensional
porous medium with a length of (∆x) is as follows. Darcy found that flow rate was
proportional to pressure gradient. Darcys equation for calculating volumetric flow rate
q for linear, horizontal, single-phase flow is
q = −KA
µ
∆p
∆x
(1.1)
where q is volumetric flow rate, K is permeability, A is cross-sectional area, p
is pressure, µ fluid viscosity, ∆x is length of porous sample. The movement of a
single-phase fluid through a porous medium depends on cross sectional area A that
is normal to the direction of fluid flow, pressure difference ∆p across the length ∆x
of the flow path, and viscosity m of the flowing fluid. The minus sign indicates that
the direction of fluid flow is opposite to the direction of increasing pressure: the fluid
flows from high pressure to low pressure in a horizontal (gravity-free) system. The
proportionality constant K in Eq. 1.1 is permeability. If we rearrange Eq. 1.1 and
perform a dimensional analysis, we see that permeability has dimensions of area (L2),
where L is a unit of length. The areal unit (L2) is physically related to the cross-
sectional area of pore throats in rock. A pore throat is the opening that connects
two pores. The size of a pore throat depends on grain size and distribution. For a
given grain distribution, the cross-sectional area of a pore throat will increase as grain
size increases. Relatively large pore throats imply relatively large values of L2 and
correspond to relatively large values of permeability. Permeability typically ranges from
1 md (1.0× 10−15m2) to 1 Darcy (1000 md or 10−12m2) for commercially successful oil
and gas fields. Permeability can be much less than 1 md in unconventional reservoirs
such as tight gas and shale gas reservoirs. Advances in well stimulation technology
and increases in oil and gas prices have improved the economics of low-permeability
reservoirs.
Evaluation of the influence of different parameters on liquid penetration, including
Darcy number Da = (K
r2
), where K is the permeability and r is the porous media
grain size was chartrised by Reis et al. [24] showing the ratio of the flow momentum to
dissipation by the porous matrix. In fluid dynamics of flow through porous media, the
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Darcy number represents the relative effect of the permeability of the medium versus its
cross-sectional area. Smaller values of Darcy number show that the flow resistance of
the substrate is significant, since the space available for the fluid to flow into is smaller,
and the penetrated liquid occupies a larger overall volume of the substrate. Many
models had been developed to replace the geometrical complexity using the generic
definition of the Darcy Law [25, 26]. In the study of droplet impact/flow in porous
structures, several parameters need to be also considered, such as the spreading diame-
ter, contact angle and penetration depth. These parameters cannot be modelled using
the traditional Darcy law due to various reasons. The next section will briefly review
the common literature on the droplet impacting dynamics and capillary penetration
effect, and its importance to flow inside porous media.
1.2.1 Droplet Impacting on Porous Media
Droplet impact on porous media is one of the most evolving fields of study due to its
complexity. Droplet penetration and spreading occur in many important applications,
such as printing using inkjets , where an ink droplet is deposited on the surface of
porous paper and in the spray coating of porous surfaces. In nature, it happens with
rainfall on soil and wetting by rain droplets carried by the wind affecting a build-
ings porous structure. Recently, several attempts have been made to enhance spray
cooling performance by coating surfaces with small particles [27], or by constructing
microstructures [28, 29] on the target surfaces. According to [28], the cooling perfor-
mance could be significantly improved by employing such artificial surfaces, because
not only the liquid-solid interfacial area is enlarged, but also, the contact between the
surface and the droplets is maintained longer. Different droplet dynamics during the
first impact may affect building materials, which becomes an important issue when,
for example, maintaining old or historical buildings by adding insulation. Not only is
droplet impact dynamics on porous surfaces vital for durability assessment, but also
drop impact on surfaces is every day and found everywhere phenomenon with essential
applications. In sum, the phenomenon of droplet impact and spread can be found in
natural, agricultural and industrial processes, such as microchip production, microflu-
idic applications, analysis of DNA microarrays, and spontaneous imbibition that is of
particular importance to oil recovery from fractured reservoirs [21].
Regardless of the importance of impact and penetration behaviour given the criti-
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cal role it plays in different applications and the impacts of a liquid droplets on solid
surfaces as well as liquid penetration through porous media having been studied ex-
tensively individually, there have been very few studies on their combined effects. A
comprehensive explanation of drop physics on porous media is challenging given their
complex structure in terms of surface roughness and absorption by capillary force.
When a droplet falls on a non-porous solid material, it spreads in a radial direction
to the maximum spreading diameter, which is considered to be the advancing phase.
Then, the droplet retracts in what is known as the receding phase and after several
oscillations reaches an equilibrium shape on the top of the surface. Based on the wetting
conditions and the droplet spread, it may splash and break up into small droplets or
it may bounce off the surface [30, 31].
The maximum spreading diameter and the final outcome of the droplet impact
depend on the droplets impact velocity, size and liquid along with surface properties,
including surface tension, surface roughness and wettability [32]. Other effects, such
as bubble formation during the impact [33] as well as hydrophobic and hydrophilic
surface effects [4, 32, 34, 35] have also been considered in the literature. The impact
of droplets on porous media is determined by a combination of droplet impact on a
solid non-porous surface and capillary penetration of the liquid into the media. Droplet
behaviour on impact is driven by different contact phenomena, including: (1) droplet
related characteristics, like droplet size, impact velocity and incident angle; (2) surface
related characteristics such as dynamic spreading, wetting behaviour and porosity; as
well as (3) evaporation from the droplet surface and wetted surface.
As abovementioned, studies focused on droplet impact and penetration into real
porous materials are limited [10, 11]. Most of these have been focused on the imbibi-
tion of liquid due to capillary pressure difference. For example, there has been prior
research on liquid droplet impact on a single hole in terms of the scale of droplet size,
and penetration behaviour based on the hydrophobicity of the surface. Yue and Re-
nardy [36] proposed a model for the penetration of a non-wetting liquid droplet into
a porous medium, with the droplet being considered to be approaching an exposed
pore along the axis of symmetry. Four penetration regimes were identified based on
the static contact angle and initial droplet radius. Studying penetration on a sin-
gle hole, which characterises the porous structure, neglects the effects of inertia and
capillary complexity. However, this work has revealed different possible scenarios for
spreading regimes: (1) penetration without spreading; (2) penetration with spreading;
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(3) penetration with spreading that relies on the initial contact velocity; and (4) non-
penetration with spreading. Chandra and Avedisian [12] studied the dynamic aspect
(deformation and spreading on a surface) of an n-heptane droplet impingement onto
a porous ceramic surface with different surface temperatures. Droplets impacting on
these surfaces may undergo very different outcomes, such as deposition, spreading,
splashing or rebound, as shown in Fig. 1.1 [1]. The outcome of droplet impact de-
pends on the impact conditions (impact velocity, drop size, the angle of impact, cross
air flow, liquid and air temperature), properties of the liquid (density, viscosity, surface
tension), as well as the geometry of the surface wettability, i.e. roughness. Research
on the effects of these parameters in studying droplet impact is constantly evolving.
The understanding of spreading is crucial regarding the determination of the outcome
of droplet impact and its deposition on surfaces due to capillarity penetration.
Figure 1.1: Outcomes of droplet impact on various substrates. (a) deposition: on rough glass
(D0 =1.7 mm,U=1.8 m/s); (b) prompt splash: water droplet on rough PE(D0 = 2.4 mm,U =
3.1 m/s); (c) corona splash: isopropanol on light rough ceramic ( D0 = 1.7 mm, U = 2.51 m/s);
(d) receding breakup: water on porous stainless steel(D0 = 2.4 mm, U = 3.44 m/s); (e) partial
rebound: water on porous bronze(D0 = 2.44 mm, U = 2.44 m/s); (f) rebound: water on porous
PTFE (D0 = 2.44 mm, U = 1.86 m/s) [1]
In general, the literature survey on droplet behaviour impacting on a porous surface
8
can be summarised as shown in Fig. 1.2. When the droplet is impinging against the
surface of the porous surface, it permeates into the porous medium while also spreading
along the surface. The spreading and the permeation motions co-occur from the instant
of the droplet impact to the maximum spreading state and then, the remaining liquid
on the surface is simply permeated into the substrate with minimum receding motion
at a pinpoint on the surface.
Figure 1.2: Schematic of droplet impingement against porous substrates [2], where D0 is the
droplet diameter before impact and Ui is the droplet velocity before impact
The spreading process can be considered as being a balance of the kinetic ek =
ρD30U
2
i , capillary eσ = σD
2
0 and viscous energies, where ρ is the fluid density, σ the
fluid surface tension, D0 the initial droplet diameter and Ui is the impact velocity.
To compare different conditions, two dimensionless numbers are used: Weber number
We = ρU2i D0/σ, where it represents the ratio between the inertial and capillary forces
(kinetic and capillary energies), and Reynolds number Re = ρUiDo/µ, where it repre-
sents the ratio between the inertial and viscous forces (kinetic and viscous energies).
The maximum droplet spreading diameter is often reported as the maximum spread-
ing ratio Dmax/D0, where Dmax is the maximum spreading diameter. After a droplet
impacts on a porous medium, it spreads over the porous surface and is absorbed into
porous media by capillarity. The spreading of the impacting droplet over the porous
surface is governed by the same factors as mentioned before, while its absorption into
porous media is dependent on the properties of the liquid and the porous medium, such
as porosity, pore size and connectivity as well as wettability in the pore [37, 38]. Once
the inertia of the droplet impact is dissipated, the capillary absorption of the deposited
droplet into the porous medium continues until the liquid is depleted from the surface.
The absorbed liquid is further redistributed and also evaporates through the surface
of the porous medium. Reis et al. [24] performed implicit numerical simulations of
droplet impact on porous media with the VoF method. The implicit numerical model
was developed to resolve the shape of the impacting droplet on the surface and the
liquid content distribution in the porous medium. Using this numerical methodology
they performed a parametric study for impact condition, permeability, porosity, pore
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size and wettability, using a black box approach for the porous structures. The sim-
ulated liquid content in the porous medium was compared with Magnetic Resonance
Imaging (MRI) after full absorption. It was found that they could be predict similar
shapes, but not with a great deal of accuracy.
More recently, droplet impact on granular media has been studied. Marston et al.
[39] studied the maximum droplet spreading diameter on packed glass beads for dif-
ferent liquids. Zhao et al. [40] measured the maximum depth and showed that the
maximum spreading for water droplets impacting on dry glass bead granular media
scales with the effective Weber number defined by the maximum crater depth. Whilst
several studies have involved investigating drop impact on porous media, the influence
of such media on spreading is still unknown due to the presence of simultaneous phe-
nomena occurring, especially spreading and absorption. One of the main reasons for
the unclear characterisation of these phenomena is the lack of knowledge of the contact
line behaviour on porous and rough surfaces. There is a clear need to properly quantify
droplet spreading on porous media. As most of the experimental results document only
the exterior geometry of the droplet during spreading, numerical studies are needed
to identify flow and pressure fields within the droplet during penetration inside the
porous structures. The typical process of spreading and penetration occurs in micro or
milliseconds over a micro or millimetre length. The currently available experimental
methods do not allow yet for the examination of all the aspects of droplet physics
on porous media with sufficient spatial, temporal resolution and information inside
them. There is, indeed, a great need for numerical studies, that will enable the captur-
ing of the hydrodynamics of penetration on a complex porous surface and the liquid
mass migration inside porous media. The questions that still await a comprehensive
explanation are
• how the impinging droplet spreads over the porous media.
• how the water is absorbed into porous media from the impacting droplet.
• and what are the mechanisms of water distribution inside porous media.
1.2.2 Capillary Flow Through Porous Media
Apart from the impacting behaviour, the capillary effect has a significant influence on
the two-phase flow of liquids into the porous structure. The capillary penetration of
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the liquid into the pore spaces is mainly due to pressure gradients in the pore network
or interfacial pressure differences. The simplest model of liquid flow into capillaries is
that of cylindrical capillary tubes. Hamraoui and Nylander [41] studied the mechanism
of capillary rise into an infinite cylindrical capillary tube by accounting for all the
dynamic and physical forces applied to the meniscus of the liquid in capillary tubes,
which include: surface tension force, inertia force, gravity force and that due to liquid
viscosity. The equilibrium of these forces leads to the Lucas-Washburn equation:
ρpir2
∂
∂t
(
h(t)
∂h(t)
∂t
)
= 2pirσ cos(θ)− pir2ρgh(t)− 8piµ ∂
∂t
(
h(t)
∂h(t)
∂t
)
(1.2)
where, σ is the surface tension, ρ and µ are liquid density and dynamic viscosity,
respectively, h(t) is the penetration of liquid into the capillary tube over time of t
and r is the capillary radius. The analytical solution using Eq. (1.2) shows that the
liquid imbibition into a capillary tube changes proportionally to
√
t without considering
droplet impingement momentum or additional forces. Experimental studies of droplet
impact onto capillary holes represent a trend of penetration with a stronger effect on
inertia due to consideration of the momentum of impact. Regarding the parametric
studies on the effect of each governing parameter in Eq. (1.2), it has been shown
that penetration into a capillary depends on its diameter and the contact angle rather
than physical properties (viscosity and surface tension). Also, the value of the contact
angle, which is dependent on the surface and liquid, can either drive or oppose capillary
penetration [42]. The dynamics of the capillary rise of liquid into the capillary tube
can also be derived using a momentum balance for the liquid inside the tube. Capillary
forces must be balanced by inertial viscous and hydrostatic forces:
A divergence from the experimental investigations was found due to the effect of
a thin air layer, which may affect the capillary penetration. Based on the theoretical
understanding of the capillary effect, the impact of droplets on a porous structure
may or may not penetrate through a capillary gap depending on the droplet velocity,
fluid properties, contact angle and geometrical parameters of the gap. However, it
is evident that capillary penetration increases with a reduction in viscosity and with
large surface tension [43]. Davis and Hocking [44] studied spreading and imbibition of
deposited droplets on porous media and predicted their depletion time. Also, Davis
and Hocking [44] elaborated upon an analytical model that considered the contact line
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slip on the surface using the lubrication approximation. Clarke et al. [45] showed the
absorption of droplet impingement into microporous filter membranes by measuring
the volume of deposited droplets remaining on the surface and proposed an analytical
model using the Lucas-Washburn equation derived from Darcys law.
Markicevic and Navaz [46] showed the transition numerically between fully and
partially saturated moisture content during droplet absorption. Markicevic and Navaz
[46] developed a capillary network model based on the micro-force balance, with the
same formulation applied to primary and secondary infiltrations. However, most of the
previous studies were focused on absorption mass and depletion time to understand
absorption behaviour as they had no accessible information on liquid transport inside
porous media. For a better understanding of the absorption process inside porous
media, the direct observation of the liquid content redistribution in them is required
and this has been studied with non-destructive techniques. Reis et al. [47] used an MRI
measurement to investigate the evaporation of the droplets in glass bead substrates.
The results showed that the general shape of liquid redistributed within the porous
media resembles a half spheroid and compared with the implicit numerical simulation
with less matching results than expected. For these previous experimental studies,
low temporal and spatial resolutions were used to capture the absorption process of a
droplet in a porous medium in sufficient detail.
1.2.3 Challenges in Modelling the Pore-scale Effect for Mul-
tiphase Flow Transportation
The pore structure representation is one of the crucial aspects when studying the ef-
fect on fluid flow physical behaviour at pore scale. As aforementioned, it is a quite
challenging task, especially for numerical studies, due to the geometrical complexity
associated with porous structures. The wide range of scales is one additional challenge
to understanding the geometrical complexity. Various methods have been developed to
generate a three-dimensional (3D) representation of complex pore space, such as porous
rock structures. One commonly used approach is the direct imaging reconstruction,
which produces 3D images mapping the interior structure of the rock sample, such as
non-destructive X-ray micro-tomography (micro-CT). Micro-CT technology provides a
direct way to image the pore space with a high resolution volumetric (3D) representa-
tion of structures.
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These high-resolution 3D images of a pore space provide the opportunity to simulate
two-phase flow directly onto real porous media. In addition, they allow for studying of
the mechanisms that control the flow patterns at the pore level and relating them to
the macroscopic properties of the porous media, which are conventionally expressed in
terms of the porosity, permeability, relative permeability curves and capillary pressure
curves. From the above considerations, it is clear that the development of a framework
that can model with considerable detail and with sufficient accuracy the dynamics of
flow onto the micro-CT images of the pore space in particular, two-phase flow would
be greatly beneficial. Such a framework exists in the form of pore-scale simulation of
fluid flow and associated phenomena, using computational fluid dynamics (CFD).
However, modelling multiphase flow in porous media is a challenging task, as it
concerns forces acting at different scales in the flow domain. Liquid viscosity is respon-
sible for the dissipation of energy of the fluid system at larger scales. Moreover, the
interfacial tension between two fluids governs the shape and movement of one phase
with respect to the soil boundaries at the pore scale. Finally, wall adhesion forces are
active at the nanoscale thickness of the contact lines, controlling the contact angle and
contact line dynamics.
In many transport problems in porous media, capillary forces are more significant at
the pore scale than viscous ones. For example, typical capillary numbers in petroleum
reservoirs are in the range (Ca = 10−10 to 10−5) Lake [48]. As a result, if any small
numerical error is introduced due to the incorrect capillary forces calculation, a huge
numerical instability will be triggered, which may affect the numerical method up to a
point where it is unusable. Moreover, the numerical method should be able to handle
complex interface motion and complex solid boundaries encountered in flow through
porous media.
Also, in this study, finding a method that can be used in multiphase flow simu-
lation of micro-CT images of porous rocks, which may contain millions of grid cells
in practical simulation time is one objective. To summarise, pore-scale simulations of
multiphase fluid flow in porous structures present a challenging problem compared to
single-phase flow simulations for three main reasons found in the literature: (1) it is
very challenging to have a fast, robust, and accurate multiphase solver to predict the
complex dynamics of multi-fluid interfaces; (2) the behaviour of multiphase fluids with
large density, viscosity, and compressibility ratios is difficult to compute accurately
at very low capillary numbers even with many exciting robust methods; and (3) the
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behaviour at the solid-fluid contact lines and its association with that of the dynamic
contact angles is inherently complex and sensitive to small length-scale that influence
the wetting behaviour and/or surface tension. This been said, it is important to add
that in some applications, the flow driven by surface tension gradients may be nec-
essary for which natural surfactants are present or synthetic surfactants are used for
the application. In the rest of this chapter, an overview of the numerical challenges is
presented.
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1.3 Numerical Challenges
The representation of complex interface movement in real multiphase flows requires
robust and efficient numerical techniques.
Attempts to simulate various multiphase flows have resulted in a range of different
numerical approaches. Among them, implicit interface-capturing methods, such as
Volume of Fluid (VoF) and Level-Set (LS), have attracted significant attention for
simulating flows involving extensive topological changes [49–54]. Tryggvason et al. [55]
gave a comprehensive review of the subject.
The VoF method has become a contemporary standard in commercial and open-
source CFD software, e.g. Weller et al. [56], Popinet [57]. On the other hand, LS
methods are still used mainly within more specialised in-house research codes. These
interface-capturing methods, despite being successful for many problems, have a num-
ber of well-known but still inadequately addressed numerical deficiencies, which limit
their accuracy [5, 58, 59].
The most important of these is in relation to the accurate representation of the sharp
interface regarding its location and its advection, while guaranteeing mass conservation,
as well as, the representation of the effect of the surface tension forces. Amongst other
things, this requires the accurate computation of the interface normal and curvature,
using the underlying liquid volume fraction or level set field.
1.3.1 Multiphase Flow Solvers - An Overview
In the VoF method [60] a volume fraction field α is used to discriminate between the
fluids in the domain. When α = 1, the cell is entirely filled with fluid one and when
α = 0, the cell is filled with fluid two. The interface is located in the cells where α lies
between 0 and1.
Two major VoF methods are commonly used for interface representation: (a) the
compressive method and (b) the geometric method. Both capture the discrete volume
fraction of each phase and transport is based on the underlying fluid. On the one
hand, the compressive interface method discretises the partial differential equation in
a way to describe the transport of the volume fraction of each phase using algebraic
differencing schemes, as mentioned in [61, 62]. However, the temporal and spatial
discretisation require higher-order schemes and careful tuning to keep the interface
sharp, and without distortion. Otherwise, it may suffer from excessive diffusion of the
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interface region, which also affects the calculation of the interface curvature and the
normal interface vectors. On the other hand, when using the geometric method, an
explicit representation of the interface is advected, reconstructed from the VoF volume
fraction field. The piecewise linear method so-called (PLIC) is the most developed
reconstruction technique found in the literature [63, 64]. In fact, geometric methods
advect the interface very accurately. However, the main drawback is their complexity
for 3D applications, in particular, when used in conjunction with an unstructured mesh
[65].
Park et al. [66] and Gopala and van Wachem [6] showed the compressive VoF
method capabilities of an advecting sharp interface. Yet, the difficulty in using the
compressive VoF methods is to retain the shape and sharpness of the interface. The
VoF methods are based on a discontinuous α function to facilitate the calculation of
the properties of each phase and to make it possible to present an accurate numerical
scheme for solving the colour transport equation. However, the accuracy of the cal-
culated interface curvature depends on determining the derivative of the introduced
colour function, which is considered to be difficult from a numerical point of view, and
can lead to numerical instabilities [67].
It should be stressed that the local force unbalances between the capillary pres-
sure and the surface tension forces can create non-physical velocity spurious currents,
which are commonly small in absolute value in inertia dominated flows, but become
very problematic in capillary dominated flows. The numerical challenges relating to the
advection of the interface in the context of VoF have been well-documented by Tryggva-
son et al. [55]. Intrinsic to the method is numerical diffusion of the interface at a rate
that is highly dependent on the mesh size [62]. The numerical diffusion can be reduced
by using a geometrical reconstruction coupled with a geometrical approximation of the
VoF advection, as discussed by Roenby et al. [68]. Alternatively, using a compressive
algorithm, the convective term of the VoF advection equation can be discretised using
a compressive differencing scheme designed to preserve the interface sharpness, exam-
ples of which include: (Compressive Interface Capturing Scheme for Arbitrary Meshes)
CICSAM by Ubbink and Issa [62]; HRIC by Muzaferija and Peric [69]; and the com-
pressive model available within OpenFOAM [56]. Compression schemes do not require
any geometrical reconstruction of the interface and extension to three dimensions as
well as unstructured meshes is straightforward. However, compression schemes are not
always sufficient to eliminate numerical diffusion, and additional treatment is needed
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[70].
Various remedies that still leave room for development have been suggested, which
can be summarised as follows: (i) ensuring an accurate balance between pressure gradi-
ent and surface tension forces, as Francois et al. [49] reported that the most important
consideration for modelling surface tension-driven flows is the formulation for surface
curvture. Francois et al. [49] have introduced a cell-centred framework and demon-
strated that this algorithm can achieve an exact balance of surface tension and pres-
sure gradient using structured mesh. Moreover, Francois et al. [49] and [51] discussed
the origin of spurious currents within the proposed balanced-force flow algorithms,
highlighting the deficiencies introduced when estimating interface curvature. (ii) sharp
representation of the interface, with accurate curvature estimation and introduction of
a so-called compression velocity to damp diffusion. Ubbink and Issa [62] introduced
the compressive discretisation scheme so-called CICSAM that makes a use of the nor-
malised variable diagram concept proposed by Leonard [71], where the scheme is based
on the concept of no diffusion of the interface being allowed. Popinet [72] generalised
a height-function and CSF formulations to an adaptive quad/octree discretisation to
allow for refinement along the interface for the case of the capillary breakup of a three-
dimensional liquid jet. Moreover, Popinet [72] discussed the long-standing problem
of parasitic currents around a stationary droplet in contrast to the recent study of
Francois et al. [49], where the issue was shown to be solved by a combination of the
appropriate implementation of a balanced-force CSF approach and height-function cur-
vature estimation. (iii) implicit or semi-implicit treatment of surface tension. Denner
and van Wachem [73] reviewed the time-step requirements associated with resolving
the dynamics of the equations governing capillary waves, to determine whether explicit
and implicit treatments of surface tension have different time-step requirements, with
respect to the (1) dispersion of capillary waves, and (2) the formulation of an stable
time-step criterion for the propagation of capillary waves based on established numer-
ical principles. A fully-coupled numerical framework with an implicit coupling of the
governing equations and interface advection along with an implicit treatment of surface
tension, was used by [73] to study the temporal resolution of capillary waves with an
explicit and implicit treatment of surface tension.
The LS method was first developed by Osher and Sethian [74]. After being initially
used in the context of multiphase incompressible flows by Sussman et al. [75], it has
matured into a promising numerical technique for accurate simulation of multiphase
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flows, as shown by Losasso et al. [76]. Instead of using a continuous volume fraction
variable, LS relies on a signed distance function φ to distinguish between the two fluids
in a mixture. The function has a positive value in one fluid and a negative value in
the other, while it takes the value φ = 0 at the interface. The interface is advected
by solving a transport equation for φ that is reinitialised periodically to recover the
distancing property [77]. The LS approach inherently offers a sharp representation of
the interface and accurate representation of the interfacial quantities, such as the in-
terface normal and curvature, as needed for computing accurate surface tension forces.
However, as opposed to VoF approaches, mass conservation is not embedded in the
formulation. It has been shown by Sussman et al. [75] that mass is lost due to the
re-distancing procedure that may involve artificial displacement of the interface [78].
Moreover, the initialisation procedure increases the computational cost.
The numerical challenge of representing the surface tension force at the phase inter-
face is present in both methods. Surface tension is commonly represented as a source
term in the momentum equation, calculated using the Continuous Surface Force (CSF)
model of Brackbill et al. [53]. The calculation involves an approximation of the interface
curvature from the gradients of either the VoF or LS function, as well as the calculation
of the normal to the interface and since the interface is a discontinuous function the
calculation of derivatives is problematic. For VoF methods that suffer from diffusion, it
is difficult to achieve an accurate representation of interface curvature. For LS methods
that provide a sharp interface, the effect of the volumetric surface force is confined to
a narrow region around the interface and the calculation of the normal normal can
be numerically unstable. These numerical effects are known to generate non-physical
vertical flows at the interface, i.e. the spurious currents discussed earlier [49, 51, 61].
Various methods have been developed to minimise these, such as (i) improvement of
the curvature computation, (ii) achievement of a discrete balance between the surface
tension and pressure gradient and (iii) the use of an adaptive time integration scheme
to tackle the numerical stiffness induced by surface tension. One promising approach
relies on minimal energy considerations and can eliminate spurious currents to machine
precision. Alternatively, it is proposed to use consistent volume fluxes in the Navier-
Stokes equations either in a VoF framework [79] or in the LS framework [80] using
geometric arguments.
It should be noted that, the generation of spurious currents is not usually consid-
ered of great importance for inertia-dominated flows. However, it is detrimental in
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the computation of capillary flows and surface tension dominated ones, for example,
in hydrodynamic flows involving atomisation and pore-scale modelling. More recently,
it was shown that spurious currents also affect droplet collision with surfaces by pre-
venting the transition to the recoil phase [81]. Moreover, for flows with large density
ratios, the interfacial force imbalance is massive, and thus, the generation of spurious
currents is more likely [55, 80].
Hybrid methods have been proposed to combine the advantage of the VoF method
regarding mass conservation even on coarse meshes and the LS method in terms of accu-
racy of the interface contour as well as a smoothly differentiable field for the calculation
of the surface tension forces. A fully coupled CLSVOF method was proposed by Suss-
man and Puckett [82] and has been implemented by a number of researchers since. It
has been applied to Cartesian orthogonal meshes, successfully tested by Me´nard et al.
[83, 84] on diesel jet atomisation, and utilised by Yokoi [85] on the problem of droplet
splashing and on Rayleigh-Taylor instability. A recent development by Arienti and
Sussman [86] has reformulated the CLSVOF method to adaptive Cartesian meshes.
Also, in some other recent works, CLSVOF has been applied to unstructured meshes
[87, 88]. A large number of methods have been developed for simulating multiphase
flows at macro-scale, including the well-known Level Sets (LS) [89] and Volume of Fluid
(VoF) methods [53]. The extension of these methods to the micro-scale is not always
straightforward. For example, the main weakness of the LS methods is that they do not
preserve mass. As a result of the mass conservation problem, poorly resolved regions
of the flow are typically susceptible to mass loss behaviour and loss of signed distance
property due to advection errors. Various modifications have been suggested focusing
on solving the conservation issues [90], extending the method to high Reynolds num-
bers [75] and unstructured meshes [91, 92]. While using a re-initialisation procedure
as discussed by [77] is a solution to the mass conservation issue, it increases the com-
putational cost and creates an artificial interface displacement that may affect mass
conservation (see the review by Russo and Smereka [78] for details).
1.3.2 Numerical Surface Tension Force Modelling Using VoF
Method
At the micro-scale, interfacial tension is considered as a body force and a review of
interfacial forces at these scales is given in [93]. According to [93], the multiphase
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flow can be described quite accurately by the incompressible Navier-Stokes equations
consisting of the momentum conservation equation. For most applications, a numerical
solution using these equations on a traditional grid-based method is the preferred
approach. This is due to its superior numerical efficiency and its ability to simulate fluid
flow with very large density and viscosity ratios. However, as mentioned in the previous
subsection, the application of well known multiphase fluid flow methods in pore-scale
systems, such as fractured and porous media with small characteristic length scales,
has been inhibited by two difficulties. First, the challenge of tracking the complex
dynamics of fluid-fluid interfaces. Second, the need for a contact line/contact angle
model that can be coupled with the CFD simulation.
One approach to include the effects of surface tension in the model - often referred
as a continuous surface tension force model [53] - is to replace the pressure jump at the
interface by a body force integrated across the interface that acts only on the fluid near
the interface. The sharp interface is replaced by a smooth function, which varies from 0
to 1, as the distance from the interface width. The capillary force is then approximated
in terms of a body force per unit volume acting on the fluid and given by:
∫
V
fdV =
∫
S
∫ W/2
−W/2
δσ(∇ · n)ndndS (1.3)
where, Brackbill et al. [53] introduced the Continuous Surface Force (CSF) method,
in which the capillary force is acting on a narrow thickness of [−W/2 and W/2] around
the interface, n is a parametrised coordinate normal to the interface surface S, and δ
is the Dirac delta function, which acts as step function at zero. The integrated surface
tension force is then evaluated using the indicator function in each element of the
computational grid. Using the two-phase fluid approach, the volume fractions are not
sufficient to determine the direction and position of the interface in the grid cell. So,
an interface reconstruction algorithm based on the volume fractions in neighbouring
cells is needed.
Hence, the orientation of the interface segment that cuts the grid cell is determined
from the volume fraction gradient, treating it as if it were a continuous function. Then,
using this function the unit vector normal to the interface is obtained from the equation
below:
n =
∇α
|∇α| (1.4)
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where, α is the volume fraction, and n defines the orientation of the interface as the
normal to it. In liquid-gas simulations, for example, the indicator function is given a
value of (1) in the liquid phase and (0) in the gas phase. Using this method, n points
into the liquid phase. The value of n, calculated using Eq. (1.4) in cell i containing
part of the interface and the volume fraction, φi, in that cell should provide the correct
information to specify the surface segment inside the grid cell. In the next simulation
step, the interface is advected with the local velocity v.
To predict correctly the multiphase fluid flow behaviour, the curvature κ, calculated
using Eq.(1.5) on the fluid interface, is required to calculate the pressure jump caused
by surface tension (∆P = σκ) .
κ = ∇ · n (1.5)
In the VoF method, the surface tension is expressed as a body force that acts on
the fluid domain in the cells close by the interface, as Eq. (1.6):
F = σκ∇α (1.6)
where, the gradient of the indicator function is a non zero value and these body
forces can be simplified as mentioned by [53]. Yet, the contact line adhesion due to
surface wetting is not modelled using the surface tension force. The next subsection
will present the implantation of different wetting models as found in the literature.
1.3.3 Wetting Behaviour
Accurate modelling of multiphase fluid flow in porous systems depends on an accu-
rate prescription for the behaviour of the macroscopic contact angle. Modelling the
wetting behaviour depends mainly on the sharp interface velocity adjacent to solid
surfaces. Moreover, the physical wetting behaviour and the dynamics of the fluid-solid
contact line, also depends on the correct modelling of the fluid-fluid-solid contact line
at mesoscale, where scales between the atomic and continuum scales are essential to
the interface motion. According to the literature on modelling contact angles, [94, 95],
it is common to use a simple thermodynamic model to predict the angle between
the fluid interface and the solid surface measured with respect to one fluid phase,
when the interface between two fluids contacts can be described to be a smooth solid
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surface. The theoretical description of the contact line from the consideration of a
thermodynamic equilibrium can be defined using Youngs equation [96]:
cosθC =
(ΓSF 1 − ΓSF 2)
ΓF 1F 2
(1.7)
where, ΓSF 1 is solid − fluid1 interfacial energy, ΓSF 2 is solid − fluid2 interfacial
energy, ΓF 1F 2 is fluid
1 − fluid2 interfacial energy (i.e. the surface tension), and θC is
the equilibrium contact angle, as seen in Fig. 1.3. Equation 1.7 can also be understood
as the balance of three surface tensions, as originally described by Young [96], but it
has also been derived using the principle of minimizing the total free energy of the
system. The latter thermodynamic derivation relies on interpreting ΓSF 1 ,ΓSF 2 ,ΓF 1F 2
as scalar thermodynamic surface energies, instead of tension vectors. In reality, the
equilibrium contact angle given by Eq. (1.7) is rarely observed. For example, If fluid1
slowly displaces fluid2 at the surface of the solid, an ”advancing” contact angle, θ1a
, is measured, and if fluid2 slowly displaces fluid1, a receding contact angle, θ1r , is
measured. In general, θ1a > θC > θ
1
r , as seen in Fig. 1.4.
Figure 1.3: Schematic to represent the quantities in Youngs equation and constant contact angle
If the fluid-fluid interface is not moving, the contact angle can take a range of time-
dependent values, while if it is, the advancing and receding contact angles will depend
on the velocity at which the fluid-fluid contact line advances or recedes across the solid
surface. A liquid with an ”equilibrium” contact angle (measured in that liquid) is
said to be wetting or ”hydrophilic”, when θC 6 90◦, and if, θC > 90◦, the liquid is
non-wetting or ”hydrophobic”, as demonstrated in Fig.1.5. It is well known that the
classical continuum hydrodynamics model, based on the no-slip boundary condition
at fluid-solid interfaces, cannot be applied at the contact line due to the strain rate
divergence at the contact line [32].
A variety of approaches have been proposed to resolve dynamic contact angle be-
haviour. Most of the proposed models in the literature relate contact line velocity to
the dynamic contact angle. Both values should be imposed as a slip boundary condition
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Figure 1.4: Schematic representing the advancing (a) and receding (b) contact angle during
droplet movement
on the wall of interest. Common practice suggested is using maximum and minimum
advancing and receding contact angles from experimental histories, while the challeng-
ing part is defining the contact line velocity near to the wall. In the simplest possible
contact angle model, a given fixed value for equilibrium contact angles is imposed as a
boundary condition when the contact line spreads or recoils.
Figure 1.5: Wetting of different fluids: A hydrophobic surface and a hydrophilic surface
The theoretical and experimental studies on dynamic contact wetting have produced
a number of dynamic contact angle models, including hydrodynamic [97], experimental
[98] and hybrid models [4]. Various dynamic contact models are presented in this
subsection and while the contact angle methods are not within the scope of this thesis,
the work of Malgarinos et al. [8] presents a significant review regarding contact angle
modelling methods. In order to study the contact angle one can refer to the work of
Cox [30], which gives an essential relationship between the contact line velocity and
the dynamic contact angle based on the flow capillary number, as follows:
Ca =
(
ln(η−1)− C1
f(θD)
+
C2
f(θS)
)−1
[H(θD)−H(θS)] +O
( 1
ln(ω−1)
)−1
(1.8)
where, θD is the dynamic contact angle, θS is the static contact angle, C1 and C2
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are constants associated with the outer flow and with the wall slip, whilst ω is a small
dimensionless parameter associated with the micro-region of the contact line, f(·) and
H(·) are functions obtained by Moffatt [99].
The existing empirical dynamic contact angle models are considered as simplifica-
tions of the Eq. (1.8). The most used dynamic contact angle model for a low capillary
number is given by Hoffman-Voinov-Tanners law [35]:
θ3D − θ3S = 9 Ca ln(
L
Lm
) (1.9)
where, L is the macroscopic length scale and Lm is microscopic length scale. In the
treatment of [100], Lm is the distance from the solid at which the solution is truncated.
In Cox [30] analysis, it defines the scale of the inner region where slip is important.
However, it was defined in [4] that L can take the value of 10 micrometre, which is
the approximate distance from the wetting line at which the contact angle can be
measured, and Lm can take one nanometre, i.e. the order of molecular size. In which
case, ln(L/Lm) is estimated to be of the order of 10. Experimental values vary widely,
though values of about 10 are often found, especially for liquids that completely wet the
solid. Much larger values have sometimes been reported, such as by Petrov et al. [101],
for non-wetting liquids, especially at low Ca, where it might have been anticipated
that the model would be most effective. Jiang et al. [102] discussed a correlation of the
dynamic contact angle and its effect on capillary rise, which depends on the contact
line velocity. This model was expressed as:
cos(θD) = cos(θS)− (1 + cos(θS))tanh(4.9Ca0.702) (1.10)
In both of the previous methods, the dynamic contact angle θD increases with
flow velocity and asymptotically reaches 180◦ for high capillary numbers. Several
additional empirical correlations, as presented by Petrov et al. [101], are obtained
using the experimental data for solid bars dipped a pool at low capillary numbers that
range between (0.002 < Ca < 0.02).
An empirical correlation for the dynamic contact angle given by Kistler [34] has
been proven to be well adapted and modelled as:
fHoff = arccos
{
1− 2tanh
[
5.16
( x
1 + 1.31x0.99
)0.706]}
(1.11)
24
where, fHoff (x) is the ”Hoffman’s” function, which is defined as:
cosθD = 1− 2tanh
[
5.16
(
Ca+ f−1Hoff
1 + 1.31(Ca+ f−1Hoff )0.99
)0.706]
(1.12)
(f−1Hoff )
0.706 =
1
5.16
(
1 + 1.31(f−1Hoff )
0.99
)0.706
tanh−1
(
1− cosθS
2
)
(1.13)
Also, Eqs. 1.11 and 1.12 can be simplified to be:
θD = fHoff [Ca+ f
−1
HoffθS] (1.14)
[35] deduced a universal function from a systematic study of dynamic contact angles
in glass capillary tubes for a wide range of capillary numbers (4×10−5 < Ca < 36). In
the rest of the thesis, the Kistler model will be implemented and also used for predicting
the interface behaviour near to the solid surface.
Finally, Shikhmurzaev [103] recently proposed a modelling method to track the
moving contact line and the dynamic contact angle. Shikhmurzaev [103] continuum
hydrodynamics treatment not just accommodates dissipation through standard hy-
drodynamic channels, but also, exploits non-equilibrium thermodynamics. It includes
dissipation due to the interfacial transformation process occurring as the wetting line
moves across the solid surface. One consequence of this approach is that the microscopic
dynamic contact angle is coupled directly with the flow and it is not an independent
value. For this reason, analytical expressions can be obtained for certain simplifying
conditions, which successfully describe the experimental results found in the literature.
Full descriptions of Shikhmurzaevs mathematical model, the associated analysis and
comparisons with experiments can be found in [104]. However, it is not within the
scope of this thesis to compare between different contact angle models, but despite
this, a small compression between the models is presented in Appendix A.
All the previous discussed typical hydrodynamic and empirical models attribute the
changes in the experimentally observed dynamic contact angle to the viscous bending
of the two-phase interface within a mesoscopic region. Kistler and Shikhmurzaevs
approaches, in particular, try to model the physical movement of the contact line
observed in experiments. This challenge is equally divided between modelling dynamic
the contact angle (at microscopic length scale) and the apparent contact angle (at
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macroscopic length scale) within the inner region near the triple line point. In the next
chapter, the dynamic contact angle using the Kistler model will be discussed in detail.
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1.4 Motivation of the Study
The motivation of this thesis is to devise a novel framework and solutions for the
long-standing problem of multiphase flows in porous structures by improving the un-
derstanding of droplet penetration on porous media as well as the related flow inside
the porous structures. Due to the complexity of porous media, modern micro computer
tomography was drawn upon to reconstruct numerical porous geometry and study the
flow characteristics inside porous structures, as well as, the droplet penetration after
impact on natural porous stone. A modified multiphase numerical method that is based
on the volume of fluid approach and implemented in the OpenFOAM toolkit for CFD
simulation was used, which it was believed would enrich the current state-of-the-art.
The results of this work are important for a wide range of applications, for which
developing a better understanding of flow physics for liquid transport in porous struc-
tures and the control of droplet penetration is of prominent importance. This study is
aimed at understanding the flow physics inside porous media that accompanies fluid
penetration through porous structures at low capillary numbers and droplet impact,
spreading, and absorption on a porous structure, in general. The specific objectives of
this work are: firstly, to develop an accurate numerical two-phase flow framework based
on the Volume of Fluid method for the study of the microscale flows and its applications
for low capillary numbers, such as flow inside porous media and droplets impacting on
porous media. Secondly, the aim is to build up an adequate computational meshing
framework to reconstruct complex porous structures based on microtopography data
found in the open literature. Thirdly, there is the purpose of characterising the flow
regimes inside porous media based on the microscopic understanding and proposing a
better macroscopic model. Finally, understanding the penetration and impacting pro-
cess of liquid droplets for different liquids and porous structures, during absorption, is
another study objective.
This thesis focuses in depth on the following points:
1. Tackling the numerical challenges pased by two-phase flow simulations when using
sharp interface tracking methodologies;
2. Developing and validating the needed modifications to simulate flow in complex
porous structures accurately;
3. Understanding the effect of wetting conditions on two-phase transport, such as
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water injection inside porous media and studying the effect of varying wetting
conditions on permeability for different porosity values;
4. Examining droplet impact on phenomena on porous media focusing on the droplet
hydrodynamics inside the porous structures. Based on the knowledge of droplet
impact on an impermeable surface, the dynamics of such impact on porous media
will be investigated. Specifically, this is achieved by focusing on the influence of
their wetting behaviour, the morphology of porous media as well as the effects of
permeability and porosity;
5. Liquid droplet mass transfer into porous media will be analysed numerically in
terms of inertia-driven penetration and capillary absorption in order to extract a
macroscopic understanding towards the phenomena of droplet impact on porous
media.
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1.5 Thesis Synapsis
The thesis is composed of six chapters. Chapter 2 presents the mathematical model
and the governing equations for multiphase flows at pore scale when considering low
capillary numbers and the numerical solution of these equations.
Chapter 3 presents six different numerical validation test cases using the developed
numerical methodology, with the results being compared against their analytic solu-
tions. The goal of this chapter is to validate the accuracy of the proposed numerical
method and to consider its advantages and the disadvantages.
Chapter 4 presents the reconstruction processes of complex porous structures and
the framework developed to generate different computational models based on porous
rock CT-scans. Also, the numerical results on modelling two-phase flow through porous
geometries are provided. In addition, pore-scale phenomena occurring in two-phase flow
through porous media are studied and the effect of different wetting conditions using
the modified VoF method.
Chapter 5 presents the numerical results of a droplet impacting on porous structures
using the modified VoF methods, with the dynamic contact angle model and adaptive
grid refinement. The droplet dynamics during impact on porous media is studied using
a number of porous natural stones, as it was possible to model the spreading on the
porous material. Maximum spreading and dynamic contact angle at low impact velocity
are also addressed in detail. Moreover, the full absorption process of impinging droplets
on natural porous stones is investigated. The study has been extended to explore
droplet spreading and penetration in porous stones for different wetting conditions,
and also, the effect of having multiple droplets impacting on a single porous structure.
Finally, in Chapter 6, a summary of the main conclusions of this thesis and present-
ing the perspectives. Moreover, the achievements of this study are discussed, followed
by some recommendations for future work being proposed. These include, but not
limited to, applications and extensions for the presented numerical method, for im-
provement is needed, for example, regarding adaptive mesh refinement. Also, some
suggestions for future work to extend the numerical investigations of the wetting effect
under different flow rates for flow transport inside porous media are made.
29
30
Chapter 2
Numerical Method
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2.1 Governing Equations
2.1.1 Mass and Momentum Conservation
The method presented in this section is implemented within the open source CFD
toolkit OpenFOAM [105]. An incompressible and isothermal two-phase flow with con-
stant phase densities ρ1 and ρ2 and viscosities µ1 and µ2 are considered. The two phases
are treated as one fluid. A single set of equations is solved in the entire computational
domain. The volume fraction, α of each phase within a cell is defined by an additional
transport equation. The formulation for the conservation of mass and momentum for
the phase mixture is given by the following equations:
∇ · u = 0 (2.1)
ρ
(
∂u
∂t
+ (u · ∇)u
)
= −∇p+ µ∇2u+ f (2.2)
where u is the fluid velocity, p is the pressure and ρ is the density. The pressure-
velocity coupling is handled using the Pressure-Implicit with Splitting Operators (PISO)
method of [106, 107]. µ is the dynamic viscosity. The term f = fg + fs corresponds
to all the external forces, i.e., fg = ρg is the gravitational force and fs represents
the capillary forces for the case of constant surface tension coefficient σ. The global
properties are weighted averages of the phase properties through the volume fraction
value that is calculated in each cell:
ρ = ρ1 + (ρ2 − ρ1)α (2.3)
µ = µ1 + (µ2 − µ1)α (2.4)
The sharp interface α represents a discontinuous change of the properties of the two
fluids. The surface tension force must balance the jump in the stress tensor along the
fluid interface. At each time step, the dynamics of the interface are determined by the
Young-Laplace balance condition as;
∆Pexcact = σκ (2.5)
accounting for a constant surface tension coefficient σ along the interface. The term
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κ represents the interface curvature. The term on the right-hand side of Eq. (2.5) is
effectively the source term in the Navier–Stokes equations for the singular capillary
force, that is only present at the interface. In the proposed numerical method, the
Continuum Surface Force (CSF) description of Brackbill et al. [53] is used to represent
the surface tension forces in the following form:
fs = σκδs (2.6)
where the term κ represents the interface curvature, δs is a delta function concen-
trated on the interface, and ηs is the normal vector to the interface α is calculated by
the following equation:
ηs =
∇α
|∇α| (2.7)
where δs and κf are terms associated with the artificially smoothed and sharpened
indicator function fields that will be discussed in details in the following section. In
the VoF method, the indicator function α represents the volume fraction of one of the
fluid phases in each computational cell. The indicator function evolves spatially and
temporally according to an advection transport equation of the following general form:
∂α
∂t
+∇ · (αu) = 0 (2.8)
Ideally, the interface between the two phases should be massless since it represents a
sharp discontinuity. However, within VoF formulation the numerical diffusion of Eq.
(2.8) results in values of α that vary between 0 and 1. In section 2.2.2 the concept of
interface smoothing is introduced where α and κ are reformulated.
The framework described above reflects the generalised framework of VoF methods
that have been used in an extensive range of two-phase flow problems with various
adjustments and different degrees of success. In the following sub-sections, an enhanced
version of this basic framework is presented; its validity is demonstrated through a range
of benchmark cases that address some numerically challenging problems reported in
the relevant literature.
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Figure 2.1: Discretisation of the solution domain [3]
2.2 Finite Volume Method
This section presents the application of the finite volume method for the discretisa-
tion of partial differential equations (PDEs) presented in the previous section. In the
finite volume discretisation, the solution domain is subdivided into small discrete non
overlapped volume covering all the space domain as demonstrated in Fig. 2.1. The
continuum variables represented in the previous section are then replaced by discretised
volume average variables at specified locations in the space and time domain. A typical
cell is shown in Fig. 2.2. Almost all the dependent variables and other properties are
principally stored at the cell centroid P although same other may be stored on faces
or vertices. The cell is bounded by a set of flat faces, given the generic label f . In
OpenFOAM, there is no limitation on the number of faces bounding each cell, nor any
restriction on the alignment of each face. OpenFOAM code offers greater freedom in
mesh generation and manipulation in particular when the geometry of the domain is
complex or changes over time, due to the use of ”arbitrarily unstructured to differen-
tiate faces from meshes in which the cell faces have a prescribed alignment, typically
with the coordinate axe. There are two types of cell face; (i) internal faces, where
that connect two cells (and it can never be more than two). For each internal face,
OpenFOAM designates one adjoining cell to be the face owner and the other to be the
neighbour. (ii) Boundary faces where faces belonging to one cell since they coincide
with the boundary of the domain. These faces simply have an owner cell.
By using OpenFOAM code, all primary variables (velocities, pressures and indi-
cator function) are defined at the centre of elementary volumes and used as volume
field values. If the values of such variables are needed at face centres, they can be
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Figure 2.2: Parameters in finite volume discretisation [3]
interpolated from the cell-centred field. For the internal faces, the face field φf can
be evaluated using a variety of schemes such as; (i) second-order accurate unbounded
Central differencing (CD) which defined as following:
φf = fφp + (1− f)φN (2.9)
f =
Distance between f and cell center N
Distance between cell enters P and N
(2.10)
or (ii) using the upwind differencing (UD) which determines the direction of flow
and expressed as following :
φf =
φP for f > 0φN for f < 0 (2.11)
or (iii) the blended differencing (BD) schemes which combine UD and CD in an
attempt to preserve boundedness with reasonable accuracy as shown in Eq. (2.12).
The blended differencing scheme was used in all of our simulations to maintain fast
and accurate results.
φf = (1− γ)(φf )UD + γ(φf )CD (2.12)
where γ is the blending coefficient, however OpenFOAM also offers other well-known
schemes such as van Leer. The choice of γ in blended differencing in discretisation of
the advection term has a significant effect on the boundedness, accuracy and conver-
gence of the numerical method for parameters annotations; where the cell in needed
will be identified by subscript P, and its neighbours by N as shown in Fig. 2.2. In
the discretisation of all differential operators other than the advection terms, we use
blended differencing in this study. If the values of field variable are known at the cell
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centres, the results of the interpolation will be a new collocated variable defined at the
centre of faces. In this case, the variable is called a face-field. In the case interpolation
is required for a variable which is a function of primary variables, the results of inter-
polation, for each face, will be the function of primary field variables. These functions
will be linearised and used to form a matrix of coefficients.
In general, equation discretisation converts the PDEs into sets of algebraic equa-
tions. This set of algebraic equations will be solved using appropriate numerical meth-
ods to obtain a solution for the set of unknown variables φ. As stated previously,
we have used the OpenFOAM finite volume library for discretisation of the differen-
tial operators. The multidimensional universal limiter for explicit solution (MULES)
solver developed by OpenFOAM was used to implicitly solve the discretised equation
for advection of the indicator function α. A geometric-algebraic multi-grid (GAMG)
solver implemented in OpenFOAM is used for solving the discretised capillary pressure
equation. Also, the dynamic pressure equation which will be presented in the next
sections.
2.2.1 Advection of the Indicator Function Using Adaptive
Compression Scheme (Implicit)
To deal with the problem of numerical diffusion of α, an extra compression term is used
in order to limit the convection term of Eq. (2.8) and consequently the thickness of
the interface. Its numerical significance is that it acts in such a way that the local flow
steepens the gradient of the phase indicator function. The model for the compression
term makes use of the two-fluid Eulerian approach, where phase fraction equations
are solved separately for each individual phase, assuming that the contributions of
two fluids velocities for the free surface are proportional to the corresponding phase
fraction. These phase velocities (u1 and u2) relate with the global velocity of the one
fluid approach u as:
u = αu1 + (1− α)u2 (2.13)
Replacing the above equation to Eq. (2.8) one gets:
∂α
∂t
+∇ ·
{(
αu1 + (1− α)u2
)
α
}
= 0 (2.14)
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Considering a relative velocity between the two phases (ur=u1-u2) which arises
from the density and viscosity changes across the interface, the above equation can be
written in terms of the velocity of the fluid:
∂α
∂t
+∇ · (u1α)−∇ ·
{
ur,fα
(
(1− α)
)}
︸ ︷︷ ︸
compression term
= 0 (2.15)
It should be noticed that in the above equation, ∇·(u1α ) term contain the unknown
velocity u1 instead of u (where u represent domain velocity) creating an inconsistency
with the basic concept of the one fluid approach. However, since the compression term
- in reality - is active only at the interface that continuity imposes u1 = u2 = u and
thus u1 by u can be replaced. The discretisation of the compression term in Eq. (2.15)
is not based directly on the calculation of the relative velocity ur at cell faces from Eq.
(2.13) since u1 and u2 are unknown. It is instead formulated based on the maximum
velocity magnitude at the interface region and its direction, which is determined from
the gradient of the phase fraction:
ur,f = min
(
Ccompr.
|φf |
|Sf | ,max
[
|φf |
|Sf |
])(
〈ηs〉f
)
(2.16)
where the term φf is the volumetric flux and Sf is the outward-pointing face area
vector and 〈ηs〉f is the face centred interface normal vector. 〈〉f is used to denote
interpolation from cell centres to face centres using a linear interpolation scheme, and
defined as the following:
〈ηs〉f = 〈5α〉f|〈5α〉f + δn| · Sf (2.17)
and
δn =
ε(∑
N Vi
N
)1/3 (2.18)
where δn is a small number to ensure that the denominator never becomes zero, 
is a small value set to be 10−8, N is the number of computational cells, for each grid
volume element Vi.
The compressive term is taken into consideration only at the interface region, and
it is calculated in the normal direction to the interface. The maximum operation in Eq.
(2.16) is performed over the entire domain, while the minimum operation is done locally
on each face. The constant (Ccompr.) is a user-specified value, which serves as a tuning
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parameter. Depending on its value, different levels of compression result are calculated.
For example, there is no compression for C = 0 while there is moderate compression
with C ≤ 1 and enhanced compression for C ≥ 1. In most of the simulations presented
here, (Ccompr.) is taken as unity after initial trial simulations. Values higher than
unity, in this case, may lead to non-physical results. Generally, this compression factor
can take values from zero (no compression) up to four (maximum compression) as
suggested in the literature; the selected values are case specific. To overcome the need
for a-priori tuning, in the present numerical framework a new adaptive algorithm has
been implemented. That is based on the idea of introducing a dynamic one Cadp instead
of a constant value for Ccompr. through the following relation:
Cadp =
∣∣∣∣∣− un · ∇α|un||∇α|
∣∣∣∣∣ (2.19)
φc = max
(
Cadp, Ccompr.
) |φf |
|Sf | (2.20)
where φc is the compression volumetric flux calculated, un represents each phase
velocity normal to the interface velocity. It is expressed as:
un = (U · ns) ∗ (ns) ∗ |α− 0.01|∗|0.99− α| (2.21)
The concept of using un is shown in Fig. 2.3. When the interface profile becomes
diffusive (wide) Cadp value will increase accordingly in the zone of interest. When the
profile is already sharp and additional compression is not necessary Cadp will go to zero.
Note that the compression term in Eq. (2.15) is only valid for the cells at the interface.
However, to solve Eq. (2.19), a wider region of α is required. Therefore, the facial
cell field is extrapolated to a wider region using the expression (near interface) in Eq.
(2.21) as (|α− 0.01|∗|0.99− α|). The new calculated, adaptive compression coefficient
φc then substitutes the original Ccompr.
|φf |
|Sf | and Eq. (2.16) can be rewritten as:
ur,f = min
(
φc,max
[
|φf |
|Sf |
])
〈ηs〉f (2.22)
The new equation yet still has a user-defined value Ccompr. to give the user the
choices in cases where the adaptive coefficient is not sufficient. Therefore, the new
transport equation works in an adaptive manner without any user-defined parameters
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as it can be seen in Eq. (2.22)
Figure 2.3: Schematic to represent the adaptive compression Cadp selection criteria
2.2.2 Smoothing Scheme (Explicit)
By solving the transport equation for the volume fraction Eq. (2.15), the value of (α)
at the cell is updated. In order to proceed with the calculation of the interface surface,
scalar fields for the calculation of ηs and κ, linear extrapolation from the cell centres
are used. At this stage, the value of α sharply changes over a thin region as a result
of the compression step. This abrupt change of the indicator function creates errors
in calculating the normal vectors and the curvature, which will be used to evaluate
the interfacial forces. The miscalculations induce non-physical parasitic currents in
the interfacial region. A commonly followed approach in the literature to suppress
these artefacts is to compute the interface curvature from a smoothed function αsmooth,
which is calculated by the smoother proposed by Lafaurie et al. [61] and applied in
OpenFOAM by Georgoulas et al. [108] and Raeini et al. [109]. The indicator function
is artificially smoothed by interpolating it from cell centres to face centres and then
back to the cell centres recursively using the following equation:
αi+1 = 0.5〈(αi)c→f〉f→c − 0.5αi (2.23)
Initial trial simulations indicated that the recursive interpolation between the cell
and face centres can be repeated up to three times, in order to prevent decoupling of the
indicator function from the smoothed function. After smoothing is implemented, the
interface normal vectors in the vicinity of the interface, are filtered using a Laplacian
formulation. Equation (2.24) in Georgoulas et al. [108] is used to transform the VoF
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function (αi+1) to a smoother function (αsmooth):
αsmooth =
∑n
f=1(αi+1)fSf∑n
f=1 Sf
(2.24)
where the subscript denotes the face index (f) and (n) the times that the procedure
are repeated in order to get a smoothed field. The value at the face centre is calculated
using linear interpolation. It should be stressed that smoothing tends to level out high
curvature regions and should, therefore, be applied only up to the level that is strictly
necessary to suppress parasitic currents sufficiently. After calculating the (αsmooth),
the interface normal vectors are computed using 2.7, and the interface curvature at the
cell centres can be obtained by κf = −∇ · (ηs). Then in order to model the motion of
the interfaces more accurately, an additional smoothing operation is performed to the
curvature. The interface curvature in the direction normal to the interface is calculated,
recursively for two iterations:
(2.25)
κs,i+1 = 2
√
αsmooth(1− αSmooth)κf + (1− 2
√
αsmooth(1− αsmooth)) ∗〈
〈κs,i
√
αSmooth(1− αSmooth)〉c→f
〉
f→c〈
〈√αSmooth(1− αSmooth)〉c→f〉
f→c
This additional smoothing procedure diffuses the variable κf away from the inter-
face. Finally, the interface curvature at the face centres κfinal is calculated using a
weighted interpolation method that is suggested by Renardy and Renardy [51]:
κfinal =
〈κs,i
√
αsmooth(1− αsmooth)〉
〈√αsmooth(1− αsmooth)〉 (2.26)
where the interface curvature κfinal is obtained at face centres.
2.2.3 Sharpening Scheme (Explicit)
Recalling Eq. (2.6), the surface tension forces are calculated at the face centres based
on the following equation:
fs = (σκδs)f η˙s = σκfinalδsf (2.27)
In order to control the sharpness of the surface tension forces, the delta δs is cal-
culated from a sharpened indicator function αsh as δs = ∇⊥f αsh, where ∇⊥f denotes
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(a) (b) (c)
Figure 2.4: A two-dimensional schematic of the steps in reconstructing the interface: (a) the
indicator function α, (b) the sharp indicator function, αsh, used to mark mixed-faces and their
corner points (shown as filled black squares), and (c) linear reconstruction of the interface (dashed
line), where αsh=0.5.
the gradient normal to the face f . In Eq. (2.27) the surface tension force term is
non-zero only at the faces across which the indicator function αsh has values. The αsh
represents a modified indicator function, which is obtained by curtailing the original
indicator function α as follows;
αsh =
1
1− Csh
[
min
(
max(α, 1− Csh
2
), 1− Csh
2
)
− Csh
2
]
(2.28)
where Csh is the sharpening coefficient. From Eq. (2.28) one can notice that as the
sharpening coefficient (Csh) value increases, the unphysical interface diffusion decreases
(i.e., it limits the effect of unphysical values at the interface, by imposing a restriction
on alpha -α- as demonstrated). A zero value of Csh will lead to the original CSF
formulation, while as Csh value increases the interface becomes sharper. As expected,
the continuous -α- approach has a smooth (and diffused) transition across the interface.
Whereas the sharp −αsh− approach has a more abrupt transition with larger extremes.
At high values of Csh (0.5 to 0.9), Eq. (2.28) limits the indicator function -α- where
values between (0 to 0.4) are summed to zero and values between (0.6 to 1) are summed
to be one. This implementation introduces a sharper approach of the surface tension
forces as discussed by Aboukhedr et al. [110]. Values in the range of (0.5) Csh were
observed to give the best results for most of our test cases.
2.2.4 Capillary Pressure Jump Modelling
In order to avoid difficulties associated with the discretisation of capillary force fc
a rearrangement of the terms on the right hand side of the momentum equation is
conducted following the work of Raeini et al. [109], where Eq. (2.2) is rewritten in
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terms of the microscopic capillary pressure pc:
D
Dt
(ρu)−∇ · T = −∇pd + f ′, (2.29)
f ′ = ρg + fs −∇pc (2.30)
where dynamic pressure pd = p − pc, this approach includes the effect of capil-
lary forces explicitly in the Navier-Stokes equations and allows for the filtering of the
numerical errors related to the inaccurate calculation of capillary forces Considering
a static fluid configuration for a two-phase flow. The stress tensor reduces to the
form (n · τ · n = −p), and the normal stress balance is assumed to have the form of
(pc = σ∇ · n) [111]. Then, the pressure jump across the interface is balanced by the
curvature force at the interface.
∇ · ∇pc = ∇ · fs (2.31)
Assuming that pressure jumps can sustain normal stress jumps across a fluid inter-
face, they do not contribute to the tangential stress jump. Consequently, tangential
surface stresses can only be balanced by viscous stresses. Therefore, one can apply a
boundary condition of:
δpc
δns
= 0 (2.32)
where ns is the normal direction to the boundaries. By including this set of equations
to the Navier-Stokes equations, one can have a better balancing of momentum. Hence
filtering the numerical errors related to inaccurate calculations of the surface tension
forces.
2.2.5 Filtering Numerical Errors
As a result of the numerical unbalance discussed in the previous sections when mod-
elling the movement of a closed interface, it is difficult to maintain the zero-net capillary
force while modelling the movement of the interface. Hence it is difficult to decrease
the errors in the calculation of capillary forces to zero
∮
fs ·As = 0 where As is the inter-
face vector area. Raeini et al. [109] proposed a solution to filter the non-physical fluxes
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generated due to the inconsistent calculation of capillary forces based on a user-defined
cut-off. The cut-off uses a thresholding scheme, aiming at filtering the capillary fluxes
(φ = |Sf |(fs −∇⊥f pc)) and eliminate the problems related to the violation of the zero
net capillary force constraint on a closed interface. The proposed filtering procedure
explicitly sets the capillary fluxes to zero when their magnitude is of the order of the
numerical errors. The filter starts from setting an error threshold as;
φthreshold = Uf |fs|avg|Sf | (2.33)
where φthreshold is the threshold value below which capillary fluxes are set to zero
and |f |avg is the average value of capillary forces over all faces. The filtering coefficient
Uf is used to eliminate the errors in the capillary fluxes. Different values for the Uf
coefficient is used for different test cases, in which capillary fluxes are set to zero. After
selecting the threshold, the capillary flux is filtered as:
φfilter = |Sf |(f −∇⊥f pc)−max(min(|Sf |(f −∇⊥f pc), φthreshold),−φthreshold) (2.34)
Using this filtering method, numerical errors in capillary forces causing instabilities or
introducing significant errors in the velocity field are prevented. By using the aforemen-
tioned filtering technique, the problem stiffness is found to be reduced by eliminating
the high-frequency capillary waves when the capillary forces are close to equilibrium
with capillary pressure. Consequently, it allows larger time-steps to be used when
modelling interface motion at low capillary numbers.
43
Figure 2.5: Schematic representation of the velocity dependence of the contact angle (a),
schematic representation of viscous bending in different scales for an advancing scenario (b)
[4]
2.3 Dynamic Contact Angle Model Implementation
The main parameters used to characterize the dynamics of contact line movement are
the fluid-solid relative velocity Ucl, at which the liquid moves across the solid, and the
dynamic contact angle θD. the dynamic contact angle represents the key to boundary
condition definition for any wetting process. Since solid surfaces are often rough, the
equilibrium contact angles may not be represented by single-valued, but will depend on
whether the interface has been advanced or recessed, a phenomenon is known as contact
angle hysteresis. In forced wetting applications, the fluid contact line is made to move
by an external force, where a relationship is expected between θD and Ucl for a given
system under a given set of conditions. It is generally noticed that the contact angle
behaviour depends on both the speed and direction of displacement. This is shown
schematically in Fig. 2.5 for a system that also exhibits contact angle hysteresis, and is
demonstrated in the schematic of Fig. 2.5. The presence of hysteresis at such creeping
velocity (red line at zero velocity) , which represents a modelling challenge.
Due to the fact that the observed dynamic contact angle is velocity-dependent,
therefore it will differ from its equilibrium value. The hydrodynamic theory in wetting
conditions, emphasises energy dissipation due to viscous flow within the wedge of liquid
near the moving contact line. Although various methods had been proposed to model
wetting behaviour, the basic methodology remains the same: where changes in the
macroscopic dynamic contact angle are attributed to viscous bending of the two-phase
interface within a mesoscopic region at a scale below that of observation but greater
than the molecular scale. The microscopic angle θm is assumed to be governed by
short-range intermolecular forces and to retain its static value θS as illustrated in Fig.
2.5.
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To implement empirical correlation given by Kistler Eq. (1.14, 1.11) in our multi-
phase simulation with the presence of solids, the fluid-solid contact angle model must
be coupled with the VoF simulation. The coupling can be done by imposing the contact
line model according to the following equation:
nˆ = nˆn cos θ + nˆt sin θ (2.35)
where θ is a prescribed value of the contact angle at the wall as a boundary condition
and varied based on the model implementation, nˆ is the unit vector normal to the
interface, nˆn is the unit vector normal to the solid-fluid interface pointing into the
solid, and nˆt is the unit vector tangent to the solid-fluid interface pointing toward phase
one [112]. In our simulations, the smoothed indicator function αsmooth is then used to
obtain the interface normal vectors at the centre of cells. The calculation of the contact
line velocity is based on the actual velocity calculated at each computational cell, in
the close region of the triple-phase contact point, from which the velocity component
parallel to the wall and based on the velocity capillary number is calculated:
~Ucl = ( ~Ucell.nˆt)
nˆt
|nˆt| (2.36)
Ca =
µUcl
σ
(2.37)
where µ is the dynamic viscosity of liquid, Ucl is the contact line velocity and σ
surface tension. Based on the relevant experimental data.
θD =
θA if Ucl > 0θR if Ucl < 0 (2.38)
In order to consider the effect of hysteresis see (Fig. 2.5) in the numerical model, the
equilibrium contact angle θS in Eq. (1.14) is replaced by either the advancing contact
angle or the receding contact angle depending on the sign of the velocity vector at the
contact line, where advancing θA and receding θR contact angles are system properties
and should be imposed as in Eq. (2.38)
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2.4 Algorithm Implementation
The modelling approach for VoF compression scheme has been implemented using
the OpenFOAM finite volume library [56], which is based on the VoF-based solver
InterFOAM [113]. No geometric interface reconstruction or tracking is performed in
InterFoam; rather, a compressive velocity field is superimposed in the vicinity of the
interface to counteract numerical diffusion as already discussed in Section 2.2.1. In the
original VoF-based solver (InterFOAM), the time step is only adjusted to satisfy the
Courant-Friedrichs-Lewy (CFL) condition. This imposes a limit on the time step by
introducing a variable numerical timescale. In this work, a semi-implicit formulation
is used for estimating the capillary forces, along with a Crank-Nicholson scheme for
advection of the indicator function, in order to ensure the accuracy and stability of the
numerical method when more substantial time steps are used. Initially, the indicator
function is advected for half of the time step using the fluxes at the beginning of
each time step. Then the equations for the advection of the indicator function for the
second half of the time step are solved iteratively in two loops). The discretised phase
fraction Eq. (2.15) is then solved for a user-defined number of sub-cycles (typically 2
to 3) using the multidimensional universal limiter with clear solution MULES solver.
Once the updated phase field is obtained, the algorithm enters in the pressure-velocity
correction loop.
2.4.1 Solution of the Momentum Equation
The solution of the momentum equation coupled with the surface tension models is
applied by constructing an assumed velocity field and then correcting it using the Pres-
sure Implicit with Splitting of Operators (PISO) implicit pressure correction procedure
to time advance the pressure p and velocity fields. The PISO iteration procedure in
OpenFOAM is indexed by m, where m corresponding to the number of steps at the
presented time level tn for n time step. First, we consider the discrete version of the
left-hand side of Eq. (2.2) accounting only for the temporal, viscous and advective
terms, which yields an explicit expression for the predicted velocity field UrP as:
(ρn+1P UrP )− (ρU)np
∆t
+
∑
(ρfφf )
nUrf (2.39)
Before discriping the advection and viscous terms, the velocity corresponding to a
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given face f needs to be defined, which can be obtained using Eq. (2.40). With respect
to the viscous term, the surface gradient operator ∇⊥f acting on U is given by:
(∇⊥f Ur) = Θ(f)
UmN − Urp
|cellsize| (2.40)
where Θ(f) is 1 if P is the owner for face f and N is the neighbour, and −1 if
N is the owner for face f and P is the neighbour. The momentum equation, after
discretisation and linearization can be written as a function of U rP , but due to the
issues with collocated variable arrangement observed in the case of high-density ratio
flows it is solved by interpolating U rP to the cell faces as:
(
UrP
)
f
=
(
Ĥu
Ap
)
f
+
(
(σkαsh)
n+1
Ap
)
f
−
(
(g · x∇ρ)n+1
Ap
)
f
(2.41)
where Âu represents the diagonal entries in the discretised form of the momentum
equation, and Ĥu can be expressed as:
Ĥu =
∑
ANUmN + BnP (2.42)
AN = −0.5(ρfφf )n[1−Θ(f)S(f)(1− α)] + µn+1f Θ(f)
|Sf |
cellsize
(2.43)
BnP =
(ρU)nP
∇t +∇U
n
P · ∇µn+1P (2.44)
and,
S(f) =
1 for S(f) > 0−1 for S(f) < 0 (2.45)
The associated volume flux φf = UrP ·Sf is obtained by performing an inner product
with face surface area, where it completes the predictor step, then the pressure contri-
bution in terms of a flux as is derived from the discretization of the incompressibility
condition and momentum conservation, Eq. (2.41):
(
− ∇p
Ap
)
f
· Sf = −1
Ap f
(∇⊥f pm+1)|Sf | (2.46)
Then the associated volume flux φf = UrP ·Sf will treat p implicitly in iterative way
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as follows :
φm+1f = φ
r
f +
1
Ap f
(∇⊥f pm+1)|Sf | (2.47)
To determine the unknown pressure field pm+1 mass conservation for an incom-
pressible medium has been imposed, and results in a linear system for pm+1, and
can be solved using the preconditioned conjugate gradient (PCG) method. Besides
PCG, OpenFOAM provides various other options such as preconditioned biconjugate
gradient, generalised geometricalgebraic multi-grid and smoothSolver, which uses a
smoother for convergence. Finally, the cell centred velocity fields Um+1P are obtained
by reconstructing the face velocity flux, which will mark the end of a single PISO iter-
ation loop. The next PISO iteration is performed by changing the superscript m to m
+1 and updating Ĥu with the velocity. In the simulations, a five PISO iteration levels
(i.e. M = 5) were used. At the end of the iteration procedure, the values corresponding
to the Mth iteration are assigned to the new time step (n + 1), which marks the end
of the solution procedure for the tn+1 time level.
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2.5 Concluding Remarks
This chapter illustrated the numerical framework developed to solve the two-phase
flow problems at low capillary numbers applications. The two-phase flow framework
solver is developed using OpenFOAM platform as it provides open source capabilities
to implement new models on existing libraries. The proposed framework is developed
for modelling two-phase flow for the micron scale models at creeping flow rates, where
the capillary forces play an important role. To improve the numerical model stability
and to decrease the required computational resources, a new adaptive compression
scheme is introduced, allowing for dynamic estimation of the compressive value only
at the areas of interest. The adaptive method is found to increase the numerical
accuracy and to reduce the sensitivity of the methodology to tuning parameters. The
previous model is coupled with additional sharpening and smoothing algorithms for the
interface capturing. Coupling the adaptive compression scheme with the sharpening
and smoothing algorithms helped in minimising the parasitic currents present in low
capillary number simulations when viscous forces and surface tension dominate inertial
forces. A coupling between the capillary pressure and the Navier-Stokes equations is
added to improve the efficiency of the numerical method for low capillary number
flows as mentioned. The capillary pressure equation was solved separately from the
dynamic pressure. This allowed to filter the capillary forces to avoid numerical errors
and instabilities. Finally this chapter presents an implicit formulation for capillary
forces, which alleviates the capillary time-step constraint and allows larger time-steps
for long-term prediction of two-phase flow at low capillary numbers. The new solver
implementation is able to accurately and efficiently decrease the computational cost
for this type of simulation by eliminating the spurious current problem present in the
standard VoF formulation as shown in the next chapter.
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Chapter 3
Validation of the Numerical
Method
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3.1 Introduction
In the following sections, numerical simulations are presented for a range of benchmark
cases that assess the performance of the proposed model. As a first benchmark case, a
stationary single droplet and a pair of droplets (in the absence of gravity) have been
considered. The convergence of velocity and capillary pressure to the theoretical so-
lution is demonstrated. This test case assesses the performance of solvers in terms of
spurious currents suppression. Then two other cases, commonly used in the literature,
namely the Notched disc in rotating flow Zalesak [114] and the Circle in a vortex field
Roenby et al. [68], Rider and Kothe [115] are examined. Moreover, a systematic com-
parative study for the Level Set and VoF numerical methods on the Rayleigh-Taylor
instability problem, is used to stress the important advantages and disadvantages of
the two methods presented. Finally, a more indicative example of flows through nar-
row passages is considered. This includes the generation of millimetric size bubbles
in a T-junction. For the T-junction case, the prediction of any non-smoothed and
diffused interface is accompanied by the development of spurious velocities resulting
in unphysical results in comparison with the available experimental data. Calculations
with the standard VoF-based solver of OpenFOAM interFoam are also included for
completeness.
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3.2 Stationary Droplet
3.2.1 Single Droplet
When an immiscible cubic ’droplet’ fluid is immersed in a fluid domain (in the absence
of gravity), surface tension will force the formation of the spherical equilibrium shape.
The force balance between surface tension and capillary pressure should converge to
an exact solution of zero velocity field. The corresponding pressure field should jump
from a constant value p0 outside the droplet to a value p0 + 2σ/R inside the droplet.
Modelling the relaxation process of an oil droplet (D0= 30 µm) in water at static equi-
librium serves as an initial demonstration case for testing the suggested methodology.
The fluid properties of the background phase (water) density ρ1 = 998 kg/m
3 , and the
viscosity ν1 = 1.004e− 6 m2/s, while the droplet phase (oil) densityρ2 = 806.6 kg/m3,
and the viscosity ν2 = 2.1e − 6 m2/s, and surface tension = 0.02 kg/s2.These values
result to ( ∆Pc = 2σ
R
= 2666Pa). The calculation set up includes a single cubic fluid
element located at the centre of the computational domain, and it is allowed to relax
to a static spherical shape as shown in Fig. 3.1. It has been shown in the literature
[116] that under these conditions and depending on the accuracy of the interface track-
ing/capturing scheme, non-physical vortex-like velocities may develop in the vicinity of
the interface and can result in its destabilization. Tables 3.1 and 3.2 demonstrate the
different controlling parameters that have been tested. The main testing parameters
shown in the Table are: (i) the flux filtering percentage Uf as presented in Eq. (2.33),
(ii) the number of smoothing loops n as presented in Eq. (2.24), (iii) the sharpening
coefficient Csh as presented in Eq. (2.28) and finally (iv) the compression coefficient
Ccompr. as presented in Eq. (2.16). Each series of test cases is designed to examine
the effect of the mentioned models on parasitic currents and pressure jump calculation
accuracy. Cases (S) examine the effect of smoothing loops number in the absence of
interface sharpening and filtering. Cases (A) are designed to study the effect of error
filtering percentage in the absence of smoothing loops and interface sharpening. Cases
(B) examine the combined effect of filtering and smoothing in the absence of inter-
face sharpening, while cases (SE) and (SF) are designed to test the combined effect of
smoothing and filtering in the presence of interface sharpening and interface compres-
sion, respectively. The adaptive compression scheme introduced in the previous section
is not considered in this section.
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Figure 3.1: Computational domain for modelling static droplet, (left) initial condition a cube
of size D0 = 30 µm, and (right) static shape of droplet. Mesh size R/δx = 15 at t = 0.0025 s.
Table 3.1: Control parameters used in studying the static droplet. In these test cases Csh and
Ccomp are set to zero
Case Uf% n Eq. (2.24) Case Uf% n Case Uf% n
S1 0 2 A1 0.01 0 B1 0.05 2
S2 0 5 A2 0.05 0 B2 0.05 5
S3 0 10 A3 0.1 0 B3 0.05 10
S4 0 20 A4 0.2 0 B4 0.05 20
The maximum velocity magnitude in the computational domain is presented as
a function of various numerical parameters. If inertial and viscous terms balance in
the momentum equation then parasitic velocities should be zero. However, the CSF
technique introduces an unbalance by replacing the surface force with a volume force
which acts over the small region surrounding the continuous phase interface. The sur-
face force suggested by Brackbill et al. [53] includes a density correction as 1/We ρ〈ρ〉κn
for modelling systems where the phases have unequal density. Where ρ is the local
density and 〈ρ〉 is the average non-dimensional density of the two phases. Including
these two variables does not affect the total magnitude of the force applied, but weights
the force more towards regions of higher density. This tends to produce more uniform
fluid accelerations across the width of the interface region. Such a force is irrotational
Table 3.2: Control parameters used in studying the static droplet. In these test cases Csh and
Ccomp are not set to zero
Case Uf% n Csh Eq. (2.28) Ccomp Case Uf% n Csh Ccomp
SE1 0.05 10 0.1 0 SF1 0.05 10 0.5 0.5
SE2 0.05 10 0.5 0 SF2 0.05 10 0.5 1
SE3 0.05 5 0.1 0 SF3 0.05 10 0.5 2
SE4 0.05 5 0.5 0 SF4 0.05 10 0.5 3
54
and so can be represented as the gradient of a scalar field. Referring to the momentum
equation 2.2, the surface tension force has to be precisely balanced by the pressure
gradient term, with all velocity dependent terms, and thus velocities, being zero. The
commonly used VoF numerical implementation of this system differs from this ideal
implementation of α, which when discretised represents the volume fraction integrated
over the dimensions of a computational mesh cell and varies by a small amount in the
radial direction. This results in n-(the normal to the interface) not being precisely di-
rected in the radial direction, κ value varying slightly and the full interface volume force
having a rotational component. The rotational component of the surface tension force
cannot be balanced by the irrotational pressure gradient term. So it must be balanced
instead by one or more of the three other velocity dependent terms. As these velocity
terms (inertial transient, inertial advection and viscous) all require non-zero velocities
if they themselves are to be non-zero, spurious currents develop. Looking into the
parasitic velocity magnitude for the standard interFoam solver during the relaxation
period Fig. 3.2a, parasitic velocities are high and depend on the compression level.
As the value of Ccompr. increases, the maximum velocity also increases. This might
appear to be counter-intuitive since increased compression should result in sharper in-
terfaces and thus, in a more accurate calculation of the curvature κ and the normal
vectors. However numerically, this is not the case since the sharper the interface, the
more numerical challenging becomes the calculation of derivatives. Fig. 3.2a indicates
this paradox while Fig. 3.2b presents a graphical explanation. It can be seen that
as Ccompr. increases then vortex-like structures develop randomly around the interface
that prevents the droplet from relaxing to equilibrium.
Testing the smoothing effect presented in Eq. (2.23, 2.24 and 2.25) using the mod-
ified solver interPore by varying the number of smoothing loops (n); as shown in cases
(S1,S2,S3,S4) of Table 3.1 is also performed in the present sub-section. The mentioned
setup in cases (S1,S2,S3,S4) is used to investigate the effect of smoothing loops on the
parasitic currents, isolated from the other examined controlling parameters. It is evi-
dent from Fig. 3.3e that by increasing the number of smoothing loops, the magnitude
of the parasitic currents decreases. However, it should be pointed out that this reduc-
tion of parasitic currents comes at the cost of a corresponding increase in the interface
region thickness. Increasing the smoothing loops to 20, the interface thickness increases
almost 4 times (6 cells) and parasitic currents tend to develop again and increase by
time at a certain point after the relaxation of the droplet. The effect of varying the
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(a) Spurious currents with relation to interface compression
(b) 2D representation for spurious currents vector field
Figure 3.2: (a)Evolution of maximum velocity during droplet relaxation using the standard
interFoam solver with two different interface compression (Ccompr.).(b) values Snapshot of the
interface shape after the relaxation of the oil droplet using the standard interFoam. Velocity
vectors near to the interface for different interface compression values are presented.
coefficient Uf for filtering the capillary forces parallel to the interface see Eq. (2.34) is
revealed from cases A1 to A4 of Table 3.1. A decrease of the parasitic currents due to
the wrong flux filtering near to the interface can be noticed. In the absence of smooth-
ing loops and just changing the filter value Uf , a significant decrease of the parasitic
currents is observed as shown in Fig. 3.3b. Moreover, an optimum decrease in parasitic
currents using a value of Uf = 0.05 is observed Table 3.1. The decrease of parasitic
currents magnitude, in this case, is a combination of the interface treatment of Eq.
(2.23) and the flux filtering without any smoothing loops being performed. Looking
at Fig. 3.3b one can observe the asymmetric distribution of the velocity vector field
with almost zero velocity inside the droplet. By examining the isolated filtering and
smoothing models, the suggested framework drastically reduces the spurious velocities,
56
by almost four orders of magnitude, over a relatively long period. Cases B1 to B3 of
Table 3.1 reveal the effect of combining both techniques (smoothing and flux filtering)
for damping the parasitic currents; one of the parameters has kept constant - in this
case, Uf . Comparing cases (B2) presented in Figs. 3.3c with the previously presented
cases (S and A), a major improvement in velocity reduction can be seen. In Fig. 3.4
(B) a reduction of almost four orders of magnitude has been achieved, when compared
with the standard solver.
By examining the individual filtering and smoothing effects, it has been demon-
strated that the suggested model drastically reduces the maximum velocity field (see
Tables 3.3). Selecting the best combination of smoothing and the filtering coefficient (
5 < n < 10 and Uf = 0.05), the effect of the sharpening model Eq. (2.28) is examined
next. In Table 3.2 cases (SE1 to SE4), the Csh has been varied. Looking at Fig. 3.3a,
a great reduction in the interface thickness can be seen, reaching almost one grid cell.
By combining the effect of sharpening, filtering and smoothing techniques, the same
order of magnitude for parasitic currents has been achieved, with a significant decrease
in interface thickness. It has also been found that in SF1 case specifically, a very good
balance in the velocity vector field with zero velocity inside the droplet Fig. 3.4 has
been achieved.
As mentioned before, the literature review has revealed the negative effect of in-
creasing the value of compression coefficient, since as the value of Ccompr. increases
the magnitude of parasitic currents also increases. Using the same droplet test case,
the effect of increasing the Ccompr. value on the parasitic current is demonstrated; but
this time after applying the smoothing and flux filter models. It should be noted, the
aforementioned adaptive compression model is not tested in this case yet, as it will
be tested in the next section. In Table 3.2 cases (SF1 to SF4), the cases using the
best combination of the previously mentioned smoothing and filter values coefficient
are used with different compression values. The overall maximum velocity values are
higher compared to those achieved using no compression; nevertheless, these are still
lower than those achieved using the standard solver. A swirling behaviour around the
external diagonal direction of the droplet had been noticed as shown in Fig. 3.3b and
3.3c. The observed small swirling velocity confirms that the unbalanced surface ten-
sion force may increase parasitic currents at one specific location due to this swirling
behaviour around the droplet interface. At the same time, the effects of the smoothing
and the filtering can have a positive effect on smoothing these swirling velocities. The
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(a) SF1 - compression effect (b) A2 - capillary filtering effect
(c) B2 - smoo. + cap. filter (d) SE4 - sharpening effect (e) S3 - smoothing effect
Figure 3.3: Effect of varying model coefficients described in table 3.1 and 3.2 on parasitic
currents, all figures are showing velocity vector field at t =0.0024 sec. Figures are coloured with
indicator function αSharp) as yellow shows oil phase inside the droplet and bright blue shows
water outside the droplet
behaviour of the droplet, when different parameters are considered, is vital in assessing
the impact that the parasitic currents have on the results. Similar simulations but
with varying domain sizes (not included in this study) showed that when the parasitic
currents were inertia-driven at the deformation phase, they spread further across the
computational domain. Depending on the nature of the simulation being considered,
this may mean that inertia-driven parasitic currents have a greater impact on the re-
sults. Quantifying this effect would be difficult, as an integral measure of the parasitic
currents – such as the total kinetic energy within the domain for example – would be
dependent on additional geometrical factors, such as the domain size and interfacial
area. While the structure of the velocity field is changing with time, one can conclude
that the parasitic currents are dominated by unbalanced inertia term. The assessment
of the effect of different parameters on the maximum velocity can also be presented
in the percentage of divergence from the standard solver results as illustrated by Eq.
(3.1):
Eparasitic =
min(U)
min(U)Cα=2
(3.1)
where Eparasitic represents the error calculated by the min(U) to be the minimum ve-
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Figure 3.4: Effect of varying models coefficients presented in Table 3.1 and 3.2 on maximum
parasitic currents over period of time
locity in the domain achieved using interPore and min(U)Cα=2 to be minimum velocity
using standard solver at Ccompr. = 2 during the droplet relaxation over a long time in-
terval. Table 3.3 shows that the magnitude of parasitic currents decreases to minimal
in case (B2) where compression and sharpening are null; one can also achieve the same
level of reduction in parasitic currents after applying sharpening, as in case (SE3) and
with only a slight further increase by adding compression as in case (SF1). Table 3.3
shows numerically predicted pressure difference between the relaxed spherical droplet
and the ambient liquid along the droplet diameter axis for each of the 20 simulated
cases, in comparison with the theoretical value predicted from the Laplace equation
(see [117] for more details). The results are presented in terms of the errors in predicted
capillary pressure, ErrorP c, defined as follows:
ErrorPc =
Pc− Pctheoretical
Pctheoretical
/
(P − Ptheoretical
Ptheoretical
)
interFoamcalpha=2
(3.2)
where Pc is the calculated capillary pressure using the developed solver, and the P is
the calculated capillary pressure using the standard solver at compression values equals
to two. The ErrorPc presents the deviation of the calculated capillary pressure using
the developed solver and the standard solver with respect to the theoretical capillary
pressure. Equation 3.2 shows the reduction in error between the developed solver
and the standard solver using compression (Ccompr. = 2). In all the presented cases,
reduction in predicting the capillary pressure by 40 % can be seen.
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Table 3.3: Reduction in predicted capillary pressure and parasitic currents compared to the
standard interFoam
Smooth S1 S2 S3 S4
Errorpc% 41.43 40.57 39.64 33.38
Eparasitic 0.0051 0.0053 0.0080 0.0112
Filter A1 A2 A3 A4
Errorpc% 45.55 45.51 45.51 45.63
Eparasitic 0.0031 0.0006 0.0011 0.0014
Filter B1 B2 B3 B4
Errorpc% 44.36 43.39 42.20 40.91
Eparasitic 0.0005 0.0006 0.0013 0.0032
Sharp SE1 SE2 SE3 SE4
Errorpc% 43.04 45.14 43.97 46.11
Eparasitic 0.0008 0.0024 0.0007 0.0015
Sharp SF1 SF2 SF3 SF4
Errorpc% 49.79 50.20 50.12 49.95
Eparasitic 0.0008 0.0045 0.0057 0.0067
3.2.2 Multiple Droplets
This section will discuss the effect of parasitic current interaction for the case of two
stagnant droplets that undergo the same relaxation process. The same droplet prop-
erties as in the previous test case have been used. To the authors best knowledge, this
test case has not been presented before in the literature. When two droplets are found
in the same domain in close proximity, the parasitic currents may interact resulting in
artificial movement of the droplets and eventually merging. Figure 3.6 shows the veloc-
Figure 3.5: Computational domain showing two static droplets , (left) initial condition a cube
of size D0 = 20 µm each, and (right) static shape of droplet as two boxes.
ity magnitude on the droplet represented by the 0.5 liquid volume fraction iso-surface.
The same set of parameters is utilised as in (A2, B2, SE3 and SF1) cases mentioned
in Tables 3.1 and 3.2. One can notice in Fig. 3.6a to Fig. 3.6c that the two droplets
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(a) A2 (b) B2
(c) SE3 (d) SF1
Figure 3.6: Effect of combined flux filtering and smoothing in the presence of sharpening model
on the interaction of parasitic velocity field. All figures are showing the velocity field at t =0.0024
sec on the indicator function αSharp isocontour = 0.5
have merged into one big droplet located at the centre of the computational domain.
In contrast Fig. 3.6d shows that the two droplets remain in their initial position as
they should. This can be considered as a demonstration that optimising compression
for one case does not necessarily mean that can offer optimum results for other similar
cases and the solver should automatically adapt the needed compression. Hence, in the
next sections that consider cases with higher deformation of the interface, the adaptive
solver will be introduced.
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3.3 Rayleigh-Taylor Instability with Surface Ten-
sion
The second test configuration consists of a Rayleigh–Taylor problem with homoge-
neous layers of a high-density fluid penetrating a low-density fluid under the influence
of gravity alone. A hydrodynamically-unstable interface is formed between the strat-
ified laminar immiscible fluid layers, initially at rest. The Rayleigh–Taylor instability
(RTI) is of great fundamental interest in physics and fluid mechanics. For example, in
geological flows, it can represent situations where water is suspended above the oil.
For the present unstable configuration, infinitesimally small perturbations of the
interface will grow with time. Due to the continuous generation of vorticity that
leads to a pattern of bubbles of light fluid penetrating the heavy fluid (upwards),
and spikes of heavy fluid penetrating the light fluid (downwards). This process may
lead to the formation of a mixing layer. The RTI was initially investigated by Lord
Rayleigh in 1883 [118] and later theoretically studied by Taylor [119]. An overview of
the subject has been given by Sharp [52]. In the following sections, the capability of
the modified VoF solver interPore is evaluated along with the conservative LS method
as implemented in the RCLS solver discussed by [120], for the modelling of a single
“finger”, or “spike”, of the RTI with surface tension. The numerical demonstration
of the RTI is a common test case when examining the numerical convergence and the
capability of a solver to capture the interface physics in the presence of high-density
ratio and surface tension [121–123]. We refer the reader to a previous study by Pringuey
and Cant [124] that assessed the performance of RCLSFoam against interFoam. To
the best of the authors knowledge, there has not been a systematic comparative study
of state-of-the-art LS and VoF numerical methods on the RT problem, where the
important advantages and disadvantages are presented. The comparison between the
two well-known methods, will help the reader to understand the important difference
between the two methods, and the advancements of modified VoF method compared
to the theoretical results.
3.3.1 Numerical Setup
The two isothermal fluids are set at ambient temperature and pressure. The viscosities
are assumed equal so that there is no jump in viscosity at the interface and thus no jump
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in the velocity gradient, as viscosity controls the shear stress. The two adjacent fluids
are initially quiescent, but the sharp horizontal density mismatch induces a density
gradient (upwards) opposite to the pressure field and gravitational field (downwards).
The interface is hydro-dynamically accelerated by the pressure gradient [52]. The
gravitational forces act to destabilise the interface, while the surface tension forces act
to stabilise it.
A chosen set of parameters is used in the comparison and validation of the RTI
given in Popinet and Zaleski [122] and Puckett et al. [123] on a comparatively coarse
mesh of 64 × 224 hexahedral elements and a finer one of 128 × 512 elements. The
two-dimensional domain is [−0.5,−2]× [0.5, 2] m Fig. 3.7. The physical parameters for
the fluids are ρl = 0.1694 kgm
−3, µl = 3.13 × 10−3 kgm−1s−1 and ρh = 1.255 kgm−3,
µh = 3.13 × 10−3 kgm−1s−1 (density ratio of 7.4), with a constant surface tension of
σ = 0.01 Nm−1. The acceleration due to gravity is set as g = (0,−9.8ms−2, 0). An
initial surface perturbation is applied with a wave number of 2pi and wavelength of 1
m. The initial disturbance in the free surface is given by the expression:
y = −0.05 cos(2pix). (3.3)
For the phase fraction and level-set, a homogeneous Neumann boundary condition
was set at the bottom boundary of the domain and symmetry conditions were set at
both sides. The same boundary conditions were set for the relative pressure pd =
p+ρgh, as defined in the framework of OpenFOAM. In multiphase flow dynamics, the
time-step ∆t must be small enough to resolve the propagation of the capillary waves
that develop at the interface. The time-step was set initially as ∆t = 0.001s, but it
was allowed to adapt automatically at runtime, which assured a Courant number below
0.5 throughout the run. Finally, the boundary conditions for the velocity were set as
no-slip walls for the top and bottom boundaries and symmetry planes at both sides.
The chosen set of simulation parameters is summarised in Table 3.4.
Calculations with RCLSFoam were made on an Intel Xeon machine with 32GB main
memory possessing one 2.4Ghz CPU with 8 cores. The simulations with interPore were
carried out on an Intel Xeon machine with 64GB main memory possessing one 2.4Ghz
CPU with 12 cores. The total execution time on a 128× 512 grid for RCLSFoam was
3.6 CPU hours, while that for the interPore was 17 CPU hours to generate 1.5 seconds
of outputted results. It is interesting to note that for this test case the disparity in
63
Table 3.4: Table of numerical parameters for the Raleigh-Taylor simulation for two different
mesh sizes.
RCLS interPore 60× 224 128× 512
NS = 5  = 0.5∆x , S = 10 Uf = 0.1 Ccomp = 0 Csh = 0.1 Case 1 Case 4
NS = 5  = 1.0∆x , S = 10 Uf = 0.1 Ccomp = 0 Csh = 0.5 Case 2 Case 5
NS = 5  = 2.0∆x , S = 10 Uf = 0.5 Ccomp = 1 Csh = 0.1 Case 3 Case 6
computational cost between the two codes is reversed. Here RCLSFoam is more efficient
at dealing with the rapidly-evolving interface, as well as the fast-changing velocity and
field.
Figure 3.7: Computation domain for the simulation of the RTI.
3.3.2 Qualitative Description
Fig. 3.8 presents the relative performance of RCLSFoam with respect to interPore. This
figure shows the interfacial history obtained by the two solvers on the same rectangular
mesh of 60 × 224 cells, for eight different times in the interval [0, 1.3] seconds. It can
be seen that as time passes, the initial perturbation of the interface grows. The light
fluid moves into the heavy fluid in the form of rising round bubbles on either side of
the domain; while the heavy fluid sinks into the light fluid under gravity, between the
bubbles, building up a central falling spike (Fig. 3.8-a (i) t = 0.55s). A mushroom-
shaped structure develops at t = 0.7s. Then, the mushroom is stretched and filaments
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start to detach forming isolated liquid structures (at t = 0.95s). Towards t = 1.3s, a
settling process begins in which the denser fluid falls back down as droplets.
The complex phenomenology associated with the evolution of an RT unstable inter-
face is reproduced reasonably well here by both solvers. The evolution of the instability
compares well with the calculations presented in the literature [122, 125]. Indeed, the
solutions predicted by both numerical approaches remain close to the reference so-
lutions obtained with an accurate front tracking method [122]. The two numerical
methods appear to provide the same interface topology for most of the simulation.
Nevertheless, differences are evident in terms of interface thickness, penetration rate
and secondary structure formation (filaments, droplets) as will be discussed Sections
3.3.2.1.
3.3.2.1 Interface Capture and Sharpness
The sharpness of the phase boundary between the two fluids is an indication of the
numerical diffusion of the scheme used. Also, the amount of fine-scale structure is
sensitive to how well the algorithm preserves the sharpness of the interface. The works
of Popinet and Zaleski [122] and Puckett et al. [125] suggested that the correct capture
of the thin ligaments has a strong influence on the overall simulation results in terms
of penetration of the dense phase and opening of the mushroom cap. As can be seen
in Fig. 3.8 both simulation methods are able to capture the thin liquid structures and
maintain a sharply defined interface.
In the RCLS method, as the interface thickness parameter  is increased from 0.5∆x
to 2∆x, the interface becomes smeared over an increasing number of cells (for more
information about  please check [? ]; there is a loss of sharp numerical resolution of tiny
secondary liquid structures Fig.3.8-a. The re-initialisation procedure integrated into
RCLSFoam helps in capturing the formation of droplets correctly. The more diffused
the interface, i.e., the bigger the interface thickness parameter , the less visible are the
droplets (compare Case 1 to Case 3 in Fig. 3.8-a ). In addition, the rate of high-density
fluid penetration also decreases: for Case 3, at t = 1.3s the mushroom tip does not yet
touch the bottom wall (Fig. 3.8-a (iii) ).
Attention is then turned to the solution obtained with the interPore solver Fig. 3.8-
b. A higher interface sharpening coefficient Csh with no numerical compression Fig. 3.8-
b (ii) ) is able to capture a sharper interfacial jump than with a lower Csh. When
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numerical compression is added (Fig. 3.8-b (iii) ) the interface is even sharper. Overall
the comparison of the interface predicted by the two solvers for the first four times (t =
0.55, 0.70, 0.85, 0.95 seconds) demonstrates the similar performance of both simulation
methods. The interPore solver appears less sensitive to the tuning parameters than
RCLSFoam, which is consistent with observations in the case of the static droplet. A
disadvantage is while the VoF method is capable of reproducing the ligaments formed
by the elongation of the mushroom sides when low compression is used these ligaments
disappear as Csh increases and compression is added. The RCLS method, on the other
hand, seems to be better able to treat the small-scale inclusions of one phase into the
other regardless of the  parameter.
Indeed, for times beyond t = 0.95s, i.e. at t = 1.10s, t = 1.20s, and t = 1.30s,
small differences in the solution can be perceived between the two methods Fig. 3.8:
for interPore the interface sharpening algorithm with no compression is able to capture
droplets up to a time of 0.95s. After that, filaments continue to detach from the mush-
room but fragment into liquid structures can not be resolved, and these get diffused
numerically (Case 1 and Case 2 in Fig. 3.8-b ).
3.3.2.2 Stem Symmetry and Numerical Convection
With the RCLSFoam solver, the symmetry of the flow structure is well captured
(Fig. 3.8-a. The interface obtained for the central stem is slightly asymmetrical in
the case of interPore with added numerical compression (Case 3 in Fig. 3.8 (b) ). This
may be due to the compression scheme in OpenFOAM [56]. As a result, interPore
does not fully recover the physical solution published in the literature [122, 125] after
t = 0.95s. On the other hand, the non-physical wiggles usually seen with VoF solvers
[126] in the neck of the stem close to the mushroom-shaped structure have disappeared
for all interPore runs, with compression factors C = 0 and with C = 1 Fig. 3.8-b.
3.3.2.3 Rate of Penetration of the Heavy Phase into the Light Phase
For both solvers, the dense phase penetrates the light phase at a rate that is in accor-
dance with the simulations of Popinet and Zaleski [122]. As  is increased from 0.5∆x
to 2∆x in the RCLS formulation, the start of the instability is marginally delayed at
t = 0.7s; hence the rate of penetration of the spike is reduced overall. On the other
hand, the penetration rate does not seem to be altered when varying the numerical
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parameters of interPore Fig. 3.8-b.
3.3.2.4 Mushroom-Shaped Structure Development
Fig. 3.9 (ii) shows the distribution of the velocity field at a number of discrete time
intervals, along with the corresponding interface contour Fig. 3.9 (i). The spike itself
has a positive velocity downwards, consistent with the direction of acceleration it expe-
riences from the pressure gradient. There is a stagnation point on the lower tip of the
spike. Upstream of the mushroom cap, there is a low-velocity region. This location is
consistent with a high-pressure region. The highest velocities are located on either side
of the mushroom cap, extending along and at the tip of the ejected fluid ligaments.
The light fluid is thus accelerated faster upwards than the spike and mushroom cap are
accelerated downwards. There is evidence of interfacial shearing instabilities Fig. 3.9
(iii) associated with the formation of a mushroom-shaped structure. It is believed [52]
that the Kelvin–Helmholtz instability is the reason for the development of the mush-
room cap at the tip of the spike. It is characterised by the development of structures on
the spike, arising mainly due to the velocity shear between the two fluid layers. Once
the mushroom cap is formed, the effect of drag forces on the spike is increased.
As  is increased from 0.5∆x to 2∆x in the RCLS numerical formulation, the mush-
room cap becomes less open Fig. 3.8-a. With the modified VoF method interPore, a
change in the sharpening coefficient does not seem to alter the openness of the mush-
room cap, but adding numerical compression does make the cap more open (Fig. 3.8-b
(iii) ). At t = 0.70s, the roll-up of the edges of the mushroom cap under the shearing
instability is predicted similarly by both solvers (Fig. 3.9 (iii) ). At t = 0.85s how-
ever, droplets have already detached from the two ligaments in the interPore solution
(Fig. 3.9-b (i) ), causing a noticeable difference in the development of the shearing in-
stability compared to the RCLS formulation. In the latter, the mushroom cap is more
open, and at the point of droplet separation from the two ligaments a strong upwards
velocity is visible (Fig. 3.9-a (iii) ).
3.3.2.5 Ligament Breakup into Droplets
For all the runs with the RCLS method, at t = 0.95s, the filaments elongated on
either side of the mushroom have not yet fragmented into droplets, in accordance with
Popinet and Zaleski [122]. This is true also for Case 1 and Case 3 simulated with the
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interPore solver (Fig. 3.8-b (i and iii) ). However, in interPore Case 2, at t = 0.95s,
the two droplets have already detached from the end of the filaments (see Fig. 3.9-b
(i)). This may be due to the extra sharpening employed in this solver in Case 2.
3.3.2.6 Mesh Refinement to 128× 512 Cells
Fig. 3.10 presents the volume fractions and interface predicted by RCLSFoam and
interPore on a refined mesh of 128× 512 cells. The RCLS method with  = 0.5∆x is
not particularly affected by mesh refinement: the interface is sharper but just as many
liquid structures are resolved as with the previous coarser mesh Fig. 3.10-a. Hence
it is possible to run the RCLS numerical scheme on coarser meshes without loss of
physical accuracy, further highlighting the relevance of this capability. On the other
hand, mesh refinement does slightly improve the performance of interPore, with extra
droplet capture at later times (see Case 5 in Fig. 3.10-b versus Case 2 in (Fig. 3.8-
b(ii) ). This behaviour is expected. While LS methods provide interface sharpness
inherently, VoF methods require additional treatment to limit diffusion, and mesh
refinement acts as an additional sharpening treatment. When compression is added
(Case 6 in Fig. 3.10-b), ligaments and ligament breakup are well resolved; however,
numerical wiggles start forming along the stem and mushroom cap. There appears
to be an optimal numerical set-up for the interPore solver, in which the traditional
OpenFOAM numerical compression scheme is not used; but in which the interface
sharpening algorithm provides good physical accuracy and resolution of the interface
(Case 2 and Case 5). Similarly to the conservative level-set method with  = 0.5∆x
(Case 1 and Case 4).
3.3.3 Quantitative Results and Discussion
The growth of an RTI can be described using a number of stages [52, 127] as follows.
When the perturbation amplitudes η are small compared to their wavelength λ, the
early stages in the growth of the instability can be analysed using the linearised equa-
tions of motion. The result is that small initial amplitude perturbations of wavelength
λ increase in magnitude, exponentially with time [52].
Substantial deviations from the linear theory are observed when non-linear effects
begin to appear. Their development is strongly influenced by three-dimensional effects
such as the formation of well-known structures: spikes, bubbles and mushrooms.
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(a) RCLSFoam (b) interPore
Figure 3.8: Volume fractions predicted by RCLSFoam and interPore for the Rayleigh–Taylor
instability with 60× 224 mesh elements.
At later times, spikes and bubbles develop their own mushroom-shaped structures
at their tips, which eventually interact and merge. At this stage, non-linear effects
can no longer be ignored. The system enters a regime of turbulent or chaotic mixing
of the two fluids. In order to describe the aforementioned stages, a more quantitative
description of the RTI is presented through the amplitude growth rate and the volume
fraction profiles.
3.3.3.1 Amplitude Growth Rate
The initial growth rate of small amplitude perturbations can be affected by various
physical properties including viscosity and surface tension. In linear theory, viscosity
tends to reduce the growth rate appreciably, whereas surface tension stabilises wave-
lengths shorter than a critical wavelength.
The first stability analyses of Rayleigh [118] and Taylor [119] on RTI have been
extended in various directions to include additional physical effects such as, for instance,
surface tension and viscosity [52].
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(a) RCLSFoam, Case 1
(b) interPore, Case 2
Figure 3.9: Interface (0.5 iso-contour of both indicator functions) predicted by both solvers for
the Rayleigh–Taylor instability with 60 × 224 mesh elements, velocity field and velocity vectors
overlaying the interface contour.
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(a) RCLSFoam, Case 4
(b) interPore, Case 5 (left) and Case 6 (right)
Figure 3.10: Volume fractions predicted by both solvers for the Rayleigh–Taylor instability with
128× 512 mesh elements.
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The work of Chandrasekhar [128, Chapter 10] sought to extend the inviscid linear
theory and has led to a rather complete understanding of RTI in incompressible viscous
fluids, including the effects of surface tension.
At time t, a fluid element of cross section dydx displaced at a distance η(t) below y =
0, feels a downwards force due to gravity and a downward force from surface tension.
The fluid element net downward acceleration in the −y direction is a combination of
the downward gravity force and the downward surface tension force:
g
ρh − ρl
ρh + ρl
− σ
ρh + ρl
k2. (3.4)
The simple harmonic solution is given by:
η¨ − α2(k)η = 0 (3.5)
where
α2(k) = gk
ρh − ρl
ρh + ρl
− σ
ρh + ρl
k3. (3.6)
Eq.(3.6) is the well-known dispersion equation for interfacial waves of wavenumber
k when viscosity is neglected. As expected, the interface is now unstable, and the
solution to Eq.(3.6) for fluids initially at rest is:
η(t) = η(0)cosh(αt) (3.7)
where η(0) is the perturbation amplitude at t = 0.
The interfacial wave amplitude grows like eαt. The description of the instability is,
of course, valid only so long as the amplitude remains small. It is evident from Eq.(3.6)
that surface tension can prevent the instability for sufficiently small wavelengths.
Chandrasekhar also applied normal mode analysis to the linearised Navier–Stokes
equations to derive an implicit fourth-order ODE for the amplitude of the y-velocity
component as a viscous eigenvalue problem that needs to be solved numerically. Fig. 3.11
shows the results of the linear stability analysis discussed above as well as some of the
simulation results. The numerical solutions reproduce accurately the theoretical pre-
diction of Chandrasekhar [128] at early times when the system is still behaving linearly.
RCLSFoam (Case 1) and interPore (Case 2) perform equally well.
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Figure 3.11: Amplitude growth for the Rayleigh–Taylor instability in the 60×224 computational
domain compared to the theoretically predicted growth rates of RCLSFoam (Case1) and interPore
(Case 2).
3.3.3.2 Volume Fraction Profiles
Fig. 3.12 shows volume fraction profiles along the y-direction centreline of the compu-
tational domain at two different times: t = 0s and t = 0.2s and for two different mesh
resolutions. As  is increased from 0.5∆x to 2∆x in the RCLS method, at t = 0s, the
ψ field is initially smeared over a chosen number of cells. The number of cells within
the interface thickness remains constant during the simulations. A change in mesh res-
olution does not change the diffusion of the interfacial thickness. In the modified VoF
method with interface sharpening, however, the initialised interfacial jump happens
over a single computational cell. The later development of the interface thickness over
the course of a simulation is affected by the order of accuracy of the numerical scheme
and the mesh resolution employed.
At t = 0.2s, and for the 60× 224 mesh size, both solvers marginally under-predict
the theoretical amplitude, at a liquid phase fraction of 0.5. As Chandrasekhar’s linear
theory does not take into account viscosity, the authors postulate that this is the rea-
son for the under-prediction of the perturbation amplitude compared to the estimated
theoretical value (grey vertical line in Figure 3.12 bottom-left). The interPore solver
shows a lower sensitivity to the numerical parameters (i.e., numerically-added sharp-
ening or filtering or both). The interPore solver with high sharpening or compression
(Case 2 and Case 3) predicts the same perturbation amplitude as the base case (Case
1), but the profiles are steeper.
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Figure 3.12: Indicator functions smeared over cell count and y-location at t = 0 (top row) and
t = 0.2s (bottom row) for two mesh sizes: 60× 224 and 128× 512 mesh elements.
Over the range of interface parameters  tested for the RCLS method, as  is
increased the amplitude at the 0.5 iso-contour diminishes in magnitude, i.e., departs
from the theoretical value, in accordance with a less sharply defined interface location.
Indeed, the interface needs to have a minimal thickness, so that the gradient of φ and
the interface normal are accurately calculated.
At t = 0.2s, and for the 128× 512 cells, the 0.5 volume fraction iso-contour of the
perturbation amplitude is slightly under-predicted for both solvers. Probably for the
same reason described in the paragraph above.
For the VoF solver with interface sharpening interPore, a refined mesh does not
change the calculated amplitude of the perturbation. RCLSFoam predicts an amplitude
very slightly closer to the theoretical value.
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Figure 3.13: Theoretically predicted self-similar solution for the Rayleigh–Taylor instability
against our numerically predicted solutions.
3.3.4 Self-similarity Solution
The RTI marks only the onset of a complex interpenetration process, leading ultimately
to the growth of mixing regions between neighbouring fluids [129]. At later times,
once the instability has become fully nonlinear, it is difficult to make quantitative
comparisons. However, the flow may enter a self-similar growth phase [130]. In the
present case, self-similarity can be described by the following equation:
dh
dt
= 2
√
αAgh (3.8)
where h is the height of the mixing region and α is a dimensionless growth parameter
[131]. The parameter α is the subject of extensive research [131–133]. The physically
realisable solution to Eq.(3.8) is
h(t) = h(0) +
√
αAgh(0)t+ αAgt2 (3.9)
taking t = 0 as the moment in time when the flow first achieves self-similarity. Then
h(0) corresponds to the thickness of the mixing region at that instant. The last term
dominates the right-hand side of Eq.(3.9) and hence the mixing thickness becomes:
h(t) ∼ αAgt2. (3.10)
Fig. 3.13 shows the numerically calculated mixing height versus time, as well as the
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predicted mixing height Eq.(3.10) for two different numerical values of the parameter
α. It has been chosen here to compare what resulted through our previous results in
the optimised runs for each solver in terms of numerical parameters Table 3.4.
For t = 0.4−0.8s, both solvers present a similar behaviour, slightly under-predicting
the two theoretical curves, while for t ≥ 0.9s, our numerical predictions fall in-between
the two theoretical curves. It is argued that the system becomes self-similar from the
very early stages of the instability. A numerical value of α between 0.19 and 0.17
appears to match very well with the numerical results; as viscosity is not taken into
account by the model [131]. An additional case was run with RCLSFoam in which the
dynamic viscosity was reduced artificially by two orders of magnitude. This reduction
in viscosity does not result in a change of the amplitude growth of the instability
Fig. 3.13.
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3.4 Notched Disc in Rotating Flow
In addition to the previous test cases, the rotation test of the slotted disk, which is
known as the Zalesak problem [114] has been tested. The Zalesaks circle disk is initially
slotted at the centre (0.5,0,0.75) of a 2D unit square domain. The disk is subjected to
a rotational movement under the influence of a rotational field that is defined by the
following equations:
u(x) = −2pi(x− x0) (3.11)
w(z) = 2pi(z − z0) (3.12)
where u(x), w(z) are the imposed velocity components. By applying this velocity,
one complete rotation of the disk is completed within t = 1sec. For all simulations
performed for this test case, a fixed time-step has been used, keeping the Courant
number equal to 0.5. The initial disk configuration used for the simulation is presented
in Fig. 3.14. Three different mesh densities were used consisting of 64x64, 200x200
and 400x400 cells, respectively.
Figure 3.14: Schematic representation of two dimensional Zalesak’s Disk benchmark test case
described at [5].
Figures 3.15 and 3.16 show the comparison between the standard solver using dif-
ferent compression (Ccompr.) values and the developed adaptive solver interPore with
different sharpening (Csh) values. In each plot, the exact initial and final interface
shape are presented. In all the figures, the iso-contours values of indicator function
alpha α of (0.1, 0.5 and 0.9) after one revolution of the disk are shown. The reason for
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Figure 3.15: Zalesaks disk after one revolution. Iso-contours for indicator function alpha (α
= 0.1, 0.5 and 0.9) are plotted for the standard interFoam using different compression values,
together with the reference shape.
presenting three contour lines is to better explore the effect of the adaptive compression
model on both the interface diffusion and the overall disk shape. For the coarse mesh
(64x64) neither using the standard interFoam with three compression values (Ccompr.
= (0, 1 and 4)), nor the three values for Csh, (Csh = 0.1, 0.5 and 0.9) for the adaptive
interPore solver, can provide a satisfactory interface representation. One can even no-
tice that due to the large interface deformation and diffusion, the interface iso-contour
of (0.9) at Fig. 3.15(a) has disappeared for the standard solver. Nevertheless, for the
interPore cases, the modified solver can keep the main geometrical features as seen in
Figs. 3.16-(a,d,g).
By using high compression as in Fig. 3.15-g , one can notice a reduction in the
interface thickness, although a rather high deformation and corrugated shape of the
final disk shape has been noticed. Comparing Fig. 3.15-g to Fig. 3.16-g one can notice
the effectiveness of the adaptive model that preserves the geometrical outline of the
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Figure 3.16: Zalesaks disk after one revolution. Iso-contours of indicator function alpha sharp
(αSh = 0.1, 0.5 and 0.9) are plotted for the adaptive interPore solver using different sharpening
coefficients, together with the reference shape.
disk while the sharpening model decreases the interface thickness. Moving to a finer
mesh (200 × 200) cells, high interface diffusion using the standard interFoam with no
compression (Ccompr. = 0 in Fig. 3.15-b) has been noticed. The higher grid resolution
is not adequate to provide remedies to the previously mentioned deficiencies noticed in
the coarser mesh using interFoam.
The highly diffusive interface using the standard interFoam also did not maintain
the 0.9 iso-contour making two oval shapes at the sides. For higher compression values
Fig. 3.15-(e,h) although the disk shape is preserved by the standard solver, the interface
is significantly deformed near to the outer disk boundary. Use of the adaptive solver
Fig. 3.16-(b,e,h) shows better consistency for the shape regardless of the imposed
sharpening level. Moreover, the adaptive compression eliminates any irregular shapes
compared to the standard solver. Figure 3.16-h clearly shows an excellent agreement
with the original circular shape layout. This test case also demonstrates the role of the
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(a) MULES Adaptive compressive (b) CICSAM
(c) PLIC (d) FCT
Figure 3.17: Comparison between the used framework and available method reviewed by Gopala
and van Wachem [6]. (a) is showing interPore adaptive compressive scheme, (b) is showing the
compressive interface capturing scheme for arbitrary meshes (CICSAM), (c) is showing piece-
wise linear interface construction (PLIC) and (d) is showing flux-corrected transport FCT. All
presented in mesh a domain of 200 by 200
sharpening value Csh which can help in controlling the interface diffusion depending
on the case under consideration.
To examine the adaptive solver mesh dependency, the mesh has been doubled to 400
× 400. Even for this fine grid resolution case, the standard solver gives inaccurate disk
shape regardless of the compression value used, as none of them is adequate to balance
the interface shape. A zero compression value using the standard interFoam preserves
the characteristic shape for the first time (see Fig. 3.15-c, compared to Fig. 3.15-
(a,b). For the higher compression values as in Fig. 3.15-(f,i), high corrugated regions
at the interface have been observed. Using the adaptive interPore solver a better disk
shape representation has been obtained, regardless of the sharpening coefficient value
Csh (see Fig. 3.16-(c,f,i). Moreover, by using the three different sharpening coefficient
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Csh a thickness of approximately 1-2 cells has been preserved. Also, the minimum
difference between the fine and the extra fine grid in terms of interface thickness has
been observed, and sharpening algorithm shows the perfect fit to the internal notch.
These observations indicate that the adaptive compression is less sensitive to tuning
parameters such as the sharpening see Eq. (2.28), which is not effective for coarse grid
resolution.
For completeness, results included in [6] are also shown. In [6] various commonly
used interface capturing methods have been presented for the same test case; these in-
clude the standard compression scheme used by OpenFOAM, the compressive interface
capturing scheme for arbitrary meshes (CICSAM) employed by FLUENT commercial
code, the piecewise linear interface construction (PLIC) and the flux-corrected trans-
port (FCT)). In this test cases, the notched disk was a bit different than what is
presented in the standard Zalesak [114] test case, yet it has the same overall character-
istics. Looking to this comparison, one can relate and compare the overall behaviour
for the different solvers as seen in Fig. 3.17. Nevertheless, one can detect the difference
in geometrical layout between our test case and the test cases; the mesh was kept the
same as in [6] (200×200) cells. By comparing the results from the developed solver to
those reported in [6], it can be concluded that a good solution has been achieved.
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3.5 Circle in a Vortex Field
In this section, the solver performance is tested in a vortex flow as presented by Rider
and Kothe [115] and Roenby et al. [68]. The aim of this benchmark test is to verify
the ability of the model to deal with severe interface stretching. The test case includes
an initially static circular fluid disk with radius of R = 0.15 mm centred at (0.5,0,0.75)
in a unit square domain. The disk is subjected to the flow induced by a vortex as
shown in Fig. 3.18. The axis of rotation is located in the centre of the field, and can
be described by the following stream function:
u(x, z, t) = cos((2pit)/T )(− sin2(pix) sin(2piz), sin(2pix) sin2(piz)) (3.13)
where u is the field rotational velocity and T is the period of the flow during
rotation. Due to the flow direction, the disc is stressed into a long thread until time
t = 4s forming a spiral shape. The interface thickness of the deformed disk shape, as
well as the numerical diffusion of values located at the tail of the fluid body during its
spiral motion, are of interest. The results presented in Fig. 3.19 and 3.20 are for three
different grid sizes using the standard interFoam and the newly developed interPore
solver. On each figure, the final interface shape is shown with three iso-contours values
for the indicator function (α) of (0.1, 0.5 and 0.9) after one revolution of the disk (t=
4 s).
Figure 3.18: Representation the initial configuration of the shearing flow test with the value of
the color function is one inside the circle and zero outside
The standard solver failed to capture the full spiral shape after the disk rotation
using the coarse mesh (see Fig. 3.19(a,d,g)). Due to the very high diffusion and the
absence of compression, iso-contours of 0.1 and 0.5 volume fraction have disappeared
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Figure 3.19: Circle in a vortex field after one revolution. Iso-contours for indicator function
alpha (α = 0.1, 0.5 and 0.9) is plotted for the standard interFoam using different compression
values, together with the reference shape.
from the computational domain (see Fig. 3.19-a. Using the adaptive interPore, the
results are problematic as well especially for the tail as presented in Fig. 3.20-(a,d,g).
By using high sharpening value Fig. 3.19-(d,g) at low grid resolution to counter bal-
ance the numerical diffusion, tail snap-off at the spiral formation has been observed.
Fragmentation or tail snapping off is evident in all figures.
Moving to a finer grid (200x200) the behaviour of the two solvers becomes similar
although some differences can be noticed. The standard solver with no compression
Fig. 3.19-b suffers from high diffusion as seen in the previous test cases where the
(0.1) iso-contour disappears. As the compression value increases (see Fig. 3.19-(e,h))
the standard solver shows early fragmentation at the tail or non-smooth interface.
In contrast, the adaptive solver agrees with the expected spiral shape using different
sharpening coefficients. Nevertheless, with low sharpening value as shown in Fig. 3.20-
b early fragmentation with the 0.1 iso-contours lines loss has been observed. Increasing
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Figure 3.20: Circle in a vortex field after one revolution. Iso-contours of indicator function
alpha sharp (αSh = 0.1, 0.5 and 0.9) is plotted for the adaptive interPore solver using different
sharpening coefficients, together with the reference shape.
αSh to values greater than 0.5 ( see 3.20-(e,h)) provides an accurate spiral shape with
minimum phase snapping at the tail. Good agreement using adaptive compression has
been achieved in balancing the swirling tails compared to the wiggly interface appeared
using the standard solver. One can notice that the smallest fragmentation at the
spiral tale seems to be unavoidable by using any applied sharpening algorithm as also
discussed by Sato and Nicˇeno [134] and Malgarinos et al. [135], especially at regions
where the liquid body becomes very thin. Fragmentation happens when the local
interface curvature becomes comparable to the cell size. At this point, the iso-contours
are not able to represent the significant interface curvature inside the cell anymore.
Iso-contours based on volume fraction advection leads to errors in the estimate of the
fragmented droplet motion similar to those reported by Cˇerne et al. [136] and Roenby
et al. [68]. As a final sensitivity test, the grid size has been doubled (400x400), to
examine the influence of the mesh size on the adaptive solver. Both solvers perform
84
better with this high-resolution grid. However, differences have been noticed as with the
previous cases. As seen in Fig. 3.19-c the standard interFoam using zero compression
coefficient gives a better interface representation with less diffusion and stable tail. By
introducing compression (see Fig. 3.19-(f,i)) the spiral shape is maintained, although
wiggly shapes emerge near the outer interface. Using the adaptive solver no significant
change is noticed; by varying the sharpening value (Csh): as seen in Fig. 3.20-(c,f,i),
the results do not change. The results indicate that the balance between sharpening
and compression is well achieved. Combining the developed solver with fine grid proves
the proposed methodology independent of tuning parameters which is a very desirable
feature within multiphase flows. Finally, it had been concluded that even by using
medium quality mesh (i.e., 200x200) cells, the adaptive solver could provide satisfying
results for a wide range of sharpening coefficients.
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3.6 Bubble Formation at T-junction
The previous benchmark cases tested the suitability of the developed model to a range
of idealised conditions. No significant topological changes occur, and wettability effect
is not present. Thus, further validation against experimental data for the case of
formation of bubbles in a T-junction has been performed. This is a test case that
involves wetting conditions at the wall as well as complex fluid interface topological
changes through the breakup and generation of bubbles. The focus is to test the
accuracy of our adaptive model in estimating the correct bubble shape and frequency
as presented in the experiment of Arias et al. [137]. Full wetting conditions (θ = 0◦)
at the main tube are used. Moreover, the contact angle imposed on the injection tube
(see Fig. 3.22) has been taken from the corresponding flow images. A constant contact
angle of θ = 25◦ for the left wall and θ = 45◦ for the right wall has been chosen to
match the experiments. The connection between the two channels as well as the flow
directions and geometrical representation are shown in Fig. 3.21.
Figure 3.21: Geometrical model boundaries and overall dimensions
Two different operating conditions, summarised in Table 3.5, have been selected for
presentation. The velocities selected for comparison with our numerical simulations
are also shown in Table 3.5. The conditions used are carefully selected to simulate low
capillary number and to show two different bubble size formation with fluid properties
listed in Table .3.6. Benchmark 1:
Table 3.5: Inlet velocities for liquid and gas, dimensionless numbers and regime expected
Case Ug(m/s) Ul(m/s) Max Re Max We Exp.Regime
Case 1 0.242 0.318 32 1.4 Slug
Case 2 0.068 0.531 53 3.92 Bubble
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Figure 3.22: Contact angle at injection tube measured from experimental images
Table 3.6: Fluid physical properties
ρ(Kg/m3) ν(m2/s) σ(N/m)
Water properties at 25◦C 1000 1.004x10−6 0.07
Air properties at 25◦C 1.2 8.333x10−6 0.07
For this test case, the appearance of spurious numerical currents would create in-
stability during the bubble formation process. These currents induce unphysical vor-
tices at the interface, destabilising the simulations and strongly distorting the interface
movement. Gravity acceleration constant was 9.8 m/s2, while the values of maximum
Weber number (ρDU
2
σ
) and the maximum Reynolds number (ρDU
µ
) were the same as in
the experiments and shown in Table 3.5.
Comparison of the results from the developed solver and the standard solver inter-
Foam using different compression values against the experiments are shown in Figs.
3.23 and 3.24. Depending on the inlet velocity imposed, one should expect to reproduce
different bubbles formation.
Figure 3.23 presents the first bubble generation sequence as mentioned in Case
1, Table 3.5. Using the standard solver, the slug formation is achieved only when
adjusting the compression coefficient to the value of two as seen in Fig. 3.23d. Even
in this case though, the detached ligaments of the fluid appear to be more spherical
than what the experiments indicate. Using the comparison value of one, the standard
solver failed to predict the interface snap-off as seen in Fig. 3.23c. In contrast looking
at Fig. 3.23b it is noticed that the results obtained by the new adaptive model agree
very well with the experiments in terms both of slug formation and snap-off time as
seen in Fig. 3.23a. The adaptive framework predicts the interface snap-off correctly
and minimises the overall parasitic currents. Moreover, the standard solver shows a
considerable increase in parasitic velocity near the interface that reaches eight orders of
magnitude of the flow velocity. The new solver achieved low parasitic currents during
the snap-off events while maintaining an accurate, sharp interface.
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(a) Experiments (b) Adaptive compression and Csh = 0.5
(c) interFoam Calpha = 1 standard solver (d) interFoam Calpha = 2 standard solver
Figure 3.23: Slug flow in (left) experiments and (right) numerical simulations. UL = 0.318 m/s
and UG = 0.242 m/s. Time (ms) is indicated in the upper right corner. Stream lines are coloured
with velocity magnitude in all the figures.
Figure 3.24 presents bubble flow patterns obtained by imposing higher liquid ve-
locity but lower gas velocity as in Case 2 Table 3.5 in comparison to the previous case.
Good agreement regarding shape and patterns between experiments and all numerical
simulations can be observed regardless of the solver used. It is worth mentioning though
that, looking at Figs. 3.24c, 3.24d when the standard interFoam solver is used, bubbles
are generated at different frequencies based on the compression coefficient value. By
comparing the two figures to the experimental Fig. 3.24a one can also notice that the
snap-off time is delayed compared to the experimental results. While in Fig. 3.24b
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(a) Experiments (b) Adaptive compression snd Csh = 0.5
(c) interFoam Calpha = 1 (d) interFoam Calpha = 2
Figure 3.24: Bubble flow in (left) experiments and (right) numerical simulations. UL = 0.531
m/s and UG = 0.068 m/s. Time (ms) is indicated in the upper right corner. Stream lines are
coloured with velocity magnitude in all the figures.
one can observe that using the developed adaptive solver, the snap-off time and the
bubble generation frequency is matching well with the experiences. According to the
experimental observations, bubble generation results from the breakup of a gas thread
that develops after the T- junction. The explanation for the breakup is supported
by the Plateau-Rayleigh instability as discussed by Me´ne´trier-Deremble and Tabeling
[138] or by the effects of the flowing liquid from the tip of the thread to the neck where
pinch-off occurs as presented by van Steijn et al. [139]. The surface tension has a sta-
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bilising effect and opposes any deformation of the interface tending to create a bubble.
The snapping events discussed by the previous literature are in agreement with the
simulations presented here since no unnatural pinch-off has been observed using the
developed solver. On the other hand, a long thread of gas generated using interFoam
is clearly seen in Fig. 3.23c.
In order to understand the numerical accuracy, the angle of the dispatched droplet
is measured. As seen in Fig. 3.23, the developed solver predicted almost precisely
the same droplet sequence compared to the experiment. While the standard solver
using a compression value of two produces close results to the experiments. The failure
of predicting the correct droplet behaviour using the standard solver with compres-
sion value of one, show the importance of using the adaptive solver in predicting the
proper compression. Similarly, in Fig. 3.24 juding by the measured angle for the
droplet dispatched, one can notice the effect of numerical compression on the droplet
behaviour compared to the experiments. Figure 3.24 shows some deviation at the first
line of droplets compared to the expermints. However, the correct prediction using the
developed solver when comparing the results to the standard solver.
Table 3.7: Error in Bubble generation frequency
Sim.frequency(Hz) Errorf
Case 1 interPore 190.47 4.7 %
Case 1 (interFoam Calpha = 1) 210.53 5.2 %
Case 1 (interFoam Calpha = 2) No Bubble generation 100 %
Case 2 interPore 200.00 1.9 %
Case 2 (interFoam Calpha = 1) 184.00 9.8 %
Case 2 (interFoam Calpha = 2) 179.21 12.15 %
The previous section demonstrated a qualitative comparison using the standard
solver and the developed solver against different variation of the control parameters.
The validation has been extended to, quantitatively, compare the bubble generation
frequency with experiments. To ensure regularity in the formation of bubbles, a train
of bubbles is generated containing at least four of them. The generation frequency was
estimated by measuring the time required to create the bubbles. The first bubble of
each train, which was strongly dependent on the initial geometry, was not considered.
The accuracy of the bubble generation frequency was quantified using the following
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equation:
Errorf =
Sim.freq − Exp.freq
Exp.freq
(3.14)
where the Sim. freq is the time calculated from the simulations in order to generate
one bubble and Exp. freq is the time needed to produce one bubble in the actual
experiment. Table 3.7 shows the error in the bubble frequency generation compared
to the experimental data. For Case 1 although the qualitative results are very close
between Fig. 3.23b and Fig. 3.23d, one can notice that the developed solver can achieve
better accuracy in the in bubble generation frequency. In Case 2 the simulation data
are qualitatively similar to the experimental results.
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3.7 Droplet Impinging on a Solid Surface
As mentioned in the previous sections, different benchmark test cases are used in pre-
senting work to test the developed solver different performance aspect with respect to
experimental or theoretical data available. In this section, we present the developed
solver results for the droplet impacting flat solver for different wetting conditions. The
aim of this section is not to understand the droplet impacting solid surface, as it is a
well-known topic. It aims at demonstrating the effect of parasitic current reduction on
the spreading behaviour which will play a very important role in stimulating droplet
impacting on porous media. The case of a water droplet (D0=2.05mm) hitting a flat
non-porous (stainless steel) surface is compared the experimental results presented by
Pasandideh-Fard et al. [7]. The impact velocity of the droplet is set to be constant and
equal to U0 = 1m/s. Numerical results will be presented and compared with exper-
iments in terms of photographic evidence and time evolution of the spreading factor.
Figure 3.25 shows the time evolution of the shape of the droplet. Both computer-
generated images and photographs are viewed from the same angle ∼ 30o from the
horizontal axis and at the same time after impact. In the spreading phase, the liquid
spreads on the wall in a flat film (lamella) bounded by a rim. It reaches its maximum
extent at approximately T = 2.6ms, after which surface tension and viscous forces have
overcome inertia, so that fluid accumulated at the leading edge of the rim starts pulling
back. In the preceding phase, (non-wetting of the wall) the thickness of the lamella
decreases but the rim continues to grow. This behaviour is overall well reproduced by
the simulation. Figure 3.26 shows the time evolution of the droplets spreading diame-
ter. Results from the modified (black line) solver are compared with experimental data
(red dots) and the standard solver in blue [7].
Figure 3.25: Time evolution of the shape of the droplet: (left) numerical simulation vs. (right)
experimental results [7].
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Figure 3.26: Time evolution of the droplet diameter. Results from the standard (blue line) and
the modified (black line) solver are compared with experimental data (red dots) from [7]
It can be seen that the agreement is good although the droplet diameter at the recoil
phase is slightly overpredicted meaning that the droplet recoils slower than expected.
The difference is more pronounced at approximately 4ms. Looking at Fig. 3.25 at the
snapshot of 4 ms, it seems that the rim size is underpredicted and the corresponding
lamella is overpredicted. For completeness, the results are compared with the standard
solver (blue line). The results show that at the inertia dominated phase (spreading up
to 4 ms) both models have a similar performance as expected. However, in the recoil
phase some pronounced differences are noticed.
It can be seen that the droplet recoils slower when the standard solver is used. Given
that for both cases the same contact angle is used we believe this is was caused because
of the interface velocity calculation especially close to the solid surface. To provide a
better understanding of the previous point Fig. 3.27 is included. It shows the velocity
magnitude contour of the water droplet predicted by the standard VoF methodology
of OpenFOAM (left) and our suggested framework (right). Both snapshots are taken
at T=4.5 ms presenting the recoiling phase as experiments predicted . As it is noticed
the standard solver predicts much higher contact line velocities at the droplet edge
(around the rim) not allowing the surface tension to overcome inertia and thus the
recoil is delayed.
We extend our study to droplet impacting solid surface to compare our solver to
the dynamic contact angle models found in literature. Fig. 3.28 presents four different
cases for droplet impacting at different impact velocities and different imposed dynamic
contact angle conditions. The aim of this comparison is to understand the solvers
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Figure 3.27: Velocity magnitude contour of the water droplet impact on stainless steel predicted
by the standard VoF methodology of OpenFOAM (left) and our suggested framework (right).
Both snapshots are taken at T=4.5 ms
behaviour at a low impact velocity and the effect of our solver modifications on the
spreading behaviour.
In order to understand our code behaviour in conjunction with Kistler dynamic
contact angle boundary condition, we performed a series of droplet impacts on a solid
surface at low Weber number. Different spreading and recoiling behaviour where tested
using droplet impacting at low Weber number to understand the effect of parasitic
current in conjunction with the dynamic wetting condition assumption. The results
presented in fig. 3.28 show a compression between our developed code behaviour and
the experimental data found in the literature. Also Fig. 3.28 compares our numerical
data to similar numerical methods used to predict the droplet spreading and recoiling
behaviour at the same operating conditions.
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(a) Case 1; Impact velocity of 1 (m/s),
We = 27, Droplet diameter = 2 (mm) and
dynamic contact angle of θA = 110
◦, θR =
40◦
(b) Case 2; Impact velocity of 1 (m/s),
We = 32, Droplet diameter = 2.28 (mm)
and dynamic contact angle of θA =
107◦, θR = 77◦
(c) Case 3; Impact velocity of 0.22 (m/s),
We = 2, Droplet diameter = 2.4 (mm) and
dynamic contact angle of θA = 70
◦, θR =
70◦
(d) Case 4; Impact velocity of 0.08
(m/s), We = 0.2, Droplet diameter =
2.3 (mm) and dynamic contact angle of
θA = 51
◦, θR = 31◦
Figure 3.28: Droplet spreading on solid surface with different droplet conditions, all data was
compared with experimental and numerical results from [8]
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3.8 Concluding Remarks
This chapter verified the numerical framework by testing it against a wide range of
two-phase benchmark cases. The static capillary pressure was predicted by solving
the differential form of the Young-Laplace equation numerically for single and multiple
droplets. The code was also tested using the Rayleigh Taylor problem with homoge-
neous layers of a high-density fluid penetrating a low-density fluid under the influence
of gravity. This chapter also considered the validation of the solver performance us-
ing the vortex flow as presented by Rider and Kothe [115] and Roenby et al. [68] to
verify the ability of the developed model in dealing with severe interface stretching.
In addition to the vortex flow benchmark, the developed solver was also tested using
the rotation test of the slotted disk, which is known as the Zalesak problem Zalesak
[114] to determine the effect of adaptive compression method on sharp interface diffu-
sion. Finally, an experimental flow in T-junction and droplet impacting a solid surface
was used to validate our solver in real complex flow. By using the developed solver,
the sharp interface during the break-up process for different operating conditions was
predicted. In summary, based on the numerical results presented in this chapter, the
numerical method is considered as a reliable and accurate method to solve the flow
at the continuum scale of pores and throats of a microscale geometry. Especially at
the low capillary numbers encountered in flow through porous media. Some more
predictions using adaptive grid refinement can be found on Appendix A
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Chapter 4
Two-Phase Flow Behaviour Inside
Porous Structures Using Micro-CT
porous media
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4.1 Introduction
Flows of two or more phases through porous media, such as flow in porous rocks, are
commonly presented in many types of geological processes. The predominant focus
of flow physics is wettability and surface tension conditions. Understanding the flow
dynamics inside porous media, and the effect of different wetting conditions can lead
to technologies that enhance the removal of trapped oil residuals in porous reservoirs.
Moreover, analysing the trapping physics using two-phase flow simulations at the pore
scale level allows for testing different surfactant surface tension effects to minimise
the trapping of an oil phase and enhancing the recovery systems of hydrocarbons. In
two-phase flow with immiscible liquid-liquid contact porous media, each phase can be
defined based on the physical wetting conditions, including a non wetting phase (such as
water) or a wetting phase (such as oil). Inside porous media, the rock-fluid tortuosity
interaction can affect the flow behaviour of the wetting and the non-wetting phases
based on the flow dynamics. Due to the different flow combinations of water phase
behaviour during the oil phase extraction process at the irregular geometry of natural
porous media, the prediction of two-phase flow in many processes is a challenging
task. Comprehending the micro-scale flow behaviour for a given porous media can also
provide better understanding of the macroscopic properties of such media, including
the relative permeability and capillary pressure curves. These two properties, which
are extensively used in macro-scale simulations, are usually obtained from laboratory
experiments, which are time-consuming and expensive. However, similar approaches
are normally used to study the effect of porous media using a numerical approximation,
such as Darcy models, to link between the microscopic and macroscopic without the
need of high complexity porous structures. In the next two chapters, the flow dynamics
inside porous media and droplet penetrating of porous structures will be considered in
detail.
This chapter presents the simulation results of three different porous media based on
micro-CT images. The porous media reconstruction process will be briefly discussed,
first, then the simulation setup and the boundary and initial conditions will be listed.
As mentioned before, the aim of this study is to investigate the effect of different flow
conditions and extract the correct macroscopic properties description, i.e. capillary
pressure and relative permeability. In order to estimate the capillary pressure and
relative permeability, the approach used to up-scale the simulation results to obtain
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the Darcy-scale properties is explained. Finally, the simulation results of two-phase flow
on micro-CT images of Berea Sandstone (B1), Synthetic Silica (A1) and Sandstone 1
(S1) available in open source literature [140] will be presented. Using the developed
method discussed in the previous section, where the importance of the direct numerical
simulation is explained. The numerical model is also used to study the flow behaviour
for the two-phase flow through porous media and potentially obtain the macroscopic
scale properties. Moreover, it will be shown how using dynamic wetting conditions
introduced by modelling the Kistler dynamic contact angle, will help in the development
of the macroscopic theoretical models.
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4.2 Porous Model Reconstruction and Meshing
For modelling the flow inside porous media, an accurate physical description of the pore
structure should be presented numerically. The accuracy of the discretised domain, i.e.
grid cells, which is reflected in the simulations computational cost, is considered to
be one of the biggest challenges in modelling two-phase flow using micro-CT scanned
images. In the next subsection, the porous reconstruction process and the numerical
mesh build-up will be discussed.
4.2.1 3D Surface Generation Based on Micro-CT Images
This subsection discusses the procedures followed to extract a computational mesh
from micro-CT scan data. As a non-destructive technique, X-ray micro-CT provides
the necessary insight into opaque objects, eliminating the need for sectioning/parti-
tioning. That is, micro-CT is a comprehensive tool for capturing internal rock struc-
tures due to the smooth classification/transition of rock versus void (air) materials.
A micro-CT scanner uses X-rays that penetrate a 3D object and create density-based
attenuated two-dimensional projections, which are collected at small angular steps,
preferably, around 360 degrees. These projections are later synthesised using a variety
of techniques. In addition, the complete volume of the object is reconstructed in terms
of two-dimensional image slices. The computed stack of 2D slices usually shares a
resolution of a few microns, and their pixel values are bound to material density-based
attenuation.
Micro-CT images are usually found in the form of a 3D voxelized grey-scale stake
of images. This is used as a base to be converted into binary images formed from
zeros representing void spaces and ones representing the internal rock structure. The
assembly of the used grayscale images or input cross sections is called a CT volume. The
grayscale images can be found in the open literature of [9], and four different models
have been used in these investigations. They are not much used without a proper
segmentation process. Hence, it is absolutely necessary to implement a transition and
conversion from grayscale images to an STL-like data format, where the surface mesh
is generated and can be later improved to generate volume mesh.
In order to convert the CT images into surface geometry, several steps are needed.
First, to generate the outer shell mesh, which describes the pore space structure, a
scalar field or the voxelised matrix is generated from the grayscale micro-CT images.
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Figure 4.1: Porous media reconstruction steps using RETOMO
This scalar field contains only brightness information and is usually presented by the
scaled indexed image that uses a grayscale colour-map. After assigning such a map with
the corresponding values that represent each material based on the material histogram
(in this case it ranges between zero and one), region growing algorithms are applied.
The utililisation of these algorithms (a process known as seeding) is aimed at searching
for the homogeneous regions inside the image based on connectivity and similar values
among the image voxels. The seeding method operates by merging the nearby voxels
that meet a given homogeneity criterion, which is set in prior to this using RETOMO
[141]. The histogram region set-up is shown in Fig. 4.1-a and 4.2-b, starting from
an initial set of points, known as seeds. This approach offers several advantages over
conventional segmentation techniques in that it preserves a very sharp interface after
region growing, as shown in Fig. 4.1-c. Also, instead of identifying boundaries, region
growing algorithms always operate on closed regions in each step of the algorithm, thus
avoiding further post-processing to recover the boundaries of disconnected objects.
In order to perform a proper segmentation after the previous seeding process to
the closed substructures of the image and create a compact geometrical representation
of the boundary surfaces the marching cube method is used. The marching cubes
algorithm [142] is a well know method for constructing a triangular mesh that approxi-
mates the location of an iso-surface in volumetric data. It extracts the polygonal mesh
of an iso-surface by taking eight neighbour locations at a time (thus forming an imag-
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Figure 4.2: Volume mesh building process starting from surface mesh
inary cube). Then, it determines the polygon(s) needed to represent the part of the
iso-surface that passes through this cube and the individual polygons are subsequently
fused to the desired surface. In each of the boundary faces, two triangles are used in
labelling their vertices in order to ensure a close and oriented mesh. The resulting sur-
face will have step discontinuities since the triangles are perpendicular to each other,
as seen in Fig. 4.2-a and 4.2-b. Then, the mesh is smoothed by applying a smoothing
filter on each vertex. However, a smoothing strength is required as a user-defined pa-
rameter, which helps in avoiding undesirable effects on the surface topology, as seen in
Fig. 4.2-c.
The results after iso-surface generation are smooth hole-free surfaces without irregu-
larities, whilst preserving the main topological information of the detected components
and avoiding the drawbacks of conventional approaches based on iso-surfaces. This
algorithm developed by RETOMO [141] is fast and can usually detect well-defined
boundaries. The aforementioned framework is a powerful method for tackling prob-
lematic segmentations, although the final reconstructions sometimes do not meet the
required standards, as the model accuracy is based on the initial image voxel size. In
other words, the main limitation of region-growing algorithms is the discrete voxels
provided by the CT images, i.e. the finest resolution is the elemental voxel. Hence, the
resulting surface models usually present discontinuous steps, which may need the extra
step of smoothing over the feature lines. This extra smoothing is undertaken using the
pre-processing tool ANSA before the volume mesh generation, as discussed in the next
subsection.
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4.2.2 Volume Mesh Generation
After iso-surface generation, pore space volume mesh is constructed. An ANSA pre-
processor was used to perform the surface mesh improvements and the volume mesh
generation after RETOMO iso-surface reconstruction process. The input format used
to import the iso-surface models to ANSA was (.obj) type, where the surface mesh
kept the connectivity information between the generated triangles, as seen in Fig. 4.2-
a. After RETOMO iso-surface construction, it was important to ensure that the pores
and throats representations of the rock were kept intact and connected. The generated
surface mesh using RETOMO was of high quality; however, further mesh improvements
were conducted in the ANSA pre-processor in order to control the surface mesh quality.
Three important steps were performed to improve and ensure the surface quality: (i)
surface checks and fixes performed regarding element penetration, surface approximates
and overlapping surface elements, without changing the geometrical topology of the
porous structure. ii) smoothing the generated surface, if needed, whereby extra surface
smoothing filter was applied while the surface mesh was reconstructed to make sure
that all surface elements followed the surface quality criteria, as seen in Fig. 4.2-c.
(iii) watertight checks were carried out after boundary conditions were assigned at the
pore space boundaries and floating pores were removed, as shown in Fig. 4.2-c. The
produced surface was then used to define the volume boundary of the flow domain,
which was discretised using a hexahedrons dominant volume mesh, as seen in Fig.
4.2-d.
During the volume mesh operation, a coarse background of hexahedron mesh was
generated at the spaces far away from the throats and approximates. Then, the number
of refined rounds happens close to the surface boundary and self-approximates. The
number of refinement levels is usually between two and three. This approach reduces
the overall number of elements, whilst still providing an accurate definition for the
porous topology. At the small flow passages and throats with small diameters, it is
difficult to fit a uniform hexahedrons mesh. To get over this problem, an unstructured
mesh is fitted in these regions using tetrahedrons or triangular prisms near to the
boundaries. Creating an unstructured mesh for the pore space near to the small surface
approximates, in general, and discretising them with a higher resolution, gives an
accurate topological description. However, the hybrid mesh used may affect the results
due to the non-orthogonality effect.
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Table 4.1: Summary of the rock properties and mesh quality used in this study
Berea sandstone (B1) Synthetic Silica (A1)
Size (mm) 0.743 1.113
Average Porosity (Exp) Unknown 42.9
Average Porosity (Num) 1.28x10
−07
(7.4x10−3)3 %=37.3%
5.7382x10−10
(1.11x10−3)3 %=41.9%
Max aspect ratio 7.62 7.54
Number of cells 2,762,889 3,211,590
Max non-orthogonality (degrees) 62.13 69.68
Max skewness 3.81 16.46
Sandstone 1 (S1) Berea sandstone (B2)
Size (mm) 2.5853 23
Average Porosity (Exp) 14.1% 18.5%
Average Porosity (Num) 2.2958x10
−9
(2.585x10−3)3 %=13.29%
1.6951x10−9
(2.132x10−3)3 %=17.51%
Max aspect ratio 9.08 20.58
Number of cells 2,527,384 3,391,171
Max non-orthogonality (degrees) 64.99 64.94
Max skewness 6.94 4.87
The overall framework for volume mesh generation can be summarised as follows:
(i) a surface defining the pore-solid boundary is created and improved by using the
surface mesh exported from RETOMO surface elements. (ii) the surface can then be
smoothed to create a smooth boundary between the pore and the solid. The smoothed
generated surface should follow geometrical topology, without shrinking the volume of
the pores. (iii) the mesh generation starts, first, with a coarse background hexahedron
mesh. (iv) the next step is to refine the background mesh in the throats and narrow
restrictions, using two or three levels in each direction. The refining criteria are based
on the surface approximates, where the mesh is defined to be refined. The refinement
criteria are based on the maximum distance between the two surface proximities. The
distance and the angle of the proximities are defined based on the porous structure
complexity. (v) finally, the mesh quality checks are performed, which include the
orthogonality of the faces to the line connecting the neighbouring cell centres, the
aspect ratio, the flatness of the faces, and element skewness. Four different porous
structures were used in this study: a Berea Sandstone (B1, B2); Synthetic Silica (A1)
and Sandstone 1 (S1) open source [140]. Table (4.1) summarises the porous media
properties and the mesh size used in this study.
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4.3 Extracting the Correct Numerical Simulation
Parameters to Estimate Porous Media Macro-
scopic Properties
Fluid flow simulations are described using macroscopic properties, including pressure
and flow rates. The macroscopic properties can be described in terms of some average
properties over a representative elementary volume. The representative elementary
volume scale is the scale above which the heterogeneities at smaller scales do not affect
these macroscopic properties. The following subsections present brief definitions of
these macroscopic properties. Also, the usage of the numerical results is assessed in
terms of analysing the ability to obtain the macroscopic properties without considering
the effect of gravity. Starting from the single-phase flow through porous media, Darcys
law relates the fluid velocities to a macroscopic pressure drop where:
U = −K
µ
∆P
∆x
(4.1)
where, U is the Darcy velocity, K is the permeability and ∆P is the macroscopic
pressure drop with a length of ∆x. For the multiphase flow, Darcys law can be written
as the relation between the flow rate of each phase to the gradient of a macroscopic
pressure for that phase, as follows:
Ua = −Ka
µa
∆Pa
∆x
(4.2)
where, Ua is the Darcy fluid velocity, subscript a carries either water, oil or air, Ka
is the phase permeability and ∆Pa
∆x
is the gradient of macroscopic pressure for phase
(a). Using the definition of the absolute permeability, the phase permeability can be
defined as (i.e. the effective permeability of the phase) as follows:
Ka = −Qaµa
∆Pa
(4.3)
where, Qa is the flow rate passing through a cross section and defined as (
∫
u ·
nAαdA)
The rest of the chapter will demonstrate how forces are calculated using Navier-
Stokes equations, which are related to the pressure drops used in the multiphase Darcy
equations presented above. Accurate predictions using the direct simulation results,
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will help in developing a better understanding to the unscaled models, which can
be used for a broader range of flow patterns and flow regimes where the apparent
relative permeability is dependent on the flow rate and flow properties. Using the
direct numerical simulation results, the flow rate of fluid phases can be related to
the pressure drop. Since the size of the flow domain is small and the pressure drop
calculation can be very sensitive to the method deployed due to the small sample size
used, it is not possible to calculate the pressure drops based on the difference between
the pressures at the inlet and the outlet of the porous media. Instead, it is better to
represent the link between the pressure drop and the different forces controlling the
flow field. In theory, pressure can be defined at any point, while pressure gradient
will be the factor that drives the fluid flow, yet it is not evident how pressure should
be averaged in pore-scale models [143]. In this work, the definition of the pressure
gradient calculated based on the rate of work done by the fluid in the pore space, was
used. In a single-phase flow, it can be assumed that the work done on the fluid by the
dynamic pressure drop is dissipated by the viscous force, neglecting the inertial terms
effect at the pore space are negligible. The work done can be defined as:
dWPd
dt
= −∆PQ (4.4)
dWµ
dt
= Q
∫
V
(∇ · (µ∇u)) · udV (4.5)
where, dWµ
dt
is the rate of dissipation of the energy in the fluid due to internal viscous
forces. By equating the two equations shown in (4.4 and 4.5), the pressure drop in both
phases can be calculated alternatively in the represented porous model. In the rest of
this chapter, the pressure drop will be used as a reference to the work done on the fluid
phases in the porous media divided by the flow rate, which can be written as:
∆Pµ = Q
∫
V
(∇ · (µ∇u)) · udV (4.6)
where, Eq. (4.6) calculates the pressure drop as the energy loss in both phases
due to viscous dissipation per unit flow rate of both phases. Using the aforementioned
method, it is possible to define the macroscopic pressure drop per phase as:
∆Pa =
1
Qa
∫
V
(∇ · (µ∇u)) · udVa (4.7)
106
Hence, ∆Pa can define the pressure drop in individual phases, which is used in
the definition of the dynamic effective permeability per phase Eq. (4.3). Using the
previous definitions, it is possible to relate to the dynamic pressure gradient and the
capillary field using the Navier-Stokes equations. Similarly, the capillary pressure drop
can be calculated as defined in Chapter 2, where the rate of work done on the fluid by
the capillary field (fs∇pc), per unit flow rate is:
∆Pc,a =
1
Qa
∫
V
(fs∇pc) · udVa (4.8)
Looking at the capillary pressure formulation, it should be noted that the Darcy-
scale flow potential in two-phase is the result of work done by the capillary field and the
dynamic pressure gradient force that is equal to the work done by the viscous forces.
In other words, for the energy to be conserved, the dynamic pressure for multiphase
flow should be different from that used in the Navier-Stokes equations, ignoring the
inertial force effect. One significant advantage of the mentioned approach in calculating
pressure drops is that the Darcy equations will be strictly a statement of energy balance,
which can help in studying the effect of the interfacial energy and the gravity potentials
accurately.
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4.4 Investigating Different Flow Proprieties on Var-
ious Porosities
This section presents different numerical results for water injection simulations (re-
moving the oil phase) with different water surfactant properties, i.e. surface tension
and wetting conditions on the micro-CT porous structures presented in the previous
section. The size of the porous media and the mesh size are givem in Table 4.1. To
predict the behaviour for the oil removal process, the developed solver presented in
the previous chapter was used. The solver numerical setup is similar to the T-junction
test case discussed in Chapter 3. Using the newly developed solver interPore, it was
possible too predict the oil transport by tracking the water oil interface. In all the
simulations presented in this section, the flow is injected in the x-direction as seen in
Fig. 4.3. it should be noted that the direction of the flow will drive the permeability
results. Fluid properties for water and oil are presented in Table 4.2 and will be used
for the rest of the simulation as constant values.
Table 4.2: Fluid Properties
Property Density ρ (kg/m3) Kinematic Viscosity ν (m2/s)
Water 998 1.004x 10−6
Oil 806 2.8x 10−6
4.4.1 Case Setup and Imposed Conditions for Primary Water
Injection
In the primary drainage simulation for the oil phase, the water injection was used at
the inlet in order to study the effect of imposed wetting conditions on the oil phase
removal. During the primary drainage simulation, a zero-gradient boundary condition
for the indicator function (α) for the inlet and an (inletOutlet) boundary condition for
the outlet, with a fixed value of (α = 1), was used. The dynamic Kistler Boundary
Conditions (KBC) for the rest of the porous walls was imposed, while for the inlet
velocity a constant flow rate was imp osed, as shown in Fig. 4.3. A zero gradient
boundary condition for the pressure at the inlet and a fixed value zero at the outlet
were also used. Fig. 4.3 corresponds to the initial time step after using the (setField)
function to set the pore volumes for the water phase into the pore space from the left
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Figure 4.3: A visualization of the pore space for the Berea Sandstone B1, and the initial
condition for the indicator function (alpha) with the prescribed boundary conditions
side. This means that before starting the simulation all the elements located at the
first 10% of the domain are set to have a constant value of (α = 1) so as to reduce
the instability at the inlet boundary condition. Finally,the surrounding walls of the
porous media are considered walls. Table 4.3 presents the case setup for the different
wetting conditions that will be used in the rest of the chapter. Each wetting condition
represents a different surface response for the water/oil interaction.
As reported in Table 4.3, the simulation results are presented at various injection
flow rates that start from 1 × 10−8m3/s. Different representations for the dynamic
contact angle have been simulated to demonstrate the effect of dynamic wetting con-
ditions on the effective permeability and phase saturation. In the primary drainage
simulations, since the current model does not capture wetting film flow when the film
thickness is less than the grid element size, it was not possible to reach the maximum
possible saturation of the water phase. A detailed analysis of the effect of fluid proper-
ties is beyond the scope of this research; however, the variation of surface tension forces
is studied briefly. Also, this subsection will link the effect of the capillary number and
wetting conditions to the trapped oil clusters during the drainage process.
It should be noted that the main disadvantage of simulations modelling using the
VoF method, is its high computational cost. The simulation time has been found to
depend on the boundary conditions, fluid properties and the capillary number. The
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Table 4.3: Case set up for wetting conditions and average flow rate: the surface tension, σ, used
in all the simulations is constant and equal to 0.024 (kg/s2), except in the BM5 case, which has
a value of 0.0221 (kg/s2)
Model Case
Injection
flow
rate
(m3/s)
Advancing
Contact
Angle
Receding
Contact
Angle
Average
Capillary
no.
Average
Reynolds
no.
B1 BM1 1x10−8 120 65 2.05x10−3 229
B1 BM2 1x10−8 31 31 1.87x10−3 208
B1 BM3 1x10−8 8 6 1.72x10−3 205
B1 BM4 1x10−9 8 6 1.66x10−4 20
B1 BM5 1x10−8 120 65 2.07x10−3 227
A1 AM1 1x10−8 120 65 6.6x10−4 74
A1 AM2 1x10−8 31 31 5.9x10−4 65
S1 SM1 1x10−8 120 65 1.5x10−4 6.71
B2 B2M1 1x10−8 120 65 1.41x10−4 6.27
resultant simulation shows that the run time increases signicantly as the capillary
number (νUavg
ρ
) value decreases to lower than (1 × 10−5). Longer time was needed to
run all the models after showing signs of saturation stability. On average, it was found
that one simulation for water injection at a capillary number of (1 × 10−5) may take
around one week of computing and data analysis. Table 4.3 gives a full description of
Reynolds number and capillary number calculated for each individual case setup for
the oil drainage simulations.
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4.4.2 Primary Water Injection Using Different Wetting Con-
ditions for Different Capillary Numbers
This subsection starts with a prediction of water injection behaviour for the Berea
Sandstone (B1). In order to illustrate the fluid behaviour, a representation for capillary
pressure, oil and water saturation and permeability for each case will be shown. Also,
to present the water/oil phase interaction inside the porous structure, a cross section
slice at the middle of each porous media was selected to represent the phase fraction
and the oil clusters.
Three different different dynamic wetting conditions (BM1, BM2 and BM3), as
shown in Fig. 4.4 where considered, where a comparison between the phase saturation
at the beginning and the end of the water injection process at the same capillary
number order of magnitude is provided. Comparing Fig. 4.4a, 4.4b and 4.4c, shows
that the point of intersection between the two saturation lines is shifted to the left with
respect to time in Case b and Case c. This shift presents the effect of intermediate and
low wetting conditions values imposed on the oil drainage process. Also, as expected, a
very high water capillary pressure is observed in Case when compared to the dynamic
wetting low values of Case b and Case c. The difference in capillary pressures indicates
the direct impact of intermediate and low contact angle values on the oil and water
capillary pressure. The effect of the lower capillary pressure for water in Case b and
Case c is reflected on the permeability plots on the right hand side of Fig. 4.4, which
differ from Case a. Also, the permeability curves for Case b and Case c look almost
exactly the same, thus indicating that a change in the wetting boundary condition does
not affect the invasion capillary pressure.
Reflecting the previous saturation curve for the transport of the oil phase, the
results presented in Fig. 4.5 show the size of the trapped oil phase. It was predicted
that in case of a low dynamic contact angle value, the trapped droplets would be
smaller compared to the high dynamic contact angle results (circled in red), due to the
adhesion force present in the former case.
When investigating the 3D representation for Cases BM1, BM2 and BM3, as seen
in Fig. 4.6, it is clear that the size of the trapped oil clusters is smaller in Case BM1, as
mentioned before, compared to cases BM2 and BM3. Nevertheless, it presents a larger
number of clusters than the other two cases. This observation shows the importance
of the wetting condition on the oil cluster formation, where the contact angle force has
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(a) Case BM1 (θA = 120
◦, θR = 65◦, ST = 0.024kg/s2,Ca = 2.05x10−3)
(b) Case BM2 (θA = 31
◦, θR = 31◦, ST = 0.024kg/s2,Ca = 1.87x10−3)
(c) Case BM3 (θA = 8
◦, θR = 6◦, ST = 0.024kg/s2,Ca = 1.72× 10−3)
Figure 4.4: Plots of the capillary pressure in both phases (first row) and the computed effective
permeability curves, showing the effect of surface wetting conditions at a constant injection rate
a big influence on the oil transport at the same porous structure and flow rate. Also,
for the 3D representation a very small difference between Case BM2 and Case BM3
emerged due to the close contact angle value imposed.
When considering the effect of the water injection flow rate on the oil transport,
Cases BM3 and BM4 can be compared as they share the same wetting conditions.
Comparing these two case, which represent a decrease in the injection flow rate, there
is a significant change in the permeability curve, as shown in Fig. 4.7b. Due to
the decrease in capillary pressure shown in Fig. 4.7a the flow behaviour noticed to be
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(a) Case BM1 (θA = 120
◦, θR = 65◦,ST = 0.024kg/s2,Ca = 2.05x10−3)
(b) Case BM2 (θA = 31
◦, θR = 31◦, ST = 0.024kg/s2,Ca = 1.87x10−3)
(c) Case BM3 (θA = 8
◦, θR = 6◦,ST = 0.024kg/s2,Ca = 1.72x10−3)
Figure 4.5: Cross section showing the water phase in blue and oil phase in yellow, when com-
paring Cases BM1, BM2 and BM3. The red circles are used to highlight the trapped oil droplets.
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Figure 4.6: A 3D visualization for the oil residuals for Cases BM1, BM3 and BM3 at time =
0.0155s
changed as compared to Case BM3. The difference in behaviour can be noticed from the
shifted intersection point for saturation curve (saturation curve in Case BM4 is shifted
to the right with respect to time), which represents a different water invasion behaviour
during oil removal. The shifted intersection was predictable because the lower injection
flow rate, Nevertheless, the predicted capillary pressure indicates a change in the flow
behaviour as compared to Case BM3. When considering the saturation curve on 2D
slices presented in Fig. 4.8, it can be seen that the amount of trapped oil in Case BM4
is less than for Case BM3. The low velocity of the water phase effect seen in Case
BM4 allows more time for the unconnected cluster formation to transport in the flow
direction and to overcome the wall resistance. As a consequence, a higher permeability
curve was obtained, as can be seen in Fig. 4.7b. Nevertheless, to get a more accurate
prediction for Case BM4, more time should be allowed for the simulation at a lower
capillary number.
Also, the behaviour for the trapped oil droplets in Case BM4 at the low capillary
number shown in Fig. 4.8 is different to that of BM3. The differences are found to
be due to the high capillary pressure developed during the slow water injection at a
low contact angle value. The small difference between the average capillary pressure
values for water and oil in BM4 shown in Fig. 4.7b has a significant impact on the
permeability values. Also, for the case of a lower capillary number, as in Fig. 4.8 , the
size of the trapped oil phase cluster is similar to the higher capillary numbers imposed.
Moreover, using the micro-scale simulation provided a direct link between the physical
changes in the pore scale and its reflection in the macroscopic parameters.
Similar to the previous observation, using the 3D representation for the oil residuals
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(a) Case BM3 (θA = 8
◦, θR = 6◦,ST = 0.024kg/s2,Ca = 1.72x10−3)
(b) Case BM4 (θA = 8
◦, θR = 6◦,ST = 0.024kg/s2,Ca = 1.66x10−4)
Figure 4.7: Plots of the capillary pressure in both phases (first row) and the computed effective
permeability curves, showing the effect of the capillary number
shown in Fig. 4.9 allow to obtain the relation between the cluster size in the two models.
It is important to mention that, some oil clusters close to the porous walls were found to
be very similar in size, shape and location. This clusters are formed due to the effect of
the wall boundary condition, whereby the imposed zero velocity at the walls increases
the trapping at the walls. However, in an actual flow scenario, the porous (four) walls
should not affect the flow behaviour, so it is recommended to use a cyclic boundary
condition at the porous walls in order to increase the accuracy of the modelling process.
Similar to the model B1, the effect of the imposed contact angle on A1 was investi-
gated. Due to the change in porous structure, a different oil behaviour was predicted
using the developed solver. As shown in Fig. 4.10a, a low oil capillary pressure value
was predicted in Case AM1, which was reflected in the slow oil saturation decrease in
the time permeability curve. Also, when studying the saturation curve in Fig. 4.10a,
it was observed that oil saturation reached a constant value of almost 25% towards
the end of the simulation. While for Case AM2 a faster decrease rate was observed at
the oil saturation curve Fig. 4.10b. The oil saturation in Case AM2 reaches almost
5% before equilibrium. The difference seen between Cases AM1 and AM2, shows the
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(a) Case BM3 (θA = 8
◦, θR = 6◦, ST = 0.024kg/s2,Ca = 1.72x10−3)
(b) Case BM4 (θA = 8
◦, θR = 6◦,ST = 0.024kg/s2,Ca = 1.66x10−4)
Figure 4.8: Cross section showing the water phase in blue and the oil phase in yellow for
comparison of Cases BM3 and BM4
direct link between the wetting condition and porous structure.
Nevertheless, comparing the permeability curves in Fig. 4.10a and Fig. 4.10b, a
higher rate of decrease in oil permeability is observed in case AM2. It can also be
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Figure 4.9: A 3D visualisation for the oil residuals for Cases BM3 at time = 0.0155s and Case
BM4 at time = 0.041s
seen that the water permissibility in Case AM2 is shifted to the right (with respect to
saturation), thereby showing the effect of a lower contact angle value on oil transport.
Finally, inverse capillary pressure was seen between Case AM1 and Case AM2 for
the imposed contact angle. The observed capillary pressure presented a direct link
between the decrease in oil saturation and the wetting conditions. Also, a higher
(a) Case AM1 (θA = 120
◦, θR = 65◦, ST = 0.024kg/s2,Ca = 1.5x10−4)
(b) Case AM2(θA = 31◦, θR = 31◦,ST = 0.024kg/s2,Ca = 5.9x10−4)
Figure 4.10: Plots of the capillary pressure in both phases and the computed effective perme-
ability curves, showing the effect of varying the imposed contact angle
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capillary pressure was seen in Fig. 4.10a, which was reflected in a longer duration
of the oil removal process. Moreover, the saturation curve intersection for both cases
in Fig. 4.10a and Fig. 4.10b at t = 0.02s (for different saturation values) shows that
regardless of the entry pressure effect, the overall saturation prediction can be achieved
using the upscaled model from the pore scale simulation.
Reflecting on the observations of the permeability curves in Fig. 4.10 for the wa-
ter/oil representation seen in Fig. 4.11, it can be that AM2 is found to have the least
oil residual clusters in all the presented simulations. As predicted from the perme-
ability curves, it emerges that the water interface front at a low contact angle value
decreases the effect of the oil residual structure. As a result, the oil removal process has
been very much affected in Case AM2. However, comparing AM2 to AM1, it noticed
that a fingering pattern can be seen in Fig. 4.11a, which is responsible for decreases
the number of trapped oil clusters as well as the oil removal rate during the drainage
process.
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(a) Case AM1 (θA = 120
◦, θR = 65◦, ST = 0.024kg/s2,Ca = 1.72x10−3)
(b) Case AM2 (θA = 31
◦, θR = 31◦, ST = 0.024kg/s2,Ca = 1.66x10−4)
Figure 4.11: Cross section showing the water phase in blue and oil phase in yellow when
comparing Cases AM1 and AM2
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4.4.3 Effect of Porosity During Primary Water Injection Us-
ing Dynamic Wetting Conditions
In order to understand the behaviour of oil phase transport through a porous structure,
the effect of porosity and its relevance to the oil removal process needs to be examined.
The porosity is considered to be an important factor in characterising the flow be-
haviour using the developed numerical simulation in a complex porous medium. This
subsection is dedicated to comparing different porous structures and internal porosity
values, whilst also predicting the permeability curves for different porous models. First,
a comparison the previous two porous structures (B1 and A1) is presented in Fig. 4.12,
showing the oil phase distributions at t = 0.02 secs. The water saturation at t = 0.02s
for BM1 Fig. 4.12-a is found to be around 75%, while for BM2 Fig. 4.12-b it is about
86% for the same injection flow rate. Regarding the visualisations of the water phase
at t = 0.02s in Fig. 4.12-a shows the presence of large clusters of the oil phase (yellow)
partially connected to the outlet, while in BM2 Fig. 4.12-b, this illustrates how the oil
phase clusters are trapped and surrounded by the water phase.
Figure 4.12: A visualisation of the indicator function (αSh): blue represents the water phase
and yellow the oil phase, after 0.02 secs of water injection, for a capillary number of 8x10−5; a)
presents BM1, b) presents BM2, c) presents AM1, and d) presents AM2
Comparing Case BM1 with Case AM1 (for which they share the same water in-
jection flow rate and imposed wetting conditions), as seen in Fig. 4.12-c, it is found
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that water saturation at t = 0.02s is around 49%. The lower value of water saturation,
as seen between the two models (BM1 and AM1), is due to the lack of unconnected
paths in the A1 model. Also, similar behaviour was found in AM2 Fig. 4.12-d, where
it emerged that only 50% of the water saturation invaded the porous media at the
same time step. It is important to note that, the porosity value for the two models (B1
and A1) was found to be close (see Table 4.3); however, the link between porosity and
liquid behaviour during oil drainage process found to be very important. Also, a small
difference was noticed in oil saturation between Cases AM1 and AM2 at this particular
time step compared to Cases BM1 and BM2 under the same boundary conditions, due
to the permeability values shown in the previous section. Moreover, it is important to
point out that the numerical model used does not consider layer flow through corners.
So, if the layer thickness is smaller than the mesh size at the pore corners, the devel-
oped solver will not be able to capture its effect. This may increase the calculation
error in some cases, although it has been reported by Dong [140] that the flow through
such layers is slow and will not have a significant effect on the results.
To extend the porosity investigations, two more porous structures are considered in
this section. Porous models B2 and S1 found in Table 4.3 present a tight porous struc-
ture effect on the fluid behaviour. In order to conduct an accurate comparison based
on the porosity effect. Cases SM1 and B2M1 share the same imposed flow conditions
as AM1. Similar to the previous section a compression between the saturation curves
and flow pattern using a cross section at the middle of each model was made.
Comparing Case AM1 (which presents a porosity of 41.9%), as seen in Fig. 4.13a
and Case SM1 (which presents a porosity of 13.29%), as seen in Fg. 4.13b, the sig-
nificant effect of porosity on capillary pressure behaviour can clearly be seen. This
significant effect shows that both phases of capillary pressure are found to increase
during the injection process with a tight SM1 porous structure. When comparing the
capillary pressure behaviour between Cases SM1 and AM1, it is observed that in Case
SM1 the values of the capillary pressure are higher than those for Case AM1. Also,
it is clear that the capillary pressure value is not decreasing in Case SM1 compared
to Case AM1. This can be a significant characteristic behaviour for capillary pressure
when there is a tight porous structure, where the narrow or blocked paths induce a
higher capillary pressure that increases over time for both phases. This blocked paths
also reflect the tortuosity and the permeability effect of the porous structures.
Also, by looking closer at the saturation curves presented in Fig. 4.13a and Fig.
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(a) Case AM1 (θA = 120
◦, θR = 65◦,ST = 0.024kg/s2,Ca = 1.5x10−4)
(b) Case SM1(θA = 120
◦, θR = 65◦,ST = 0.024kg/s2,Ca = 6.6x10−4)
(c) Case B2M1 (θA = 120
◦, θR = 65◦, ST = 0.024kg/s2,Ca = 1.4x10−4)
Figure 4.13: Plots of the capillary pressure and saturation curves for both phases and the
computed effective permeability curves, showing the effect of varying porosity across Cases AM1,
SM1 and B2M1
4.13b, a slow rate of oil removal is found in Case SM1. In addition, compared to Case
AM1 the saturation curve intersection for SM1 has shifted to the right with respect to
time, which signifies a difficulty during the injected phase in finding wide connected
paths between the inlet and the outlet. As a consequence of the saturation curve
represented in Fig. 4.13b, the oil permeability curve shown in the same figure is found
to have a higher value compared to Case AM1. The permeability value indicates that
(as seen in saturation curves) it will take a longer time to reach the oil saturation steady
state, with a high possibility of larger clusters of trapped oil. It is also important to
note that, by capturing the macroscopic behaviour for SM1 during drainage process,
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one can reflect using the previous section (for the effect of different wetting) to change
the imposed wetting condition to enhance oil recovery.
For a deep understandingforof the effect of the permeability curve on the trapped oil
cluster in a tight porous structure, S1, the patterns of water penetration, as shown in
Fig. 4.14, can be compared. The tight porous media SM1 Fig. 4.14b shows a significant
amount of trapped fluid compared to AM1 Fig. 4.14a. The high capillary pressure, as
illustrated in the previous Fig. 4.13 in SM1, also represent importantly relation between
porosity value and wetting condition. The trapped oil phase clusters are even bigger
than with the B1 model. This observation can be explained by the fact that at low
capillary numbers the viscous forces are lower, and the capillary pressure generated
in the oil phase clusters can oppose the dynamic pressure gradient force as well as
the viscous drag force between the two phases for bigger trapped oil droplets. Also,
in the presence of low value porosity, the permeability effect increases the influence of
trapping during water injection. Based on the results presented in the previous section,
the maximum capillary field found in the oil phase droplet is inversely proportional to
the oil droplet size. Hence, at a high capillary number, the size of the droplet should
be smaller such that the magnitude of the capillary field in the droplet will be greater
than the capillary pressure gradient. However, the droplet size has been shown to be
also related to the porosity value. The size directly reflects in the capillary pressure,
as it is observed that at low porosity models the induced capillary pressure is higher
than A1 model.
Comparing the B2 tight porous structure seen in Fig. 4.13c to S1 and A1 at the
same imposed contact angle, it can be seen that there is a higher capillary pressure
compared to Case SM1 and AM1. The higher predicted capillary pressure is a result
of the low porosity value with a complex porous structure between the inlet and the
outlet. The higher oil capillary pressure was reflected in the oil permeability prediction
compared to Case SM1, where oil saturation was shown to be faster under the same
water injection rate. It should also be noted that, in Fig. 4.14c, the trapped oil phase
was found to be less compared to Case SM1. The reason for this is due to the flow
behaviour during the water injection, whereby the water front was accessed with a
larger number of pores connected to the outlet of the porous media.
Visualisation of the oil phase presented in Fig. 4.15 shows that there are larger
clusters of the water phase connected to the outlet in Case AM1 than for Cases SM1
and B2M1. This implies that not all of the oil phase at the end of the simulations is
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(a) Case AM1
(b) Case SM1
(c) Case B2M1
Figure 4.14: Cross section showing the water phase in blue and oil phase in yellow, when
comparing cases AM1, SM1 & B2M1
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Figure 4.15: A 3D visualisation for the oil residuals for Cases SM1, AM1 and B2M1 at time =
0.05 secs
trapped. Moreover, the 3D representation in Fig. 4.15 captures a snapshot of the oil
clusters at an early stage (time = 0.05 secs) and it is absolutely clear that for the S1
and B2 tight porous media, the water phase behaviour is quite different. This could be
assumed to be because they share a similar porosity and hence, may behave the same
during the oil drainage process.
The simulation results show that the (inlet/outlet Velocity) boundary condition
for velocity at the outlet allows the connected clusters of the water phase to exit the
domain. This implies that the residual water phase saturation will be decreased to a
lower value given sufficient time. The results in Fig. 4.15 and Fig. 4.6 indicate that
the flow is not dominated by capillary fingering as the capillary number decreases.
The scan sizes used in this study have been found to be not big enough to sample a
sufficient number of capillary fingers and thus, obtain representative results for cases of
low capillary numbers. In fact, in all the presented cases the water front characteristics
were obtained using the middle cross section slice. Using the cross section results, as
seen in the previous section, a wide range of water and oil behaviour based on wetting
conditions, porosity value and injection rate has been shown.
It is important to mention that using the link between the 3D representation and
the saturation and permeability curves, provides a better understanding of the oil
transportation behaviour during the drainage process. Moreover, using the 2D slices
from the water and oil representation was found to be helpful for analysing trapped
oil cluster behaviour. Further, the developed solver using the adaptive compression
scheme was able to predict the microscopic transport behaviour for the oil clusters,
as well as the injection water behaviour. The direct link made using the developed
solver between the microscopic behaviour using the interface tracking method and the
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macroscopic calculation for the permeability is a major contribution of the research.
The results presented work in this chapter were extended to include two test cases
for secondary oil drainage behaviour. Appendix A.4 touches very briefly on oil flow
behaviour in the presence of water during the secondary water injection process.
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4.4.4 Effect of Surface Tension on Oil Drainage Behaviour
This subsection considers very briefly the the effect of different surface tension on the
oil drainage process. when comparing Case BM1 and Case BM5 (case setups provided
in Table 4.3), Fig. 4.16 show the effect of varying the curve tension on the process
saturation curves and the permeability calculations. As seen in the saturation curves
in Fig. 4.16a and Fig. 4.16b, no major change was noticed between the two plots in
terms of saturation or capillary pressure. However, looking at the permeability curves,
it can be seen that there is a change in the water permeability curve for Case BM5.
The calculated change in the permeability in Case BM5 compared to BM1, shows a
change in the water phase behaviour during saturation process, which leads to less
permeability in this case.
(a) Case BM1 (θA = 120
◦, θR = 65◦,ST = 0.024kg/s2,Ca = 2.05x10−4)
(b) Case BM5(θA = 120
◦, θR = 65◦,ST = 0.0221kg/s2,Ca = 2.07x10−4)
Figure 4.16: Plots of the capillary pressure and saturation curves for both phases and the
computed effective permeability curves, showing the effect of varying porosity between Cases
BM1 and BM5
Reflecting the permeability prediction on Fig. 4.17, it can be that in some locations
the trapped clusters blocked the water paths to the outlet. Whilst it will be difficult
to trace the exact location of the trapped clusters from the 2D slice by analysing the
3D images for the porous structure, it is noticed that some blockage is found in the Y-
direction. This observation leads to the recognition of the importance of surface tension
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forces when it comes to trapped oil cluster transport. As can be seen, by decreasing
the surface tension value in case BM5, the overall percentage for the oil removal was
not affective, whilst the water phase capillary pressure decreased due to a decrease in
surface tension forces per unit area.
(a) Case BM1 (θA = 120
◦, θR = 65◦, ST = 0.024kg/s2,Ca = 2.05x10−3)
(b) Case BM2 (θA = 31
◦, θR = 31◦, ST = 0.0221kg/s2,Ca = 2.07x10−3)
Figure 4.17: Cross section showing the water phase in blue and oil phase in yellow, when
comparing Cases BM1 and BM5
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4.5 Concluding Remarks
In this chapter, two-phase flow simulations of micro-CT reconstructed porous media
have been presented. A numerical framework relating the forces controlling the flow
at the pore scale to obtain a better understanding of the Darcy-scale pressure drops
in relation to different wetting conditions has been provided. Moreover, the effect of
the capillary number was studied by comparing the simulation results for different
inlet injection flow rates, which reflect different capillary numbers for each porous
media. The pressure drop in each individual phase was computed to define the rate
of viscous dissipation of energy in each phase. Using this framework, it was possible
to characterize the permeability. Moreover, the effect of the capillary number on the
trapped oil phase as well as that on wettability and porosity on oil cluster sizes have
been elicited.
The numerical results presented in this chapter for modelling two-phase flow simu-
lations on reconstructed porous media show that the trapping oil cluster can be charac-
terised based on the imposed wetting conditions. Based on this approach, by imposing
different wetting conditions, the trapped cluster illustrated various across the porous.
When the size of the trapped droplet is large, the effect of imposed contact angle was
illustrated showing the oil behaviour during drainage process. In some situations, the
oil droplets are seen to decrease in size by going through the narrower throats and
then breaking into smaller droplets due to an insufficient pressure gradient. In fact,
the oil droplet size has emerged as decreasing until the capillary pressure field is able
to oppose the dynamic pressure gradient force.
Further work is needed to quantify the role played by three phase flow in con-
fined porous media. That is, future work could be directed at studying fluid tracking
methods in more than two fluids, which will pose a big numerical challenge. However
understanding the effect of a third phase on oil and gas transport is very important.
Also, it is considered that illustrated results in this chapter can be used as a start-
ing point to the next step research regarding two-phase flow transport under different
thermal effects, which play important role in changing viscosity and wettability.
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Chapter 5
Drop Impact on Micro-CT Porous
Media
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5.1 Introduction
Micro-scale fluid phenomena are involved in various applications and research areas
[38]. Understanding the behaviour of droplet spreading on porous media is important
for a variety of industrial applications, such as ink jet printing, raindrops on textiles,
spray paint on wood, penetration of raindrops into building walls, needleless injections,
the coating of porous materials, irrigation, among many others. Droplet spreading on
solid flat surfaces has been the subject of numerous experimental and numerical studies
over the last few decades [144, 145]. However, droplet impact on porous media is still
far from being understood. Studies of such micro-scale fluid phenomena need careful
and combined consideration of droplet dynamics and porous media characteristics.
Generally, this phenomenon is controlled by two main counter-acting processes:
droplet spreading on porous surfaces and imbibition inside the porous media [10]. As
the droplet spreads onto the surface it also fills the voids of the porous material due to
capillary action. The spreading behaviour of the impinging droplet on the surface is
known to depend on the liquid properties, i.e. density, viscosity and surface tension as
well as impact conditions, such as droplet size, impact velocity, and surface wettability
[146]. Absorption, on the other hand, is governed by both, the liquid and the porous
medium properties, including porosity, pore size and pore wettability [37].
In recent studies, it had been identified that the spreading of impacting droplets on a
porous medium is influenced by hydrophobic dynamic contact angles (i.e. hydrophobic
wetting conditions), in particular the hydrophobicity of the porous surface limits the
droplet in a maximum spreading condition [11]. Given the difficulty of visualising the
status of a liquid within porous media, the absorption of impacting droplet has been
rarely studied with regards to real complex porous media.
Different experimental methods have been used in visualising the absorption process
inside porous media have been used to observe directly the liquid content redistribution
within [10]. Absorption in porous media has been studied with several non-destructive
techniques, including X-rays, neutron and gamma-ray radiography, magnetic resonance
imaging (MRI) and nuclear magnetic resonance.
Most of the experimental studies have been focused on depleting droplets, as dis-
cussed by [147], where the contact radius variation during droplet absorption is mod-
elled. Also, Clarke et al. [45] determined the absorption of deposited droplets into
microporous filter membranes was determind by measuring the volume of deposited
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droplet remaining on the surface. An analytical model based on the the Lucas-
Washburn equation was proposed, assuming only vertical liquid uptake and using con-
stant permeability. However, several experimental studies have shown that droplet ab-
sorption does not follow Washburns law for liquid uptake in granular media [148, 149].
The absorption process of an impinging droplet has been fully characterised in [10]
from spreading to evaporation in terms of absorbed mass during droplet depletion and
moisture for three different natural stones. Lee et al. [11] reported that the drop base
reaches its maximum quickly in the first step and then shrinks in the second. Also,
Lee et al. [11] stated that the contact line pins at maximum spreading on the porous
stone, which determines the liquid contact area on the porous structure.
Droplet spreading on simplified shapes representing porous structures has been in-
vestigated using numerical methods in a limited number of studies [24, 150]. Moreover,
a limited number of CFD studies have been published in the literature regarding the
effect of porous media heterogeneity on imbibition using explicit porous geometry. In
Davis and Hocking [151], models were developed to study the time evolution of drop
spreading, the position of the contact line and liquid motion using a pore network
model. In [152], three-dimensional simulations were carried out to study the effect of
impact velocity and surface roughness. The spreading of droplets shown in [152] when
deposited onto a substrate consisting of randomly placed and orientated freely pene-
trating disks using the lattice-Boltzmann method. The same methodology was used
in [153] to simulate pore-level droplet spreading on a porous surface and to investigate
the power law time evolution of the wetted zone radius.
The aim of this chapter is to study numerically the characteristics of a droplet in-
teracting with a real porous surface, using the 3D porous media described in Chapter
4. A direct comparison of simulation versus experimental results found in [11] is pre-
sented. Finally, an investigation of the time evolution of impinging droplet shape as
well as the velocity on two different porous media is presented. The effects of wetta-
bility and surface tension are probed, with the purpose of understanding the spreading
and penetration behaviour for single and multiple droplets.
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5.2 Case Setup
Three-dimensional simulations for droplet impacting and penetrating porous media
are examined in this chapter. The computational domain and the grid are shown in
Fig. 5.1, whilst the applied boundary conditions are shown in Fig. 5.3. The grid
representation in Fig. 5.1 and 5.2 shows the complexity of the mesh refinement needed
to capture the complex porous features. Moreover, Fig. 5.2 presents the hybrid mesh
constructed to join the porous structure mesh and the box mesh regions together.
The initial conditions for the simulated geometry are illustrated in Fig. 5.3, while
the material properties and the initial conditions for the impacting liquid (water) are
summarised in Table 5.1.
Different values for the wetting conditions are illustrated in Tables 5.1, 5.2 and 5.3,
where different numerical simulations were performed to show the influence of wetting
on spreading behaviour using two different porous media. The initial droplet radius
has been varied between 0.5 and 1.6 mm. For the initialisation process, a set field was
used at the first time step to set a spherical liquid drop inside the numerical domain
to place the liquid phase on top of the porous surface.
Two different porous media were used to show the effect of porosity and porous
structure influence on spreading and absorption, as mentioned in the previous section.
Berea sandstone and carbonate porous media with porosity of 18.5% and 23.3 % were
reconstructed using the same method described in Section 4.2. Each porous domain
was linked to an upper box, as shown in Fig. 5.2, which contained the droplet set field
at the middle of the domain.
5.2.1 Numerical Setup
The numerical setup for the two different porous domains is shown in Fig. 5.3 (a). For
the porous structure and for the wall surface on top of the porous media, the dynamic
Kistler boundary conditions (KBC) were used. The Kistler model, as explained in
Table 5.1: Properties of water droplets and impact conditions for the drop test
ρ(Kg/m3) µ(Kg/ms) σ(N/m)
Water Properties at 25 deg C 998 0.001 0.07− 0.05
R0(mm) Vi(m/s) We Re
Impact conditions 0.5− 1.6 0.5− 1 10− 20 498− 1000
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Chapter 1, can be used to determine the dynamic contact angle. The Hoffman function,
fHof , as θdyn = fHof [Ca + f
−1
Hof (θe)], where θe is the equilibrium contact angle and
Ca the capillary number calculated based on an spreading velocity was utilised. For
the interface that connects porous voids and the box domain, an interior conformal
interface was used, as shown in the zoom in Fig. 5.2. A fixed value pressure and
mixed type boundary condition (pressure-Inlet-Outlet) for the velocity was used as
a boundary condition at the top of the domain box, as shown in Fig. 5.3 (b), to
represent the open atmospheric conditions. While a zero-gradient boundary condition
for the pressure for the rest of the porous media domain were used, as shown in Fig.
5.3 (c), representing a solid wall.
Figure 5.1: Numerical model for Berea and carbonate porous media. (a and d) represent the
original Mico CT for the two different porous media [9]; (b and c) represent the computational
mesh for the Berea sandstone; (e and f) represent the carbonate
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Figure 5.2: Representation of hybrid grid transformation from conformal mesh (at the box
region) to conformal Hexa denominated mesh (at the porous region)
The developed solver interPore was used to track the droplet interface during the
spreading and penetration event. All the numerical schemes setup is similar to T-
junction test case presented in Chapter 3. Various wetting boundary conditions were
used during this study to characterise the relation between spreading and penetration,
with Table 5.3 summarising the conditions used, which contained two sets of dynamic
contact angles imposed independently. The surface contact angle (SCA) was imposed
on the solid surface of the porous medium, while the second set of contact angles
was imposed inside the porous medium to the pores all namely (Pore contact angle
(PCA)). The SCA was applied to two sets of dynamic wetting conditions to simulate
hydrophilic and hydroponic surface spreading. While the PCA was allocated a range of
Table 5.2: Properties of porous stones and mesh quality
Berea carbonate
Average Porosity 18.5% 23.3%
Average Pore Size (microns) 45.9 73.1
Max aspect ratio 11.9796 7.54027
Number of cells 5689735 3777008
Max non-orthogonality (degrees) 78.2862 76.1127
Max Element length (meters) 1e−4 9e−5
Max skewness 11.024 11.4674
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Figure 5.3: Three-dimensional computational domain, mesh and boundary conditions
values, as shown in Table 5.3, to simulate the wetting capillary effect due to constant
and dynamic wetting conditions.
Table 5.3: Imposed contact angle for a porous media surface (using the Kistler dynamic contact
angle model) with different assumptions concerning the contact angle of the pore surfaces (varying
from fully hydrophilic to fully hydrophobic) at an impact velocity of 0.5 m/s and droplet radius
of R = 1 mm
Case Surface contact angle Pore contact angle
Case 1 θA = 125
◦, θR = 25◦ θA = 125◦, θR = 25◦
Case 2 θA = 125
◦, θR = 25◦ θeq = 0◦
Case 3 θA = 125
◦, θR = 25◦ θeq = 180◦
Case 4 θA = 60
◦, θR = 22◦ θA = 60◦, θR = 22◦
Case 5 θA = 60
◦, θR = 22◦ θeq = 0◦
Case 6 θA = 60
◦, θR = 22◦ θeq = 180◦
Case 7 θA = 125
◦, θR = 25◦ θA = 60◦, θR = 22◦
Water droplet properties are presented in Table 5.1, illustrating the different initial
droplet radii and surface tensions being used in this study. Impact conditions are also
listed in Table 5.1 showing the range of the impact velocity used as well as the Weber
and Reynolds numbers. Later in this chapter, the research will be extended to include
five more cases presenting different ranges of velocity and droplet sizes, as shown in
Table 5.4.
In the next section, the described setup will be used for all the cases. First, the
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numerical setup will be validated by comparing it to a similar experimental setup.
Then, it will be used to test a wide range of wetting conditions, droplet sizes and the
impacted velocity effect.
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5.3 Results and Discussion
The following sections will present the numerical simulation results for a wide range of
cases. First, a validation test case will be presented showing the characteristic trend
of droplet spreading over porous media and this spreading trend will be compared to
experimental data. Then, the influence of porous wettability on spreading dynamics
using two different porous media is investigated. Also, the droplet penetration and the
effect of wettability on the inertial spreading and viscous spreading stages are discussed.
In the validation subsection, the code is compared with the standard VoF based solver
of OpenFOAM interFoam.
Figure 5.4: 3D simulated profile (a), 2D Top plan-view profile (b) and Calculated spreading
radius (r) in red (c)
Due to the irregular spreading on the porous surface, the droplet radius at the time
of impact was measured using the average radius based on the best fitted circle. The
fitting circle was calculated based on the water wetting outside the porous structures
during the spreading event using the water volume fraction (α). The topographical
irregularity, this induce in an asymmetrical spreading and absorption profile. Rather
than using the spreading diameter of the droplet, an interpretation of the plan view
surface spreading was preferred. The interpreted spreading diameter was calculated at
a planar located at the surface of the porous media. The locations were then closed by a
series of third order polynomials and integration about the local axes of the discretised
closed shape yielded the wetted area. Figure 5.4 summarise the stages required to
calculate the spreading diameter. In Fig. 5.4-a, a representation of the droplet iso-
surface can be seen, while in Fig. 5.4-b, the wetted area (in grey) just above the porous
structures is presented. Finally, the approximated droplet diameter calculated using
the average wetting surface profiles is presented in Fig. 5.4-c.
in order to study the relation between droplet spreading and penetration the volume
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Figure 5.5: Droplet penetration Iso- surface
of fluid absorbed into the porous structure below the nominal surface was calculated, as
seen in Fig. 5.5. Since the porous fluid paths found in the presented porous materials
are not systematic, the droplet flow into this path will be difficult to trace. Moreover,
based on the penetration, the droplet tend to spread in different ways based on the
wetting conditions and the porous topology.
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5.3.1 Validation of the Numerical Method
The test case used to validate the numerical model is of a droplet impacting on Berea
sandstone with an impact velocity of Vi = 1m/s (We = 20, Re = 1000). The porosity
of the sandstone is 18.5%. The numerical simulation is compared against experiments
reported in [10, 11]. To validate the numerical solver results, the experimental porous
media, namely Meule [10], with an average porosity of 16.6% was used. Despite the nu-
merical and the experimental porous material not sharing the same porous structures,
they share similar average porosity. By comparing the droplet spreading trend to the
experimental results, the numerical accuracy of the developed solver can be measured.
Depending on how close the numerical predictions are, conclusions can be extracted
regarding the evolution of the relation between spreading and penetration. It should
be noted that care must be taken when modelling the wetting conditions, as they
may dominate the spreading behaviour. In order to guarantee that the numerical
and experimental model has the same wetting behaviour, the reported contact angles
by Lee et al. [11] were used. The reported advancing and receding contact angles
are (125◦ and 25◦), respectively, these being used as initial conditions for the imposed
Kistler wetting model. Figure 5.6 shows the normalised time evolution (t/τ), where t
is the time and τ is defined as the inertial time scale of the first stage of wetting, where
τ =
(
ρR3
σ
)0.5
, as defined by Biance et al. [154].
Moreover, the droplet spreading normalised radius (r/R) was used in the same
figure, where R is the initial droplet radius, and r is the calculated droplet radius
over the porous media during spreading, based on the method shown in Fig. 5.4. As
mentioned in the previous section, the spreading radius r over the porous media was
found to be irregular compared to the normal droplet spreading over a flat surface
(not a perfect circular shape). To determine the spreading radius r, the numerical
results were used to calculate the wetted area of the irregular spreading shape, and the
equivalent radius based on the centre of gravity was extracted, as mentioned in Fig.
5.4-c.
As shown in Fig. 5.6, the spreading behaviour between t/τ = 0 to approximately
0.4 found to be increaseing. It was reported by Lee et al. [155] that the droplet diameter
will increase reaching to a maximum spreading value, known as the spreading phase
and then, it stabilises. Whilst for the first phase the same increase is noticed for the
droplet spreading over solid surfaces, the second phase is different when it comes to
141
porous media. For, when a droplet impacts on a porous medium, its diameter remains
almost constant, thus implying that the imbibition phase has started (for this case
at (t/τ)=0.6) [155]. Compared to the droplet impacting on a solid surface (as shown
in Appendix A.2) the spreading diameter usually decreases during the second phase,
which is referred to as the recoiling phase. These phases were well captured by the
newly developed solver, while the standard one failed to predict the correct transition
to the imbibition phase. That is, it overpredicted the spreading, as seen in Fig. 5.6-a
and Fig. 5.6-c. Also, it can be seen that for the imbibition phase the developed solver
has a very close match with the experiments.
Finally, it was observed that, for the spreading phase there are some differences
between the experimental and numerical curve, which indicates a slower spreading
process of the droplet of the numerical model in comparison to the experimental one.
This can potentially indicate that average pore size might not be enough to describe
the spreading process and more information for the pore distribution is necessary.
However, it was anticipated from the beginning that the numerical results and the
experimental results would not be exactly the same due to the difference in the porous
structures used. Using the Kistler boundary condition is a key element to capturing
the correct physical behaviour for the droplet spreading. Nevertheless, when imposing
this boundary condition to the standard solver interFoam, an overestimation for the
spreading was noticed. The reason comes from the incorrectly calculated contact line
velocity during the inertial phase caused by the parasitic currents. The overestimated
spreading is not reflected in the simulation using the modified solver due to the parasitic
current filter used, as presented in Chapter 2. Based on the [154] theoretical power-law
(r/R) as r
R
= 0.8( t
τ
)0.5 was plotted. However, it failed to estimate the correct spreading
behaviour due to the unaccounted for influence of the porous structure and wettability
effect.
According to the proposed experiment in Fig. 5.6-a the droplet diameter remained
constant after reaching its maximum value, showing droplet pinning behaviour at the
maximum spreading (or by the end of inertia phase). The same trend was achieved
using the modified solver regardless of the different porous structure effects, while
the standard solver interFoam failed to predict the pinning behaviour. Also, it is
noticed that standard solver predicted much higher contact line velocities, which led
to a substantial increase in the droplet size (around the rim), which not allow the
surface tension to overcome inertia and this is why no pinning was seen. Figure 5.6-b
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Figure 5.6: Comparison of droplet impacts for D0 = 2.0mm and Vi = 1.0m/s on Berea stone
(numerical) and Meule stone (experimental). (a) is a normalised wetted zone width r/R evo-
lution for water droplets at We = 28.5. Developed solver at wetting conditions of θA = 125
◦
and θR = 25
◦ at the porous surface and porous media; standard solver interFoam at the same
wetting conditions for the porous surface and porous media; the plot also includes the spreading
predictions using the Darcy simulation and power law. (b) snapshots of droplet impact on porous
materials at time = 1 ms. (c) droplet spreading using the developed and standard codes
illustrates a direct comparison between simulation and experiment for a given time step
at 1 ms. It is evident that a good qualitative agreement has been achieved between
the developed numerical model and experimental results.
Also, the numerical Darcy model using the two phase flow solver interFoam was
compared, as shown in Fig. 5.6-a. As can be seen, the Darcy model under predicted
the spreading behaviour during the droplet impacting on the implicit porous media.
However, a similar spreading trend was achieved during the first spreading phase. Nev-
ertheless, two major problems were found when modelling spreading using the Darcy
models, first, the standard Darcy model implementation does not offer the the ability
to impose a wettability effect on the porous domain. This means that the sink term in
the Darcy model should include an extra amount of energy dissipation during spread-
ing in order to model the effect of wettability. Second, the Darcy model does not offer
a direct method for modelling the irregularity presented by actual porous structures,
as for all the spreading behaviour is considered to be symmetrically distributed. Due
to these two factors, the curve prediction using the Darcy model failed to describe ac-
curately the spreading behaviour during the droplet impacting. Moreover, whilst Reis
et al. [25] developed a method based on the Darcy model to predict spreading, it lacks
the effect of dynamic wetting conditions in characterising the spreading behaviour.
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5.3.2 Influence of Porous Wettability on Droplet Spreading
This subsection discusses the effect of changing the wetting conditions for a porous sur-
face and the porous core using a constant droplet radius and a constant impact velocity.
First, the wetting effect on spreading is examined. In Table 5.3, the wetting conditions
imposed on the surface and porous media are reported in order to demonstrate the
effect of droplet spreading while penetrating porous media at different conditions. The
demonstrated conditions in Table 5.3 can predict a wide range of wetting behaviours,
which can be used, for example, to understand the coating effect inside porous struc-
tures. In some applications, pore coating is very important, as it can be used to alter
the spreading patterns. The numerical test was performed on two different porous me-
dia, which presented two different porosities and internal porous structures. Reis et al.
[25] showed in his research that as the porosity of the porous media increases, the liquid
tends to penetrate more, and the spread ratio outside of the porous media decreases.
Increasing the porosity decreases the capillary pressure, lowering the force that pulls
the liquid into the pores. However, in this subsection the relation between spreading
and the dynamic contact angle imposed on the porous walls is investigated in order
to establish a link between porosity, spreading and imposed wetting conditions. In his
subsection, different wetting effects due to droplet properties or surface properties are
not considered.
As listed in Table 5.3, three case setups (from 1 to 3) were used to demonstrate
the effect of various types of wetting conditions inside the porous material on a non-
wetting surface using the dynamic wetting condition. A second three case setups
(from 4 to 6) were deployed to demonstrate the effect of various types of wetting
conditions inside the porous material on a wetting surface using the dynamic wetting
condition. For Case number 7, a hydrophobic dynamic contact angle was imposed on
the porous surface, while a hydrophilic dynamic contact angle was imposed inside the
porous media to demonstrate the effect of a mixed wetting condition on spreading and
penetration behaviour. The aforementioned case setups were simulated in two different
porous media, as presented in the previous section. In the rest of this subsection, 14
simulations results will be presented accordingly.
Focusing first on the low porosity value Berea Sandstone, Fig. 5.7 demonstrates the
droplet profile at an early stage (t=0.0025s). As seen in Fig. 5.7 Cases 1 to 3, similar
shapes have been formed mainly after the impact, yet Case 2 shows a higher penetration
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compared to Cases 1 and 3. In Case 4 to 6, three different shapes were formed at the
same time step with a higher fluid penetration except for Case number 6. Due to the
case setup, the first three Cases (from 1 to 3) achieved less spreading compared to
Cases 4 to 6. However, the similarity demonstrated between Cases 3 and 6 regarding
the shape of the liquid portion going down the porous media was not expected, as
more surface spreading should allow for an increase in liquid penetration. It can be
seen that Cases 2 and 5 share similar a velocity vector field near the droplet cap outside
the porous media, even though they do not share the same imposed surface wetting
conditions, which demonstrates a direct influence of the porous side on the droplet
outside the porous media.
Figure 5.7: Early stage snapshot of the droplet spreading and penetration for Berea porous
media at T = 0.0025s. A velocity vector field is plotted on a slice passing by the middle of the
porous structure. A constant impact velocity of 0.5 m/s and an initial droplet radius of 1 mm
was used to simulate the influence of the contact angle presented in Table 5.3
Reflecting the results from Fig. 5.7 on the droplet spreading presented in Fig. 5.8,
which demonstrate the spreading behaviour on the porous media surface, it is clear
that the imposed contact angle on the surface represented the primary influence on
spreading. In Fig. 5.8 the spreading for the first three cases made a group showing the
same low spreading factor (r/R), while the second set of three cases made a different
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group with a higher spreading factor. Using the low porosity porous material, Fig.
5.8 reveals interesting behaviour: changing the wetting conditions of the porous media
from a high hydrophilic surface to high hydrophobic one has a minimum influence on
the spreading trend. However, some changes in the spreading behaviour can be seen
for Cases (4 to 6), where the penetration at the early stage was instant, especially in
Case 6. The high spreading for Cases (4 to 6) also shows+ an increase in spreading
with time, which is due to the lack of a pinning effect, especially with Case 6, as the
penetrating fluid helps in the spreading.
Considering Case 7, which combines the hydrophilic effect at the surface using the
dynamic and hydrophilic wettings effect at the porous side, a higher spreading factor
compared to Cases (1 to 3) can be observed. The reasons for this can be attributed
to the influence of the imposed dynamic wetting condition, which introduces a lower
capillary effect that helps spreading in the horizontal direction rather than vertically,
as seen in Case 2.
One extra comparison was made between the experimental results from droplets
impacting on Savonnieres rock [10, 11] and Berea Rock with the simulations in Fig.
5.8. Unfortunately, it was difficult to compare the Berea simulation results with sim-
ilar porosity value rock to validate the spreading trend. However, by comparing the
simulations with the Savonnieres rock (that carries porosity of 26.6%) it was found
that the simulation results were able to predict the correct spreading trend. Neverthe-
less (as expected), the experimental results do not match any of the simulated impact
scenarios. As seen in Fig. 5.8, the experimental spreading results were found to be
in the middle between hydrophilic and hydrophobic spreading simulation ones. The
experimental spreading behaviour shows that a higher porosity value porous structure
may act in a similar way to a hydrophilic tight porous media.
To provide further insight into the local phenomena that drive the capillary imbi-
bition of the droplet inside porous media, a top and a side view of the droplet when
impacting on the porous structure is shown in Fig. 5.9. This figure represents the
droplet behaviour (represented by the iso-surface of the droplet volume fraction at 0.5)
inside and outside the porous material at different imposed dynamic contact angle, as
described in the setup table. Some common features can be identified: firstly, the pen-
etration in Cases 3 and 6 have the same trend, whereby fluid advances at the central
pore and is retracted at the same time step. Secondly, a recoiling phase can be hardly
observed in Cases (4 and 5), which is due to the lateral liquid penetration inside the
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Figure 5.8: Normalised radius r/R with different surface and pore contact angles vs. normalised
time t/τ Berea sandstone. A constant impact velocity of 0.5 m/s and an initial droplet radius
of 1 (mm) was used to simulate the influence of the contact angle, as presented in Table 5.3.
Experimental spreading curves for Savonnieres rock (porosity of 26.6 %) can be found in [10, 11]
.
porous structures, with limited pinning behaviour at the droplet rim.
Hydrophobic conditions of the pore (i.e. Cases 1, 2 and 3) presents less liquid
absorption, with a recoiling phase, yet still being characterised by pinning behaviour.
Regarding the hydrophilic porous wetting, regardless of the imposed dynamic wetting
conditions on the porous surface in the simulations, a limited recoiling phase is ob-
served. However, the droplet edge is seen to undergo the same pinning with much
more absorption, a behaviour that limits its spreading.
In contrast, the vertical penetration is seen in Case 7, which combines the pinning
behaviour at the droplet edges and this limits the spreading while giving more liquid
penetration due to the high capillary pressure for invading porous structures. In gen-
eral, the hydrophobic cases (1, 2 and 3) show small liquid fingers in the initial spreading
phase, which tends to recede from the pore space during the recoiling phase. While for
the hydrophilic cases (4, 5, and 6), the fingering effect after the invasion and during
the initial phase tends to increase over time. As a result, the droplet size decreases in
the recoil phase and yet, a high average spreading factor is retained.
Moving on to the high value porosity structure (carbonate) presented in Table 5.2,
the flow behaviour and penetration pattern will be investigated similar to the Berea
sandstone. Comparing the high porosity model (carbonate) presented in Fig. 5.10 to
the low porosity structure presented in Fig. 5.7, a high liquid penetration effect in the
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(a) Case 1 - hydrophobic (b) Case 2 - hydrophilic
(c) Case 3 - hydrophobic (d) Case 4 - hydrophilic
(e) Case 5 - hydrophilic (f) Case 6 - hydrophobic
(g) Case 7 - hydrophilic
Figure 5.9: The early stage of capillary imbibition of pores after droplet impacting on solid
surfaces for Berea sandstone. Seven cases are presented at different time steps using the top
and side view. The figures show the wetting conditions ranges from fully hydrophobic to fully
hydrophilic using alpha contour. A constant impact velocity of 0.5 m/s and an initial droplet
radius of 1 mm was used to simulate the influence of the contact angle presented in Table 5.3
porous hydrophilic cases (2, 4 and 5) can be seen, while there is limited penetration in
Cases 1, 3 and 6
As ilusstrated by the velocity field (see Fig. 5.10), a porous surface wetting condition
in Cases 1, 2 and 3 limits the droplet spreading, with less velocity field around the
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droplet outside the porous media limiting the penetration into the minimum. While in
Cases 4 and 5 in Fig. 5.10, a higher velocity field is noticed around the droplet outside
the porous media, thus indicating high capillary pressure and allowing for faster droplet
penetration during spreading. In Case 6 in Fig. 5.10 the spreading is higher than in
Cases 1 to 3, with there being no liquid penetration in the foremost case due to the
imposed wetting condition, which happens to limit the penetration at the early impact
stages. In Fig. 5.10 and 5.11, which demonstrate the spreading behaviour on the
porous media surface, it is also clear that the imposed contact angle on the surface
exhibits the primary influence on spreading. Yet, in contrast to the Berea sandstone
the porous wetting condition is highly influential on the droplet spreading. In Fig.
5.11 the spreading for Cases 1 and 3 form a group showing the same low spreading
factor (r/R). In Case 2 the lowest spreading with a retraction pattern was recorded
by the end of the simulation time due to high liquid penetration. Regarding Cases 4
and 5 in Fig. 5.11, these show a higher spreading factor, due to the horizontal liquid
penetration near to the porous structure. However, Case 6 shows the highest spreading
due to the effect of a hydrophilic wetting condition imposed at the porous surface with
the least penetration, due to the high hydrophobic wetting condition imposed at the
porous media side.
It should be noted that a different behaviour is observed for Case 7 Fig. 5.11
compared to Case 7 in Fig. 5.8, where for the high porosity structure the spreading
was less than expected. This behaviour is justified by looking at Fig. 5.12 Case 7
where a higher vertical penetration is limiting the spreading.
The higher porosity material shows the importance of the porous wetting condition
that affects the droplet spreading dynamics at the impact early stages. Changing the
wetting conditions of the porous media, from highly hydrophilic to highly hydrophobic,
has a considerable influence on the spreading trend, which wasn’t the case with the
high porous media. Most importantly, Case 6 has limited absorption due to the im-
posed hydrophilic boundary condition at the pores side, which decreases the capillary
pressure inside the porous media and has a direct impact on increasing the spreading.
To understand the effect of penetration on spreading presented in Fig. 5.11, the pene-
tration driven by capillary imbibition is illustrated in Fig. 5.12. Figure 5.12 show the
droplet behaviour (represented by the iso-surface of a droplet volume fraction at 0.5)
inside and outside the porous material using different wetting conditions as mentioned
before.
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Figure 5.10: Early stage snapshot for droplet spreading and penetration for porous carbonate
media at T = 0.0025s. A velocity vector field is plotted on a slice passing by the middle of the
porous structure. A constant impact velocity of 0.5 m/s and an initial droplet radius of 1 mm
were used to simulate the influence of the contact angle, as presented in Table 5.3
Comparing Fig. 5.12 to the previous representation of droplet impacting on Berea
Sandstone, a general irregularity in droplet shape during spreading outside the porous
structure can be seen. The irregularity is mainly influenced by liquid penetration.
Focusing on Cases 1 and 3 in Fig. 5.11, a minimum penetration at the central pores due
to the low capillary pressure imposed by the hydrophobic wetting boundary condition
inside the porous structure is observed. The imposed wetting conditions in Cases 1
and 3 shows a recoiling behaviour combined with pinning, which helps the droplet
to retract by the end of the spreading phase. The dynamic advancing behaviour in
Case 1 also shows a vertical penetration while recoiling. Whilst in Case 2 a vertical
penetration is noticed, which reduces the droplet spreading and also increases the
vertical penetration compared to the horizontal penetration. Cases 4 and 5 in Fig.
5.12 illustrate irregular droplet shapes dependent on the penetration pattern due to
the imposed wetting boundary condition.
In Case 4, a horizontal spreading pattern was achieved due to the low capillary
pressure that also helped in faster horizontal imbibition compared to the vertical imbi-
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Figure 5.11: Normalised radius r/R with different surface and pore contact angles vs. nor-
malised time t/τ for porous carbonate media . A constant impact velocity of 0.5 m/s and an
initial droplet radius of 1 mm were used to simulate the influence of the contact angle, as presented
in Table 5.3
bition. As a result, the droplets in Case 4 fragmentation into smaller droplets outside
the porous structure, filling more pores while spreading. on the other hand, in Case
5 more vertical liquid penetration is seen by pinning at the droplet edges outside the
porous structure during the recoiling phase. Case 6 Fig. 5.12 shows unexpected slid-
ing, while spreading with minimum penetration due to the low capillary pressure. This
behaviour allows for the longitudinal formation of the droplet edges while recoiling.
The behaviour in Case 6 shows a strong link between the porous wetting condition
(in this case highly hydrophilic) with the dynamics of spreading and the final droplet
shapes, even when the droplet undergoes minimum liquid penetration. The highly ver-
tical penetration achieved by Case 7 demonstrates the effect of limiting the spreading
at the early stage of droplet impact, which is helped by the high capillary pressure to
increase the liquid vertical penetration.
Comparing the numerical results with the experimental results for the Savonnieres
rock, as covered in the previous section, the spreading behaviour is very close to the
predicted results from Cases 4 and Case 5. The hydrophilic behaviour predicted by
the developed code represent the importance of the wetting model, whereby the differ-
ent behaviours are predicted using the same porous topology under different wetting
conditions. Also, comparison between two different rocks with similar porosity val-
ues (like the carbonate and the Savonnieres rock) shows the relation between different
porous rocks can be driven by two important factors: 1 - generic porosity value; and
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(a) Case 1 - hydrophobic (b) Case 2 - hydrophilic
(c) Case 3 - hydrophobic (d) Case 4 - hydrophilic
(e) Case 5 - hydrophilic (f) Case 6 - hydrophobic
(g) Case 7 - hydrophilic
Figure 5.12: The early stage of capillary imbibition of pores after droplet impacting on solid
surfaces. Four views are provided at each of five-time steps. The figures show two different
wetting condition ranges from fully hydrophobic to fully hydrophilic. A constant impact velocity
of 0.5 m/s and an initial droplet radius of 1 mm were used to simulate the influence of the contact
angle, as presented in Table 5.3
2 - surface and porous wetting conditions. However, the spreading curve presented in
Fig. 5.11 shows the spreading behaviour without showing the effect of penetration,
yet penetration patterns are completely different for the three cases. It is also crucial
to register the importance of using two-phase flow simulations to predict a number of
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penetration scenarios for the same initial conditions. These predictions are problem-
atic using the standard Darcy law as it lacks definition of the wettability and topology
effects. Also, it will be challenging to predict this behaviour using experiments as this
requires sophisticated ways to change the porous media wettability.
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5.3.3 Influence of Porous Wettability on Droplet Penetration
While the previous subsection focused on the spreading behaviour with respect to
porosity and porous wettability were considered, in this section the focus is on pen-
etration. Figure 5.13 presents the penetration inside the porous media by analysing
the amount of liquid volume that goes inside the porous media. Figure 5.13 shows the
droplet relative height outside the porous medium, which reflects the droplet penetra-
tion behaviour with respect to porosity and wettability.
To provide a better understanding of the qualitative penetration pattern presented
in Fig. 5.9 and Fig. 5.12, the relative volume of liquid penetrating V olabsorbed
V oltotal
into
the porous media was recorded during the impact time. Figure 5.13 shows the actual
volume absorbed by the porous medium divided by the total volume of the droplet at
the time of impact. Figure 5.12-(a) presents the penetration of the carbonate porous
model , whilst Fig. 5.12-(b) illustrates the porous model for Berea sandstone. It is
clear that the high carbonate porosity model has higher penetration compared to the
low porosity of Berea sandstone and yet, various absorption dynamics were observed.
In Fig. 5.13 (a), a very limited penetration is recorded by the end of the impact time
in Case 6, which pertains to a hydrophilic surface and hydrophobic porous walls.
The penetration pattern can be seen as evidence of longitudinal spreading behaviour
in Fig. 5.12 Case 6. In Figure 5.12, Cases 2 and 4 representing the high porosity carbon-
ate model demonstrate the highest penetration values due to the hydrophilic boundary
condition imposed. Also, in Fig. 5.12, regarding Cases 2 and 4, the penetration values
look identical regardless of the surface wetting condition imposed. The behaviour of
these two cases shows the influence of the porosity on the penetration pattern and
value as well as the wetting conditions, where the capillary pressure in the tight porous
media did not allow for a high liquid penetration, as observed by comparing figure (b)
to figure (a).
Figure 5.13 shows the link between the porous wetting condition and porosity. For
example, in Case 1, the similarity of the pattern can be seen, whereby the amount
of volume penetrating into the porous medium is increasing in both porous stones.
While in Cases 2 and 4 the behaviour is quite different to the carbonate porous model
(high porosity), for its volume increases exponentially until it reaches a constant value,
whereas in the Berea sandstone porous structure (low porosity) the penetration rate
is less, but its penetration pattern is increasing over time. Looking at Case 3, the be-
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Figure 5.13: The volume of liquid penetration during droplet impacting on porous media. On
the left-hand side, the carbonate model is presented, while on the right-hand side is the Berea
model. A constant impact velocity of 0.5 m/s and an initial droplet radius of 1 mm were used to
simulate the influence of the contact angle presented in Table 5.3
haviour appears to be the same, due to the lesser effect of the porous wetting condition.
Cases 5 and 7 present an increase in penetration for both porous media. It is also im-
portant to point out that regarding these two cases, the Berea sandstone porous media
is considered to have the highest penetration effect seen in the tight porous media, due
to the effect of its hydrophilic surface. Also, Case 6 for both porous material illustrate
the lowest penetration as the inertia is not dominant due the imposed contact angles.
Finally, it was observed that smaller contact angle values promote surface wetta-
bility, i.e. in these cases there is greater penetration; the higher the wettability, the
greater the liquid penetration. This is because the capillary pressure tends to pull
the liquid more into the porous structure. Also, it is evident that the spreading ratio
of the droplets decreases for smaller values of contact angles, which demonstrates the
important link between the external and internal porous structure wetting conditions.
In order to relate the effect of droplet penetration behaviour inside the porous
structure to the droplet height during spreading, a non-dimensional representation for
this height is shown. Figure 5.14 illustrates the non-dimensional height (h/H), where
h is the final droplet height at the time of impact, whilst H is the initial one. Also,
Fig. 5.14 presents some inductive results for the actual droplet height using α − 0.5,
showing the shape of the droplet over time. In Fig. 5.14a, the droplet height on top of
the Berea sandstone is presented, showing identical behaviour for the droplet height in
the seven cases up to t/τ = 0.25. This droplet behaviour outside the porous structure
is very significant, where the effect penetration patterns shown in the previous figure
is not detected. However, it is observed that after t/τ = 0.25 a significant change
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(a)
(b)
Figure 5.14: (a) droplet height with respect to time when penetrating the Berea porous struc-
ture; (b) and penetrating the carbonate porous structure. A constant impact velocity of 0.5 m/s
and an initial droplet radius of 1 mm was used to simulate the influence of the contact angle, as
presented in Table 5.3. On the left ,the non-dimensional droplet height is plotted with respect to
time, while on the right, some inductive results for the droplet shape are shown
in droplet height, for example, Case 4 shows a very low h/H value due to the high
penetration and capillary number. While for Cases 1 and 7, a high value of h/H was
predicted due to the low penetration pattern predicted in the previous section.
The comparison between the seven cases presented in Fig. 5.14a demonstrate a
direct relation between droplet height, penetration and wetting condition after the
first instance of impact (after t/τ = 0.25). For instance, a linear decrease in droplet
height reflects a balance between the spreading and the penetration behaviour. Also,
it is observed that, based on the imposed wetting conditions, the amplitude of the
droplet oscillation (presented by the h/H peaks) will be defined. In Fig. 5.14a, for
Cases 1 and 3, the highest oscillations were predicted, due to the low capillary value
imposed. These high h/H peaks represents a repulsive force added to the recoiling
phase, where the droplets bounce outside the porous structure. Whilst Cases 2, 7 and
6 show a steady height development after t/τ = 0.25 due to a balance between the
penetration and spreading rates.
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In Fig. 5.14b, a similar investigation for the droplet height of a porous carbonate
structure is presented. Comparing the results presented in Fig. 5.14a to Fig. 5.14b,
it is obvious that the height trend shown in the Berea sandstone is not achieved with
this media. Looking at Case 4 in Fig. 5.14b, a very small height was predicted due to
the high capillary pressure discussed in the previous section. In particular, a limited
amount of height increase is registered during the recoiling phase, when the droplet
viscous force tries to pull up the penetrated liquid. Apart from Case 4, it would appear
that the rest of the six cases has a linear decrease in droplet height up to t/τ = 0.22.
Regardless of the difference in porosity, a similar oscillation trend has been observed
in porous carbonate media compared to the Berea sandstone. For example, Cases 1
and 3 share the same characteristic high height oscillation in both Figs. 5.14a and
5.14b. Similarly, Cases 2 and 7 share the same stable height progression in porous
carbonate media as seen in Berea sandstone. However, the simulation predicted an
unexpected overshoot in Case 6, where the 3D presentation shows the droplets sliding
during spreading, as mentioned in the previous section.
Comparing the 2D droplet representation shown in Figs. 5.14a and 5.14b (right
hand side), a similarity between the droplet height and shape between Case 1 in the
two porous models can be observed. This similarity was unpredicted as the penetration
behaviour should control the amount of liquid on the surface, in which case the shape
of the droplet will depend on the porous structure. However, comparing the droplet
cross section representation for Cases 1 and 7 in both porous media, a similarity in
droplet height was observed. These findings are crucial, as they show the importance of
micro scale prediction for understanding the physical behaviour seen outside the porous
media. As mentioned before, most of the similar results will focus on the spreading
and its relation to height due to the challenging task of observing penetration and its
link to contact angle dynamics
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5.3.4 Effect of Varying the Reynolds Re and Weber We Num-
bers at Fixed Porosity
In this section, the effect of changing the Reynolds Re and Weber We numbers on
droplet spreading and penetration behaviour is investigated. The Weber number is
used to assess the relative importance of the droplet inertia compared with the surface
tension and Reynolds number defines the relative importance of the droplet inertia
and the viscous force. Incorporating these two dimensionless numbers, different types
of droplet impact behaviour and postimpingement characteristics on porous media
surfaces have bee reported.
By varying the Re number using the impact velocity in the range 0.5, 1 and 2 m/s
the resulting Re numbers range between 200 and 2000. Generally, as the impact Re
number increases, the resulting spread diameters and retraction droplet heights are
increased. At the same time, at higher Re numbers, more of the liquid penetrates
into the pores at the first spreading instances. Hence, the droplet outside the porous
medium loses more mass and it becomes smaller at the end of the first retraction period.
These smaller droplets have less inertia, thus reducing their penetration action. Table
5.4 presents all the relevant cases for varying impact velocity, droplet size and surface
tension. By changing the droplet size at constant impact velocity, it was possible to
characterise the effect of inertia on liquid spreading and penetration. Regarding which,
the We number was used to represent the changes for three different droplet sizes with
radii of 0.5, 1 and 1.6 mm.
Table 5.4: Imposed conditions for Berea porous media surface (using Kistler, dynamic contact
angle model) with assumptions of constant contact angle of θA = 125
◦, θR = 25◦ at different
impact velocity, droplet radius and surface tensions
Case Velocity (m/s)
Droplet radius
(mm)
Surface tension
(N/m)
Re We
Case 8 1 1 0.07 996 14.29
Case 9 2 1 0.07 1992 57.14
Case 10 0.5 0.5 0.07 249 1.79
Case 11 0.5 1.6 0.07 796.8 5.71
Case 12 0.5 1 0.05 498 5
The next subsection presents the effect of changing droplet properties on penetra-
tion and spreading at a fixed imposed dynamic contact angle. In fixing the imposed
wetting conditions to θA = 125
◦aswellasθR = 25◦ for both the surface and pores, the
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next subsection presents the relation between the We number and porous structure.
The test cases presented in Table 5.4 are performed on the Berea sandstone porous
structure.
5.3.4.1 Penetration and Spreading Behaviour Under Various Conditions
This subsection will present a comparison between different imposed initial conditions
and their relation to droplet behaviour at constant porosity. The proposed parametric
study in this subsection will link between the capillary effect during the impact process
and the droplet spreading behaviour. Using this link, it is possible to map the droplet
behaviour under various conditions.
Figure 5.15 shows the time evolution of the water droplet spreading at variant
droplet radii (see Fig. 5.15a), variant surface tensions (see Fig. 5.15b), variant impact
velocities (see Fig. 5.15c, and finally, for Fig. 5.15d, which illustrates all the cases
penetration behaviour. These parameters have been chosen to represent spreading and
penetration at low capillary number application. The calculated Re and We numbers
for the represented cases are based on the droplet diameter and its impact velocity.
Increasing Re increases the rate of droplet spread on the porous structure and
reduces the time scale for penetration to occur. At the same time, increasing Re
increases the inertia of the fluid penetrating the porous substrate. Figure 5.15d shows
variation of dimensionless droplet volume with respect to time.
As seen in Fig. 5.16, capillary forces in the porous substrate increase, resulting
in larger degrees of penetration for large droplet size and also, high impact velocity.
Moreover, the spreading ratio of the droplets on the surface of the substrate decreases
due to more volume of liquid penetrating into the substrate, as seen in Fig. 5.15.
Figure 5.15a and 5.15b show that by increasing the impact velocity or reducing the
droplet size, the spreading directly increases and this also enhances the wettability of
the liquid into the porous substrate by increasing the penetration. Figure 5.17 maps
the average liquid penetration rates at constant wetting condition for different Re and
We numbers. For Cases 8 and 12 (where only surface tension is changing) the average
liquid penetration over time was very similar at a value of 13 % of liquid penetration.
Also, the average penetration effect for Cases 10 and 11 share a similar value of 20-25
% of liquid penetration, which illustrates the effect of size on penetration. Cases 10
and 11 share the same impact velocity of 0.5 m/s with two totally different droplet
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(a) Effect of droplet radius on spreading (b) Effect of surface tension on spreading
(c) Effect of impact velocity on spreading (d) Volume penetration for Cases 8, 9 and
10 and with comparison to Case 1
Figure 5.15: The early stage of droplet spreading on a Berea sandstone porous structure.
a, b and c present different droplet conditions, while figure (d) summarises the effect of these
conditions on penetration at constant imposed wettability
sizes of radii 0.5 and 1.6, respectively. The behaviour observed in Case 10 is due to the
relatively small-sized droplet.
The penetration rate was high once it spread into porous voids at very low capillary
pressure. The penetration behaviour for Case 11 was different as the penetration rate
was lower, yet the penetration was affected by the high capillary pressure while the
droplet was spreading. For Case 9, the average penetration was the highest because of
the imposed impact velocity.
It can be seen in Fig 5.18 that as the surface tension value decreases the effect on
spreading becomes more important. As was expected, less spreading is observed for
Case 12, which is accompanied by a different penetration behaviour, as seen in Fig.
5.18. The effect of reducing the surface tension is clearly seen in the capillary pressure
distribution, where an increase in penetration was seen at instant t = 0.005s. Whilst
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Figure 5.16: Effect of capillary pressure on droplet presentation behaviour for different droplet
sizes or impact velocity by imposing constant wettability conditions
Figure 5.17: Mapping penetration with respect to Reynolds and Weber numbers;. snap shots
are presented for T = 0.005s
he penetration behaviour is found to affect the overall spreading behaviour, the overall
pattern can be seen as being the same.
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Figure 5.18: Effect of surface tension on droplet spreading and penetration, with an impact
velocity of 0.5 m/s and a constant contact angle of θA = 125
◦, whereθR = 25◦
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5.4 Multiple Droplet Impacting Porous Medium
Moving on to a realistic scenario, one may consider the effect of multiple droplets
behaviour during the spreading and penetration process. In some real life applica-
tions, such as rain droplets impacting on porous surfaces, the droplet interaction dur-
ing spreading and penetration presents a challenging phenomenon. Studying multiple
droplet dynamics introduces two important challenges, first, the effect of droplet po-
sition on spreading and penetration behaviour, whilst second, there is the impact of
multiple droplets interaction during the penetration event. Following the investigations
presented in the previous section, this one will be focused on the interaction between
more than one droplet during the impact event.
The objective is to determine the fluid dynamic processes that may occur when
a number of droplets impact on a single porous structure. In particular, the droplet
spreading and penetration into the porous medium are of concern. The interaction
between droplets during spreading and penetration is of interest, because it explains
the penetration dynamics during spreading and the capillary effect on the penetration.
In order to perform the described simulation on multiple droplet impacting on the
given porous structures, the Berea porous structure was used for investigations. As
shown in Fig 5.19, five droplets were initially placed at the centre and the four corners
of the domain. Depending on the droplet radii, the distances a, b and c were varied to
make the droplet stay at the centre of each quarter for all the simulations.
Three different droplet sizes were investigated at the same impact velocity and
surface tension, as shown in Table 5.5.
Figure 5.19: Schematic for multi droplets set-up: distance (a) represents the distance from
porous edge; (b) is the distance between droplets; (c) is the distance from the centre; and R
represents the droplet radius
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Multiple droplet impact was investigated to uncover the capillary effect during
spreading and penetration. Fig. 5.21 presents the capillary pressure distribution and
the velocity vector field on a diagonal slice at the middle of the porous media. Also,
Fig. 5.21 presents the 3D droplets during spreading using the liquid volume fraction
at a a value of (α = 0.5).
Table 5.5: Imposed conditions for Berea porous media surface (using the Kistler dynamic contact
angle model) with the assumption of a constant contact angle of θA = 125
◦andθR = 25◦ at
different impact velocities and different droplet radii
Case Velocity (m/s) Droplet radius (mm) Surface tension (N/m)
Case 13 0.5 0.5 0.07
Case 14 0.5 0.75 0.07
Case 15 0.5 1 0.07
Three different droplet sizes were considered to identify the effect of droplet inter-
action and the penetration patterns. Fig. 5.20 (a) presents the smallest droplet radius
disposition on the porous structures. Fig. 5.20 (a) shows the effect of the droplet
location with respect to the spreading behaviour. The mentioned spreading dynamics
occurred due to the droplet size being very close to the porous surface holes, which
affected the droplet spreading pattern based on the location. Regarding Fig. 5.20 (a),
at time step 0.004s, shows the diagonal droplets show a recoiling behaviour, while the
middle droplet is still. This behaviour defines the effect of the porous surface topology
and the droplet size. This effect will not be captured using the standard Darcy model,
as aforementioned, it does not carry any information about local porous changes. At
T= 0.01s in Fig. 5.20 (a), it is observed that the droplets spreading starts to decrease,
with some changes in the initial droplet location being recorded. The change in location
during the latest spreading phases is an indication of capillary penetration behaviour,
where the inertia effect does not contribute to the droplet penetration at low impact
velocity.
Figure 5.20 (b) presents a bigger droplet radius of 0.75 mm, which impacts at
0.5 m/s. For Case 14, it can be seen that the five droplets during the first three
time steps (0.002s, 0.004s and 0.006s) behave in similar manner, producing the same
spreading features regardless of the location. This behaviour shows the minimised effect
of the droplet spreading behaviour when the droplet radius increases with respect to
the porous surface. Nevertheless, after T = 0.008s onwards a change in behaviour is
observed, where the inertia effect starts to decrease and the capillary absorption starts
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Figure 5.20: Alpha iso-surface for 3D droplet with constant impact velocity for the three cases
of 0.5 m/s and constant contact angle of θA = 125
◦andθR = 25◦
to be more effective. Due to the imposed hydrophobic dynamic contact angle of the
values (θA = 125
◦andθR = 25◦) the droplet recoils and stays in its position, where
portions of the flow start to be absorbed by the porous media. However, as seen when
T = 0.01s, the central droplet starts to merge with one of the diagonal droplets, which
directly changes the two droplets spreading shape and increases the wetted surface
area.
Figure 5.20 (c) presents different droplet behaviour, where the cloud of droplets
merge during the spreading phase. The droplets interaction while spreading creates
an interesting observation when the core of the droplets start to recoil. However,
each individual droplet for the first two time steps 0.002s and 0.004s is seen to keep
the spreading characteristic features. After T = 0.006s, the middle droplet starts to
immerse into the porous structure, while the four outer droplets start to recoil from
the outside. At T = 0.008s, the viscous force dominates the behaviour and the five
droplets start to recoil together blowing the liquid outside the porous media. Also, it
can be seen that by the last time, presented as T = 0.01s, the overall droplet behaviour
is almost acting as one big droplet at the recoiling phase.
Figure 5.21 presents a diagonal cross-section showing the capillary pressure and the
velocity vector for the impact instances. A numerical hydrophobic set-up for the three
study cases was used to demonstrate the effect of capillary absorption. Figure 5.21a
demonstrates a quick inertia dissipation around the droplets main volume, which is
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(a) 0.5 mm radius droplet (b) 0.75 mm radius droplet
(c) 1 mm radius droplet
Figure 5.21: The early stage of droplet spreading on the Berea porous structure. On the left of
each figure, is a diagonal cross-section presenting capillary pressure and the velocity vector, whilst
on the right-hand side an alpha iso-surface for as 3D droplet is illustrated. There is a constant
impact velocity for three cases of 0.5 m/s and constant contact angle of θA = 125
◦andθR = 25◦
accompanied by a low-pressure field at the pores zone. The lower pressure field helps
some of the droplets to penetrate the porous structure due to the large pores size,
while the middle droplet and the right-hand corner one behave as if they are setting
on a solid surface with a minor change in position. Fig. 5.21a also shows the effect of
capillary pressure on porous media, whereby the middle region demonstrates a higher
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Figure 5.22: Multi-droplet presentation for porous media; on the left is the total volume pen-
etration with respect to time; on the right is 3D VoF representation for the droplet penetration
pattern
pressure value for the empty porous structure, which plays an important role in terms
of the droplets lesser penetration behaviour during the inertia phase. Also, considering
the cross-section area of the droplet, it can be seen that, based on the droplet position
its height at the recoil phase varies. This effect is due to the surface topology and also,
due to the porous media pressure reaction during the impact.
This significant prediction gives the presented simulation a strong edge to char-
acterise the droplet behaviour based on deposition on porous media. Reflecting the
importants of droplet position on the Darcy method, it is found to be challenging to
correlate such behaviour into the Darcy method where topology changes the effect of
the predicted results. Figure 5.21b demonstrates a different behaviour, where the first
two time steps exhibit almost the same droplet shape during the spreading phase. A
low penetration behaviour is shown in Fig. 5.21b due to the fluid spreading phase
in that it blocks the pores. The low capillary pressure induces a repulsive behaviour,
where the droplet recoils fast, leaving the liquid volume penetrating only relatively
large pores. Once the droplet settles a slow penetration starts to take place by the
capillary effect, leaving the outer rim of the droplet attached to the porous surface. It
is important to note that due to the low-pressure field created during the penetration
some of the droplets start to rejoin together inside the porous media.
By predicting the capillary penetration for a hydrophilic porous media, it has proven
possible to show the importance of effect of pore size distribution on a porous structure.
Comparing Fig. 5.21c to Fig. 5.21b, it can be observed that the same capillary pressure
drop behaviour at the porous structure during the first impact occurs. However, due
to the fact of droplet merging the capillary penetration is seen to be less due to the
high-pressure region found close to the porous surface. Also, due to the fact of droplet
merging during the final time step, the five droplets were acting like a single droplet, as
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mentioned before, which resulted in a recoil phase, which decreased the pressure under
the droplet which help to droplets to overcome the capillary suction. This behaviour
is quite unique, because liquid penetrating the porous structure, as seen in Fig. 5.21b,
normally invariably occupies the biggest pores and starts moving down the porous
structure. However, Fig. 5.21c shows the opposite, where the recoiling forces from the
viscosity dominate the absorption.
In order to understand the penetration behaviour, the relative total liquid volume
penetration for the three presented cases was computed, as seen in Fig. 5.22. The total
volume absorbed by the porous structure during the time of impact was normalised
by the total droplet volume as V olabsorbed
V oltotal
. Two different penetration behaviours are
observed in Fig. 5.22, with the first one being observed before the three curve inter-
section, where a high rate of penetration was found in Case 15, followed by lower rates
of penetration for Cases 14 and 13. While after the intersection , a second penetra-
tion can be seen, where a step rate of penetration was found at Case 13, 14 and 15
respectively. These two opposing behaviours show the effect of the impact of inertia
and capillary pressure on the absorbed volume. For Case 13, the biggest amount of
liquid penetration, as seen in Fig. 5.22, is found to be after the droplet settles down
and capillary penetration takes place. While Cases 14 and 15 share the same behaviour
of slow rate penetration, especially in Case 15, where the merging behaviour for the
liquid droplets affects the rate of penetration. However, Case 14 presents a unique
penetration behaviour in that it shares a similar sharp absorption rate before the curve
intersection with Case 13, but then has a stabilised penetration rate after the curve
intersection similar to Case 1. This idiosyncratic behaviour reflects the effect of droplet
size with relation to the porous network and also, the wetting conditions, which give
further evidence of the importance of microscopic effects on modelling droplet impact
regarding porous structures.
Studying three different droplet sizes has shown the relation between liquid ab-
sorbed and porous structure wetting conditions. In particular, it has been found to be
very important to study the hydrophilic effect on liquid penetration. The outcomes
from the presented study, involving the deployment of three test cases, suggest that
droplet spreading behaviour with respect to impact velocity and porosity are vital for
understanding the penetration dynamics.
168
5.5 Concluding Remarks
In this chapter, a parametric numerical study was performed to obtain detailed informa-
tion about the droplet dynamics of impact on and penetration into a non-homogeneous
real porous structure. The numerical framework used in this study has shown its ro-
bustness in dealing with low capillary number flow at the microscale of the porous
medium. Using a realistic porous structure in studying the effect of porous structures
on spreading and penetration was found to provide deeper understanding of the effect
of liquid imbibition and its relation to droplet spreading when compared to the Darcy
model. The numerical investigations were carried out for a range of parametric factors,
such as the effects of the Reynolds Number (Re), Weber number We, porous wetting
conditions and porosity of the porous medium. Careful observation while changing
wetting conditions and Re showed that the penetration could be differentiated into
vertical suction, horizontal capillary penetration and high capillary resistance (mini-
mum penetration).
The rate of horizontal and vertical penetration is highly dependent on the We num-
ber. Droplet oscillation during the spreading diameter and droplet height outside the
porous structure highly influence the penetration of the liquid into the pore geometry.
The droplet behaviour may follow a similar behaviour under the same imposed Re
number, but the droplet height oscillates with larger amplitude at a higher dynamic
contact angle. For a larger degree of penetration droplet spreading behaviour is un-
predictable. Also, the damping effect is mainly due to the penetration pattern. That
is, a solid-to-liquid area inside the pore network has been shown to have a significant
role in surface energy dissipation and oscillation damping outside the pore network.
The effect of porosity using two different porous structures has shown that the
penetration volume decreases due to smaller pore size in a lower porosity structure.
Moreover, penetration depth itself is highly dependent on the wetting conditions on
the porous surface as well as the porous. The effect of the We number has also been
studied by changing the surface tension of the liquid droplets. The smaller the value
of the Weber number, the larger the volume of penetration. The Reynolds number
was varied to study the effect of droplet impact velocity and found to have a similar
behaviour to the We number. However, surface tension studies showed a direct effect
droplet behaviour inside and outside of the pore geometry.
Multiple droplet behaviour was studied during the spreading and penetration.
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Based on the droplet diameter different oscillation behaviours were observed at dif-
ferent porous locations. Using the same impact velocity, the surface to porous relation
was found to affect the droplet penetration process. At large droplet diameters, the
droplets have shown a merging behaviour at the same level of spreading and oscillation
pattern compared to the single droplet dynamics. Regarding merging droplets, more
investigations are needed to study the effect of porous structures, impact velocity and
wetting conditions on the merging and penetration levels.
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Chapter 6
Conclusions and Future work
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6.1 Conclusions
In this chapter, a summary of this thesis is presented, conclusions are provided, and
recommendations for future studies are made. In this thesis, a complete framework
for the simulation of two-phase flow within porous media reconstruction process from
CT images has been presented. This was for simulating and predicting the macro-
scale behaviour of flow inside porous media as well as for probing droplet impacting
and impact. To track the interface flow in porous structures, a new two-phase nu-
merical framework based the VoF method, which can be used to solve the mass and
momentum balance equations in the porous structure was developed. The two-phase
flow framework solver was constructed using the OpenFOAM platform as this provides
open source capabilities for implementing new models with existing libraries.
In Chapter 2, the proposed framework was developed for modelling two-phase flow
for micro-scale models at very low flow rates, where the capillary forces play an impor-
tant role. To improve the numerical model stability and to decrease the computational
requirements, a new adaptive compression scheme was introduced in Subsection 2.2.1.
The latter allows for dynamic estimate of the compressive value only at the areas of
interest (typically the diffused interface) and has the advantage of avoiding the use of
a priori defined parameters for the areas where it is applied. The proposed adaptive
method has been found to increase the numerical accuracy and to reduce the sensitivity
of the methodology to tuning parameters, as shown in Sections 3.4, 3.5 and 3.6. The
model was coupled with additional sharpening and smoothing algorithms for interface
capturing, as presented in Subsections 2.2.2 and 2.2.3. Coupling the adaptive compres-
sion scheme with these sharpening and smoothing algorithms helps in minimising the
parasitic currents present in low capillary number simulations when viscous forces and
surface tension dominate inertial forces, as discussed in Section 3.6. Also in Section
3.6, it has been shown that a sharp surface force model could eliminate the problem of
spurious currents. As a result of the numerical unbalance when modelling the move-
ment of a closed interface, it is difficult to maintain a zero-net capillary force. By using
the calculated forces from the mentioned models, it was possible to filter the capillary
fluxes using a thresholding scheme, as explained in Subsection 2.2.5, to maintain a
zero-net capillary force, while modelling the movement of the interface.
Coupling between the capillary pressure and the Navier-Stokes equations was added
to improve the efficiency of the numerical method for low capillary number flows, as
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covered in Subsection 2.2.4. The capillary pressure equation was solved separately
from the dynamic pressure, which allowed for filtering the capillary forces to avoid
numerical errors and instabilities. Chapter 2, also contain an implicit formulation for
capillary forces, which alleviates the capillary time-step constraint and allows larger
time-steps for long-term prediction of two-phase flow at low capillary numbers was
presented. The new solver implementation is able to decrease accurately and efficiently
the computational cost for this type of simulation by eliminating the spurious current
problem present in the standard VoF formulation.
In Chapter 3, the numerical framework was verified by using it to model several
two-phase benchmark cases. The static capillary pressure was predicted by solving
the differential form of the Young-Laplace equation numerically for single and multiple
droplets. Also, the developed solver was tested using the Rayleigh Taylor problem
with homogeneous layers of a high-density fluid penetrating a low-density one under
the influence of gravity. Moreover, in this chapter a comparison between the code
developed for this thesis and the LS method using the Rayleigh Taylor problem was
presented. This revealed the advantages and disadvantages when predicting droplet
break-up under viscus effects. The solver performance was also validated using the
vortex flow, as presented by [68], to verify the ability of the developed model in dealing
with severe interface stretching.
In addition to the circle in a vortex field benchmark, the solver was tested using
the rotation test of the slotted disk, which is known as the Zalesak problem [114] to
determine the effect of the adaptive compression method on sharp interface diffusion.
Finally, an experimental T junction test case to validate the developed solver in real
complex flow was used. This test showed the importance of the dynamic compression
scheme in droplet break-up prediction. By using the developed solver, it was possible
to predict the sharp advancing interface during the break-up process for different oper-
ating conditions. To summarise, based on the numerical results presented in Chapter
3, the numerical method was considered as being a reliable and efficient method to
solve the flow at low capillary numbers encountered in flow through porous media.
In Chapter 4, studies of the effect of oil residual saturation after water injection
simulations at low capillary numbers were reported upon. The numerical results pre-
sented in this chapter for modelling two-phase flow simulations on geometries obtained
from micro CT, showed that trapping and droplet transport can be predicted based on
the capillary pressure and its relation to the contact angle. According to this approach,
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by changing the imposed capillary contact angle, the trapped droplet behaviour will
change resulting in a less trapped cluster of the oil droplets. This prediction shows the
importance of added surfactants to the injection water where droplet clusters remain
trapped. It was found that the trapped cluster will have a direct relation with the
imposed dynamic pressure gradient, which affects the threshold capillary field when it
resists the dynamic pressure gradient force and the viscous drag force between the two
phases.
Using the developed solver, analysis was undertaken to obtain the relative per-
meability curves from the simulations data of four different porous structures recon-
structed from CT scans. The relative permeability curves and the residual oil saturation
obtained at low capillary numbers showed that the simulation results were represen-
tative. The solver was also used to predict the capillary fingering behaviour using
various porous contact angles at low capillary numbers. Using the numerical method,
it was possible to study the effect of different parameters, such as contact angle and
capillary number, on the macroscopic properties (capillary pressure and relative perme-
ability curves) and residual saturation. Overall, this thesis provides a new framework
for a detailed pore-scale analysis of multiphase flow, which works along the lines of
researching the foundation for large-scale modelling in porous media.
In Chapter 5, the developed solver was used to study a different application, where
accurate prediction of flow behaviour is at technological importance and challenging.
The fluid dynamics of the impact of a liquid droplet on a permeable porous structure
was investigated numerically, with the results being compared to those of available
experiments in the literature. The impact of water droplets were impacted on top
different porous structures was analysed. Also, the dynamics of the water spreading
on the top surface and its penetration into the porous structure were investigated.
Different droplet diameters and impact velocities were tested to validate the results
of the penetration, and selected results were presented and analysed. Two different
penetration behaviours were observed by imposing different contact angles. Initially,
there is a fast penetration period, which occurs immediately after droplet impact,
referred to as the inertia driven penetration. This is followed by a slow penetration
period, governed by capillary action, and referred to as the capillary driven penetration.
Also, different impact velocities showed that the first phase of penetration occurs as
the droplet spreads on the porous media.
It was also observed that the imposed contact angle at the pore level has a great
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effect on the viscosity and surface tension, which can change the droplet spreading and
penetration behaviour. At the end of the spreading stage, penetration halts and droplet
retraction occurs on thesurface of the porous media which, in some cases illustrate that
water suction into porous structures. Parametric studies showed that impact velocity
and dynamic contact angle effect are dominant over droplet diameter and pore size.
Further, when using hydrophilic contact angles for both surface and pores, a significant
increase in horizontal penetration was observed.
In Chapter 5 also illustrated the impact of liquid droplets on a porous structure at
different sizes and impact velocities. The investigations was carried out by changing the
value of the Re number, We number, porosity, and liquid viscosity. By increasing the
value of Re number, it was possible to predict the increase in the penetrated volume at
the dynamic imposed contact angle. It was observed that vertical penetration mainly
happens within the inertia driven penetration regime. Moreover, the capillary regime
mainly stabilises the penetrated liquid into the adjacent horizontal plane rather than
pushing it lower along the vertical direction.
The effects of porosity using two different pore size studied in this chapter showed
that penetration volume decreases due to smaller void volume in lower porosity sub-
strates. However, the penetration depth itself increases in lower porosities due to the
smaller voids. Changes in the Weber number showed a direct effect on the capillarity
of the pore network geometry. Moreover, decreasing the value of the We number in-
creases the effect of surface tension, which increases the capillarity of the pore network
geometry. Increased surface tension stabilises the liquid in the horizontal plane that it
wets and does not significantly affect the penetrated volume.
Chapter 5, also touched on the behaviour of multiple droplets impacting on porous
media. Multiple droplet behaviour was studied during the spreading and penetration.
Based on the droplets diameter different oscillation behaviour was seen at different
porous locations. Using the same impact velocity, the surface to porous link was found
to affect the droplet penetration process. At large droplet diameters, the droplets have
shown a merging behaviour at the same level of spreading and oscillation pattern com-
pared to the single droplet dynamics. Regarding merging droplets, more investigations
are needed to study the effect of porous structures on the merging and penetration
levels.
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6.2 Recommendations and Future Work
In this section, the future work will be highlighted based on the conclusions and the
literature previouslypresented, the future work and the recommendations are provided
in two subsections as follows.
6.2.1 Numerical Aspects
Further optimisation of the numerical solver for modelling two-phase flow through
porous structures should be considered. First, it is important that the dynamic mesh
refinement be optimised with the proposed interface tracking methods, thereby solving
the flow equations on a coarse mesh, while also being able to capture the flow of
thin wetting layers. The computational time has emerged as being one of the biggest
limitations when attempting to combine the dynamic mesh refinement algorithm with
the adaptive compression scheme.
Also, it is important to focus on strategies to optimise the numerical constants
introduced in Chapter 2, where an additional adaptive scheme for smoothing loops
and a capillary filter is needed. The effect of heat transfer is very essential aspect
that should be added to the numerical model. It is important with some applications
to consider the effect of phase change during transport in the porous structure. As
future work, the developed numerical should be extended to include evaporation model.
Finally, it is essential for future research considering the (multiphase) flow solvers using
the VoF in the case of more than two immiscible phases are simulated.
6.2.2 Application Aspect
In this thesis, two different types of application where the microscopic effects play an
important role in fluid flow behaviour have been presented. Also, the developed nu-
merical solver was used to relate flow rates to the forces, and then these were related
to the pressure drops. This approach enables parametrising the effect of the geometry
on the flow and force fields. It would be beneficial to extend the modelling presented
in Chapter 4 to include: a) a lower capillary number for oil drainage for the fluid
transport in porous structures; b) a wider range of imposed dynamic wetting condi-
tions, where water/oil behaviour is highly unpredictable and c) a greater depth in the
secondary injection behaviour at different injection rates in the same porous structure.
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Moreover, using more computational power, larger porous samples should be used so
as to have a better understanding of the relation between microscopic and macroscopic
flow behaviour. Also, it is important to engage in experimental work for flow in porous
media, where having extracted capillary pressure curves from the simulation results,
the results could be compared with the experimental measurements.
Concerning the size of the porous matrix in Chapter 5, it represents a strong limita-
tion on simulating of larger droplet. It is important to consider larger porous samples
in order to understand the effect of droplet size on penetration.
Also, thermal studies of the impact and penetration that change the behaviour of
the viscosity, surface tension, and contact angle are recommended as the next stage
of the developed present numerical methodology. Solidification of liquid inside the
pore network is expected to change the dynamic of penetration significantly. With
such simulations, the dynamics of impact and penetration would make this research
even more relevant to understanding liquid droplet impact and penetration on a paper
substrate.
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Complementary Simulations -
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A.1 Introduction
In this appendix, we present some complementary simulation data that has been used
either during code validation or during application investigations. It is important to
mention that some of these simulations cannot be conclusive by their own. However,
they played an important role in understanding the code performance or the simulation
behaviour during the development period.
A.2 Droplet Impinging on a Porous Surface Using
Darcy Model
Droplet spreading on a porous surface is somewhat different from droplet spreading
on a solid surface. In the case of spreading on a porous surface, the liquid penetrates
and spreads at the same time. Which of these two processes is faster than the other
depends upon the porosity of the substrate, impact velocity of the droplet and the
surface tension of the liquid. Fig A.1 shows the impact of the η − heptane droplet
(D0=1.5 mm, U0=0.93, We=6) on the porous surface when the explicit porous zone
model is used. The permeability of this model is K=1.04 x 10−12 m2 and the porosity
=0.25. Four snapshots of the collision covering a time period of 0.4 ms are shown for
the volume fraction (iso-surface of α=0.5) and velocity and compared with experiments
[12]. Experimental photographs present the image of the portion of the liquid droplet
outside the porous substrate, while the numerical simulations display the liquid both
inside and outside the porous region.
The mechanism driving this flow is mainly related to the pressure difference between
the impact region outside the substrate and the capillary pressure acting in the fluid
interface inside the porous medium. During the initial stages of impact, the stagnation
pressure in the drop, which drives the outward jetting of the liquid, is much larger
than the restraining forces due to surface tension and viscosity (i.e. shear stress). As
the droplet spreads out into a thin film the kinetic energy is, however, dissipated;
stopping further spreading of the liquid. In the first few instants of the impact, liquid
projects radially from beneath the droplet away from the impact point. The numerical
simulation accurately predicts this phenomenon. Although it can be seen that towards
further time steps of the impact, a blob-like structure appears at the edges of the
droplet implying the formation of a rim around the lamella, which is not visible in
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Figure A.1: Time evolution of the droplet shape when impacting on a ceramic porous medium
(K=1.04 x 10−12, ). Numerical simulations of the indicator function and velocity magnitude are
compared with the photographs obtained by Chandra and Avedisian [12]
.
the experiments. This is mostly attributed to the explicit porous model that does not
allow for an appropriate representation of the contact angle rather than the interface
tracking method as such.
Figure A.2: Time evolution of the shape of the impinging droplet obtained by numerical simu-
lation for different permeability values. The white colour shows the indicator function
.
Two additional sensitivity studies (Case 3) are included in Fig A.2 in order to
demonstrate the effect of permeability (K=5x10−11m2 and 5 x 10−10m2). When per-
meability is increased it is expected that the droplet will penetrate more while the
spreading will be less if the We number is kept constant. Although previous attempts
[25] correctly reproduced the effect of permeability on penetration using similar explicit
models, the spreading effect was not accurately captured. In our simulations, we can see
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the balance between spreading and penetration Moreover in contrast to the experimen-
tal observations of [12] that were presented in Fig. A.1 -where the resistance imposed
by the porous substrate was large enough to prevent significant liquid absorption- in
the case of K=5x10−10m2 the droplet is partially absorbed by the substrate.
A.3 Droplet Impinging on a Porous Surface Using
2D Porous Media Geometry
Spreading on porous surfaces -as we saw in the previous section- is a combination of
two phenomena. First is the spreading of the droplet over the substrate which results in
an increase of the droplet base. Second is the movement of the droplet into the porous
substrate which decreases the droplet base; however, it increases the depth of liquid
wetted region inside the porous surface. This second process is the focus of this section
where instead of treating the porous zone as a ”black box” (explicit approach) we ex-
amine the penetration of a water droplet (D0 = 0.24mm) inside a material (Sandstone)
that its internal structure is represented through an implicit model. The porosity of
the model is  = 0.45 while the permeability is K= O(10−11). The Sandstone core
sample is extracted from a porous rock of 0.6 x 0.5 mm presented by Sirivithayapakorn
and Keller [14]. The range of the pores spaces is 3-15 µm. In the current simulation,
we simulate only a 2D axisymmetric slice of this sample as it can be seen in Fig. A.3
(a). Although the assumption of axisymmetry might not be valid for real porous ma-
terials, since the material used here is homogeneous it can be considered a reasonable
approximation. Moreover, experiments in the literature [13, 155] show that droplets
penetrating in porous materials exhibit a universal hemispherical shape which could
also explain the axisymmetric assumption. Another important point is that although
the rotation of this 2D slice would result in an artificial space filled with toroidal items
(see Fig.A.3 (b) ) while the real material is filled with discrete particles the porosity
of both materials is the same (0.45). The meshing process is described in detail in
[156]. A total number of 57342 cells have been used. The minimum cell size is 0.1 µm
and the maximum is 17 µm. The samples in Case 1-3 have bigger dimensions than in
Case 4. This creates the need to downscale the droplet impinging the porous medium
(D0 = 0.24mm) of Case 4 in order to maintain a constant ratio between droplet and
pore space and make it comparable to the previous cases. Two sensitivity tests are
182
Figure A.3: Schematic of the numerical grid. Picture (a) corresponds to the 2D slice (wedge)
used in the calculation and picture (b) shows a schematic of the 3D rotation of this slice that
results in a domain filled with toroidal items.
run. One corresponds in the same We number as Case 3 (We=6) and one additional
case is included for completeness that the We number is increased. Also our sample
for Case 4 has the same porosity as the porosity and permeability that corresponds to
the first row of Fig. A.2.
The value of the Weber number denotes the importance of inertia in relation to
surface tension effects. When the We number is increased when the flow is much more
inertia-dominated for the spreading phase although inside the porous medium capillary
effects are equally important. In order to provide a better insight of the process Figs
A.4 to A.6 are presented. Figure A.4 shows the time evolution of the shape of the
impinging droplet for We = 62 and We = 6. With an increase of We number the
spreading is increased. The penetration at the high We number is influenced by the
higher impact velocity that then is redistributed at the radial direction as well and
causes more spreading. The locally higher pressure at the impact point for higher We
number also results in higher penetration at the first steps of the impact.
Looking through at the last snapshot we can see that the droplet inside the porous
medium for We=6 has a more hemispherical shape while when the We is increased
the shape is more uniformly distributed at the radial direction following the higher
spreading outside the substrate. For We =6 the radial momentum is less so the ”weak
rim” around the droplet has less inertia to penetrate. The penetration is higher in the
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Figure A.4: Time evolution of the shape of the impinging droplet: (a) We = 62 and (b) We =
6.
Figure A.5: Experimental picture of a water droplet impinging on 120 µm glass beads [13] (left)
compared with numerical simulation of the Sandstone [14]. Both samples have the same porosity
and permeability.
middle of the droplet that holds most of the impact velocity inertia. This is responsible
for the hemispherical shape. For higher We that the inertia is higher at the radial
direction as well, the droplet penetrates more uniformly (see Fig. A.4). This difference
in the shape of the penetrating droplet for varying We numbers is also consistent with
the experimental results from [155] . Although the porosity for this case was different.
Figures (A.5,A.6) present results for the case of We=6 since it is the same as in Case
3 (K= O(10−11 m2)) of the previous section in terms of porosity, permeability and We
number. The dimensions of the porous zone and the droplet are different. However,
the same ratio of porous space and droplet size is maintained. Figure A.5 shows
the comparison of the experimental picture of a water droplet impinging on 120 µm
glass beads [13] (left) and the numerical simulation of the Sandstone [14] (right). Both
samples have the same porosity and permeability while their dimensions are different.
It can be seen that our simulations show the same almost hemispherical shape as the
experiments. It appears that this shape is almost universal regardless of the size of
the droplet/model used as soon as some parameters like porosity and permeability
are maintained. This could, in reality, justify the use of the explicit model in the
literature. However what we notice here if we compare the penetration at T= 0.25
ms of K=5x10−11 m2 case of Fig. A.2 (that corresponds to  = 0.45 and We =6 )
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and T= 0.221 from Fig. A.4 (K= O(10−11 m2),  = 0.45 and We =6) we see that the
implicit model predicts much more penetration than the explicit model. Also, it is more
consistent in terms of the shape of the penetrated liquid with the experiments. This is
attributed to the better representation of the capillary pressure inside the sample as it
can be seen from Fig. A.6.
Figure A.6: Snapshot at t = 73 msec of drop with We=6 into a porous stones geometry:
numerical simulations of the indicator function (iso-surface of α = 0.5) (right) and capillary
pressure field (left) are presented.
Although the suggested model might not represent a real porous medium but (the
representation maintains some the realistic features from the porous material and thus
allows to get some insight for the liquid penetration inside the material such as the
preferential paths the liquid will flow, the changes in the velocity depending on the
depth.
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A.4 Flow and Transport in Porous media - Com-
plimentary Studies
In this section, we present some complimentary simulations for the secondary injection
scenario where porous media contain a mixture of water and oil. These simulations
took longer to produce one conclusive results, and it was found to demand higher
computational power than expected. We were aiming at studying the effect of porosity
and porous structures on the oil saturation during secondary water injection. However,
due to the high computational power needed and also due to time limitation we coded
test more than one porous media. The presented results touch very briefly on our
initial findings. Nevertheless, more work can be done using these exciting models to
investigate the saturation behaviour during oil removal under different dynamic wetting
conditions.
A.4.1 Secondary Water Injection for Water/Oil Mixed Porous
Reservoir
This section presents the secondary water injection simulation results that contain a
mixture of both oil and water phases. The simulation starts with injecting oil into the
water phase until the saturation rate for oil stops increasing. Then we inject water
(as a secondary injection process) using two different capillary numbers on the Berea
Sandstone porous media. Similar to the previous sections presented in Chapter 4, we
use a zero-gradient boundary condition for the indicator function and the velocity at
the outlet. For the velocity at the inlet, we impose a constant injection rate for the
water phase and the oil phase velocity is set to zero initially. The pressure boundary
condition at the outlet is a fixed value. Similar to the previous simulations. Initially,
all the mesh located in the first 5% of the porous media are refilled with the water
phase, and the injection of the water phase is done through those parts of the inlet
which are not invaded by the forward-moving oil phase. On the solid walls, a dynamic
contact angle presented in table A.1 has been used in the two presented simulations.
Table A.1 presents the simulation conditions for Berea Sandstone porous stricture and
the non dimensional numbers associated .
The results presented in Fig. A.7 confirm that for the case of higher capillary
number the trapped oil clusters are smaller in size by the end of simulation. However,
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Model Case
Injection
flow
rate
(m3/s)
Advancing
Contact
Angle
Receding
Contact
Angle
Average
Cap-
illary
no.
Average
Reynolds
no.
Surface
ten-
sion σ
(kg/s2)
B1 BM5 1x10−8 8 6 2.05x10−3 229 0.024
B1 BM6 1x10−9 8 6 1.87x10−3 208 0.024
Table A.1: Wetting Conditions for secondary water injection simulation
for the case of low capillary number the trapped oil phase blobs are bigger. This
observation confirms that the sizes of the trapped droplets are related to the capillary
number at which the water phase is injected. This observation could be explained by
the criteria presented for blob mobilization shown by Raeini et al. [143]. The criteria
states that for a fixed aspect ratio, the size of the blobs trapped should be small enough
so that the maximum capillary field after snap-off can oppose the dynamic pressure
gradient field and the viscous drag force between the two phases. The capillary field
opposing force for the oil cluster mobilization is inversely proportional to the blob
size, while the driving force dynamic pressure gradient and the viscous drag force
between the two phases are proportional to the capillary number. Therefore, when the
oil clusters are smaller, the capillary field will be higher and can resist the dynamic
pressure gradient and the viscous drag force at higher capillary numbers.
Figure A.8 presents the saturation and permeability curves for the capillary numbers
mentioned in Table A.1. As seen in Fig. A.8a oil saturation start decreasing at the
early begin of the injection process, while in Fig. A.8b the oil saturation decreases
at a very slow rate. Due to the high injection rate in BM5 compared to BM6, it is
expected to predict a higher saturation rate at BM5. However, the long delay in the
oil saturation in BM6 was also found to be not limited to the the water injection rate,
but also linked to the very low developed capillary pressure seen by the water phase.
The predicted oil saturation curve seen in Fig. A.8 represents an excellent example for
the link between the trapped oil clusters and oil removal. As seen in Fig. A.7b large
number of trapped oil cluster was found during the simulation period. This trapped
oil cluster decrease the number of connected water paths between the the inlet and the
outlet.
The previous observation is directly reflected on the permeability curves shown
in Fig. A.8, where a higher permeability curves was found by BM6 compared to
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(a) Case BM5
(b) Case BM6
Figure A.7: Cross section showing water phase in blue and oil phase in yellow comparing case
BM5 & BM6, showing the effect of capillary number on oil saturation at secondary injection
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(a) Case BM5
(b) Case BM6
Figure A.8: Plots of the capillary pressure and phase saturation (on the left), and also the
computed effective permeability curves (on the right) for oil removal at secondary water injection
process
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BM5. Permeability curve as predicted in Fig. A.8a show a lower values compared
to test case BM3 presented in Chapter 4. The lower predicted value indicate the
importance and the effect of water/oil presented during oil removal process. Comparing
the permeability results between BM5 and BM6, we found a higher permeability value
achieved by BM6 due to the act of capillary pressure. We could not run the simulation
for too long, however we were able to predicate the intersection of permeability curves
at BM6. The High permeability value presents an important observation where the
presence of oil and water phases blocked some of the fluid passages creating extra force
of resistance to the flow field. Also due to the imposed dynamic contact angle the
trapped oil clusters found to be harder to remove due to the difference of capillary
pressure. This results show a much higher permeability value compared to the case
BM4 presented in Chapter 4. Finally the presented difference between primary and
secondary injection behaviour shows the importance of pore sale simulations where
predicting permeability curves can be in same cases impossible using the conventional
Darcy law.
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A.5 Using Dynamic Grid Refinement
Due to recent progress in adaptive grid refinement (AGR) techniques, simulations for
many applications such as atomization and many others start being feasible in the
sense that the ratio of the largest to the finest scales becomes tractable with the
present computing power. AGR methods have been introduced long time ago for
Cartesian grids [157] and used since then for many types of flows. The usage of local
grid refinement can be directed to the increase of mesh resolution at the interface,
where modelling errors can decreased. However, the AGR method found to increase
the simulation time due to the computational cost specially at micro-scale flows.
Figure A.9: Comparison between dynamic refinement effect (on the left ) and no refinement
method
.
During our research we implemented the numerical method mentioned in chapter 3
to the adaptive grid refinement method found in OpenFOAM. The aim of implement-
ing the development numerical method to the extract grid refinement method was to
increases the interface capturing accuracy and to predict efficiently the formation of
bubbles or liquid snapping for example. As seen in Fig. A.9 by implementing our
numerical framework to the local grid refinement solver, a very sharp droplet interface
was captured. However, some disadvantages was found such as 1) the time taken to fil-
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ter the numerical errors and to decrease the parasitic current increase due to the rabid
change of grid and also the size of the grid, 2) due to the fine grid close to the interface
and the solid boundary, we found a higher than expected parasitic current, which may
need some alterations on the formulation proposed in chapter 2, 3) Each simulation
using the adaptive method found to occupy a very large disk space compared to the
non refining method
Nevertheless, we computed one simulation for the droplet impacting over porous
media, to understand the effect of AGR on the spreading results. As seen in Fig.
A.10 case 19 presents the simulation using our developed solver computed with the
(AGR) solver and case 1 without the (AGR) solver. The vertical black lines presents
5% deviation between the to solver results.
Figure A.10: Comparison between spreading on porous media (carbonated rock) using dynamic
grid refinement Case 19 and without dynamic refinement Case 1 the graph showing 5% deviation
while spreading. spreading conditions are impact velocity of 0.5 (m/s) and Droplet radius (R =
1 mm) with assumptions constant contact angle of θA = 125
◦, θR = 25◦
.
By recording the time taken to perform the same simulation presented in Fig. A.10
we found that our method without the grid refinement is almost 1.75 times faster. So
as conclusion, 5% is not a very big gain compared to the time taken to compute the
same results. Also performing the adaptive mesh refinement was harder in terms of
mesh set-up as the AGR solver demands very specific mesh quality to be able to split
the volume cells during the refinement process. However, its very important to point
out, using the AMR method we where able to predict the formation of air bubbles
192
trapped between the porous media and the droplet as seen in Fig. A.11.
Figure A.11: Comparison between dynamic refinement effect (on the left ) and experiments by
[10] showing the bubble formation during impact.
.
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