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Abstract
Recovery complete internet network traffic data from incomplete observed
data is an important issue in internet network engineering and management.
In this paper, by fully combining the temporal stability and periodicity fea-
tures in internet traffic data, a new separable optimization model for internet
data recovery is proposed, which is based upon the t-product and the rapid
discrete Fourier transform of tensors. Moreover, by using generalized inverse
matrices, an easy-to-operate and effective algorithm is proposed. In theory, we
prove that under suitable conditions, every accumulation point of the sequence
generated by the proposed algorithm is a stationary point of the established
model. Numerical simulation results carried on the widely used real-world
internet network datasets, show good performance of the proposed method.
In the case of moderate sampling rates, the proposed method works very well,
its effect is better than that of some existing internet traffic data recovery
methods in the literature. The separable structural features presented in the
optimization model provide the possibility to design more efficient parallel
algorithms.
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1 Introduction
Network traffic data can often be arranged in the form of multidimensional arrays.
For example, a traffic matrix is often applied to track the volume of traffic between
origin-destination (OD) pairs in a network [43]. Estimating the end-to-end traffic
data in a network is an essential part of many network design and traffic engineer-
ing tasks, including capacity planning [12], load balancing [40], network provisioning
[33], path setup and anomaly detection [26], and failure recovery [40]. Unfortunately,
direct and precise end-to-end flow traffic measurement is very difficult or even infea-
sible in the traditional IP network. Missing data is unavoidable. Since many traffic
engineering tasks require the complete traffic volume information or are highly sen-
sitive to the missing data, the accurate reconstruction of missing values from partial
traffic measurements becomes a key problem.
To infer the missing data in the internat network, many research works have
been developed, for instance, see [3, 31] and the references therein. Using optimiza-
tion technology to recover incomplete internat traffic data is a very important way,
which are somewhat different from the existing methods for dealing with general
data recovery [9, 10, 13, 35, 51], including Compressive Sensing (CS) [16], Singular
Value Thresholding (SVT) algorithm [9] and Low-rank Matrix Fitting (LMaFit) al-
gorithm [50], etc. Since most of the known approaches for missing internat network
data are designed based on purely spatial or purely temporal information [26, 43, 52],
sometime their data recovery performance is low. To capture more spatial-temporal
information in the traffic data, various modified matrix based models and corre-
sponding optimization algorithms were presented to recover missing traffic data, for
example, see [4, 20, 34, 41]. The first spatio-temporal optimization model of traffic
matrices (TMs) was established in [34], which is designed based on low-rank approx-
imation combined with the spatio-temporal operation and local interpolation. The
proposed optimization model in [34] can be formulated as
minL,R ‖A(LR⊤)− B‖2F + λ(‖L‖2F + ‖R‖2F )
+‖S(LR⊤)‖2F + ‖(LR⊤)T⊤‖2F , (1.1)
where A is a linear operator, the matrix B contains the measurements, and S and
T are the spatial and temporal constraint matrices, respectively, which express the
known knowledge about the spatio-temporal structure of the traffic matrix (e.g.,
temporally nearby its elements have similar values). Based on the model (1.1),
the authors applied an alternating least squares procedure to solve it. Numerical
experiments show that the proposed method in [34] has better performance. Since
then, several other matrix recovery optimization models and algorithms [14, 17, 20,
27, 29, 48, 57] have been proposed to recover the missing data from partial traffic or
network latency measurements. Although these approaches enjoy good performance
when the data missing ratio is low, their performance suffers when the missing ratio
is large, especially in the extreme case when the traffic data on several time intervals
are all lost [45]. In fact, such matrix based methods may destroy the intrinsic tensor
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structure of high-dimensional data and also increases the computational cost of data
recovery.
In order to improve the recovery performance of the matrix-based methods
mentioned above, several tensor optimization methods have been applied to re-
cover missing traffic data, for example, [2, 15, 18]. The core of the tensor meth-
ods lies in the tensor decomposition, which commonly takes two forms: CANDE-
COMP/PARAFAC (CP) decomposition [11, 21] and Tucker decomposition [39]. For
a network with a location set Σ, let cardinality |Σ| = N . As a straightforward way of
modeling [54], traffic tensor may be formed with a third order tensor G ∈ RN×N×T ,
corresponding respectively to the origin, destination and the total number of time
intervals to consider. Traffic data are typically measured over some time intervals,
and the value reported is an average. Therefore, the element gijk in G is used to
represent the traffic from origin i to destination j averaged over the time dura-
tion [k, k + τ), where τ denotes the measurement interval, and 1 ≤ i, j ≤ N and
1 ≤ k ≤ T . After analyzing the spatial-temporal features in the traffic data, Zhou et
al [54] applied the tensor completion method to recover the traffic data from partial
measurements and loss. With the help of tensor CP decomposition, an optimization
model with spatial-temporal constraints was proposed, whose form can be expressed
as
minA,B,C ‖W ∗ ([[A,B,C]]− G‖2F + λ(‖A‖2F + ‖B‖2F + ‖C‖2F )
+α(‖[[FA,B,C]]‖2F + ‖[[A,GB,C]]‖2F + ‖[[A,B,HC]]‖2F ), (1.2)
where [[·, ·, ·]] is a shorthand notation of CP decomposition of third tensors, F and
G are the spatial constraint matrices and H is the temporal constraint matrix.
However, such a third order tensor model cannot fully exploit the traffic periodicity
in the traffic data, so the recovery accuracy is not very high. To fully exploit the
traffic features of periodicity pattern, Xie et al [49] modeled the considered traffic
data as another type of third order tensor Z ∈ Ro×t×d, where o corresponds to N×N
OD pairs, and there are d days to consider with each day having t time intervals. It
is obvious that o = N2 and T = td. In that paper, Xie et al further proposed two
sequential tensor completion algorithms to recovery internet traffic data. A public
traffic trace, Abilene trace data [1], was used as an example to illustrate the model
established in [49], the related traffic data was modeled as a tensor in R144×288×168.
Since its sizes of three dimensions are much more balanced, the authors found that
this model is better than the one in [54] for missing data recovery. However, in
the case where the balance of the above three dimensions is not satisfied (e.g., N is
much bigger than 12, and t and d remain unchanged), the recovery performance of
the corresponding models may be greatly affected.
Existing methods for missing internat network data, whether they are matrix
or tensor based methods, sometimes, even when the sampling rate is not too low,
the relative error rate of data recovery is still relatively high. Therefore, although
various studies have been made to recover missing internat traffic data, how to
choose an appropriate tensor to represent traffic data, and how to establish a related
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optimization model and design an efficient algorithm to solve the established model,
are still main challenges in the areas of network management and internet traffic
data analysis. On the other hand, tensor t-product methods introduced by Kilmer
et al [23, 24] is a powerful tool for decomposing third-order tensors, and has been
well applied in image and video inpainting, for example, see [51, 56]. However, due
to the appearance of spatio-temporal features that must be considered in internet
data recovery, the models and algorithms used in [51, 56] cannot be directly applied
to internet data recovery.
In this paper, we present a new third-order tensor optimization method to recover
missing traffic data. We first use a third order tensor F ∈ Rt×d×o to represent
the traffic data, where the means of t, d and o are stated above, i.e., t represents
the numbers of the observing time intervals in each day, d is the number of days
considered, and o = N2 where two N correspond respectively to the origin and
destination. Based upon the third-order tensor mentioned above, we use t-product of
tensors as a useful tool to establish a tensor completion model for internat traffic data
recovery. The temporal stability and periodicity characteristics of the considered
original traffic data are used to improve the established model, and the resulting
optimization model has a good separation structure, which is conducive to the design
of parallel algorithms and improves efficiency. To the best of our knowledge, we are
the first to propose tensor t-product methods to recovery internat traffic data.
The paper is organized as follows. We present the notation and preliminaries
of tensors in Section 2, which will be used throughout the paper. In Section 3, we
model the traffic data as a third order tensor and formulate the traffic data recovery
problem as a low-rank tensor completion model. After an equivalence transforma-
tion, a separable optimization model is presented. Furthermore, a modified version
of the block coordinate gradient method for missing internat network traffic data is
proposed, and the convergence of this algorithm to a stationary point is analyzed
in Section 4. In Section 5, we conduct extensive simulation experiments to evaluate
the performance of the proposed algorithm. Our experiments are performed on two
real-world traffic datasets, the first is the Abilene traffic dataset, and the second is
the GE´ANT traffic dataset. The simulation results demonstrate that our model and
algorithm can achieve significantly better performance compared with tensor and
matrix completion algorithms in the literature, even when the data missing ratio is
high. Conclusions and future work are discussed in Section 6.
2 Notations and preliminaries
In this section, we present notations and some basic preliminaries related to the
tensor, tensor t-product and real value functions of complex variable, which will be
used in this paper.
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2.1 Notations
In this paper, the fields of real numbers and complex numbers are denoted as R
and C, respectively. The n × n identity matrix is denoted by In. For an m × n
matrix A, a subset I of [m] and a subset J of [n], we use the notation AIJ for
the |I| × |J | sub-matrix obtained by deleting all rows i 6∈ I and all columns j 6∈
J , and use the notation AI· (A·J) for the |I| × n (m × |J |) sub-matrix obtained
by deleting all rows i 6∈ I (all columns j 6∈ J). And the spectral norm for a
given matrix A is denoted by ‖A‖2. In what follows, the nomenclatures and the
notations in [25] on tensors are partially adopted. A tensor is a multidimensional
array, and the order of a tensor is the number of dimensions, also called way or
mode. For example, a vector is a first-order tensor, and a matrix is a second-order
tensor. For the sake of brevity, in general, tensors of order d ≥ 3 are denoted
by Euler script letters (A,B, . . .), matrices by capital letters (A,B, . . .), vectors
by bold-case lowercase letters (a,b, . . .), and scalars by lowercase letters (a, b, . . .).
More specifically, a real (complex) tensor of order d ≥ 3 is represented by A ∈
R
m1×m2×···×md (Cm1×m2×···×md), and its (i1, i2, . . . , id)-th element is represented by
ai1i2...id . For any two tensors A,B ∈ Cm1×m2×···×md, the inner product between A
and B is denoted as 〈A,B〉 :=∑i1,i2,...,id ai1i2...id b¯i1i2...id where b¯i1i2...id is the conjugate
of bi1i2...id ∈ C for ij ∈ [mj ] := {1, 2, . . . , mj} and j ∈ [d], and the Frobenius norm
associated with the above inner product is ‖A‖ =√〈A,A〉.
For a given d-th order tensor A = (ai1i2...id) ∈ Cm1×m2×···×md, it has d modes,
namely, mode-1, mode-2, . . ., mode-d. For k ∈ [d], denote the mode-k matricization
(or unfolding) of tensor A to be unfold(A, k), then the (i1, i2, . . . , id)-th entry of
tensor A is mapped to the (ik, j)-th entry of matrix unfold(A, k) ∈ Cmk×Πl 6=kml,
where
j = 1 +
∑
1≤l≤d,l 6=k
(il − 1)Jl with Jl =
∏
1≤t≤l−1,t6=k
mt.
The corresponding inverse operator is denoted as “fold”, i.e., A = fold(unfold(A, k), k).
In the third order tensor case, we use the terms horizontal, lateral, and frontal
slices to specify which two indices are held constant. For a given A ∈ Cm1×m2×m3 ,
using Matlab notation, A(i1, :, :) corresponds to the i1-th horizontal slice for i1 ∈
[m1], A(:, i2, :) corresponds to the i2-th lateral slice for i2 ∈ [m2], and A(:, :, i3)
corresponds the i3-th frontal slice for i3 ∈ [m3]. More compactly, Ai3 is used to
represent A(:, :, i3). It is easy to verify that unfold(A, 1) = [A1, A2, . . . , Am3 ] and
unfold(A, 2) = [A⊤1 , A⊤2 , . . . , A⊤m3 ] for A ∈ Cm1×m2×m3 .
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2.2 t-product and t-SVD of tensors
For a given third order tensor A ∈ Rm1×m2×m3 with m1×m2 frontal slices, we define
the block circulant matrix bcirc(A) ∈ Rm1m3×m2m3 as
bcirc(A) :=


A1 Am3 Am3−1 · · · A3 A2
A2 A1 Am3 · · · A4 A3
A3 A2 A1 · · · A5 A4
...
...
...
. . .
...
...
Am3−1 Am3−2 Am3−3 · · · A1 Am3
Am3 Am3−1 Am3−2 · · · A2 A1


.
Notice that, in this paper, we will always assume the block circulant matrix is created
from the frontal slices, and thus there should be no ambiguity with the following
notation.
We anchor the “bvec” command to the frontal slices of the tensor, that is,
bvec(A) takes an m1 × m2 × m3 tensor and returns a block m1m3 × m2 matrix
bvec(A) := [A⊤1 , A⊤2 , . . . , A⊤m3 ]⊤, and the corresponding inverse operation is defined
as bvfold(bvec(A)) := A. Moreover, the block diagonalization operation and its in-
verse operation are defined as bdiag(A) := diag(A(1), A(2), . . . , A(m3)) ∈ Rm1m3×m2m3
and bdfold(bdiag(A)) := A, respectively.
Definition 2.1 ([24], Definition 2.5) (t-product) Let A ∈ Rm1×t×m3 and B ∈ Rt×m2×m3
be two real tensors. Then the t-product A∗B is an m1×m2×m3 real tensor defined
by
A ∗ B := bvfold(bcirc(A) · bvec(B)),
where “·” means standard matrix product.
Write ω = e2πi/m3 with i =
√−1. It is clear that
m3∑
k=1
ω(k−1)(l−1)ω¯(k−1)(s−1) =
{
m3, l = s,
0, otherwise
(2.3)
for any integers l, s ∈ [m3], where ω¯ is the conjugate complex number of ω. Denote
Fm3 =
1√
m3


1 1 1 · · · 1 1
1 ω ω2 · · · ωm3−2 ωm3−1
1 ω2 ω4 · · · ω2(m3−2) ω2(m3−1)
...
...
...
. . .
...
...
1 ωm3−2 ω2(m3−2) · · · ω(m3−2)(m3−2) ω(m3−2)(m3−1)
1 ωm3−1 ω2(m3−1) · · · ω(m3−2)(m3−1) ω(m3−1)(m3−1)


,
which is called the normalized discrete Fourier transform (DFT) matrix, and de-
note the conjugate transpose of Fm3 by F
∗
m3
. Just as circulant matrices can be
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diagonalized by the DFT [19], block-circulant matrices can be block diagonalized,
i.e.,
(Fm3 ⊗ Im1) · bicric(A) · (F ∗m3 ⊗ Im2) = A˜, (2.4)
where “⊗” denotes the Kronecker product, and A˜ = diag(A˜1, A˜2, . . . , A˜m3) with A˜k
being
A˜k =
m3∑
l=1
ω(k−1)(l−1)Al, ∀ k ∈ [m3]. (2.5)
Remark 2.2 It should be noticed that, for any A ∈ Rm1×m2×m3, which can be block
diagonalized as (2.4), most of the matrices A˜k (k ∈ [m3]) may be complex, even
when A is symmetric, and they satisfy the relationships:
A˜1 ∈ Rm1×m2 and A˜k = A˜m3−k+2, for any k ∈ [m3]\{1}. (2.6)
On the other hand, it is easy to see that any m3 tensors A˜k ∈ Cm1×m2(k ∈ [m3]),
which satisfy the above relationships, can lead to m3 real tensors by the inverse
operation of (2.5). This fact can be seen from the following formula
Ak =
1
m3
m3∑
l=1
ω¯(k−1)(l−1)A˜l, ∀ k ∈ [m3]. (2.7)
In fact, since ωnm3+i = ωi = ω¯m3−i for i and n ∈ [m3− 1]∪ {0}, we can verify that,
from any given A˜k ∈ Cm1×m2 for k ∈ [m3], the tensors Ak (k ∈ [m3]) obtained by
(2.7) are real, if and only if (2.6) holds.
From Definition 2.1, it is easy to verify that the t-product of two tensors C = A∗B
is equivalent to C˜ = A˜B˜, where A˜ = diag(A˜1, A˜2, . . . , A˜m3), B˜ = diag(B˜1, B˜2, . . . , B˜m3)
and C˜ = diag(C˜1, C˜2, . . . , C˜m3), which are defined by (2.5), respectively. Moreover,
by (2.4), it holds that ‖bicric(A)‖F = ‖A˜‖F .
The identity tensor I of size m1 ×m1 ×m3 is a tensor whose first frontal slice
is a m1 × m1 identity matrix, and all other frontal slices are zero matrices. The
conjugate transpose of a tensor A ∈ Rm1×m2×m3 is a tensor in Rm2×m1×m3 , denoted
by A∗, whose each frontal slices are conjugate transposed and then the order of
frontal slices are reversed. A f-diagonal tensor is a tensor whose frontal slices are all
diagonal matrices. A third order tensor Q is orthogonal, if Q ∗ Q∗ = Q∗ ∗ Q = I.
Definition 2.3 [23] (t-SVD) A tensor A ∈ Rm1×m2×m3 can be factored as A =
USV∗ where U ∈ Rm1×m1×m3 and V ∈ Rm2×m2×m3 are orthogonal tensors , and
S ∈ Rm1×m2×m3 is a f-diagonal tensor.
For any A ∈ Rm1×m2×m3 , its tubal rank rankt(A) is defined as the number of nonzero
singular tubes of S, i.e., rankt(A) = ♯{i | S(i, i, :) = 0} = max{r1, . . . , rm3}, where
S is from the t-SVD of A = USV∗, and rk = rank(A˜k) for k ∈ [m3].
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Proposition 2.4 [56] For any tensors F ∈ Rm1×m2×m3, A ∈ Rm1×m2×m3 and B ∈
Rm2×m4×m3, the following properties hold.
(1) If rankt(F) = r, then F can be written into a tensor product form F = C∗H,
where C ∈ Rm1×r×m3 and H ∈ Rr×m2×m3 are two tensors of smaller sizes and they
meet rankt(C) = rankt(H) = r;
(2) rankt(A ∗ B) ≤ min{(rankt(A), rankt(B)}.
2.3 Real value functions of complex variable
For z = (z1, z2, . . . , zn)
⊤ ∈ Cn, denote
zre := ((z1)re, (z2)re, . . . , (zn)re)
⊤
and
zim := ((z1)im, (z2)im, . . . , (zn)im)
⊤,
where (zi)re and (zi)im are the real and imaginary part of zi ∈ C, respectively, for
i ∈ [n]. We consider a real-valued function f : Cn → R defined by f(z) = g(zre, zim),
where z = zre + i zim. The following theorem can be found in [8].
Theorem 2.5 Let f : Cn × Cn → R be a function of a complex vector z and its
conjugate vector z¯, and let f be analytic with respect to each variable (z and z¯)
independently. Let g : Rn × Rn → R be the function of the real variables zre and
zim such that f(z, z) = g(zre, zim). Then the partial derivative ∇zf (treating z¯ as a
constant in f) gives the same result (on substituting for z) as (∇zreg − i∇zreg)/2.
Similarly, ∇z¯f is equivalent to (∇zreg+i∇zreg)/2. Moreover, either of the conditions
∇zf = 0 or ∇z¯f = 0 is necessary and sufficient to determine a stationary point of
f .
3 Tensor model of internat traffic data comple-
tion and its reformulation
3.1 Model
Let G = (gi1i2i3) be a given incomplete tensor in Rm1×m2×m3 , and Ω be the index set
of known entries of G, i.e., its entries gi1i2i3 are given for (i1, i2, i3) ∈ Ω while gi1i2i3
are missing for (i1, i2, i3) 6∈ Ω. Here, m1, m2 and m3 are corresponding to node t,
d and o of the collected internat network traffic data in Section 1, respectively. We
model the traffic data in an internat network by a tensor F ∈ Rm1×m2×m3 . Based
on the incomplete tensor G, in order to recover internat network traffic data (i.e.,
F), we consider the following low rank tensor optimization problem
min
F
rankt(F)
s.t. PΩ(F) = PΩ(M),
(3.8)
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where rankt(F) denotes the tensor tubal rank of F , and PΩ is the linear operator
to extract known elements in the subset Ω and fills the elements that are not in Ω
with zero values.
The target of this paper is to estimate those elements with zero values as accu-
rately as possible. To solve this problem, a tensor factorization method was proposed
to optimize this problem by factorizing tensor F ∈ Rm1×m2×m3 into two smaller ten-
sors X ∈ Rm1×r×m3 and Y ∈ Rr×m2×m3 , where r is the beforehand estimated tubal
rank of F and is usually much smaller than min{m1, m2}. According to Proposition
2.4, we further approximate the model (3.8) by introducing an intermediate variable
W ∈ Rm1×m2×m3 as follows
min
X ,Y ,W
1
2
‖X ∗ Y −W‖2F +
µ
2
‖W‖2F
s.t. PΩ(W) = PΩ(G)
X ∈ Rm1×r×m3,Y ∈ Rr×m2×m3 ,W ∈ Rm1×m2×m3 .
(3.9)
where µ is an regularization parameter, which allows a tunable tradeoff between
fitting error and achieving tensor low-rank.
3.2 Improvement with temporal stability
In real-world network, most of traffic data often have considerably large difference in
start sampling time and end sampling time, but every successive time intervals the
sampling data have pretty small difference. That is, traffic usually change slowly over
time, which exhibit temporal stability feature in time dimension. We use matrices
H and K to express our knowledge about the traffic temporal properties, in which,
H is used to capture the stability of traffic values at two adjacent time slots, and
K is used to express the periodicity of traffic data, i.e., the similarity in internet
visiting behaviors at the same time of different days, such as the similar traffic mode
in working hours and sleeping hours.
We first consider for setting H . The temporal constraint matrix H captures
temporal stability feature of the traffic tensor, i.e., the traffic data is similar at
adjacent time slots. Based on time dimension (mode-1) unfolding matrix unfold(X ∗
Y , 1) or unfold(W, 1), a simple choice for the temporal constraint matrix is H =
Toeplitz(0, 1,−1) of the size (m1− 1)×m1, which denotes the Toeplitz matrix with
central diagonal given by ones, and the first upper diagonal given by negative ones,
i.e.,
H =


1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
0 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 −1


(m1−1)×m1
. (3.10)
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By using the temporal constraint matrix H mentioned above, we can check that
‖H · unfold(X ∗ Y , 1)‖2F
=
∑
1≤i1≤m1−1,1≤i2≤m2,1≤i3≤m3
(
(X ∗ Y)i1i2i3 − (X ∗ Y)(i1+1)i2i3
)2
,
which means that by minimizing ‖H · unfold(X ∗ Y , 1)‖2F or ‖H · unfold(W, 1)‖2F ,
we seek an approximation that also has the property of having similar temporally
adjacent values, i.e, the fact that traffic tensor at adjacent points in time of same
day are often similar. Similarly, we use a simple Toeplitz matrix
K =


1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
0 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 −1


(m2−1)×m2
to capture the periodicity of traffic data. Therefore, by minimizing ‖H · unfold(X ∗
Y , 1)‖2F + ‖K · unfold(W, 2)‖2F , we may approximate the temporal stability feature
of X ∗ Y (i.e., W) and are expected to improve recovery accuracy.
Based on the argument above, the model (3.9) can be improved into the following
optimization model
min f0(X ,Y ,W) := 1
2
‖X ∗ Y −W‖2F +
µ
2
‖W‖2F
+
ρ1
2
‖H · unfold(X ∗ Y , 1)‖2F +
ρ2
2
‖K · unfold(W, 2)‖2F
s.t. PΩ(W) = PΩ(G)
X ∈ Rm1×r×m3 ,Y ∈ Rr×m2×m3 ,W ∈ Rm1×m2×m3 ,
(3.11)
where ρ1 and ρ2 are two appropriately chosen penalty parameters.
3.3 Reformulation and simplification of model
In this subsection, we continue to consider how to transform the model (3.11) into
an equivalent form that is conducive to effective algorithm design. For simplicity,
let us write Z = X ∗ Y . It is obvious that
(Fm3 ⊗ Im1) · bcric(Z −W) · (F ∗m3 ⊗ Im2) = Z˜ − W˜ , (3.12)
where Z˜ = diag(Z˜1, Z˜2, . . . , Z˜m3) and W˜ = diag(W˜1, W˜2, . . . , W˜m3), which are de-
fined by (2.5), respectively. Consequently, by (3.12), we have
‖Z −W‖2F =
1
m3
‖bcric(Z −W)‖2F =
1
m3
‖Z˜ − W˜‖2F =
1
m3
m3∑
k=1
‖Z˜k − W˜k‖2F .
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Since Z = X ∗Y , which is equivalent to Z˜ = X˜Y˜ , i.e., Z˜k = X˜kY˜k for every k ∈ [m3],
it holds that
‖X ∗ Y −W‖2F =
1
m3
m3∑
k=1
‖X˜kY˜k − W˜k‖2F . (3.13)
Similarly, we have
‖W‖2F =
1
m3
m3∑
k=1
‖W˜k‖2F . (3.14)
Now we consider ‖H ·unfold(X ∗Y , 1)‖2F . Since unfold(Z, 1) = [Z1, Z2, . . . , Zm3],
it holds that
‖H · unfold(Z, 1)‖2F = ‖[HZ1, HZ2, . . . , HZm3 ]‖2F =
m3∑
k=1
‖HZk‖2F . (3.15)
On the other hand, by (2.5), we have
m3∑
k=1
‖HZ˜k‖2F =
m3∑
k=1
tr((HZ˜k)(HZ˜k)
∗)
=
m3∑
k=1
m3∑
s,l=1
ω(k−1)(l−1)ω¯(k−1)(s−1)tr((HZk)(HZk)
⊤)
=
m3∑
s,l=1
m3∑
k=1
ω(k−1)(l−1)ω¯(k−1)(s−1)tr((HZk)(HZk)
⊤).
(3.16)
By (2.3) and (3.16), we further obtain
m3∑
k=1
‖HZ˜k‖2F = m3
m3∑
l=1
tr((HZl)(HZl)
⊤) = m3
m3∑
l=1
‖HZl‖2F . (3.17)
Consequently, by combining (3.15) and (3.17), it holds that
‖H · unfold(Z, 1)‖2F =
1
m3
m3∑
k=1
‖HZ˜k‖2F =
1
m3
m3∑
k=1
‖HX˜kY˜k‖2F . (3.18)
Similarly, we have
‖K · unfold(W, 2)‖2F =
1
m3
m3∑
k=1
‖W˜kK⊤‖2F =
1
m3
m3∑
k=1
‖W˜kK⊤‖2F . (3.19)
By (3.13), (3.14), (3.18) and (3.19), we have
f0(X ,Y ,W)
=
1
2m3
m3∑
k=1
{
‖X˜kY˜k − W˜k‖2F + ρ1‖HX˜kY˜k‖2F + ρ2‖W˜kK⊤‖2F + µ‖W˜k‖2F
}
.
(3.20)
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Due to the special structure of equivalent reformulation (3.20) of the objective
function in (3.11), our algorithm, which will be described in the next section, is
closely related to the following two type of optimization sub-problems.
min
X˜k ,Y˜k
m3∑
k=1
hk(X˜k, Y˜k)
s.t. X˜k ∈ Cm1×r, Y˜k ∈ Cr×m2 , k ∈ [m3],
(3.21)
where hk(X˜kY˜k) =
1
2
(‖X˜kY˜k − W˜k‖2F + ρ1‖HX˜kY˜k‖2F ), and
min
Wk
m3∑
k=1
gk(Wk)
s.t. PΩk(Wk) = PΩk(Gk),
Wk ∈ Rm1×m2 , k ∈ [m3],
(3.22)
where gk(Wk) =
1
2
(‖Zk−Wk‖2F+ρ2‖WkK⊤‖2F+µ‖Wk‖2F ) and Ωk = {(i, j) | (i, j, k) ∈
Ω)}.
Notice that the models (3.21) and (3.22) have both very good separable structure.
It is clear that the optimal solution set of (3.11) is nonempty, which is denoted by Ξ∗,
and the corresponding optimal value is denoted by f0∗, since the objective function
value is bounded below with zero. Moreover, we see that (X∗,Y∗,W∗) is a optimal
solution of (3.11), if and only if that (X˜∗, Y˜∗) is the optimal solution of (3.21) with
W˜k = W˜k∗ for k ∈ [m3], where X˜∗ = (X˜1∗, X˜2∗, . . . , X˜m3∗), Y˜∗ = (Y˜1∗, Y˜2∗, . . . , Y˜m3∗)
and W˜∗ = (W˜1∗, W˜2∗, . . . , W˜m3∗) are obtain by (2.5) from Xk∗ (k ∈ [m3]), Yk∗ (k ∈
[m3]) andWk∗ (k ∈ [m3]) respectively, andW∗ = (W1∗,W2∗, . . . ,Wm3∗) is the optimal
solution of (3.22) with objective function
∑m3
k=1 gk∗(Wk) =
∑m3
k=1
1
2
(‖Zk∗ −Wk‖2F +
ρ2‖WkK⊤‖2F + µ‖Wk‖2F ) with Zk∗ = Z∗(:, :, k) and Z∗ = X∗ ∗ Y∗. Here, W∗ and W˜∗
satisfies (2.5) or equivalently (2.7). Therefore, how to solving optimization problem
(3.11) effectively comes down to solving the following two type of sub-problems
min
X˜k,Y˜k
hk(X˜k, Y˜k)
s.t. X˜k ∈ Cm1×r, Y˜k ∈ Cr×m2 ,
(3.23)
for k ∈ [m3], and
min
Wk
gk(Wk)
s.t. PΩk(Wk) = PΩk(Gk),
Wk ∈ Rm1×m2
(3.24)
for k ∈ [m3]. Notice that (3.23) and (3.24) are independent, but for different k they
have the same form, respectively. In particular, for the subproblem (3.24), once
Ω is given, Ωk is unchanged for k ∈ [m3], which implies that the simple equality
constraints in (3.24) can be eliminated by substituting them into the objective func-
tion. At this time, for each k ∈ [m3], if the complement set ΩCk of Ωk is non-empty,
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then the objective function in the resulting unconstrained optimization is a strictly
convex quadratic function with respect to the variable (Wk)ΩC
k
, and its coefficient
matrix is a positive definite matrix independent of Zk. Hence, for every k ∈ [m3]
and known Zk ∈ Rm1×m2 , Wk is unique optimal solution of (3.24), if and only if the
following KKT condition holds{
(WkKµρ2)ij = (Zk)ij, if (i, j) 6∈ Ωk,
(Wk)ij = (Gk)ij , otherwise,
(3.25)
where Kµρ2 = (1+µ)I + ρ2K
⊤K. Moreover, denote Ωik = {j ∈ [m2] | (i, j, k) ∈ Ω }
for every i ∈ [m1] and k ∈ [m3]. Corresponding to Ωik and ΩCik, the ith row vector
(Wk)i· ofWk is divided into two blocks, denoted as (Wk)i· = [(Wk)iΩik , (Wk)iΩCik ] (the
elements in (Wk)i· need to be rearranged if necessary), and accordingly, K is divided
into a column-block matrix, i.e., K = [Kik1, Kik2]. Due to the special structure of
(3.25), we can get the following expression of its solution{
(Wk)iΩC
ik
=
(
(Zk)iΩC
ik
− ρ2(Gk)iΩikK⊤ik1Kik2
)(
(1 + µ)I|ΩC
ik
| + ρ2K
⊤
ik2Kik2
)−1
,
(Wk)iΩik = (Gk)iΩik
(3.26)
for i ∈ [m1] and k ∈ [m3].
In the next section, we will propose an algorithm for completing internet traffic
data, which is based upon these separable characteristics discussed above.
4 An algorithm for internet traffic tensor comple-
tion problem
4.1 Algorithmic description
In this subsection, the method for internet traffic tensor completion problem in this
paper is described in detail.
By a direct computation, we know that, for every k ∈ [m3], the partial derivatives
∇X˜khk and ∇Y˜khk of the function hk defined in (3.21) (respectively, treating the
conjugate complex matrices X˜k and Y˜k of X˜k and Y˜k as constant in hk) are{ ∇X˜khk(X˜k, Y˜k) = (X˜kY˜k − W˜k)Y˜ ∗k + ρ1H⊤HX˜kY˜kY˜ ∗k ,
∇Y˜khk(X˜k, Y˜k) = X˜∗k(X˜kY˜k − W˜k) + ρ1X˜∗kH⊤HX˜kY˜k.
(4.27)
Consequently, by Theorem 2.5, the KKT system of (3.21) can be expressed as follows{
Hρ1X˜k(Y˜kY˜
∗
k ) = W˜kY˜
∗
k ,
(X˜∗kHρ1X˜k)Y˜k = X˜
∗
kW˜k,
k ∈ [m3], (4.28)
where Hρ1 = I + ρ1H
⊤H , and W˜k (k ∈ [m3]) have obtained before solving problem
(3.21).
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Inspired by the application of the generalized inverse matrix in the (approxima-
tion) solution of general matrix linear equations, we propose the iterative scheme
for solving the model (3.21) as follows{
X˜
(l+1)
k = X˜
(l)
k + (αkl/L
(l)
k1)d
(l)
X˜k
,
Y˜
(l+1)
k = Y˜
(l)
k + (βkl/L
(l)
k2)d
(l)
Y˜k
,
k ∈ [m3], (4.29)
where αkl and βkl are the step-sizes in the linear search of X˜k and Y˜k at lth iteration,
respectively, L
(l)
k1 = ‖Hρ1‖2‖Y˜ (l)k (Y˜ (l)k )∗‖2, L(l)k2 = ‖(X˜(l+1)k )∗Hρ1X˜(l+1)k ‖2, and{
d
(l)
X˜k
= −H−1ρ1 ∇X˜khk(X˜
(l)
k , Y˜
(l)
k )
(
Y˜
(l)
k (Y˜
(l)
k )
∗
)+
,
d
(l)
Y˜k
= −((X˜(l+1)k )∗Hρ1X˜(l+1)k )+∇Y˜khk(X˜(l+1)k , Y˜ (l)k ).
Here, A+ denotes the Moore-Penrose generalized inverse of A ∈ Cm×n [30, 32].
After obtaining X˜
(l+1)
k and Y˜
(l+1)
k for all k ∈ [m3], we further obtain Z˜(l+1)k =
X˜
(l+1)
k Y˜
(l+1)
k , and hence Z
(l+1)
k by (2.7) for all k ∈ [m3]. Then, for every k ∈ [m3] we
obtain W
(l+1)
k by solving the constrained quadratic programming (3.22), or equiva-
lently (3.24) with Zk = Z
(l+1)
k . From the obtained W
(l+1)
k (k ∈ [m3]), the complex
matrices W˜
(l+1)
k k ∈ [m3] are further obtained by (2.5).
The above steps are repeated until the required solution is found. This idea is
embodied in our algorithm, which is named TCTF2R Algorithm and described as
follows
TCTF2R Algorithm (Tensor Completion by Tensor Factorization with Spatio-
Temporal Regularization)
Input: The tensor data G ∈ Rm1×m2×m3 , the observed set Ω, the temporal constraint
matrices H,K, the initialized rank vector r0 ∈ Rm3 , the regularization parameters
ρ1, ρ2, µ > 0, and ε = 1e− 6.
Initialize: X˜(0) = (X˜
(0)
1 , X˜
(0)
2 , . . . , X˜
(0)
m3), Y˜
(0) = (Y˜
(0)
1 , Y˜
(0)
2 , . . . , Y˜
(0)
m3 ) and W˜
(0) =
(W˜
(0)
1 , W˜
(0)
2 , . . . , W˜
(0)
m3 ), where X˜
(0)
k ∈ Cm1×r
0
k , Y˜
(0)
k ∈ Cr
0
k
×m2 and W˜
(0)
k ∈ Cm1×m2 for
k ∈ [m3], and the relationship (2.6) for X˜(0), Y˜ (0) and W˜ (0) hold, respectively.
While not converge do
1. For every k ∈ [m3], fix Y˜ (l)k and W˜ (l)k to update X˜(l+1)k via the first expression in
(4.29), and obtain X˜(l+1) = (X˜
(l+1)
1 , X˜
(l+1)
2 , . . . , X˜
(l+1)
m3 ).
2. For every k ∈ [m3], fix X˜(l+1)k and W˜ (l)k to update Y˜ (l+1)k via the second expression
in (4.29), and obtain Y˜ (l+1) = (Y˜
(l+1)
1 , Y˜
(l+1)
2 , . . . , Y˜
(l+1)
m3 ).
3. For every k ∈ [m3], compute Z˜(l+1)k = X˜(l+1)k Y˜ (l+1)k , and convert Z˜(l+1) =
(Z˜
(l+1)
1 , Z˜
(l+1)
2 , . . . , Z˜
(l+1)
m3 ) into Z
(l+1) = (Z
(l+1)
1 , Z
(l+1)
2 , . . . , Z
(l+1)
m3 ) via (2.7).
4. For every k ∈ [m3], update W (l+1)k by solving (3.24) or (3.25) with Zk = Z(l+1)k ,
and obtain W (l+1) = (W
(l+1)
1 ,W
(l+1)
2 , . . . ,W
(l+1)
m3 ).
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5. Adjust the rank vector rl+1 ∈ Rm3 , and the sizes of X˜(l+1)k and Y˜ (l+1)k for k ∈ [m3].
6. Check the termination criterion: ‖X˜(l+1)− X˜(l)‖∞ ≤ ε, ‖Y˜ (l+1)− Y˜ (l)‖∞ ≤ ε and
‖W (l+1) −W (l)‖F ≤ ε,
7. Convert W
(l+1)
k into W˜
(l+1)
k via (2.5) for every k ∈ [m3], and l ← l + 1.
end while
Output: X˜(l+1), Y˜ (l+1), and W (l+1) = (W
(l+1)
1 ,W
(l+1)
2 , . . . ,W
(l+1)
m3 ) or W˜
(l+1) =
(W˜
(l+1)
1 , W˜
(l+1)
2 , . . . , W˜
(l+1)
m3 ).
Notice that, in the implementation of the above algorithm, we only need to
solve [m3/2] + 1 subproblems of form (4.29). After obtaining the first [m3/2] + 1
pair (X˜
(l+1)
k , Y˜
(l+1)
k ) by solving (4.29), other pair (X˜k, Y˜k) can be obtained by the
following expression
(X˜
(l+1)
k , Y˜
(l+1)
k ) = (X˜
(l+1)
m3−k+2
, Y˜
(l+1)
m3−k+2
), ∀ k = [m3/2] + 2, . . .m3.
Proposition 4.1 Let D be a (m− 1)×m simple Toeplitz matrix defined by (3.10).
It holds that λmin(D
⊤D) = 0 and λmax(D
⊤D) ≤ 4, where λmin(·) and λmax(·) are the
smallest and largest eigenvalues of the considered matrix, respectively.
Proof. Since D is a simple Toeplitz matrix, it is easy to see that
D⊤D =


1 −1 0 · · · 0 0
−1 2 −1 · · · 0 0
0 −1 2 . . . 0 0
...
...
. . .
. . .
. . .
...
0 0 0 −1 2 −1
0 0 0 · · · −1 1


m×m
.
Consequently, the desired result follows from the well-known Gerschgorin’s circle
Theorem [22].
From (3.25) and Proposition 4.1, we can see that, for given Z
(l+1)
k (k ∈ [m3]) and
the obtained solution W
(l+1)
k (k ∈ [m3]) of (3.25) with Zk = Z(l+1)k , it holds that
m3∑
k=1
‖(W (l+1)k − Z(l+1)k )ΩCk ‖F ≤ (µ+ 4ρ2)
m3∑
k=1
‖W (l+1)k ‖F ,
which shows that, we can choose small enough parameters µ and ρ2 to force the
difference between W
(l+1)
k and Z
(l+1)
k for k ∈ [m3], to meet the required accuracy,
but the value of ρ2 will affect the degree of considering the periodicity of the traffic
data. In order to ensure a better recovery effect and accuracy, the values of the
parameters µ and ρ2 should be selected appropriately in the implementation of
TCTF2R Algorithm.
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4.2 Convergence of the algorithm
The algorithm proposed in this paper can be regarded as a modified version of the
block coordinate gradient descent method in [5]. In this subsection, we show that
every accumulation point of the sequence generated by TCTF2R Algorithm satisfies
the stationary point systems of (3.21) and (3.22). To this end, we first recall the
following lemmas, which will be used to analyze convergence properties of TCTF2R
Algorithm.
Lemma 4.2 [32] Let A ∈ Cm×n and B = UAV ∗, where U ∈ Cm×m and V ∈ Cn×n
are unitary. Then B+ = V A+U∗. In particular, if USV ∗ is the singular-value
decomposition (SVD) of A, where S = diag(σ1, . . . , σt, 0, . . . , 0) ∈ Cm×n with σ1 ≥
. . . ≥ σt > 0, then A+ = V S−1U∗, where S−1 = diag(σ−11 , . . . , σ−1t , 0, . . . , 0) ∈ Cm×n.
Lemma 4.3 [6] Let A ∈ Cm×m be a Hermitian matrix with eigenvalues α1 ≥ . . . ≥
αm. Then, it holds that αmtr(B) ≤ tr(AB) ≤ α1tr(B) for any given positive semidef-
inite Hermitian matrix B ∈ Cm×m.
Lemma 4.4 [38] Let C = B∗AB with eigenvalues λ1 ≥ . . . ≥ λn, where A ∈ Cm×m
is a Hermitian matrix with eigenvalues α1 ≥ . . . ≥ αm ≥ 0, and B ∈ Cm×n with
singular values β1 ≥ . . . ≥ βn ≥ 0, i.e., the eigenvalues of the positive semidefinite
matrix (B∗B)1/2. Then the following statements hold
(1) λi+j−1 ≤ β2i αj, for every 1 ≤ i ≤ n, 1 ≤ j ≤ m and i+ j − 1 ≤ n.
(2) β2i αj ≤ λi+j−m, for every 1 ≤ i ≤ n, 1 ≤ j ≤ m and i+ j > m.
In what follows, we focus on discussing the properties of the search directions d
(l)
X˜
and d
(l)
Y˜
. For every k ∈ [m3], let the sequence {(X˜(l)k , Y˜ (l)k )} be generated by TCTF2R
Algorithm. Let U
(l)
Y˜k
S
(l)
Y˜k
(V
(l)
Y˜k
)∗ be the singular-value decomposition (SVD) of Y˜
(l)
k
with S
(l)
Y˜k
= diag(σY˜kl1, . . . , σY˜klt, 0, . . . , 0) ∈ Cr×m2 and σY˜kl1 ≥ . . . ≥ σY˜klt > 0, and
let U
(l)
X˜k
S
(l)
X˜k
(V
(l)
X˜k
)∗ be the SVD of X˜
(l+1)
k , where S
(l)
X˜k
= diag(σX˜kl1, . . . , σX˜kls, 0, . . . , 0) ∈
Cm1×r with σX˜k l1 ≥ . . . ≥ σX˜kls > 0.
Proposition 4.5 Let U
(l)
Y˜k
= [U
(l)
Y˜k1
, U
(l)
Y˜k2
], where U
(l)
Y˜k1
be corresponding to the positive
singular-values of Y˜
(l)
k . Then it holds that
〈d(l)
X˜k
,∇X˜khk(X˜
(l)
k , Y˜
(l)
k )〉 ≤ −
1
(1 + 4ρ1)σ2Y˜kl1
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Y˜k1
‖2F . (4.30)
Proof. For writing concisely, the subscript letters Y˜k and k in this lemma have been
removed in our proof. Since U (l)S(l)(V (l))∗ is the SVD of Y˜ (l), we have Y˜ (l)(Y˜ (l))∗ =
U (l)S˜(l)(U (l))∗, where S˜(l) = S(l)(S(l))⊤ = diag(S˜
(l)
1 , O), S˜
(l)
1 = diag(σ
2
l1, . . . , σ
2
lt) ∈
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Ct×t and O ∈ C(r−t)×(r−t) is a zero matrix. Consequently, by Lemma 4.2, it holds
that
(Y˜ (l)(Y˜ (l))∗)+ = U (l)(S˜(l))+(U (l))∗, (4.31)
where (S˜(l))+ = diag((S˜
(l)
1 )
−1, O) and (S˜
(l)
1 )
−1 = diag(σ−2l1 , . . . , σ
−2
lt ). For simplicity,
we write R
(l)
U1 = ∇X˜h(X˜(l), Y˜ (l))U (l)1 and R(l)U2 = ∇X˜h(X˜(l), Y˜ (l))U (l)2 . Then, by (4.31),
we know
d
(l)
X˜
= −H−1ρ1 ∇X˜h(X˜(l), Y˜ (l))
(
Y˜ (l)(Y˜ (l))∗
)+
= −H−1ρ1 [R(l)U1, R(l)U2](S˜(l))+(U (l))∗,
which implies
〈d(l)
X˜
,∇X˜h(X˜(l), Y˜ (l))〉 = −tr
(
H−1ρ1 [R
(l)
U1, R
(l)
U2](S˜
(l))+[R
(l)
U1, R
(l)
U2]
∗
)
= −tr
(
H−1ρ1 R
(l)
U1(S˜
(l)
1 )
−1(R
(l)
U1)
∗
)
.
(4.32)
It is clear that H−1ρ1 and (S˜
(l)
1 )
−1 are positive definite. Consequently, by (4.32),
Proposition 4.1 and Lemma 4.3, it holds that
〈d(l)X ,∇X˜h(X˜(l), Y˜ (l))〉 ≤ −
1
(1 + 4ρ1)σ2l1
tr((R
(l)
U1)
∗R
(l)
U1) = −
1
(1 + 4ρ1)σ2l1
‖R(l)U1‖2F .
From this, we obtain the desired result (4.33), since R
(l)
U1 = ∇X˜h(X˜(l), Y˜ (l))U (l)1 . We
complete the proof.
Proposition 4.6 Let V
(l)
X˜k
= [V
(l)
X˜k1
, V
(l)
X˜k2
], where V
(l)
X˜k1
is corresponding to the posi-
tive singular-values of X˜
(l+1)
k . Then it holds that
〈d(l)
Y˜k
,∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )〉 ≤ −
1
(1 + 4ρ1)σ
2
X˜kl1
‖(V (l)
X˜k1
)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖2F . (4.33)
Proof. For writing concisely, the subscript letters X˜k and k in this lemma have
been removed in our proof. Since U (l)S(l)(V (l))∗ is the SVD of X˜(l+1), we have
(X˜(l+1))∗Hρ1X˜
(l+1) = V (l)Σ(l)(V (l))∗
with Σ(l) = (S(l))⊤(U (l))∗Hρ1U
(l)S(l), which implies, together Lemma 4.2, that
(
(X˜(l+1))∗Hρ1X˜
(l+1)
)+
= V (l)(Σ(l))+(V (l))∗. (4.34)
Write S(l) = diag(S
(l)
2 , O) ∈ Cr×r with S(l)2 = diag(σl1, . . . , σls) ∈ Cs×s and O ∈
C(r−s)×(r−s) being a zero matrix, U (l) = [U
(l)
1 , U
(l)
2 ] and V
(l) = [V
(l)
1 , V
(l)
2 ], where U
(l)
1
and V
(l)
1 are corresponding to S
(l)
2 . Consequently, we have Σ
(l) = diag(Σ
(l)
1 , O), which
implies
(Σ(l))+ = diag((Σ
(l)
1 )
+, O) = diag((Σ
(l)
1 )
−1, O), (4.35)
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where Σ
(l)
1 = (S
(l)
2 )
⊤(U
(l)
1 )
∗Hρ1U
(l)
1 S
(l)
2 is invertible, which implies, together with
Proposition 4.1 and Lemma 4.4, that
λmin((Σ
(l)
1 )
−1) = (λmax(Σ
(l)
1 ))
−1 ≥ 1
(1 + 4ρ1)σ2l1
. (4.36)
From the definition of d
(l)
Y˜
, (4.34), (4.35) and (4.36), we have
〈d(l)
Y˜
,∇Y˜ h(X˜(l+1), Y˜ (l))〉 = −tr
(
(R
(l)
V 1)
∗(Σ
(l)
1 )
−1R
(l)
V 1
)
≤ −λmin((Σ(l)1 )−1)‖R(l)V 1‖2F
≤ − 1
(1 + 4ρ1)σ
2
l1
‖R(l)V 1‖2F ,
where R
(l)
V 1 = (V
(l)
1 )
∗∇Y˜ h(X˜(l+1), Y˜ (l)), and the first inequality comes from Lemma
4.3. We obtain the desired result and complete the proof.
Remark 4.7 From Propositions 4.5 and 4.6, we see that, d
(l)
X˜k
is a descent direc-
tion of hk at (X˜
(l)
k , Y˜
(l)
k ) provided ∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Y˜k1
6= 0, and d(l)
Y˜
is a descent
direction of hk at (X˜
(l+1)
k , Y˜
(l)
k ) provided (V
(l)
X˜k1
)∗∇Y˜ hk(X˜(l+1)k , Y˜ (l)k ) 6= 0. In particu-
lar, by Proposition 4.5, we know that, if Y˜
(l)
k is of full row rank, then U
(l)
Y˜k1
= U
(l)
Y˜k
is unitary. In this case, d
(l)
X˜k
is a descent direction of hk at (X˜
(l)
k , Y˜
(l)
k ), provided
∇X˜khk(X˜
(l)
k , Y˜
(l)
k ) 6= 0, which is similar to the conclusion that the negative gra-
dient direction is the descent direction under normal circumstances. By Propo-
sition 4.6, we know that, a similar result also holds for d
(l)
Y˜k
, i.e., if X˜
(l+1)
k is of
full column rank, then d
(l)
Y˜k
is a descent direction of hk at (X˜
(l+1)
k , Y˜
(l)
k ), provided
∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k ) 6= 0.
Remark 4.8 From Propositions 4.5 and 4.6, we know that
〈X˜(l+1)k − X˜(l)k ,∇X˜khk(X˜
(l)
k , Y˜
(l)
k )〉
≤ − αkl
L
(l)
k1(1 + 4ρ1)σ
2
Y˜kl1
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F . (4.37)
and
〈Y˜ (l+1)k − Y˜ (l)k ,∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )〉
≤ − βkl
L
(l)
k2(1 + 4ρ1)σ
2
X˜kl1
‖(V (l)
X˜k1
)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖2F . (4.38)
Proposition 4.9 Let U
(l)
Y˜k
= [U
(l)
Y˜k1
, U
(l)
Y˜k2
] and V
(l)
X˜k
= [V
(l)
X˜k1
, V
(l)
X˜k2
], where U
(l)
Y˜k1
and
V
(l)
X˜k1
are corresponding to the positive singular-values of Y˜
(l)
k and X˜
(l+1)
k , respectively.
18
Then it holds that

‖X˜(l+1)k − X˜(l)k ‖2F ≤
α2kl
(L
(l)
k1)
2σ4
Y˜klt
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F ,
‖Y˜ (l+1)k − Y˜ (l)k ‖2F ≤
β2l
(L
(l)
k2)
2σ4
X˜kls
‖(V (l)
X˜k1
)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖2F .
(4.39)
Proof. Since
X˜
(l+1)
k − X˜(l)k = −(αkl/L(l)k1)H−1ρ1 ∇X˜khk(X˜
(l)
k , Y˜
(l)
k )(Y˜
(l)
k (Y˜
(l)
k )
∗)+,
it holds that
‖X˜(l+1)k − X˜(l)k ‖2F
=
α2
kl
(L
(l)
k1 )
2
〈H−1ρ1 ∇X˜khk(X˜
(l)
k , Y˜
(l)
k )(Y˜
(l)
k (Y˜
(l)
k )
∗)+, H−1ρ1 ∇X˜khk(X˜
(l)
k , Y˜
(l)
k )(Y˜
(l)
k (Y˜
(l)
k )
∗)+〉
=
α2
kl
(L
(l)
k1 )
2
tr((Y˜
(l)
k (Y˜
(l)
k )
∗)+(∇X˜khk(X˜
(l)
k , Y˜
(l)
k ))
∗H−2ρ1 ∇X˜khk(X˜
(l)
k , Y˜
(l)
k )(Y˜
(l)
k (Y˜
(l)
k )
∗)+).
Consequently, by Lemma 4.4, the first inequality in (4.39) follows. The second
inequality can be proved similarly.
Proposition 4.10 For every k ∈ [m3] and Z(l+1)k , let W (l+1)k be the optimal solution
of (3.24) with objective function being gk(Wk) =
1
2
(‖Z(l+1)k −Wk‖2F + ρ2‖WkK⊤‖2F +
µ‖Wk‖2F ). Then it holds that
f0(X (l+1),Y (l+1),W(l+1)) ≤ f0(X (l+1),Y (l+1),W(l)),
where W(l+1) = bvfold(((W (l+1)1 )⊤, (W (l+1)2 )⊤, . . . , (W (l+1)m3 )⊤)⊤).
Proof. Since gk(W
(l+1)
k ) ≤ gk(W (l)k ), we have
f0(X (l+1),Y (l+1),W(l+1)) =
m3∑
k=1
gk(W
(l+1)
k ) +
ρ1
2
m3∑
k=1
‖HZ(l+1)k ‖2F
≤
m3∑
k=1
gk(W
(l)
k ) +
ρ1
2
m3∑
k=1
‖HZ(l+1)k ‖2F
= f0(X (l+1),Y (l+1),W(l)).
We obtain the desired result and complete the proof.
Theorem 4.11 For every k ∈ [m3], suppose that ∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Y˜k1
6= 0 and
(V
(l)
X˜k1
)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k ) 6= 0 for l = 0, 1, 2, . . ., where U (l)Y˜k1 and V
(l)
X˜k1
are defined in
Proposition 4.9. Then, the sequences {X˜(l)k Y˜ (l)k } and {W˜ (l)k } are both bounded. More-
over, for every accumulation point (Wˆk⋆, W˜k⋆) of {(X˜(l)k Y˜ (l)k , W˜ (l)k )}∞l=1, there exists
X˜k⋆ ∈ Rm1×r and Y˜k⋆ ∈ Rr×m2 such that Wˆk⋆ = X˜k⋆Y˜k⋆ and {f0(X (l),Y (l),W(l))}
monotonically converges to f˜⋆ := f(X⋆,Y⋆,W⋆) on the whole sequence.
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Proof. It is obvious that {f (l)0 := f0(X (l),Y (l),W(l))} is bounded below with zero.
Moreover, from the given condition, we know that d
(l)
X˜k
and d
(l)
Y˜
are descent directions
of hk at (X˜
(l)
k , Y˜
(l)
k ) and (X˜
(l+1)
k , Y˜
(l)
k ), respectively. Hence, it holds that
hk(X˜
(l+1)
k , Y˜
(l+1)
k ) ≤ hk(X˜(l+1)k , Y˜ (l)k ) ≤ hk(X˜(l)k , Y˜ (l)k ),
which implies
f0(X (l+1),Y (l+1),W(l)) ≤ f0(X (l),Y (l),W(l)).
By this and Proposition 4.10, we know that
f0(X (l+1),Y (l+1),W(l+1)) ≤ f0(X (l),Y (l),W(l)),
that is, the sequence {f (l)0 } decreases monotonically. On the other hand, form the
structure of f0, it is obvious that the function f0 is coercive with respect toW, which
implies, together with the fact that {f (l)0 } is non-increasing, that {W˜ (l)k } is bounded
for every k ∈ [m3], and hence {X˜(l)k Y˜ (l)k } is also bounded. Consequently, there exist
subsequence {X˜(lj)k Y˜ (lj)k } of {X˜(l)k Y˜ (l)k } and subsequence {W˜ (lj)k } of {W˜ (l)k }, such that
X˜
(lj)
k Y˜
(lj)
k → Wˆk⋆ and W˜ (lj)k → W˜k⋆, for k = 1, 2, . . . , m3,
as lj → ∞. It is clear that rank(X˜(lj)k ) ≤ r and rank(Y˜ (lj)k ) ≤ r, which implies
rank(Wˆk⋆) ≤ r. Hence, there exist X˜k⋆ ∈ Rm1×r and Y˜k⋆ ∈ Rr×m2 such that Wˆk⋆ =
X˜k⋆Y˜k⋆. Therefore, exist there (X⋆,Y⋆,W⋆) such that {f (l)0 } → f0⋆ := f0(X⋆,Y⋆,W⋆)
on the whole sequence. We obtain the desired result and complete the proof.
In what follows, we study the convergence property of TCTF2R Algorithm. We
always assume that for every k ∈ [m3], it holds that ∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Y˜k1
6= 0 and
(V
(l)
X˜k1
)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k ) 6= 0 for any l = 0, 1, . . ., where U (l)Y˜k1 and V
(l)
X˜k1
are defined
in Propositions 4.5 and 4.6, respectively. From (4.27), it is easy to see that, for every
k ∈ [m3] and (X˜k, Y˜k) ∈ Cm1×r × Cr×m2 , the following inequalities hold.{ ‖∇X˜khk(X˜k, Y˜k)−∇X˜khk(X˜k +△X˜, Y˜k)‖F ≤ L1(Y˜k)‖△X˜‖F , ∀ △X˜ ∈ Cm1×r,
‖∇Y˜khk(X˜k, Y˜k)−∇Y˜khk(X˜k, Y˜k +△Y˜ )‖F ≤ L2(X˜k)‖△Y˜ ‖F , ∀ △Y˜ ∈ Cr×m1 ,
(4.40)
where L1(Y˜k) = ‖Hρ1‖2‖Y˜kY˜ ∗k ‖2 and L2(X˜k) = ‖X˜∗kHρ1X˜k‖2.
For the sake of completeness, we first recall the following lemma, which is a block
matrix version of the well-known descent lemma [7] and can be proved similarly, since
(4.40) hold.
Lemma 4.12 For every k ∈ [m3] and W˜k ∈ Cm1×m2, let hk : Cm1×r × Cr×m2 → R
be defined in (3.21). For any given (X˜k, Y˜k) ∈ Cm1×r × Cr×m2, we have{
hk(X˜k +△X˜k, Y˜k) ≤ hk(X˜k, Y˜k) + 〈∇X˜khk(X˜k, Y˜k),△X˜k〉+
L1(Y˜k)
2
‖△X˜k‖2F ,
hk(X˜k, Y˜k +△Y˜k) ≤ hk(X˜k, Y˜k) + 〈∇Y˜khk(X˜k, Y˜k),△Y˜k〉+
L2(X˜k)
2
‖△Y˜k‖2F
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for any (△X˜k,△Y˜k) ∈ Cm1×r × Cr×m2, where L1(Y˜k), and L2(X˜k) are defined in
(4.40).
Proposition 4.13 Let {(X˜(l)k , Y˜ (l)k , W˜ (l)k )} be a sequence generated by TCTF2R Al-
gorithm. Then, for every k ∈ [m3], it holds that
hk(X˜
(l)
k , Y˜
(l)
k )− hk(X˜(l+1)k , Y˜ (l+1)k )
≥ κkl1
(
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F + ‖(V (l)X˜k1)
∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖2F
)
,
(4.41)
where
κkl1 = min
{
αkl
L
(l)
k1
(
1
(1 + 4ρ1)σ
2
Y˜kl1
− αkl
2σ4
Y˜klt
)
,
βkl
L
(l)
k2
(
1
(1 + 4ρ1)σ
2
X˜kl1
− βkl
2σ4
X˜kls
)}
.
Proof. By Lemma 4.12, we have
hk(X˜
(l)
k , Y˜
(l)
k )− hk(X˜(l+1)k , Y˜ (l)k )
≥ −〈∇X˜khk(X˜
(l)
k , Y˜
(l)
k ), X˜
(l+1)
k − X˜(l)k 〉 − L
(l)
k1
2
‖X˜(l+1)k − X˜(l)k ‖2F .
Consequently, by (4.37) and the first express in (4.39), we obtain
hk(X˜
(l)
k , Y˜
(l)
k )− hk(X˜(l+1)k , Y˜ (l)k ) ≥ κXkl‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F ,
where κXkl =
αkl
L
(l)
k1
(
1
(1+4ρ1)σ2
Y˜kl1
− αkl
2σ4
Y˜klt
)
. Similarly, we have
hk(X˜
(l+1)
k , Y˜
(l)
k )− hk(X˜(l+1)k , Y˜ (l+1)k ) ≥ κYkl‖(V (l)X˜k1)
∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖2F ,
where κYkl =
βkl
L
(l)
k2
(
1
(1+4ρ1)σ2
X˜kl1
− βkl
2σ4
X˜kls
)
. By summing the two inequalities above,
we obtain the desired result and complete the proof.
Proposition 4.14 Let {Q˜(l)k := (X˜(l)k , Y˜ (l)k , W˜ (l)k )} be a sequence generated by Algo-
rithm 1. Suppose that for every k ∈ [m3], the corresponding level set
Lev(fk, Q˜
(0)
k ) :=
{
Q˜k ∈ Cm1×r × Cr×m2 × Cm1×m2 | fk(Q˜k) ≤ fk(Q˜(0)k )
}
is bounded, where
fk(X˜k, Y˜k, W˜k) =
1
2
(‖X˜kY˜k − W˜k‖2F + ρ1‖HX˜kY˜k‖2F + ρ2‖W˜kK⊤‖2F + µ‖W˜k‖2F).
Then, for k ∈ [m3], it holds that
hk(X˜
(l)
k , Y˜
(l)
k )− hk(X˜(l+1)k , Y˜ (l+1)k )
≥ (κkl1/κkl2)
(
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F + ‖(V (l)X˜k1)
∗∇Y˜khk(X˜
(l)
k , Y˜
(l)
k )‖2F
)
,
(4.42)
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for l = 0, 1, . . ., where κkl1 is defined in Proposition 4.13, and
κkl2 = max

2, 1 + 2L
2α2kl
(L
(l)
k1)
2σ4
Y˜klt

 ,
with L = max{max{Lk1(Y˜ ), Lk2(X˜)} | (X˜, Y˜ , W˜ ) ∈ Lev(fk, Q˜(0)k )}.
Proof. It is obvious that
‖∇hk(X˜(l)k , Y˜ (l)k )−∇hk(X˜(l+1)k , Y˜ (l)k )‖2F ≤ L2‖X˜(l+1)k − X˜(l)k ‖2F ,
which implies, together with the first inequality in (4.39), that
‖∇hk(X˜(l)k , Y˜ (l)k )−∇hk(X˜(l+1)k , Y˜ (l)k )‖2F ≤
L2α2kl
(L
(l)
k1)
2σ4
Y˜klt
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F .
(4.43)
Consequently, by using a similar way to that in [5], we have
‖(V (l)
X˜k1
)∗∇Y˜khk(X˜
(l)
k , Y˜
(l)
k )‖2F
≤
(
‖(V (l)
X˜k1
)∗
(∇Y˜khk(X˜(l)k , Y˜ (l)k )−∇Y˜khk(X˜(l+1)k , Y˜ (l)k ))‖
+ ‖(V (l)
X˜k1
)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖
)2
≤ 2
(
‖∇hk(X˜(l)k , Y˜ (l)k )−∇hk(X˜(l+1)k , Y˜ (l)k )‖2F
+ ‖(V (l)
X˜1
)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖2F
)
≤ 2L
2α2kl
(L
(l)
k1)
2σ4
Y˜klt
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F + 2‖(V (l)X˜1)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖2F ,
where the last inequality is due to (4.43). Therefore, we further obtain
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F + ‖(V (l)X˜k1)
∗∇Y˜khk(X˜
(l)
k , Y˜
(l)
k )‖2F
≤ κkl2
(
‖∇X˜khk(X˜
(l)
k , Y˜
(l)
k )U
(l)
Yk1
‖2F + ‖(V (l)X˜1)∗∇Y˜khk(X˜
(l+1)
k , Y˜
(l)
k )‖2F
)
,
which implies, together with Proposition 4.13, that we have obtained (4.42) and
complete the proof.
Theorem 4.15 Let {(X˜(l)k , X˜(l)k , W˜ (l)k } be a sequence generated by TCTF2R Algo-
rithm. Suppose that, for k ∈ [m3], there exits real number ck > 0 such that
κkl1/κkl2 ≥ ck for any l = 0, 1, 2, . . .. Suppose that Lev(fk, Q˜(0)k ) is bounded for every
k ∈ [m3]. For every convergence subsequence {(X˜(lj)k Y˜ (lj)k , W˜ (lj)k )}∞j=1 of {(X˜(l)k Y˜ (l)k , W˜ (l)k )}∞l=1
with its limit being (Wˆk⋆, W˜k⋆), if the matrix Wˆk⋆ can be decomposed into Wˆk⋆ =
X˜k⋆Y˜k⋆ satisfying X˜
(lj)
k → X˜k⋆, Y˜ (lj)k → Y˜k⋆ as j →∞, then it holds that{ ∇X˜hk(X˜k⋆, Y˜k⋆, W˜k⋆)UY˜k⋆1 = 0,
(VX˜k⋆1)
∗∇Y˜khk(X˜k⋆, Y˜k⋆, W˜k⋆) = 0
(4.44)
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for every k ∈ [m3], and{
(Wk⋆Kµρ2 − X⋆ ∗ Y⋆(:, :, k))ij = 0, for k ∈ [m3], (i, j) ∈ ΩCk ,
PΩ(W⋆) = PΩ(G). (4.45)
where Wk⋆ is the k-th frontal slice ofW⋆ and is obtained by (2.7) from W˜l⋆(l ∈ [m3]),
and X⋆ ∈ Rm1×r is a tensor whose k-th frontal slice is the matrix Xk⋆ (k ∈ [m3])
which is obtained from X˜k⋆ (k ∈ [m3]) through the formula (2.7), and Y⋆ ∈ Rr×m2
is similar.
Proof. By Theorem 4.11, we have {f0(X (l),Y (l),W(l))} monotonically converges to
f˜⋆ := f(X⋆,Y⋆,W⋆) on the whole sequence. Therefore, it holds that
f0(X (l),Y (l),W(l))− f0(X (l+1),Y (l+1),W(l))→ 0
as l →∞. Moreover, for every k ∈ [m3], it holds that
f0(X (l),Y (l),W(l))− f0(X (l+1),Y (l+1),W(l))
≥ 1
m3
(
hk(X˜
(l)
k , Y˜
(l)
k )− hk(X˜(l+1)k , Y˜ (l+1)k )
)
.
(4.46)
Then, by letting j →∞ in (4.46), the desired result (4.44) follows from Proposition
4.14. Moreover, from the design of TCTF2R Algorithm, we see that Z
(lj)
k → X⋆∗Y⋆(:
, :, k) as j →∞, hence (4.45) follows from the KKT condition of (3.22).
Remark 4.16 Since model (3.11), and hence (3.21) is nonconvex, we are only
able to establish convergence to a stationary point under a suitable assumption.
In addition, it is obvious that rank(Wˆk⋆) ≤ r for k ∈ [m3]. It is worth noting
that, due to the non-uniqueness of the singular value decomposition of the ma-
trix, it is usually difficult to find specific X˜k⋆ and Y˜k⋆ satisfying Wˆk⋆ = X˜k⋆Y˜k⋆
and X˜
(lj)
k → X˜k⋆, Y˜ (lj)k → Y˜k⋆ as j →∞. However, from the proof of Theorem 4.15,
we see that, for given arbitrarily small ε > 0, under the given condition, there exists
a positive integer j¯ such that

‖∇X˜khk(X˜k⋆, Y˜k⋆, W˜k⋆)UY˜k⋆1‖F ≤ ε,
‖(VX˜k⋆1)∗∇Y˜khk(X˜k⋆, Y˜k⋆, W˜k⋆)‖F ≤ ε,
(Wk⋆Kµρ2 − X⋆ ∗ Y⋆(:, :, k))ij = 0, ∀ (i, j) ∈ ΩCk ,
PΩ(W⋆) = PΩ(G)
(4.47)
for every k ∈ [m3] and j ≥ j¯, which is regarded as an approximation KKT sys-
tems of (3.21) and (3.22). In particular, when rank(Wˆk⋆) = r, by the well-known
perturbation analysis theory of matrix singular-values, we know that, the (X˜
(l)
k , Y˜
(l)
k )
mentioned above satisfies rank(X˜
(l)
k ) = rank(Y˜
(l)
k ) = r for l ≥ l¯, whenever X˜(l)k Y˜ (l)k →
Wˆk⋆, which implies U
(l)
Y˜k1
= U
(l)
Y˜k
and V l
X˜k1
= V
(l)
X˜k
are unitary matrices for l ≥ l¯. In
this case, the considered systems (4.44) and (4.47) reduce the corresponding classic
(approximation) KKT systems of (3.21), respectively.
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5 Experiments
In this section, numerical experiments are presented to verify the performance of
our algorithm. We use the normalized mean absolute error (NMAE) in the missing
values as a metric of the recovered data. The NMAE is defined as follows
NMAE =
∑
(i,j)/∈Ω |Xij − Xˆij |∑
(i,j)/∈Ω |Xij|
,
where X and Xˆ are original data and estimated data, respectively. We evaluate the
performance on random missing pattern, i.e., each entry of the given traffic matrix
(TM) data is uniformly and randomly missing, and reconstructing the TM 10 times.
The results presented show the mean NMAE.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Data loss probability
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
N
M
AE
IST MC
SRMF
CPWOPT
TCTF
TCTF2R
Figure 1: NMAE under random missing from Abilene Data
To verify the performance of the proposed method, we compare the NMAE
of several data completion methods. The first is Matrix completion (IST MC)
by the nuclear norm minimization [10, 28], which does not consider the spatio-
temporal structure of the internet traffic matrix. The second is Sparsity regularized
matrix factorization (SRMF) method [34, 53], which is a low-rank matrix completion
approach with a spatio-temporal regularization. The third approach is CP-WOPT,
which is a CP tensor completion method with a spatio-temporal regularization [2,
54]. The last one is the normal TCTF method [56]. In all experiments, we set
tol=1e-6. The platform is Matlab 2016b under Windows 10 on a PC of a 2.71GHz
CPU and 32GB memory.
Our experiments are tested on two real-world traffic dataset. First, we consider
the widely used Abilene dataset [1], in which there are 11 routers and hence 121
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Figure 2: NMAE under random missing from GE´ANT Data
OD pairs. For each OD pair, a count of network traffic flow is recorded for every 10
minutes in a week from Dec 15, 2003 to Dec 21, 2003. Thus, there are 7×24×60/10 =
1008 numbers for each OD pair. In this way, we obtain an internet traffic matrix X
with size 121-by-1008. The second real-world dataset is the GE´ANT traffic dataset
[42] in which there are 23 routers and hence 529 OD pairs. For each OD pair, a
count of network traffic flow is recorded for every 15 minutes in a day. Hence there
are 24× 60/15 = 96 data in a day for an OD pair. We choose one week traffic data
collected from March 26, 2005 to April 2, 2005. In this way, we obtain an internet
traffic matrix X with size 529-by-672.
Firstly, we investigate the performance of the tested approaches on the Abilene
data with the data loss probability ranging from 10% to 95%. We compute the
recovered internet traffic data and calculate the corresponding NMAEs, which are
illustrated in Figure 1. As we can see, the proposed method (TCTF2R) significantly
outperforms the normal TCTF method under variety of missing rates. Similarly,
spatio-temporal regularized SRMF method performs better than non-regularized
IST MC method. This phenomenon implies that the spatio-temporal structure in
the internet traffic matrix are valuable and has been used to improve the recovery
accuracy. Further, when the data loss probability is less than 90%, the proposed
TCTF2R performs better than all other approaches. When 90% data have been
lost, the normalized mean absolute error (NMAE) of TCTF2R method is about
0.22, which is slightly better than that of SRMF method. SRMF is just behind
TCTF2R, and achieves robust performance over the whole loss range. Further, we
apply these approaches on the GE´ANT traffic dataset, and similar results could be
observed from Figure 2.
In order to check the real recovery accuracy, we illustrate the recovered data for
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the ATLA-ATLA OD pair of Abilene data, which is the tubal vector (1, 1, :) of the
internet traffic tensor with size 11× 11× 1008. As shown in Figures 3-4, TCTF2R
method can recover the missing data in high accuracy, which is much better than
SRMF method. When the data lost probability is less than 40%, TCTF2R method
can recover the data in very high accuracy. But for the SRMF method, there
are lots of points outside the green circle, which means that SRMF method can not
accurately recover the original data. As we can see from the Fig. 4, with the increase
of data loss rate, the accuracy of recovery is further reduced. However, compared
with SRMF method, the TCTF2R method still has better performance. According
to these fact, we illustrate the significance of the proposed tensor completion method
for the recovery of internet traffic data.
6 Conclusion
The internet data recovery model has its own special structure. How to decompose
high-order tensors according to the detachable structure of the model has become
the key issue of designing efficient algorithms for internat network traffic data re-
covery. In this paper, t-product and t-SVD of tensors and the closely related tensor
tubal rank were used to establish a low-rank optimization model for internet traffic
data recovery. Furthermore, using rapid discrete Fourier transform, the established
model was transformed into a structured model with separability, and the tempo-
ral stability and periodicity features in internet traffic data were fully reflected in
this model. Based upon this, with the help of the generalized inverse matrix, an
easy-to-operate and relatively effective algorithm was proposed. Some convergence
properties of the proposed algorithm was analysed. The numerical simulations on
widely used real-world internet datasets, e.g., Abilene dataset and GE´ANT traffic
dataset, showed the excellent performance of the proposed method, especially when
the data loss rate is less than 80%, the recovery effect is more outstanding, and
the relative error rate decreases rapidly as the data loss rate decreases. Due to
the limitation of our computing platform, the algorithm proposed in this paper is
not implemented in parallel. However, the detachable separation characteristics of
the model in this paper provided the possibility of designing more efficient parallel
algorithms for solving internat network traffic data recovery in the future.
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