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The purpose of the study was to quantify the impact of traffic conditions such as 
free flow and congestion on local air quality. The Borman Expressway in Northwest 
Indiana is considered a test-bed for this research due to the high volume of class-9-truck 
traffic traveling on it, as well as the existing and continuing installation of the 
Intelligent Transportation System (ITS) to improve the traffic management along the 
highway stretch. 
An empirical Traffic-Air-Quality model (TAQ model) was developed to estimate 
the PM2.5 emission factors (g/mi) based solely on the measured traffic parameters such as 
average speed, average acceleration and truck density.  The TAQ model has shown better 
predictions that matched the measured emission factor values more than the EPA-PART5 
model. During congestion (speeds < 30 mi/h), the TAQ model, on average, over 
predicted the measured values by 1.2 fold, in comparison to the 4.0 fold under predictions 
of the EPA-PART5 model. On the other hand, during free flow (speeds > 50 mi/h), the 
TAQ model, on average, over predicted the measured values only by 1.5 fold.  
The measured values as well as the TAQ model have shown that the PM2.5 
emission factors change more aggressively with respect to the average truck speeds on 
the Borman Expressway than the EPA-PART5 model predictions which assume constant 
emission values with respect to speed. On average, a 74% improvement in PM2.5 air 
quality is expected when the average Borman speed range is improved from < 30 mi/h to 
>50 mi/h (based on reduction of mass emitted per mile [g/mi]). Additional 39% (on 
 
 14
average) improvement in the PM2.5 emissions on the Borman Expressway were found 
when traffic flow speeds increased from 55 mi/h to 75 mi/h. 
An autoregressive (AR) model was also developed to forecast hourly averaged 
emission factors using the TAQ model. The AR-TAQ model has shown the ability to 




PREFACE AND OBJECTIVES 
 
The study of meteorology and air pollution of urban areas is of importance due to 
the harmful effects of the excess air pollutants on the environment and human health. 
Dispersion and dilution of air pollutants in urban areas are strongly influenced by 
meteorological conditions as well as the terrain. Buildings and high rises contribute to the 
change in wind speed and direction, as well as turbulence and the thermal properties of 
the surface. These changes are due to the change in both the surface roughness and the 
amount of solar radiation reaching the ground in comparison to rural areas. Several 
individual air pollution sources can be found in urban areas, ranging from motor vehicles, 
and small individual households or businesses to large sources such as commercial 
industrial plants and power plants. Such factors contribute to the complexity of analyzing 
and modeling air pollution in urban areas and mega-cities (Mayer 1999, and Mage et. al. 
1991). 
 Air pollution regimes can be divided into three main classes based on the 
horizontal pollution concentration gradient (Noll et. al. 1977): 
 1- Micro-scale: This regime is characterized by a change in the ground level air 
pollution concentrations by values greater than 20% over a horizontal distance less than 





occurs over a small distance. This usually occurs very near to the sources of air pollution; 
for example, high-traffic expressways, and large industrial sources.  
 2- Meso-scale: This regime is characterized by a change in the ground level air 
pollution concentrations by values less than 20% over a horizontal distance ranging from 
100m to 10,000m. This regime represents a community size air mass with fairly 
homogeneous ground level air pollution concentration, i.e. local background for urban 
areas, which includes, local streets, residential and commercial space heating furnaces, 
and small industrial sources. Industrial and mobile sources, such as motor vehicles also 
contribute to the meso-scale air pollution that contaminates the ambient air in urban 
areas.  
 3- Macro-scale: This regime is characterized by a change in the ground level air 
pollution concentrations by values less than 20% over a horizontal distance greater than 
10,000m. This regime represents a regional background which is characterized by fairly 
homogeneous air pollution concentration over long distances ranging from tens to 
hundreds of kilometers. 
 The objective of this project is to analytically develop a model using both 
regression analysis as well as Time Series Analysis (TSA) to correlate traffic conditions 
on the Borman Expressway, such as free-flow and congested conditions, to the local air 
quality adjacent to the Borman Expressway. Such a model may be used as an air-quality 
index or parameter that can be included in the Intelligent Transportation System (ITS) 
protocols that are currently being installed an implemented in Northwest Indiana to 






1.1. PM2.5 Properties and Effects:  
There are different types of air pollutants that have significant impact on human’s 
health and the environment, such as carbon monoxide (CO), hazardous air pollutants 
(HAPs), lead (Pb), nitrogen oxides (NOx), particulate matter (PM10, and PM2.5) and sulfur 
oxides (SOx). This review will focus mainly on particulate matter 2.5 micrometer in 
diameter or less (PM2.5).  
Particulate matter is the term used for a mixture of solid particles and liquid 
droplets found in the air such as sea salt, soil dust, smoke, sulfates, nitrates, some organic 
compounds, and exhaust of diesel engines. In general, are particles with sizes ranging 
from 0.001 to 500 µm in diameter (Wark et. al, 1998). The bulk particulate size 
distribution in the atmosphere ranges from 0.1 to 10 µm. Particles with diameters ranging 
from 1 to 20 µm have settling velocities, yet these velocities are considerably small 
compared to the wind velocities and therefore these particles tend to follow the motion of 
the gas (air) in which they are born (Wark et. al, 1998). Settling velocities are basically 
the constant-terminal velocities of these particles in the direction parallel to the earth’s 
gravitational field. The terminal velocities are reached after the weight of the particles 
reach equilibrium with the forces caused by buoyancy and frictional drag. The average 
settling velocities of the particulate matter with sizes between 1 and 10 µm in diameter 
range from 4x10-5 to 300x10-5 m/s (Wark et. al, 1998) (the average wind speeds observed 
in this study ranged from 0.5 to 4.5 m/s). Therefore, PM2.5 can travel long distances 
affecting other areas away from their source. 
Several sources can contribute to the PM2.5 found in the atmosphere. Such sources 





processes, and diesel powered vehicles such as buses and trucks. PM2.5 may also be 
formed in the atmosphere when products of fuel combustion such as sulfur dioxide, 
nitrogen oxides, and volatile organic compounds (VOC’s) are transformed in the air by 
chemical reactions.   
   Particulate matter has significant effects on the environment and human health. 
It may cause mortality in sensitive groups such as children and the elderly even if the air 
quality standards were respected (Ebelt et. al, 2000, Dab et. al, 2001). These particulates 
present a health hazard to the lungs due to their small size (respirable particulates, less 
than 10 µm in diameter) and can find passage from the ambient air into the respiratory 
system. In a study conducted by Künzli et al. (2002) in urban areas in France, Austria and 
Switzerland, 6% of mortality of the population exposed to particulates PM10 (10 µm in 
diameter or less) was attributed to the PM10, where 3% of these deaths were attributed to 
traffic sources (Künzli et al, 2002).  
 With respect to the environment, PM2.5 reduces visibility, increases the possibility 
of precipitation, acid-rain, fog and cloud. They may also reduce solar radiation, and 
therefore may cause changes to the environmental temperatures and biological rates of 
plant growth. The National Ambient Air Quality Primary Standard (set to protect human 
health) for PM10 is 150 µg/m3 for an average time of 24 hours, and for PM2.5 is 65 µg/m3 
for the same averaging time period (Wark et. al, 1998).  
 One of the major PM2.5 sources in urban areas is vehicle traffic (especially Heavy 
Duty Diesel Trucks –HDDV). Diesel emissions contribute to the development of cancer, 
cardiovascular and respiratory health problems as well as reductions in visibility and 





change (Lloyed et. al, 2001). It has been found that outdoor as well as indoor PM10 and 
PM2.5 concentrations increased in high traffic urban areas by 15% to 20% in comparison 
to low traffic areas in the Netherlands (Fischer et. al, 2000). Such increase in 
indoor/outdoor concentration was found to be strongly correlated to personal exposure to 
these particulates; hence increasing the chances of respiratory diseases for the sensitive 
groups (Janssen et. al., 2000). Therefore, it is of importance to analyze and quantify the 
traffic-air quality relation in urban areas adjacent to major highways.   
1.2. Introduction to Traffic-Air Quality Analysis:  
The impact of traffic on air quality has been frequently studied using two different 
methods: theoretical and empirical approaches. The first is, the theoretical approach, 
where traffic factors such as traffic flow (traffic-volume), traffic speed, and fleet mix as 
well as environmental parameters such as temperature, mixing height, emission factor 
(from emission factor-models such as PART5, and MOBILE6), and wind speeds are 
input to a model such as CALINE4 to calculate the pollutant concentration for the 
different traffic scenarios. The second is the empirical approach, where pollutant 
concentrations are first measured along with the different traffic parameters, then the 
emission factors are calculated based on the measured values as in the case of tunnel 
studies (Kristensson et. al, 2004, and John et. al, 1999). The first approach is good in the 
case of urban-traffic planning. It provides an estimation of the relative change in the air 
quality in urban areas caused by building extra roads, overpasses, etc. However, since the 
emission factors are estimated based on dynamometer measurements, they may not 
necessarily represent the real world-emissions (Robinson, et. al, 1996); hence may 





other hand, the empirical approach has the advantage of representing the real-world 
conditions. However, if results are not generalized, the final analysis may be biased or in 
other words, site specific. 
The following is a general review of studies performed in different areas for 
different air pollutants using the theoretical modeling approach. Several studies have 
been concerned with modeling the pollution in the streets of urban areas using different 
diffusion models, as well as in street canyons (Parsons, et. al, 2003, and Vardoulkis, et. al, 
2003). These studies ranged from the comparison between the real-time instruments used 
to monitor airborne particulate matter (Chuersuwan et. al, 2000, Chung et. al, 2001, Pang 
et. al, 2001, and Bortnick et. al, 2002) to modeling the particulate dispersion in the wake 
of vehicles (Hider et. al, 1997) as well as the environmental impact of diesel engines (an 
important mobile-source of particulate matter) (Lloyed et. al, 2001). 
The Operational Street Pollution Model (OSPM) has been developed by the 
National Environmental Research Institute in Denmark (NERI) to predict the CO, NOx 
and SO2 concentration in street canyons. Street canyons are streets with a relatively 
narrow width and where the buildings are relatively high (average height of 25 meters) 
(Fu et. al, 2000). The OSPM computes the concentrations at a receptor height of only 2 
meters. The pollutant concentration calculated by the model has two components; the 
first is from the direct contribution of the traffic on the road that is calculated using 
simple Gaussian diffusion equations, while the second is from the re-circulation 
component, which is due to the transport and dispersion of pollutants by the wind 





pollution in street canyons of Beijing, China has used the OSPM to predict the CO, NOx 
and SO2 concentration at a receptor located in a street canyon. The study has shown that 
the OSPM has predicted concentrations systematically higher than the measured values. 
This was attributed to the width of the street canyons. While OSPM was mainly 
developed for the narrow street canyons of Denmark, the Beijing street canyons were 
wider (around 68 meters wide). When the streets become more open (wider) the rooftop 
wind flow increases giving strength to the street canyon’s vortices, and therefore 
increasing the wind speed in the street canyon. As a consequence, the exchange of the 
pollutants between the street canyons and the upper atmosphere becomes more intensive 
and therefore decreases the concentration re-circulation component. This wind speed 
modification was added to the model and the model was retested, resulting in reducing 
the difference between the modeled and measured values (Fu et. al, 2000). 
A study that combined both traffic and environmental dispersion models has 
analyzed the extent to which traffic policies and future trends in engine technologies can 
affect air quality in urban areas (Chquetto et. al, 1995). The city of Chester, England was 
considered for this study due to its relatively high population (119,000 inhabitants; 687 
population/mi2) and due to the increasing use of private transport that caused problems 
such as congestions, delays, traffic queues, and air pollution especially during peak 
periods. The Simulation and Assignment of Traffic in Urban Road Networks model 
(SATURN) was used to simulate urban traffic assignment in Chester. The SATURN 
outputs are car and bus-traffic flows, travel times on the road links, and vehicle queues at 
road junctions. These outputs along with the exhaust emission coefficients of pollutants 





dispersion model -developed by the Transport and Research Laboratory (TRL) in the 
UK- was used to calculate the pollutant concentrations under different traffic scenarios in 
downtown Chester. The study predicted that the implementation of a pedestrianisation 
scheme where traffic is diverted from routes and areas that are of predominant pedestrian 
use (central and high density areas along main shopping streets) to other local road 
networks in the central areas will result in a drop of air pollution in these areas by 79% 
for CO and 63% for PM. This scheme was also predicted to increase air pollution in the 
rest of the central area road network by 22% for CO and a drop of 1% for PM. The study 
also predicted that the increased use of diesel engine vehicles in the central area (market 
trends) will increase the PM and CO2 levels in these areas. However, a considerable 
decrease in CO levels (up to 50%) will be achieved by the use of catalytic converters in 
vehicles (Chquetto et. al, 1995). 
Another study on the factors affecting air quality at congested intersections in 
urban areas was conducted in Beirut, Lebanon (El-Fadel et. al, 2000). Air quality 
measurements were first obtained to define the existing levels of CO and NO2, and then 
mathematical models were used to define the change of pollutant concentrations under 
various scenarios at congested intersections. The different scenarios presented to reduce 
air pollution were: 1) the introduction of grade separation, 2) changing the vehicle fleet 
mix, and 3) the improvement of road level of service (LOS). Grade separation is a 
transportation strategy aimed at increasing the average cruising speed and thereby 
reducing traffic delays at intersections. This can be achieved by introducing overpasses 
(bridges) or underpasses (tunnels) at the different congested intersections. The fleet mix 





and buses. Change in the fleet mix means a change in the ratio of the different types of 
vehicles in the fleet; for example, increasing the ratio of the number of buses to the 
passenger cars. The LOS describes the performance of the roadway which can be 
improved, for example, by adding extra lanes to the existing roads, to reduce the 
probability of congestion on the roadways and increasing cruising speeds. The 
mathematical models used in this air quality assessment were the Mobile Vehicle 
Emissions Inventory (MVEI7G) developed by the California Air Resources Board, and 
the California Line source dispersion model (CALINE4) developed by the California 
Department of Transportation (CALTRANS). The MVEI7G was used to estimate the 
emission factors (grams/kilometer) for the different types of vehicles and the fleet mixes 
in the greater Beirut area, while CALINE4 was used to estimate the pollutant 
concentration levels at specified receptor locations for the different road conditions and 
improvement scenarios. Figure 1-1 shows the variation of CO emission factors with 
speed predicted by MVEI7G. The study has shown that the introduction of grade 
separation has reduced the CO concentration by 56% and 86% for an overpass and an 
underpass respectively, assuming a 20 kph (kilometers per hour) increase in speed. A 
decrease of 7% and 71% for CO concentration was also obtained with the assumption of 
no change in speed for an overpass and an underpass respectively. The change in the 
vehicle fleet mix by introducing public transportation and decreasing the number of 
private vehicles has resulted in the reduction of the traffic-volume and an increase in the 
cruising speeds. This scenario has resulted in the reduction of CO concentrations at the 
intersections by 29% and 52% for a speed increase of 5 kph and 10 kph respectively.  The 





that in turn reduced the pollutants emission factors emitted by the specific fleet mixes. 




Figure 1-1. Variation of CO emission factor with speed in Beirut, Lebanon. (El-Fadel et 
al., 2000). 
 
 Another study in Kaohsiung, Taiwan was performed to determine the source 
contributions to ambient PM2.5 in the area using the Chemical Mass Balance model 
(CMB8) for the period of February and March 1999 (Chen et. al, 2001). The study has 
shown that the major contributors to ambient PM2.5 in Kaohsiung were traffic exhaust 
(18-54%), secondary aerosols from chemical reactions in the atmosphere (30-41% from 
SO42- and NO3-), and outdoor burning of agricultural waste (13-17%).   
 Emission factor determination using the empirical approach has been studied by 





Literature review and detailed discussion of both techniques will be given in chapters 
four and six, respectively.  
1.3. Objectives, Methods, and Study Layout:  
Mobile sources on an expressway have been shown to be a major contributor to 
local air pollutants even in industrialized urban areas (Soliman et. al, 2004). The city of 
Gary, IN is a good example of such areas due to the existence of the Borman Expressway 
and nearby industrial plants. The Borman Expressway is a critical Interstate Highway 
link through the northwestern portion of Indiana that is heavily traveled by trucks and 
private vehicles. It carries the highest truck traffic volume in Indiana.  
 The objective of this project is to analytically develop a model (a set of equations 
or parameters) that correlate traffic conditions on the Borman Expressway, such as free-
flow and congested conditions to the local air quality (PM2.5 levels) adjacent to the 
Expressway. Such a model may be used as an air-quality index or parameter that can be 
included in the Intelligent Transportation System (ITS) protocols that are currently 
installed in Northwest Indiana to improve local traffic-air quality levels, further details on 
its applications are discussed in chapter seven.  
 Two techniques will be used in the analysis: 1) A regression analysis, and 2) A 
Time Series Analysis (TSA). The main focus of this study is on heavy duty diesel 
vehicles or HDDV (Class 9, diesel vehicles greater than 30 feet long) which are the 
primary PM2.5 sources in the near vicinity of the Borman Expressway.  
 The analysis will be used to determine two types of emission factors that will be 
calculated from the measured traffic and environmental data: 1- microscopic emission 





(g/truck), 2- macroscopic emission factor (E2), which is the pollutant-mass emitted per 
road-link length (g/mile). This approach using these two factors will help in generalizing 
the developed model (i.e. non-site specific model).   
 Regression analysis will provide an insight on the effect of 
acceleration/deceleration as well as speed on E1 (chapter four). While TSA will provide a 
model that will be used for forecasting the traffic parameters (auto-regression analysis, 
chapter six) and from it, forecast the emissions per road link. The macroscopic factor (E2) 
will be used as an indicator to the improvement or degradation of air quality levels as a 
function of road traffic condition. Wind-tunnel experiments have been also conducted by 
the author to determine the actual turbulent mixing volume around a moving truck as a 
function of its speed. This provided an improvement to the commonly used assumptions 
in calculating the microscopic emission factor E1 as will be shown in chapter five.   
 This study is divided into seven relatively independent chapters: 
1- Chapter 1: a general introduction. 
2- Chapter 2: an overview on the Borman Expressway project as well as findings on 
the effect of road construction on local PM2.5 levels adjacent to the expressway. 
3- Chapter 3: an overview on the Borman Expressway traffic characteristics. 
4- Chapter 4: Traffic-air quality regression analysis to determine both the 
microscopic emission factor E1 and the macroscopic emission factor E2 as well as 
comparisons to the currently used EPA-PART5 emission model. 
5- Chapter 5: An analysis on a wind tunnel experiment that is used to calculate the 





6- Chapter 6: Traffic-air quality time series analysis to provide a forecasting model 
for the needed traffic parameters. 
7- Chapter 7: A summary of the study findings as well as a discussion on the 
application and implementation of such findings to the Intelligent Transportation 
System (ITS) used in Northwestern Indiana.  
 
 This study is part of an ongoing project conducted by the School of Civil 
Engineering, Environmental and Hydraulic Engineering area, Purdue University in 
collaboration with the Indiana Department Of Transportation (INDOT). The project 
findings aim at assisting in determining the effect of the implementation of the ITS 
strategies -installed at the Borman Expressway- on the air quality in the Gary-Hammond 




THE BORMAN EXPRESSWAY PROJECT 
 
The objective of the Borman Expressway project is to quantify the impact of 
highway traffic management systems and incident-counter-measure strategies on local air 
quality. The I-94 Expressway in Northwest Indiana (Lake Co., IN) is considered a test-
bed for this research due to the high volume of traffic traveling on it, as well as the 
existing and continuing installation of the Intelligent Transportation System (ITS) to 
improve the traffic management along this highway stretch. Lake Co., IN is known for its 
several major stationary industrial sources, such as steel plants, municipal incinerators, 
and power plants as well as the Borman Expressway (I-80/94). The Borman Expressway 
is considered a critical east-west Interstate Highway link through the northwestern 
portion of Indiana that is heavily traveled by trucks and private vehicles. The truck traffic 
on this link is one of the highest in volume in the country, on average 50% for the east 
bound and 30% for the west bound. Due to the complexity of the pollutant sources in the 
Gary-Hammond area, IN, this project was divided into three parts. The first part was 
concerned with measuring the local concentrations of both Carbon Monoxide (CO) and 
Particulate Matter, 2.5µm in diameter and smaller (PM2.5), in Lake County, northwest 
Indiana. Integrated 10 second samples of wind direction and speed; temperature, rain fall, 
CO and PM2.5 concentrations have been recorded since September 1999. One of the 
monitoring stations (sites) is located 50 meters south of the Borman Expressway and will 
be referred to as the Purdue University Hessville Site or “PU-Hessville-Site”, while the 
second station is located 50 meters north of the expressway at mile marker 3.3 and will 
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be referred to as the “Kennedy-Site”. The second part of the project was concerned with 
identifying the major contributors to the measured concentration values (Soliman, 2002). 
This was done by modeling the impact on air quality caused by both the stationary 
industrial sources as well as the mobile sources along the Borman Expressway. Attention 
was paid to modeling results of the industrial stationary sources to determine their impact 
on the PU-Hessville Site relative to the impact of mobile sources moving along the 
Borman Expressway. The EPA-ISCST3 model was used to model the stationary sources, 
while EPA-CALINE4 was used to model the mobile sources along the Borman 
Expressway. Modeling results were then verified and compared to measured values 
obtained at the PU-Hessville monitoring station. The last part of the project started after it 
was verified that the measured pollutant concentrations are mainly caused by traffic 
(mobile sources); air pollution patterns are then compared to traffic patterns and incidents 
on the Borman Expressway to quantify the relation between traffic and air quality in 
order to produce a traffic-air quality model. Note that the traffic parameters were 
obtained using inductive loop detectors located along the Borman Expressway for the 
analysis period of June to September 2001, but obtained using WAVETRONIXTM 
microwave sensors for the analysis period of November 2004 to March 2005, as will be 
discussed later in the chapter.     
2.1. Sites Locations and Instruments Used: 
Figure 2-1 shows a map of the major roads and highways in Lake County, IN with 
respect to the PU-Hessville and the Kennedy Sites. The PU-Hessville Site is located 
approximately at the 4.1-mile marker on the Borman Expressway on a moderate S-curve 
and was installed in September 1999, while the Kennedy Site is located at the 3.3-mile 
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marker and was installed on October 2004. The X marks on the map indicate the portion 
used for modeling the Borman Expressway (approximately from the IL/IN border from 
the west to the 10.1-mile marker from the east).  
 
Figure 2-1. Major roads and highways in Lake County, IN with respect to the PU-
Hessville and the Kennedy Sites. 
 
 
The meteorological data at the PU-Hessville Site were collected by the Purdue 
University Department of Civil Engineering monitoring station located adjacent to the 







speed since 1999. The meteorological instrument used at the PU-Hessville Site is a Met-
One-Meteorological instrument set. 
Carbon monoxide concentrations at the PU-Hessville Site were measured using a 
Thermo-Environmental Instruments Model 48C, while PM2.5 concentrations were 
measured using a Rupperecht & Patashnick Tapered Element Oscillating Microbalance 
(TEOM) at both sites. Concentration data were measured every 10 (ten) seconds-
integrated to be able to monitor the dynamic behavior of the pollutants caused by mobile 
sources on the Borman Expressway. Some hourly-averaged-data points represent 
averages of approximately 43,000 (forty three thousand) measured data points. With such 
a large number of measured data points in the averaged values, it is expected that the 
measured average values would represent the true (total) population with minimal error. 
Traffic data were collected using inductive loop detectors located along the 
Borman Expressway for the modeling analysis period of June to September 2001. 
However, due to the ongoing construction and improvements to the Borman expressway, 
these loop-detectors were removed for a significant period of time, therefore, a different 
technology had to be used to obtain the needed traffic data. Similar to the new technology 
used by the Indiana Department Of Transportation (INDOT) in northwest Indiana; two 
WAVETRONIXTM SIDEFIRE® microwave traffic sensors were installed at both the PU-
Hessville and Kennedy sites, to monitor traffic on both bounds of the expressway. As will 
be shown later in Chapter three, these traffic sensors have been tested and calibrated on a 
local road near Purdue University, West Lafayette, IN before being installed at the 
Borman Expressway. They were also calibrated and tested again when installed on the 
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expressway. The 10-second-averaged traffic data obtained from the microwave sensors 
where used for the analysis period of November 2004 to March 2005. 
EPA-CALINE4 model was run to determine the effect of the asymmetrical layout 
of the expressway with respect to the PU-Hessville site on the measured concentrations. 
The model was run for a hypothetical case where all the meteorological and traffic 
parameters were kept constant while changing the wind direction to see the effect of the 
Borman Expressway on the PU-Hessville Site measured concentrations relative to the 
North (0o wind direction) as a function of wind direction only. As shown in figure 2-2-a, 
maximum changes in concentrations were predicted to be for wind sectors 97° to 103° 
and 280° to 290°. This predicted wind sector was consistent with what has been reported 
in the literature with regards to worst wind directions for this specific S-shape road-Site 
configuration (Noll et. al, 1977). Figure 2-2-b shows a schematic diagram of the wind 
direction with respect to the PU-Hessville Site.  
Figure 2-3 is a schematic diagram to graphically explain the peaks in figure 2-2-a. 
As shown in the figure, the angle of exposure to the Borman changes with the wind 
vector. For wind vector B (0o to 60o), there is a minimum exposure to the Borman since 
the PU-Hessville Site is affected by transverse winds crossing over a small section on the 
Borman. While for wind vectors A and C (97° to 103° and 280° to 290°, respectively), 
the PU-Hessville Site is exposed to a larger portion of the Borman, and therefore higher 
pollutant concentration was expected from these two wind sectors (under constant wind 
speed, and fixed traffic and meteorological parameters). Pollutant concentrations at the 
PU-Hessville Site dropped rapidly for wind vectors between 103o and 280o since the PU-
Hessville Site is not directly exposed to the Borman Expressway for these wind sectors. 
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The analysis in chapters four through six will be performed for wind sectors equal to or 
smaller than 300o to 60o for the PU-Hessville Site and 120o to 240o for the Kennedy Site, 
hence minimizing the effect of the road configuration on analyzed data (Jamriska et. al, 
2001).  
Figure 2-2-a. Effect of the Borman Expressway configuration with respect to the PU-
Hessville Site on the measured concentration at the PU-Hessville Site with respect to 
North. North is at 0o.  
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Figure 2-3. A schematic diagram to explain the effect of wind vectors on the 
concentration of CO and PM2.5 at the PU-Hessville Site.  
 
The following sections will focus solely on the PM2.5 findings, since PM2.5 
concentration levels are the primary focus of this report. Further details on the CO 
modeling and findings can be found in Soliman, 2002. 
2.2. PM2.5 Background Modeling Analysis:  
Northwest Indiana is noted for its heavy industry density. Therefore, to assess the 
contribution of traffic sources to local air quality in comparison with the industrial 
stationary sources, forty two industrial stationary PM2.5 sources were modeled in Lake 
Co., IN, in addition to 10.1 miles of the Borman Expressway. The major PM2.5 source in 
Lake County, IN is US Steel Co. which emits 101.4 grams per second PM2.5 in the 
ambient air, which is 62.9 % of the total PM2.5 emissions. The largest six PM2.5 industrial 
stationary sources in Lake Co., IN emit a total of 158.5 grams per second of PM2.5, which 














each of the PM2.5 sources with respect to the PU-Hessville Site in the UTM coordinate 
system.  
 
Figure 2-4. PM2.5 Sources, and the PU-Hessville Site, Lake County, IN, 1999. 
 
Since particles with diameters ranging from 1 to 20 µm have settling velocity, that 
are considerably small (between 4x10-5 and 300x10-5 m/s) compared to the measured 
wind velocities (ranging from 0.5 to 4.5 m/s), these particles tend to follow the motion of 
the gas (air) in which they are born (Wark et. al, 1998). Therefore, for practical purposes, 
PM2.5 is treated like a gas (as CO) on the ISCST3 runs and so any formation of new PM2.5 
particles via nucleation has been neglected (Seigneur, 2001).  
Analyses were done for only the northern wind sector with respect to the PU-





























east of the Site for the period of June to September 2001. North is at 0o with respect to the 
PU-Hessville Site. The EPA-ISCST3 model was used to evaluate the stationary sources, 
while EPA-CALINE4 was used to evaluate the mobile sources along the Borman 
Expressway. Figure 2-5 shows the portion of the expressway used in the PM2.5 CALINE4 
modeling in UTM coordinates. 
Figure 2-5. The modeled portion of the Borman Expressway with respect to the PU-
Hessville Site. 
 
Traffic emission factors for PM2.5 were calculated using the EPA-PART5 model 
and were found to be constant with respect to speed for the fleet mix on the Borman 
Expressway at 0.268 grams/mile (g/mi) (Soliman, 2002). Figure 2-6 shows a comparison 
between the predictions of the two models for PM2.5 and the measured values as a 
function of wind direction. The measured PM2.5 values relatively mirror the CALINE4 































lines on figure 2-7, where the slope of the line produced by CALINE4 is similar to the 
one produced by the measured data. Therefore, the PM2.5 measured data at the PU-
Hessville Site are mainly from the contribution of the mobile sources on the Borman 




Figure 2-6. Measured, CALINE4, and ISCST3 PM2.5 data at the PU-Hessville Site as a 
function of wind direction with respect to the PU-Hessville Site, 7:00 AM June-Sept 






















































Figure 2-7. Measured, CALINE4 and ISCST3 PM2.5 concentration probability graph, 
June to September 2001. 
 
The installation of the second PM2.5/traffic monitoring station north of the 
Borman Expressway (the Kennedy Site) in October of 2004 assisted in estimating the 
background levels of PM2.5 concentration measured locally adjacent to the Borman. 
When the winds are form the north (300o to 60o wind-arc) , the Kennedy site measures 
the background PM2.5 from the City of Gary, while the PU-Hessville site measures the 
combined Borman and background emissions, and vice versa when the wind blow from 
the south (120o to 240o wind arc). The analysis has shown that on average the background 
Cumulative %probability less than concentration 
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PM2.5 emission constitutes 30% of the measured PM2.5 concentration adjacent to the 
Borman Expressway, which is in agreement with previously estimated findings by 
Schneider (2001) and Soliman (2002). 
2.3. Borman Construction Effect on Local Air Quality: 
 
 The data collection technique used for the Borman Expressway project has shown 
the ability to capture the dynamic nature of traffic-air quality on the road (Soliman et. al, 
2004). Hence, the technique can be used to quantify the effect of different traffic 
scenarios as well as the effect of road construction on local air quality. 
 The following is an analysis of the air-quality data obtained before, during and 
after road construction to reconfigure exit-ramps on the Borman Expressway. It is 
important to note that the active number of lanes on the Borman remained the same for 
both the before and after construction operations (3 active lanes for each bound). The 
analysis is based on comparing the mass-accumulation rate (% mass/day) as well as the 
concentration distribution for the periods mentioned above.  
Figure 2-8 shows the mass accumulation rate (% mass/day) represented by the 
slopes of the lines shown in the figure for the period of October 2003 to May 2005, which 
covers the construction period in summer 2004. As shown in figures 2-8, the slope of the 
line during the construction period is steeper than the before and after slopes. This is 
shown in both figures 2-9 and 2-10. The mass accumulation rate before and after 
construction on the Borman were of an average of 1.189 ± 0.187 and 1.4 ± 0.285 
%mass/day, respectively (based on 95% confidence level). However, the mass 
accumulation rate during construction has shown a high value of 3.590 % mass/day, 
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which corresponds to approximately a three times increase in the mass accumulation rate 














































































Figure 2-9. Mass accumulation rate of PM2.5 (slopes of Figure 2-4 lines) for the periods 









































Figure 2-10. Average mass accumulation rate on the Borman expressway for the periods 
of before, during and after the Borman construction for the period of 10/2003 to 5/2005. 
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  With respect to the PM2.5 average concentration (µg/m3), the data have shown a 
significant increase (at 95% confidence level) of the concentration levels during the 
construction period relative to the before and after data. Figure 2-11 shows the change of 
the average PM2.5 concentration before, during and after construction for the periods of 
1/11/03 to 11/20/03, 6/2/04 to 6/18/04 and 11/4/04 to 11/18/04, respectively. The figure 
shows there is no major difference between the before and after construction 
concentration levels and reflects the significantly higher PM2.5 during construction. This 
is expected since the number of active lanes on the Borman have not changed before and 













































Figure 2-11. PM2.5 concentration before, during and after construction for the periods of 
1/11/03 to 11/20/03, 6/2/04 to 6/18/04 and 11/4/04 to 11/18/04, respectively. 
 
 Figures 2-12 through 2-14 show the PM2.5 average concentration frequency 
distribution for the periods of concentration before, during and after construction (1/11/03 
to 11/20/03, 6/2/04 to 6/18/04 and 11/4/04 to 11/18/04), respectively.  
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As shown in figure 2-12; the most frequent distribution occurred at low 
concentration values, between 6.2 and 11.12 µg/m3, with a maximum distribution at 9.9 
µg/m3. The 80th percentile concentration value was about 13 µg/m3. Figure 2-13 shows 
the shift of the concentration distribution during construction to higher concentration 
values, between 9.8 and 23.24 µg/m3, with a maximum distribution at 17.86 µg/m3. The 
80th percentile concentration value for this distribution was at about 23 µg/m3. Figure 2-
14 shows the distribution of the PM2.5 concentration values for the period after the road 
construction on the Borman. The figure shows that the most frequent distribution has 
dropped to the range of 6.2 to 14.4 µg/m3, with a maximum distribution at 10.3 µg/m3. 
The 80th percentile concentration value has also dropped to about 14 µg/m3, which is 
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The lack of reliable traffic data for the before and during construction periods 
(1/11/03 to 11/20/03, and 6/2/04 to 6/18/04, respectively) has caused limitation on the 
data analysis in terms of quantifying the relative impact of the different sources on the 
PM2.5 levels adjacent to the expressway. In other words, it is hard to identify whether the 
increase of the PM2.5 levels was caused by the traffic queues formed at the construction 
site or caused by the heavy diesel machinery used during construction.  
In spite of such limitations, however, the data collection technique has shown the 
ability to capture the dynamic nature of the traffic-air quality. Together with traffic data, 
this air-quality methodology and analysis can be normalized with respect to the traffic 
volumes, giving a better indication of the air-quality impact due to the reconfiguration of 
the expressways, whether by adding lanes, removing lanes or changing the traffic flow by 







BORMAN TRAFFIC ANALYSIS 
 
Traffic data were collected using inductive loop detectors located along the 
Borman Expressway for the modeling analysis period of June to September 2001. 
However, due to the ongoing construction and improvements to the Borman expressway, 
these loop-detectors were removed for a significant period of time; therefore, a different 
technology had to be used to obtain the needed traffic data. Two WAVETRONIXTM 
SIDEFIRE® microwave traffic sensors were installed at both the PU-Hessville and 
Kennedy sites, to monitor traffic on both bounds of the expressway. These traffic sensors 
have been tested on a local road near Purdue University, West Lafayette, IN before 
installing them at the Borman Expressway as well as calibrated after installation on the 
expressway. The 10-second-averaged traffic data obtained from the microwave sensors 
were traffic volume (Flow, vehicle/time), traffic speed (mi/hour), occupancy, and vehicle 
classification. These data were used for the analysis period of November 2004 to March 
2005. 
3.1. Traffic Sensor Calibration Analysis:  
The capabilities of the SIDEFIRE-SMART-SENSOR® have been tested on 
Northwestern Ave, which is a local road in West Lafayette, IN for a period of 3 weeks in 
May 2004. The sensors have shown the ability to provide both event and interval traffic 
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data continuously. This testing period allowed for the unit speed calibration (for a 35 




Figure 3-1. A photograph of the traffic monitoring station while being tested on the 
Northwestern Ave, West Lafayette, IN, May 2004.  
 
Interval data log files provide time/date stamped traffic volume, occupancy, and 
time-mean-speeds as shown on figures 3-2 through 3-4. Vehicle classifications were also 
obtained by the sensors. The vehicles are classified into three categories, Small, Medium, 




ft long, Medium for vehicles 18 to 30 ft long, and Large for vehicles 31 to 328 ft long. 
The small and medium ranges mainly covers the Gas-Light-Duty-Vehicles (GLDV), 
while the large range covers the Heavy-Duty-Diesel-Vehicles (HDDV, Class 9) which 





















Figure 3-2. A sample of 5-min averaged traffic volume on Northwestern Ave, West 


















Figure 3-3. A sample of 5-min averaged traffic occupancy on Northwestern Ave, West 























Figure 3-4. A sample of 5-min averaged traffic time-mean-speed on Northwestern Ave, 
West Lafayette, IN. May 24 to May 28, 2004. 
 
Event data log files on the other hand, provide time stamped vehicle speeds as 
well as classification whenever a vehicle passes through the sensor field-of-view. This 
type of data set is useful in providing travel time estimates on a road segment using 
Coifman’s dual-loop algorithm (Coifman, 2002). However, due to the instruments 
memory limitation, only integrated 10-second-interval data are collected and used for 
both the traffic-air quality analysis and the travel time estimation which functioned well 
in the this project’s analysis. 
After the testing period, the traffic sensors were installed at both the PU-Hessville 
(mm 4.1) and Kennedy sites (mm 3.3) at the Borman Expressway in October 2004, 
figures 3-5 and 3-6 show the installed sensors at both of these locations, respectively.  
Figure 3-5 shows the traffic sensor, PM2.5 inlet and meteorological tower at the PU-
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Figure 3-5. A photograph of the PU-Hessville monitoring station, located south of the 


















Figure 3-6. A photograph of the Kennedy monitoring station, located north of the 








The WAVETRONIXTM traffic sensors were calibrated again at the Borman 
Expressway on March 15, 2005. The test was performed by video recording traffic for 
approximately 10 hours for both the east and the west bounds of the Borman. The data 
obtained from the sensors were then compared to the data obtained from video recordings. 
The video recordings started at 8:00 AM and ended at 6:00 PM. The recordings were then 
reviewed and 2 hours were chosen representing free flow and congested conditions on 
both bounds of the Borman Expressway. Analysis was performed for vehicle speeds and 
Class 9 truck-volume (truck/time); hence calibrating the vehicle speeds, vehicle counts, 
as well as vehicle classification. Travel times as well as truck counts were measured 
manually from the video recordings for the center-lane (lane 2) of both bounds between 
mile markers 3.1 and 3.2 on the expressway. The manual data were then compared with 
the data recorded by both traffic sensors for the same center lanes. Through out this study, 
the “manual” readings will always refer to data measured from the video recordings, 
while “sensor” readings will refer to data measured by the WAVETRONIXTM sensors. 
Figure 3-7 shows both 30-second averaged "manual speeds" (actual speeds 
measured form the video recordings) and the "sensor speeds" (speeds measured by the 
sensors) as a function of time for the east-bound-traffic. As shown in figure, during the 
traffic-free flow condition (10:00 to 11:00 AM), the sensor speeds followed the actual 
speeds. However, during the traffic congestion period (2:30 to 3:30 PM), there is a 5.5 
minute lag between the actual and sensor readings. This lag is due to the of the 0.9 miles 
location difference between the measured values since the camera measurements are at 
mile marker 3.2 and the sensor is located at mile marker 4.1. The discrepancy in the 
speed values between the two measurement methods is expected due to the fact that 
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during congestion, traffic at the front of the queue may be moving at a different speed 
than that at the end of the queue, which is 0.9 mile apart in this case. This fact is reflected 
on the calibration graph of figure 3-8, where the 5-minute average of manual speeds 
showed poor correlation with the 5-minute sensor speeds. Note the data scatter is 





























































































































































Tape# 2, from 10 AM to 11 AM Tape# 4, from 2:30 PM to 3:30 PM
Figure 3-7. East bound manual and sensor speeds of lane 2 as a function of time, March 
15, 2005, for the periods of 10:00 to 11:00 AM, and 2:30 to 3:30 PM. 
 

























Figure 3-8. Correlation of the east bound manual and sensor speeds of lane 2, March 15, 
2005, for the periods of 10:00 to 11:00 AM, and 2:30 to 3:30 PM. 
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With respect to the truck volume (truck count), unlike east bound speeds, truck 
count is independent of the location difference for this experiment (0.9 miles) since the 
system is closed with no major exit ramps, and therefore no trucks exiting or entering the 
Borman within this distance. This fact is reflected on the calibration graph of the 5-
minute truck volume shown in figure 3-9 where sensor truck count shows good 
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Figure 3-9. Correlation of the east bound manual and sensor truck volume of lane 2, 
March 15, 2005, for the periods of 10:00 to 11:00 AM, and 2:30 to 3:30 PM. 
 
Cumulative-truck count error was also analyzed for the sensors, i.e. analyzing if 
the sensors will over- or under-count the truck volume as the time-period (in which trucks 
are counted) increases from 30 seconds to 1 hour.  
Figure 3-10 shows the cumulative truck count for the east bound for both the 
congested and free flow periods. As shown in figure 3-10, both truck counts were almost 
identical for the free-flow region (around 2.5% error for the 1-hour period, refer to figure 
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3-11), while during congestion, the sensor was under-counting the trucks by 6.8% for the 







































































cumlative count -sens-volTE cumlative count -Man-volTE
Tape# 2, from 10 AM to 11 AM Tape# 4, from 2:30 PM to 3:30 PM




Figure 3-10. The cumulative truck count for the east bound for both the congested and 






















































Tape# 2, from 10 AM to 11 AM Tape# 4, from 2:30 PM to 3:30 PM




Figure 3-11. % error of the cumulative truck count for the east bound for both the 




A similar analysis was performed for the west bound measurements. Figure 3-12 
shows both 30-second averaged "manual speeds" (actual speeds measured form the video 
recordings) and the "sensor speeds" (speeds measured by the sensors) as a function of 
time for the west-bound-traffic. Since measurements are taken at almost the same 
locations (traffic sensor at mile marker 3.3, and manual measurements are at mile marker 
3.2), the delay (time lag) between the values is found to be minimal (unlike the case of 
the east bound measurements, figure 3-7). Note that at low speeds (below 15 mi/h), the 
sensor tends to read speeds higher than the actual readings. WAVETRONIXTM 
Corporation suggested that the sensor becomes "noisy" for speed values less than 15 mi/h 
which is considered a limitation of the instrument at such speeds compared to the 
inductive loop detectors. However, this does not affect the 5 minute averages of speeds as 
shown in figure 3-13. Due to the short distance between the location of the sensor and the 
manual measurements, good correlation of the 5-minute averaged speeds (R2 = 0.83, 
slope = 1.05) is shown in figure 3-13. 
With respect to the west bound truck volume (truck count), the calibration graph 
of the 5-minute truck volume shown in figure 3-14 showed good correlation (R2 = 0.82, 
slope = 0.96) between manual and sensor truck count readings.  
Figure 3-15 shows the cumulative truck count for the west bound for both 
congested and free flow periods. As shown in figure 3-15, both truck counts were almost 
identical for the free-flow region (around 4.7% error for the 1-hour period, refer to figure 
3-16), while during congestion, the sensor was over-counting the trucks by 14.5% for the 
1-hour period, refer to figure 3-16. 
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Overall, the WAVETRONIXTM traffic sensors have performed well through the 




























































































































































Tape# 2, from 10 AM to 11 AM Tape# 4, from 2:30 PM to 3:30 PM
 
Figure 3-12. West bound manual and sensor speeds of lane 2 as a function of time, March 


























Figure 3-13. Correlation of the west bound manual and sensor speeds of lane 2, March 15, 
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Figure 3-14. Correlation of the west bound manual and sensor truck volume of lane 2, 








































































cumlative count -sens-volTW cumlative count -Man-volTW
Tape# 2, from 10 AM to 11 AM Tape# 4, from 2:30 PM to 3:30 PM





Figure 3-15. The cumulative truck count for the west bound for both the congested and 
























































Tape# 2, from 10 AM to 11 AM Tape# 4, from 2:30 PM to 3:30 PM




Figure 3-16. % error of the cumulative truck count for the west bound for both the 
congested and free flow periods, lane 2, March 15, 2005. 
 
3.2. Travel Time Analysis: 
Travel time is an important measure of how the traffic flows along a road segment. 
It provides more accurate information than the “point-measurements” of velocity and 
volume about the degree of the congestion along a known road link. Travel time is simply 
defined as the time needed for a vehicle to travel a certain distance on the road:  
sv
d
=τ                                 (3-1) 
Where: τ = travel time, d = road link length, and vs = space mean speed. 
Space mean speed is defined as the average speed of vehicles over a road-link 
length during an interval of time. Space-mean speed is a more accurate measure of speeds 
than the time-mean speed (which is the average of speeds at a point-location over time) 
during congestions. The difference between the two speeds decreases as the absolute 
values of speeds increases (Garber et. al, 2002). 
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There are several techniques to measure the delays and travel times on specific 
highway links, such as the floating-car technique, where observers drive along a road 
segment with the traffic several times (while balancing the number of passing cars) and 
calculate the average travel time for this segment (Garber et. al, 2002). The average-
speed technique is also used, where the observer travels at an average speed of the traffic 
at a specific link and hence calculates the travel time (Shimizo et. al, 2000). However, 
such techniques are not practical for continuous-real-time analysis of traffic on road links. 
Hence, traffic engineers relay more on traffic sensors to estimate travel times, as in the 
case of using models to estimates such travel times (Kachroo, et al, 2001). Some of the 
common techniques are based on using two dual-loop detectors located a known distance 
apart to determine the time which vehicles take to pass between these loops. Such 
technique requires vehicle-identification algorithms to be able to ensure that the travel 
time is measured for the same vehicle passing the two detectors. This is done by 
matching platoons rather than individual vehicles at the down-stream dual loop detector 
(Coifman et. al, 2002), and once a vehicle is identified through the algorithm, its arrival 
time at the detector is used in the calculation of its travel time. A similar technique is also 
used to estimate vehicle density on a highway segment (Coifman, 2003). Although these 
techniques provided good estimates of travel times, however, they require two or more 
dual loop detectors along the highway link in order to work. Another technique 
developed by Coifman (2002) uses only one dual loop detector to estimate travel times up 
or down stream for the range of 0.3 to 0.5 miles, with a shockwave estimation range of 12 
to 16 mi/hour (Windover, 1998) . This algorithm is used in the Borman Expressway study 
to estimate the travel times and hence the vehicle densities along a road segment down-
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stream from the monitoring station. Although the technique reported by Coifman (2002) 
required a dual loop traffic detector as well as event-traffic speed data, however, the 
microwave traffic sensors along with short-term interval-traffic speed data (10-second 
integrated speed data) have proved to be also successful in estimating travel times along 
the expressway links as discovered by this author and described in the following text. 
Coifman’s travel time algorithm (Coifman, 2002) was calibrated and tested for the 
Borman Expressway. The calibration was done based on the observed travel time values 
measured during the traffic sensor test period of March 15, 2005. Travel times were 
measured for vehicles between mile markers 3.1 and 3.2 which were then compared to 
the travel times estimated by Coifman’s algorithm. Coifman’s algorithm is simple and 
requires only time-stamped vehicle speeds, as well as an estimated value of the traffic 
shockwave which is reported to be constant with a value between 12 and 16 mi/hour for 
highways (Windover, 1998, Windover et. al, 2001). In order to estimate the proper 
shockwave speed for the Borman Expressway, the algorithm had to be tested by 
comparing the sum-of-squares (S2) of the difference between the manually measured 
travel times and the values obtained by the algorithm. The algorithm was tested twice; the 
first was by using the manual-velocity readings obtained by the video recordings of 
March 15, 2005 as an input and the second was by using the speeds recorded by the 
sensors for the same period of time as an input to the algorithm. Both tests were also 
compared to travel times obtained by the naïve-approach of generalizing point-speed 
measurements taken by the sensor over an entire link, i.e. assuming that the vehicles will 




 The sum-of-squares were then plotted as a function of the shockwave speeds, in 
the 12 to 16 mi/hour range for the free-flow condition, congested condition and the total 
sum-of-squares for both cases. Based on the sensor calibration analysis, west bound data 
were used to calculate the sum-of-squares.   
   Figure 3-17 shows the sum-of-squares (S2-1, S2-2, and S2-Total) as a function 


























S2-1 = sum-of squares-during congestion
S2-2 = sum-of-squares during free flow
S2-Total = Sum of (S2-1) and (S2-2)
Best Case
 
Figure 3-17. Sum of Squares (S2) of Travel Time vs. Uc. S2 is between Manual readings, 
Manual-Coif. Algorithm, and sensor readings (for a 0.1 mile segment). 
 
As shown in figure 3-17, the sensor performed well for the free flow condition, 
while –as expected- it failed during the congested flow condition. This is due to the fact 
that speeds measured at a point location can not be generalized to the entire link during 
congestions since vehicles may reduce their speeds based on their interaction with the 
other vehicles forming the queue downstream from the sensor. The figure also shows that 
the best case for the total-sum-of-squares was for shockwave value of 12mi/hour. 
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A similar outcome was obtained for the second case where sensor readings were 
































S2-1 = sum-of squares-during congestion
S2-2 = sum-of-squares during free flow
S2-Total = Sum of (S2-1) and (S2-2)
Best Case
 
Figure 3-18. Sum of Squares (S2) of Travel Time vs. Uc. S2 is between Manual readings, 
Sensor-Coif. Algorithm, and sensor readings (for a 0.1 mile segment). 
 
Sensitivity tests were run on the algorithm to check how would the output change 
based on percent-change in the input parameters namely the time-stamped speed, and 
shockwave speed (Uc) values. A randomly chosen data set (over 2000 data points) of 
time-stamped speeds measured by the sensor in November 2004 was used for this 
sensitivity test. It was found that the output percentile difference of the average travel 
time would change between 1.4% and 4.5% if Uc values were to be chosen other than Uc 
= 12 mi/h, as shown in figure 3-19. 
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For the case of percentile change of the time-stamped input speeds, it was found 
that the output percentage error in the average travel time was given by the following 
equation: 
%diff-Tr = -0.0018 (%diff-spd)2 + 0.6761 (%diff-spd)           (3-2) 
R2 = 0.99 
 
Where: %diff-Tr is percentage difference in the average output-travel-time, and %diff-
spd is the percentage difference in the time-stamped input speeds. 
Figure 3-20 shows the relationship given by equation 3-2. As shown in figure 3-
20, an error of 30% in the input speed data will result in an error of about 19% of the 








































Figure 3-19. %change in output travel time values compared to Uc = 12 mi/h vs. Uc. 
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Figure 3-20. % change in output travel time values compared to. % change in input time-
stamped-speeds. 
 
Traffic condition in general can be quantified by using the Highway Capacity 
Manual (HCM2000) that identifies the Level Of Service (LOS) of the highway, which is 
a “quantized” parameter, based on the density of passenger vehicles per lane, their speed, 
and flow rate. The LOS is divided into the following “quantized” levels (Garber et. al, 
2002): 
Level A: Complete free flow conditions, where vehicles are unimpaired in their 
ability to maneuver. 
Level B: Slight restrictions on the road, while vehicles maintain their free flow 
speeds, an overall reasonable free flow condition. 
Level C: Speeds are at or slightly lower than the free flow speeds, however, there 
is a noticeable restriction to vehicles’ ability to maneuver. 
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Level D: Speeds are decreased compared to free flow speeds with a major 
increase in vehicle densities due to the rapid increase in the vehicle flow; gaps (space 
headways) decrease significantly at this level. 
Level E: Low speeds, where there are virtually no usable gaps in the highway, 
therefore any restriction to the traffic stream such as entering traffic or incidents may 
result in traffic-queuing. 
Level F: Complete breakdown in the traffic flow; long-term queue formations 
occur. 
Although such LOS traffic levels have been widely and successfully used, it is 
suggested for this Borman Expressway research to use a more “continuous” and simpler 
traffic parameter to describe the traffic flow along a segment of a highway rather than the 
quantized LOS. Such parameter is called “normalized-travel-time” or TRN.  




=      (3-3) 
Where travel-time is the time needed to travel a segment length of the highway, 
and travel-time@flow-speed is the travel time of the same segment for vehicles traveling 
at the speed limit. Based on such definition (equation 3-3), for TRN values ranging 0 < 
TRN < 1, traffic is freely moving at speeds higher than the speed limit, where the faster 
the traffic moves,  the smaller the TRN value. Signs of congestion as well as traffic jams 
occur for the TRN range of 1 < TRN, where the slower the traffic moves, and hence the 
bigger the TRN value. At TRN = 1, the traffic is moving exactly at the speed limit. The 










Figure 3-21 illustrates the TRN concept for the data collected during the sensors 
calibration tests of March 2005. The figure shows the TRN values for the data collected 
at the center lane of the west bound flow. As shown in the figure, congestion occurred 
between 10:00 AM and 11:00 AM, where the severity of the congestion reached up to 8.6 
times worse than the case of speed-limit-flow (i.e. traffic is moving at about 6.4 mi/h). 
On the other hand, traffic was flowing normally near the speed limit value during the 
period of 2:30 PM to 3:30 PM (14:30 to 15:30) (TRN between 0.89 and 1.3). 
Unless stated otherwise, the travel times estimated in this Borman Expressway 
study will be based on time-stamped speeds measured by the WAVETRONIXTM 
microwave traffic sensors for a road link of 0.3 miles downstream from the sensors and 
for an estimated shockwave speed of 12 mi/hour. 
TRN  
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Congestion, from 10 AM to 11 AM Free-Flow, from 2:30 PM to 3:30 PM
Figure 3-21. Normalized travel time (TRN) as a function of time during congestion and 
free flow for the west bound central lane of the Borman Expressway, March 15, 2005. 
 
 
3.3. Borman Traffic-Characteristics: 
This section of the study discusses the different traffic parameters collected by the 
microwave sensors as well as the general characteristics of both bounds of the Borman 
Expressway. The main parameters collected by the traffic sensors are: traffic volume (or 
traffic-flow) [vehicle/time], occupancy [%], time-mean-speed [mi/hour]. These 
parameters are used to calculate other traffic factors that are needed in the traffic-air-
pollution analysis, such as travel-time [minutes], space-mean-speeds [mi/hour], traffic 
density [vehicle/mi], and acceleration [mi/h2]. The units of these parameters may be 
converted to metric-units later on in the analysis whenever needed.   
Traffic flow is divided into three categories; free flow, synchronized flow, and 





 Traffic Flow 
 
 Free Flow Congested Flow 
 
 Synchronized-Flow Traffic-Jam 
 
Free traffic flow occurs when vehicles are moving “freely” on the highway, i.e. 
there is no interaction between the vehicles on the road. This condition is analogues to 
compressible-fluid (gas) molecules in a pipe at low pressures. Vehicles at this stage 
usually move at the speed limit or even more in some cases. Such condition occurs at low 
traffic densities and occupancy. Congested flow, on the other hand, occurs at higher 
traffic densities when, at this stage, vehicles interact with each other and are forced to 
follow the stream-speed of the road. This condition is similar to gas molecules turning to 
non-compressible-fluid (liquid) moving in a pipe. The congested flow is divided into: 
synchronized flow; where vehicles are not able to pass due to the high density compared 
to free-flow. Traffic jam on the other hand describes a complete break-down in the traffic 
flow, where vehicles significantly slow down or stop (Kerner et. al, 1997).   
3.3.1. Borman East-Bound vs. West-Bound: 
The Borman Expressway (I-80/94) is a critical highway connecting east and west 
of the northern portion of the USA. The west bound portion of the expressway leads to 
the City of Chicago IL, while the east bound leads away from it to the east. Hence it is 
expected that traffic congestions would occur more frequently on the west bound than the 
east bound. Such hypothesis is supported by looking at the speed-frequency distribution 
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of figures 3-22 through 3-25. On the following graphs, SPD will refer to the average 
speed measured on the Borman Expressway [mi/h].  
     
 


















Figure 3-22. % frequency distribution of speed on the Borman Expressway. (a) East 

















































































Figure 3-23. %frequency distribution of speed on the Borman Expressway. (a) East 
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Figure 3-24. %frequency distribution of speed on the Borman Expressway. (a) East 
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Figure 3-25. %frequency distribution of speed on the Borman Expressway. (a) East 
















































Figures 3-22 and 3-23 show that the east bound has higher frequency distribution 
at high speeds (around 70 mi/h), more than the west bound (around 60 mi/h) for 
November, and December 2004. Also, there is another peak appearing on the west bound 
at low speeds of around 20 mi/h, indicating more congested conditions on the west bound. 
January and February of 2005, on the other hand, showed the same frequency distribution 
at high speeds of the east and west bounds (around 70, and 60 mi/h, respectively). 
However, the 20 mi/h peak started to appear on the east bound and disappear on the west 
bound.  
This change could be attributed to construction on the east bound at mile marker 
9.0, or may have been due to the implementation of the new Illinois-Tollway policy of 
increasing the toll on I-294 (around 3  miles west of the IN/IL border) by 100% for peak 
hours (8:00 AM to 8:00 PM) starting January 1st, 2005. Table 3-1 shows the % of trucks 
to total vehicles for the individual months starting November 2004 to February 2005. 
 





Feb 49 28  
 
 Table 3-1, however, does not show major changes in the fleet mixes for both east 
and west bounds from November 2004 to February 2005. A detailed analysis was 
performed by investigating the vehicles speed distributions for day and night periods, 
8:00 AM to 8:00 PM and 8:00 PM to 8:00 AM, respectively. 
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Figures 3-26 to 3-29 show the frequency distribution of speeds for both the east 
and west bounds for day and night periods. Similar observations can be seen in the graphs 
showing the difference between night and day as well as between the east and west 
bounds. However, table 3-2 also shows no major change in the fleet mixes between day 
and night over the period of November 2004 to January 2005 and hence the change of the 
20 mi/h peaks can not be attributed to the change of the fleet mix due to the IL-Tollway 
policy implemented on January 1st, 2005. Further analysis is needed though, to 
understand the reason behind the appearance of the 20 mi/h peak on the east bound and 
its decrease in size on the west bound starting January 2005. However, such analysis is 












Figure 3-26. %frequency distribution of speed on the Borman Expressway. (a) East 
bound-day, (b) West bound-day, (c) East bound-night, (d) West bound-night, November 






















































































Figure 3-27. %frequency distribution of speed on the Borman Expressway. (a) East 
bound-day, (b) West bound-day, (c) East bound-night, (d) West bound-night, December 











Figure 3-28. %frequency distribution of speed on the Borman Expressway. (a) East 
bound-day, (b) West bound-day, (c) East bound-night, (d) West bound-night, January 
































































































































































Figure 3-29. %frequency distribution of speed on the Borman Expressway. (a) East 
bound-day, (b) West bound-day, (c) East bound-night, (d) West bound-night, February 
2005. Day is between 8:00 AM to 8:00 PM, and night is between 8:00 PM to 8:00 AM. 
 
Table 3-2. % of trucks to total vehicles, for day and night on the Borman Expressway. 
Month morning-E Night-E morning-W Night-W
Nov 36 44 28 32
Dec 44 51 27 30
Jan 44 51 28 32
Feb 45 53 27 30  
 
3.3.2. Borman Traffic Characteristics: 
















1              (3-4) 
Where “SPD” is the average speed of the highway (both east and west bounds), “Qi” is 



























































































1              (3-5) 
Where “Y” is the average traffic parameter of the highway (both east and west bounds), 
“Qi” is the traffic volume moving at traffic parameter “yi”, and “n” is the number of lanes 
of the highway. “Y” can be speed (equation 3-4), acceleration, occupancy, or normalized-
travel-time. 
To further test the traffic sensors and hence the validity of the traffic data, the 
fundamental diagrams such as the traffic-flow versus traffic-density were analyzed to 
check if they match the common ones reported in literature and traffic text books (e.g. 
Garber et. al, 2002). A sample of the data is presented here since all of the data have 
shown similar characteristics. 
Figure 3-30 shows the fundamental diagram of the traffic flow-density relation for 
the month of February 2005. The figure shows that the flow density relation can be easily 
characterized in the free flow region, where it follows a quadratic relation of high 
correlation coefficient (R2=0.9984) in agreement with the Greenshields model (Garber et. 
al, 2002). However, due to its complexity, the widely scattered states of the synchronized 
flow (congestion-region) require more sophisticated probabilistic models to describe it 
(Kerner et. al, 2004, and Helbing et. al, 2002). The overall Borman Expressway 
“capacity” can also be estimated from the graph, which is about 26 vehicles/10-seconds, 

























Figure 3-30. The flow-density relation of the Borman Expressway, February 2005. 
 
Flow has also been plotted against the overall average occupancy of the Borman 
in order to identify the critical occupancy that separates the free flow from the congested 
flow on the highway. Figure 3-31 shows such relation with a critical occupancy value of 
21% in agreement with results obtained by Schneider IV, 2003. The critical occupancy 
value is important in determining the vehicles acceleration on the Borman Expressway. 
Since the WAVETRONIXTM sensors are limited to only measuring speeds, the 
acceleration is then calculated by estimating the change in the measured speeds. However, 
during free flow, where there is no interaction between vehicles, there is no guarantee 
that the change of speed at time “t” at the sensors point-location is due to the change in 
speed of vehicles “x” miles downstream from the sensor. Therefore, to insure an 
interaction between the vehicles, acceleration and deceleration is estimated only during 























Figure 3-31. The flow-Occupancy relation of the Borman Expressway, February 2005. 
 
The frequency distribution of the acceleration measured at the Borman 
Expressway has also shown agreement with what is reported in literature. Figure 3-32 
shows the % frequency distribution estimated for the Borman Expressway for 
occupancies greater than 20%. The figure shows that the distribution followed a 
positively-skewed Gaussian distribution similar to the findings on other highways.  
With regards to the overall level of service on the Borman Expressway, figure 3-
33 shows a significant increase in the normalized travel time on the expressway (and 
hence the travel time) for occupancies greater than the critical occupancy of 21%.  
In summary, the previous analysis has shown the validity of the collected traffic 
data of the Borman Expressway as well as the characteristics of these data. The collected 
traffic parameters such as time-mean-speed, occupancy, traffic volume and traffic mix, as 
well as the calculated traffic parameters such as space-mean-speed, travel times, traffic 
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density, and acceleration will be used later on in the next two chapters to develop the 

















Figure 3-32. Acceleration frequency distribution of the Borman Expressway, for 

















Figure 3-33. Normalized travel time (TRN) as a function of the overall Borman 





TRAFFIC-AIR QUALITY REGRESSION ANALYSIS 
 
4.1. Introduction:  
Mobile sources are major contributors to air pollution in urban areas, therefore, it 
is important to characterize and quantify the impact of traffic on air quality. Such 
characterization can be done by analyzing the change in pollutant concentration as a 
function of the different traffic conditions. Pollutant concentration by itself, however, 
may give an unreliable indication of the emission-strength of the source. This is due to 
the fact that pollutant concentration is inversely proportional to wind speed; hence, a low 
concentration value might be due to either a small pollutant-emitter, or high-velocity 
winds. Pollutant-flux, on the other hand, is a pollutant concentration normalized with 
respect to wind speed, as shown in equation 4-1: 
UCFLUX ×=   (4-1) 
Where “FLUX” is the pollutant-flux, “C” is the pollutant concentration and “U” is the 
wind speed. Although the pollutant-flux is a quantity that is proportional to the emitter-
strength, it is more common to use “emission-factors” to give a detailed information on 
the emitter-strength. Emission factors can be expressed as the amount of pollutant-mass 
emitted per vehicle, per distance traveled, per volume of fuel consumption or per vehicle-
distance traveled.  
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Several techniques have been used to empirically estimate the emission factors for 
vehicles, both the Light-Duty-Vehicles (LDV) and the Heavy-Duty-Vehicles (HDV). 
One of such techniques is the dynamometer-laboratory-tests which are performed by 
measuring emissions directly from the individual vehicles or mobile source exhaust-
system under different engine loads and temperatures as well as for the different fuel 
mixes (Tsai et. al, 2000, Durbin et. al, 2002, and Ubanwa et. al, 2003). However, since 
individual vehicles may have diverse emission profiles, they can not be fully 
representative of the whole fleet, therefore, such technique does not fully simulate the 
“real-world” driving condition and the emission factors may not completely reflect real 
emissions on the road.  
To obtain a more comprehensive view of the real-world emission factors, a study 
of the emission factors of the whole fleet under “real” driving conditions needs to be 
performed. Such studies are normally performed in urban areas and emission factors can 
be obtained using three ways: 1) tunnel measurements (e.g. Kristensson et. al, 2004), 2) 
inverse-dispersion modeling of streets (Gramotnev et. al, 2003) and street canyons (e.g. 
Ketzel, et. al, 2003), and 3) mass conservation-box model of open road measurements 
(e.g. Jamriska et. al, 2001). 
Kristensson et. al. (2004) studied the emission factors from road-tunnel 
measurements in Stockholm, Sweden. The fleet mix passing through the tunnel was 
divided into two categories, Light-Duty-Vehicles (LDV) which constituted 95% of the 
fleet and Heavy-Duty-Vehicles (HDV) which was 5% of the whole fleet. The study was 
performed for the period of December 1998 to February 1999 using two monitoring 
stations located inside the tunnel (1.5 km long), 595 meters apart. The study measured 
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several traffic-related pollutants such as CO, NOx, Polycyclic Aromatic Hydrocarbons 
(PAH), and particulates (PM10, and PM2.5). The study found that, on average, emission 
factors of PM10 and PM2.5 were 67±4 mg/km and 236±12 mg/km (0.112±0.006 g/mi, and 
0.393±0.020 g/mi), respectively. Furthermore, the study found that PAH emission factors 
were 2 to 25 times higher than predicted by the dynamometer studies. 
Inverse dispersion modeling has also been used to estimate the emission factors. 
Gramotnev et. al. used such an approach in a study done in Australia in 2003. The study 
used the EPA model CALINE4 to estimate the emission factors of fine particulates on an 
urban road by using the following steps: First, fine particulates and meteorological data 
were measured on the side of the road at different distances from the highway, while 
simultaneously measuring traffic parameters, such as traffic volume and speeds. Secondly, 
all the meteorological and traffic data were input to the CALINE4 model along with 
arbitrary emission factors to estimate the fine particulates concentration at the given 
distances.  The input emission factors (Ec) are then changed to adjust the CALINE4 
output concentration to closely match the measured values. Thirdly, Ec is fed into the 
CALINE4 model to estimate the concentration at different heights and at a known 
distance from the road. Finally, the pollutant flux (Fc) is calculated using the 
concentration profile estimated by CALINE4 (using Ec) and compared to the measured 
pollutant flux (Fm) from which an average emission factor E is calculated along with a 
coefficient η = Ec/E which a “correction-coefficient” for the CALINE4 model input 
(Gramotnev et. al, 2003). 
Unlike tunnel studies, where the pollutant mixing volume may be estimated to be 
the same turbulent air volume of the tunnel caused by the vehicle movement (also known 
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as the piston-effect (Bellasio, 1997)); open-street empirical emission factor estimation 
encounters the difficulty of estimating the turbulent mixing volume of the pollutants on 
the side of the road. A common solution is to assume a constant box volume, where the 
pollutants are well-mixed (Jamriska, et. al, 2001). 
Other means of estimating the real-world emission factors include direct 
measurements of the tail-pipe emissions either by using remote-sensing techniques such 
as open path Fourier Transform Infrared Spectroscopy (FTIR),  (Premo, 1998, and Chan 
et. al, 2004) or using on-board instruments to measure emissions (Veurman et. al, 2002). 
4.2. Borman Emission Factor Analysis: 
The purpose of the Borman Expressway project is to quantify and characterize the 
effect of traffic along the expressway on the local air quality adjacent to the road. Such 
characterization is done by analytically building a model to estimate the PM2.5 emission 
factors (mass of pollutant per unit length, g/mi) for the Borman Expressway under the 
different driving conditions. Such emission factors will indicate the pollution emission-
strength of a unit length of a road link on the expressway. The higher the emission factor 
the worse the expected air quality level adjacent to the road. 
Traffic and air quality data have been collected simultaneously on both sides of 
the expressway for the period of November 2004 to February 2005 as mentioned in 
chapters two and three.  The data collected were 10-second-integrated values of wind 
speed and direction, air quality data such as PM2.5 concentrations, as well as traffic data 
such as time-mean-speeds, occupancy, and traffic volume for each individual lane. The 
procedure of producing the empirical model to estimate the Borman emission factors is 
outlined as follows: 
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1- The 10-second-integrated travel time “t” (measured in hours [h]) is calculated for 
each lane using Coifman’s algorithm (Coifman, 2002). 
2- Travel times are used to calculate 10-second-integrated space-mean-speeds “vs” 
(mi/h) for each lane for a link distance of 0.3 miles downstream from the detectors, 
vs = 0.3/t. 
3- 10-second-integrated traffic density “k” (vehicle/mi, or veh/mi) is calculated from 
the space mean speed values “vs” and the measured traffic volume “q”, k = q/vs. 
4- Time-stamped truck volume “qT” and densities “kT” are calculated using the fleet 
mix ratios measured by the traffic detectors. 
5- Traffic data are then joined to the air quality and the meteorological data in the 
system’s database. 
6- PM2.5 emission factors are calculated on two levels; the microscopic, and the 
macroscopic levels: 
a- The microscopic emission factor “E1” is defined as the pollutant mass 








=    (4-2) 
Where, “C” is the PM2.5 concentration [g/m3], “U” is the wind speed [m/h], 
“qT” is the truck volume [veh/h], and V is the turbulent mixing volume 
[m3] caused by traffic moving on the road. Note that the turbulent mixing 
volume at this stage of the analysis is assumed to be a box with a constant 
volume (Jamriska et. al, 2001). The dimensions of the box are assumed to 
be, the width of the mixing zone (width of the road, 3.65 meters/lane, 3 
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lanes on each bound), a constant turbulent mixing height of an estimated 
value of 8.4 meters (Jamriska et. al, 2001), and finally a length equal to the 
portion of the expressway exposed to the air quality monitors which is 160 
meters that covers the 120o wind sectors used in the analysis, 300o to 60o 
for the PU-Hessville site, and 120o to 240o for the PU-Kennedy site. The 
total constant volume is then V = 160 x 21.95 x 8.4 = 29500.8 ≈ 29501 m3. 
Note, only the normal components of the wind speeds are used in the 
analysis, i.e. each wind direction is put in its components, the normal 
component (normal to the Borman expressway) and the parallel 
component (parallel to the expressway).     
b- The macroscopic emission factor “E2” is defined as the pollutant mass 
emitted per road-link-length [g/mi] and is given by: 
TkEE ×= 12    (4-3) 
Where E1 is the microscopic emission factor [g/veh], and kT is truck 
density [veh/mi]. 
Equation 4-2 is used to calculate the microscopic emission factor E1 from the 
measured concentration values. The microscopic emission factor E1 is then regressed 
with respect to the average speed “v” [mi/h] on the Borman expressway, as well as with 
respect to the average acceleration “a” [m/s2] in order to deduce the traffic-air-quality 
model (E1(v,a)). The regression analysis is commonly performed by grouping the 
measured values of E1 and plotting them versus the average speed or acceleration (Ketzel, 
2003). The macroscopic emission factor E2 is then calculated according to equation (4-3). 
The macroscopic emission factor E2 can then be used to quantify the impact of traffic 
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condition on local air quality. E2 is then plotted versus average speeds on the road to 
show the effect of free flow and congestions on the air quality. It may also be plotted 
against the road condition defined by the road-average occupancy or normalized-travel-
time. Data from February 2005 are used to develop the relations between the microscopic 
emission factor E1 and speed as well as acceleration. The developed E1(v,a) model is then 
used to estimate the macroscopic emission factor E2 and compared to the measured 
values of E2 for the months November 2004 through January 2005. The units will be 
converted to the metric system (meters, grams, and seconds) wherever needed. 
 Figure 4-1 shows the measured values of E1 as a function of average speed on the 
Borman Expressway for the month of February 2005. The speeds used in figure 4-1 
analysis are for a constant velocity, -0.01< acceleration < 0.01. Such condition is needed 
in order to be able to combine the relation between E1 and speed (E1(v)) with the relation 
between E1 and acceleration (E1(a)) to produce E1(v,a) as will be shown later.   


















        
Figure 4-1. Microscopic emission factor E1 as a function of average speed for at a zero 
acceleration (-0.01 < a < 0.01). February 2005. 
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Figure 4-1 shows a good relation between E1 and the average speed (R2=0.914) 
and is given by equation 4-4: 
 
0394.00009.010 251 +×−×=
− SPDSPDE   (4-4) 
 
Where “E1” is the microscopic emission factor [g/veh], and “SPD” is the average 
speed at constant acceleration [mi/h]. The average data points shown in figure 4-1 
represent averages of data up to 1700 points per data-point indicating the robustness of 
the data used in the analysis. 
The relation between E1 and the average acceleration is shown in figure 4-2. 
Figure 4-2 shows a good relation between E1 and the average acceleration (R2=0.955) and 
is given by equation 4-5: 
 
0263.0008.00213.0 21 +×+×= AccAccE   (4-5) 
 
Where “E1” is the microscopic emission factor [g/veh], and “Acc” is the average 
acceleration [m/s2]. The average data points shown in figure 4-2 represent averages of 
























Figure 4-2. Microscopic emission factor E1 as a function of average acceleration, 
February 2005.  
 
 
The constant value shown in equation 4-5 (the 0.0263 value) represents the 
average value of E1 at zero acceleration, i.e. the average E1 value at the different constant 
speeds. In order to combine equations 4-4 and 4-5, the constant value of equation 4-5 is 
replaced by the relation between E1 and speed at zero acceleration (-0.01 < a < 0.01). 
Accordingly, the traffic-air-quality model (E1(v,a)) is then given by: 
  0394.00009.010008.00213.0 2521 +×−×+×+×=
− SPDSPDAccAccE  (4-6) 
Equation 4-6 along with the truck density on the road (kT) is used to estimate the 
value of the macroscopic emission factor E2 according to equation 4-3.  
TkSPDSPDAccAccE ×+×−×+×+×=
− )0394.00009.010008.00213.0( 2522  (4-7) 
The following schematic diagram (figure 4-3) summarizes the process used to 
estimate E2 from only the measured traffic data on the Borman Expressway. The 
measured E2 value on the other hand is calculated from the measured environmental and 
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traffic values such as “C” (PM2.5 concentration), “U” (wind speed), “QT” (truck flow), 










Figure 4-3. A schematic diagram showing the process of estimating E2 from traffic data. 
The macroscopic emission factor E2 [g/mi] is plotted versus average speeds on the 
road to show the effect of free flow and congestions on the air quality, the higher the E2 
the worse the expected local air quality around the expressway. 
Figures 4-4 through 4-6 show a comparison for November, December 2004 and 
January 2005, respectively, between the measured values of E2 and the E2 values 
estimated by equation 4-7 as well as the constant PM2.5 emission factor estimated by the 




























Figure 4-4. The measured, estimated and EPA-PART5-estimated macroscopic PM2.5 






















Figure 4-5. The measured, estimated and EPA-PART5-estimated macroscopic PM2.5 























Figure 4-6. The measured, estimated and EPA-PART5-estimated macroscopic PM2.5 
emission factor E2 as a function of the Borman average speed, January 2005. 
 
As shown in figures 4-4 through 4-6, the macroscopic PM2.5-emission factors (E2) 
estimated by the traffic-air-quality model (equation 4-7) have shown better agreement 
with the measured values than E2 estimated by the EPA-PART5 model (E2=0.268 g/mi) 
for the Borman Expressway. Figure 4-7 shows the ratios between the measured and 
estimated values of E2 for both the model equation 4-7, and the EPA-PART5 model. The 
graphs are for November, December 2004 and January 2005. 
As shown in figure 4-7, the traffic-air-quality model (equation 4-7) has performed 
better than the EPA-PART5 model. The discrepancy between the actual (measured) data 
versus the PART5-modeled PM2.5 emissions is generally attributed to the inadequate 




Sensitivity tests were run on the traffic air-quality model (equation 4-7) to 
determine how the output emission factor E2 would change as the input parameters 
change (speed, acceleration and truck density). Such analysis is performed by changing 
hypothetical input values of speed and acceleration by 10% increments. Figure 4-8 “a” 
and “b” show the % change (or error) of the PM2.5-E2 output as a function of the % 
change in the input parameters, speed and acceleration, respectively. 
As shown in Figure 4-8, the traffic-air-quality model (equation 4-7) is sensitive to 
the change in input parameters, a 20% change in the input speed will result in a 42% 
change in the output PM2.5 emission factor E2, similarly for the acceleration relation, a 
20% change in the acceleration input will result in a 44% change in the E2 output. The 
change in E2 with respect to the change in the truck density is expected to be linear as 
indicated by equation 4-7. 
Further improvement to the traffic-air-quality model may be achieved via 
accurately determining the turbulent mixing volume “V” in equation 4-2, and showing 






































Figure 4-7. The ratio between the measured and estimated values of E2 by both equation 




















































































































Figure 4-8. The change in the PM2.5-E2 output as a function of the change in the input 
parameters, a) speed, and b) acceleration.  
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TRUCK-MECHANICAL TURBULENCE ANALYSIS 
 
5.1. Introduction:  
Traffic-induced turbulence plays a major role in the dispersion of pollutants near 
highways. Several studies have been conducted to model the dispersion of different 
pollutants in the wake of vehicles (e.g. Eskridge et. al, 1979 and Hider et. al, 1997).Other 
research focused on the dispersion that is due to the turbulence adjacent to a major road 
(e.g. Eskridge et. al, 1983 and, Rao et. al, 2002). Wind-tunnel experiments have also been 
conducted to model the dispersion of the vehicular-emitted pollutants for cross winds to 
the road (Baker et. al, 2001). The main concern of these studies was to determine the 
strength of the turbulent flow in the wake of the vehicles as well as to model the pollutant 
concentrations near roadways dispersed by turbulent air due to moving vehicles. 
However, these studies did not provide the relation between the speed of the vehicles and 
the turbulent mixing volume needed for the emission factor estimation. 
Unlike tunnel studies, where the pollutant mixing volume may be estimated to be 
the same turbulent air volume of the tunnel caused by the vehicle movement (also known 
as the piston-effect (Bellasio, 1997)); open-street empirical emission factor estimation 
encounters the difficulty of estimating the turbulent mixing volume of the pollutants on 
the side of the road. Based on concentration measurements near a road conducted by 
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Jamriska et. al., it was found that pollutant concentration remained constant as a function 
of height, however, the concentration dropped of at a height of 8.4 meters above the 
ground. This height was then considered to be the turbulent mixing height used in the 
Box-Model to estimate the pollutant emission factors. Hence, the common solution was 
to assume a constant box volume where the pollutants are well-mixed (Jamriska, et. al, 
2001). Chapter 4 has discussed the estimation of both the microscopic and macroscopic 
emission factors (E1 and E2, respectively) using the Box-Model with the assumption of a 
constant turbulent-mixing box volume. A better estimation of the emission factors could 
be expected by studying the effect of truck speeds on the turbulent mixing volume around 
the trucks. This chapter will discuss a wind tunnel experiment that was run to study the 








=    (4-2) 
 
5.2. Wind Tunnel Experiment: 
A wind tunnel experiment was run with three similar 1/24-scaled model class-9 
trucks to study the effect of their speeds on the turbulent area behind them and hence the 
mixing volume needed for equation 4-2. The wind tunnel is located in the School of Civil 
Engineering, Purdue University. 
 The wind tunnel was operated at 112 mi/h and the wind speed was measured as a 
function of height from the bottom of the wind tunnel in order to create a wind-speed 
profile of the tunnel. A DWYERTM thermo-anemometer, model 471 was used to 
determine the vertical velocity profile in an empty-tunnel (without a ground-plane or 
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trucks). Measurements were taken while the probe is going up, and while going down. 
Figure 5-1 shows a schematic diagram of the wind tunnel used in the experiments. 














Figure 5-1. A schematic diagram of the wind tunnel used in the experiments. 
 
Figure 5-2 shows the measured wind-velocity profile of the School of Civil 
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Figure 5-2. The wind tunnel velocity profile at wind speed of 112 mi/h without the 







As shown in figure 5-2, the boundary layer occupied the top and bottom 11 inches 
of the tunnel. The constant-speed layer was found to be located between 11 and 27 inches 
above the floor.  
An 11 inches-high, 54 inches-wide wooden platform (ground-plane) was designed 
and installed in order to mount the model trucks within the constant wind-speed layer. 
The platform was equipped with a 1-inch mesh-screen (treffts plane) vertically located at 
the back the platform figure 5-3-a. Four inch long, six-strand white yarn-tufts were 
attached at 2-inch increments on the screen as shown in figure 3-5-b. The tufts are a low 
cost, and a fast setup to show and determine the location of the turbulent mixing area 
behind the truck at the different truck distances from the screen as well as at different 
wind speeds. 
        
Figure 5-3. a) the 11-inch high, 54-inch wide wooden frame mounted inside the wind 
tunnel, b) the 4-inch long tufts attached to the screen at the back of the platform. 
 
The experiment was divided into three parts; Part one: measuring the turbulent 
flow area “A” behind one truck as a function of the truck distance “d” from the screen at 
a constant wind speed, i.e. A(d). Part two: fixing the truck at the location that gave the 




speed “U”, i.e. A(U). Part three: studying the effect of adding more trucks side by side on 
the turbulent area as a function of wind speed as could occur on an expressway. 
Part One: A single truck model is used in this experiment. The wind speed was 
kept constant while changing the location of the truck by moving it upstream from the 
screen. The experiment was run at two different speeds, 34 mi/h and at 54 mi/h. The area 
was measured in inches-squared [in2] and will be changed to meters-squared [m2] later on 
before using it in the traffic-air-quality model. Figure 5-5 shows a photograph of the tufts 
for two different truck locations, 2.5, and 10 inches from the screen at the 54 mi/h setting. 
The figure shows the turbulence decrease in the tufts as the truck distance from the screen 
is increased. 
    
Figure 5-4. the screen tufts at 54 mi/h for two different truck location from the screen, a) 
at 2.5 inches (0.36 truck height), b) at 10 inches (1.43 truck height). 
 
Figure 5-5 shows the change in area behind the truck [in2] as a function of the 
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Figure 5-5 Change in disturbed flow area behind the truck [in2] as a function of the 
distance (normalized with respect to the truck height) from the trefftz plane at constant 
wind speeds of 34 mi/h and 54 mi/h. 
 
Figure 5-5 shows that the largest disturbed flow area behind the truck occurred at 
0.36 truck-height (2.5 inches) distance from the screen, beyond that point the area 
decreases in size as the distance increases. 
Part Two: A single truck was fixed in location at the 0.36 truck-height (2.5 inches) 
marker on the platform. The wind speed was then increased and the turbulent area behind 
the truck measured. Three runs were performed and an average was taken to show the 
change in the disturbed flow area as a function of speed, figure 5-6.  
Figure 5-6 shows that the area decreases behind the truck as the wind speed 
increases with a good fit quadratic relation, R2 = 0.998. The same experiment was 
repeated for two trucks and then three trucks side by side in part three. 
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Figure 5-6. Disturbed flow area [in2] behind a single truck as a function of wind speed 
[mi/h]. 
 
Part Three: Similar to part two, one and two more trucks were added in this 
experiment. The turbulent area behind the trucks was measured as a function of wind 
speed. Figure 5-7 shows photographs of two- and three-truck setup used in the 
experiment.  
 
    





Figures 5-8 and 5-9 show the turbulent area behind the trucks as a function of 
wind speed for the two- and three-truck setups, respectively. As shown in the figures, the 
area followed a quadratic relation with the wind speeds showing good correlations, 
R2=0.986 and R2=0.923, respectively. 















Figure 5-8. Turbulent area [in2] behind two trucks as a function of wind speed [mi/h]. 



















Figure 5-9. Turbulent area [in2] behind three trucks as a function of wind speed [mi/h]. 
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The area behind the trucks was scaled up and converted into meters-squared to be 
used in traffic-air-quality model. Therefore, the equation governing the relation between 
the turbulent mixing area and the wind speed for three trucks is given by equation 5-1: 
61.224 + S0.6673 - SPD0.0023 =A 2 PD××   (5-1) 
Where “A” is the turbulent mixing area (disturbed flow area) measured in meters-
squared [m2], and “SPD” is the wind speed (or truck speed) measured in miles per hour 
[mi/h]. 
Due to the difficulty of determining the distribution of trucks on the Borman 
Expressway at a given time (i.e., the difficulty of determining how many trucks exist side 
by side on the road at a given instant of time) it will be assumed that the turbulent mixing 
volume is caused by three trucks existing side by side on each bound all the time during 
the measurements. Hence, the turbulent mixing volume used in the modified traffic-air-
quality model for an area A(SPD) for both bounds (three lanes per bound) and for an 
exposed length “L” of the Borman Expressway is given by equation 5-2: 
L261.224) + S0.6673 - SPD(0.0023 = V 2 ×××× PD   (5-2) 
Where “V” is the turbulent mixing volume [m3], “SPD” is the average speed on 
the Borman Expressway at a given instant of time [mi/h], and “L” is the exposed length 
of the Borman Expressway, L=160 meters [m] as discussed in chapter 4. 
5.3. Turbulent Mixing Volume and the Borman Emission Factors:  
Similar to the analysis performed in chapter four, the traffic-air-quality will be 
derived for the variable mixing volume V(SPD) obtained by equation 5-2. The turbulent 











=    (4-2) 
E1 is then regressed against speed at constant acceleration (-0.01 < a < 0.01), and 
against acceleration. 
Figure 5-10 shows the measured values of E1 as a function of average speed on 
the Borman Expressway for the month of February 2005 calculated using the modified 
mixing volume V(SPD). The speeds used in figure 5-10 analysis are for a constant 
velocity, -0.01< acceleration < 0.01.   




















        
Figure 5-10. Microscopic emission factor E1 as a function of average speed for at a zero 




Figure 5-10 shows a good correlation between E1 and the average speed 
(R2=0.735) and is given by equation 5-3: 
0245.00005.0105 261 +×−××=
− SPDSPDE   (5-3) 
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Where “E1” is the microscopic emission factor [g/veh], and “SPD” is the average 
speed at constant acceleration [mi/h]. The average data points shown in figure 5-10 
represent averages of data up to 1700 points per data-point indicating the robustness of 
the data used in the analysis. 
The relation between E1 and the average acceleration is shown in figure 5-11. 
Figure 5-11 shows a good correlation between E1 and the average acceleration (R2=0.931) 
and is given by equation 5-4: 
0118.00022.00095.0 21 +×+×= AccAccE   (5-4) 
Where “E1” is the microscopic emission factor [g/veh], and “Acc” is the average 
acceleration [m/s2]. The average data points shown in figure 5-11 represent averages of 
data up to 17000 points per data-point indicating the robustness of the data used in the 
analysis. 





















Figure 5-11. Microscopic emission factor E1 as a function of average acceleration for a 




As discussed in chapter four, the constant value shown in equation 5-4 represents 
the average value of E1 at zero acceleration, i.e. the average E1 value at the different 
constant speeds. In order to combine equations 5-3 and 5-4, the constant value of 
equation 5-4 is replaced by the relation between E1 and speed at zero acceleration (-0.01 
< a < 0.01). Accordingly, the traffic-air-quality model (E1(v,a)) is then given by: 
  0245.00005.01050022.00095.0 2621 +×−××+×+×=
− SPDSPDAccAccE  (5-5) 
Equation 5-5, along with the truck density on the road (kT), is used to estimate the 
value of the macroscopic emission factor E2 according to equation 4-3.  
TkSPDSPDAccAccE ×+×−××+×+×=
− )0245.00005.01050022.00095.0( 2622  (5-6) 
The macroscopic emission factor E2 [g/mi] is calculated from the measured values 
according to equations 4-2, 4-3 and 5-2. The modeled PM2.5-E2 is estimated according to 
the schematic diagram of 4-5 from the measured traffic parameters, namely the average 
speeds and acceleration on the Borman Expressway, equation 5-6. The E2 values are 
plotted against the average Borman-speed for the months November 2004 through 
January 2005 and compared to the PM2.5 emission factor estimated by the EPA-PART5 
model (Soliman et. al, 2004).  
Figures 5-12 through 5-14 show a comparison between the measured, modeled 
(estimated) and EPA-PART5-estimated macroscopic emission factor E2 [g/mi]. 
As shown in the figures, the modified Traffic-Air-Quality (TAQ-model) appears 
to follow the variable nature of the measured emission factor E2 more than EPA-PART5 























Figure 5-12. The measured, estimated (modified TAQ-model) and PART5-estimated 























Figure 5-13. The measured, estimated (modified TAQ-model) and PART5-estimated 



























Figure 5-14. The measured, estimated (modified TAQ-model) and PART5-estimated 
macroscopic PM2.5 emission factor E2 as a function of the Borman average speed, 
January 2005. 
 
Figure 5-15 shows the ratios between the measured and estimated values of E2 for 
both the TAQ and the EPA-PART5 models for the periods; November, December 2004 
and January 2005. 
As shown in figure 5-15, the modified traffic-air-quality model (modified TAQ 
model, equation 5-6) has performed better than the EPA-PART5 model during 
congestions, i.e. at low speeds. As mentioned earlier, the discrepancy between the actual 
(measured) data versus the EPA-PART5-modeled PM2.5 emissions is generally attributed 
to the inadequate emissions data and outdated assumptions used in the EPA-PART5 



























Figure 5-15. The ratio between the measured and estimated values of E2 by both TAQ-




















































































TRAFFIC-AIR QUALITY TIME SERIES ANALYSIS 
 
6.1. Introduction:  
A time-series is a record of observations made at a particular location, of some 
particular variable (x), that is associated with the evolution of time (t); in other words 
x(t). Time Series Analysis (TSA) is the systematic approach to find the correlations 
between the different values of a single time series (for example; xi(t) –autocorrelation) 
or the cross-correlations between variables of different time series (for example; xi(t), and 
yj(t)). The analysis can be preformed in either the “time domain” (as in the case of the 
autocorrelation functions) or in the “frequency-domain” (as in the case of the spectral 
analysis and the spectral density function). TSA has a variety of applications ranging 
from economics to physical, health (Schwartz et. al, 1990), and environmental sciences. 
One of the TSA advantages is, general methodologies can be applied for analysis without 
the need for any prior knowledge of the underlying casual links between the dependent 
(y) and the independent (x) variables (i.e. a Black-Box approach) (Scalcedo et. al, 1999). 
 A time series is commonly described by one of the following models (Chatfield, 
1996): 
  Xt = Mt + St + et  (6-1) 
  Xt = Mt . St + et  (6-2)  
  Xt = Mt . St . et  (6-3) 
Where, Xt is the observed value at time t, Mt is the “trend” or the long-term variation of 
the mean, St is the cyclical variation component, and et is the random error (stochastic 
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component). Equation 6-1 is called the additive-model, while equations 6-2 and 6-3 are 
called the multiplicative-model that for simplicity can be transformed into the additive-
model by the logarithmic transformation.  Mt typically can be in the order of years (or 
shorter depending on the time series length) representing the long term variation of the 
series, where the time series is of a long-term (years) seasonal change of the variable Xt. 
Figure 6-1 shows a representation of the additive model of a hypothetical random 
variable Xt (the solid line), as shown in figure, Xt has three components, the linear 
increase “trend” (M; the dashed line), a cyclical component (S; the dotted line) and 
random noise.  
 
Figure 6-1. A hypothetical representation of an additive time series model. 
 
The time series analysis can be used to achieve several objectives, such as: 1) 
Description: where the time series is described by a model that represents the different 
variations within the series. 2) Explanation: where one time series (x(t) for example) can 
.   S  (cyclical component) 
-- M (trend component) 
-  X  (time series variable; M+S+e) 
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be used to explain the variations in another time series (y(t)), e.g. how the sea-level time 
series is affected or explained by the temperature time series. This can be done using 
either linear systems or non-linear systems (such as neural networks), where a time series 
x(t) is an input to the system to give the output time series y(t). 3) Prediction: where the 
time series analysis is used to provide a prediction or forecasting of the future values of 
the series. 4) Control: where a time series is used to measure and control the quality of a 
process (in manufacturing for example). The observations can be plotted on control 
charts and the controller takes an action as a result of studying these charts. A more 
sophisticated method would be fitting a time series model (a stochastic model) to the 
observations and therefore a series can be predicted and the input variables are then 
adjusted to keep the process on target (Box, et. al. 1994). 
Several studies in the environmental field, particularly in the air pollution field, 
have used the time series approach in their analyses. The analyses used in these studies 
were either performed in the time-domain, or in the frequency domain. 
Time series analysis performed in urban areas have shown strong correlation 
between air pollutant concentrations (such as NO, NO2, and O3) and traffic density in the 
urban area (Mage et. al. 1991). Emissions of air pollutants by motor traffic depend on 
different factors such as traffic density, driving habits and the ratio of automobiles to 
trucks. The dispersion and dilution of such air pollutants is mainly influenced by the 
meteorological conditions which they themselves may acquire a long term trend and 
cyclical characteristics (Milionsa et. al. 1994, Milionsb et. al. 1994, and Heis et. al. 2000 ), 
such as wind speed, turbulence, atmospheric stability, and topographical location of such 
urban area (Nester et. al. 1995, and Simmonds et. al. 1997). A study conducted in 
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Stuttgart, Germany (from 1981 to 1993) has shown temporal variability of air pollutants 
(Mayer 1999). The study has shown that there is an annual cycle for the NO pollutant that 
has a maximum during the months of November to January and a minimum during the 
summer months (June and July) due to the favorable atmospheric air mass exchange. 
Ozone (O3) on the other hand since it is partly produced in the lower troposphere by the 
action of short-wave radiation on anthropogenically (man-made) released precursor 
substances  has shown the opposite behavior, with maximum values in the summer and 
lower values during winter times. NO and O3 have also shown diurnal cycles that were 
strongly influenced by traffic density as well as chemical reactions in the atmosphere 
(Mayer 1999). A similar study conducted in Munich, Germany (from 1990 to 1993) has 
shown similar temporal characteristics of the pollutant concentrations and their relations 
to traffic densities (Mayer et. al. 1999). However, neither of these studies attempted to 
analytically develop a model correlating the traffic density to air pollution levels. 
Holmén et. al. (2001) have conducted time series analyses on the above-road 
particulate matter (PM) at the Caldecott Tunnel Exit in Orinda, CA on November 18, 
1997. Above–road PM concentrations,  Heavy-Duty (HD) and Light Duty (LD) vehicle 
counts were measured simultaneously starting at noon for 2.5 hours-period with a 10 sec-
sampling interval. A LiDAR (Light Detection And Ranging) was used to give indication 
of the above-road PM concentration (LiDAR signals do not directly give concentration 
values, however, the signal strength is proportional to the PM concentration). HD and LD 
vehicles were counted using a video recording of cameras mounted on top of the tunnel 
exit. The purpose of the study was to measure the relative contributions of LD and HD 
vehicles to the PM-LiDAR signal under real-world driving conditions. Using the auto-
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correlation function in the time-domain, the time series model results indicated that the 
LiDAR signal in the sampling period “t” (PMt) depended on the level recorded at the 
previous three sampling periods (PMt-1, PMt-2, and PMt-3) where each sampling period is 
equal to 10 seconds. The cross-correlation function in the time-domain has also shown 
PMt to be dependent also on the number of LD vehicles in the past seventh-period (LDt-7) 
and on the number of HD vehicles in the past eighth-period (HDt-8). Multi-lagged 
regression analysis was then performed on these observations, and the following model 
was proposed to calculate the PM at time “t” from the PM-LiDAR signal at 20 meter 
height above road: 
PMt = 104.82 + 0.52 PMt-1 + 0.11 PMt-2 + 0.06 PMt-3 + 4.79 LDt-7 + 16.28 HDt-8 + at      
(6-4) 
However, the study suggested that the PM signals produced by LDt-7 and HDt-8 is 
probably due to re-suspended particles recycled by the turbulence caused by the 
movement of vehicles rather than exhaust coming from vehicle tail pipes. 
Comparison between the periodicities (either in the time-domain or the frequency-
domain) of the different time series can also be used to identify the source-of-influence to 
the air pollutant time series, i.e. to identify if it is mainly influenced by meteorological 
patterns or  anthropogenic sources (Scalcedo et. al. 1999, Hies et. al. 2000, and Sebald et. 
al. 2000). 
Frequency-domain spectral analysis is another method used for analyzing air 
pollution time series. In a study conducted in Berlin, Germany, four stations were used to 
collect daily concentrations of Elemental Carbon (EC) (Hies et. al. 2000) for a one year 
period (April 1st, 1994 to March 31st, 1995). The stations were distributed in different 
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locations in Berlin to reflect the influence of each area on EC. The locations ranged from 
heavily populated urban areas with high traffic densities to forests in the outskirts of the 
city. The purpose of the study was to detect and identify the anthropogenic cyclical 
patterns (produced by traffic and coal heating) in the EC time series. Power Density 
Spectra (pds) was used along with the Coherence and Phase spectra functions were used 
in the analysis. A pds allows detection of periodic components in noisy time series, while 
coherence and phase spectra functions between EC and meteorological data as well as 
between EC and traffic data are used to determine the respective source of periodicity. It 
has been found that domestic-coal-heating has influenced the EC reading on a seasonal 
bases with a 365-day-period peak, while traffic sources on the other hand has influenced 
the EC measurements on a smaller period-scale of 2.3-, 4.6-, and 7-day-period peaks. 
High coherence values between temperature and EC has indicated an indirect temperature 
influence of 365-days period. Similar analysis was also conducted by the same research 
group for the Ozone time series (Sebald et. al. 2000). However, neither of these studies 
attempted to analytically develop a model correlating the traffic density to the air 
pollution levels. 
6.2. Traffic Time Series Properties:  
The objective of this analysis is to analytically develop a model, using the time 
series analysis (TSA) to forecast the local air quality adjacent to the Borman Expressway 
based on the traffic conditions on the Expressway, such as free-flow and congested 
conditions based on the Traffic-Air-Quality Model (i.e. the TAQ-Model; given by 
equation 5-6). Such a model may be used as an air-quality index or parameter that can be 
included in the Intelligent Transportation System (ITS) that is installed in Northwest 
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Indiana. Time series analysis is preformed on complete-samples of both traffic and 
environmental data for the data that were collected during the period of November 2004 
to February 2005. The general characteristics of the traffic data-time series were analyzed 
for their daily and weekly periodicities. An example for a sample chosen for the analysis 
was for the period of November 8 to November 14, 2004. Figure 6-2 shows the 1-hour 
averages of the traffic data, such as, average speed [mi/h], average class 9-truck-density 
[vehicle/mi], total class 9-truck volume [vehicle/h], and average fleet-mix (ratio of class 
9-truck-density to total vehicle-density on both bounds) [%].    
 








Figure 6-2. 1-hour averages of the traffic data: a) average Borman speed [mi/h], b) 
average class 9-truck-density [vehicle/mi], c) total class 9-truck volume [vehicle/h], and 
d) average fleet-mix [%]. November 8 to November 14, 2004.    
 
 
As shown in figure 6-2, the traffic data show a periodic behavior for the time 
series, a 24-hour period and a weekly period. Such periodicity is also shown using the 













































































































Figure 6-3. Spectral analysis of the traffic data: a) FFT of average Borman speed, b) FFT 
of average class 9-truck-density, c) FFT of total class 9-truck volume, and d) FFT of 
average fleet-mix. November 8 to November 14, 2004.      
 
As shown in figure 6-3, with the exception of the speed data, the traffic data show 
a 24-hour period and a 1-week period (embedded within the zero frequency-peak). The 
weekly period is also seen by calculating the daily averages of the traffic data.  
6.3. Traffic-Air Quality Forecasting Model:  
Autocorrelation analysis can be used to determine how a time series correlates 
with itself. Next an Auto-Regressive model (AR model) was developed to be used for 
forecasting the traffic time series. The forecasted traffic series was then used to estimate 
the emission factor of a road link using the TAQ model; given by equation 5-6. 
 
 
























































































)( µαµ   (6-5) 
Where: “X” is the time series variable at time “t”, “µ” is the mean value of the series, “α” 
are the autocorrelation parameters, “p” is the order of the AR-model, and “Z” is the 
residual at time “t”. 
The autocorrelation parameters matrix can be estimated by the following relation: 
α = R-1 × r  (6-6) 
Where: “α” is a (p×1) autocorrelation parameters matrix, α T = (α 1,…, α p), “r” is a (p×1) 




































































   (6-7) 
Where: “N” is time series length (i.e. total number of data points or variables in the 
series), “k” is the lag of the time series during the autocorrelation process 
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(k=1,2,…,N/10), “xt” is the time series variable at time “t”, and “
_
x ” is the average of the 
time series “X”. 
 A MATLAB code was written to produce the forecasting-autoregressive model 
by calculating equations 6-5 through 6-7 for the traffic data used in the Traffic-Air-
Quality model (TAQ-model; given by equation 5-6), namely the average speed, average 
acceleration and average truck density on the Borman Expressway.  A sample of data 
from November 8 to November 14, 2004 was chosen for this analysis. 
The first step for calculating the autoregressive model is to calculate the 
autocorrelation coefficients “rk” for the different time-lag “k”. This is done by shifting the 
time series Xt over itself (autocorrelation) with a lag “k” and calculating equation 6-7 at 
each lag. The time-lag “k” is usually chosen as k = 1,2,…, N/10.  
The second step for calculating the autoregressive model of the traffic data is 
determining the best order “p” to be used in the analysis. This is achieved by calculating 
equation 6-5 for an arbitrary value of “p” (p = 10 in this analysis) and then calculating the 
sum-of-squares between the autoregressive-model (forecasting-model) and the measured 
values. Figure 6-4 shows the sum-of-squares (S2) of the traffic data as a function of the 
AR-model order “p”. The “p” value is then chosen at the first “bend” of the curve where 
the S2 values drop and remain constant over some “p” values. Note that “p” identifies 
how many points of the measured data-time-series (xt-i, i=1, 2…, p) are needed to 
forecast a data variable “xt”.  
Figure 6-4 shows the sum-of-squares (S2) of the traffic data, speed, acceleration 
and truck density as a function of the AR-model order “p”. As shown in the figure, the 
speed time series can be forecasted using an AR-model of order p=3, the acceleration 
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time series can be forecasted using an AR-model of order p=8, and finally the truck 
density time series can be forecasted using an AR-model of order p=2 (the arrows on the 
graphs). 
 The third step is constructing the matrices “R” and “r” (defined earlier) and use 
them in equation 6-6 to estimate the autocorrelation parameters matrix “α”. 
Finally, the elements of the matrix “α” are used to calculate the AR-model 
(forecasting model) of the different traffic data time series (speed, acceleration and truck 
density time series). 
 Figure 6-5 shows the measured and forecasted series of the speed data. The order 
used for the AR-model is p = 3, and the autocorrelation coefficient matrix “r” (as 
explained above) is given by: rT = [0.8811    0.6770    0.5306]. As shown in figure, the 
AR-model performed well in estimating the average hourly speed data. 
Figure 6-6 shows the measured and forecasted series of the acceleration data. The 
order used for the AR-model is p = 8, and the autocorrelation coefficient matrix “r” is 
given by: rT = [0.0579    0.0827    0.0790   -0.0598    0.1531    0.0125    0.1009   -0.2099]. 
Since the acceleration time series is not a “well-defined (or well-behaved)” function, the 

























Figure 6-4. The sum-of-squares (S2) as a function of the AR-model order “p” for: a) 

























































































Figure 6-5. a) Measured speed values, and b) estimated speed values using the AR-model 


















































































Figure 6-6. a) Measured acceleration values, and b) estimated acceleration values using 
the AR-model of order 8. November 8 to November 14, 2004. 
 
Figure 6-7 shows the measured and forecasted series of the class 9-truck density 
data. The order used for the AR-model is p = 2, and the autocorrelation coefficient matrix 
“r” is given by: rT = [0.9164    0.8056]. As shown in figure, the AR-model performed well 

































































Figure 6-7. a) Measured truck density values, b) estimated truck density values using the 
AR-model of order 2, and c) estimated (forecasted) vs. measured class 9-truck density. 
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The estimated traffic parameters (speed, acceleration and truck density) are used 
to forecast the macroscopic PM2.5 emission factors, E2 [g/mi] using the Traffic Air 
Quality model (TAQ-model, equation 5-6). The forecasted E2 model is then compared 
with the measured E2 values. Both of the measured and estimated E2 values are compared 
against the traffic conditions described by the normalized-travel-time (TRN) to determine 
how traffic conditions affect E2. Note, TRN values > 1 indicate traffic congestion, while 
TRN ≤ 1 indicate normal or free traffic flow. 
Figure 6-8 shows the measured and forecasted/estimated E2 values as a function 
of time for the period of November 8 to November 14, 2004. The measured E2 average 

























Figure 6-8. Measured and forecasted/estimated E2 values as a function of time for the 
period of November 8 to November 14, 2004. 
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As shown in figure 6-8, the forecasted model did not predict the peaks marked as 
1 and 2 of the measured values. A comparison with the traffic condition of the same 
period, the TRN graph of figure 6-9, show that peaks 1 and 2 were not related to the 
traffic conditions on the Borman Expressway. Peak 3 on the other hand appears to be due 
to congestions (TRN value > 1) on the Borman Expressway. Peaks 1 and 2 of the 
measured values were due to a sudden increase in the measured PM2.5 concentrations; 
however such increase did not correspond to a traffic jam on the Borman Expressway. No 
data were available to provide a cause for the PM2.5 concentration increase, it could have 
been due to congestions on nearby local roads –Kennedy or Cline Ave.- or due to other 
near by local sources. Hence, it is suggested that peaks 1 and 2 are non-Borman-traffic 

















Figure 6-9. Measured normalized-travel-time (TRN) as a function of time for the period 
of November 8 to November 14, 2004. 
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Another example of the traffic and air quality data was chosen in order to further 
verify the ability of the combined AR-TAQ model to forecast the average hourly PM2.5 
emission factors (E2) using the traffic parameters as input. A two day sample, February 
10 and 11, 2005, showed three periods of congested traffic where the TRN values were 
greater than 1.  Figure 6-10 show the measured, forecasted emission factor (E2) as well as 
the traffic condition described by the TRN values. The time period of this sample was for 
February 10 and 11, 2005.     
As shown in figure 6-10, during the period of February 10 and 11 2005, the 
Borman Expressway experienced three major congestions described by the TRN values 
greater than 1. The three peaks appearing on the measured and estimated E2 values 
(figures 6-10-a and -b) correspond to the three peaks of the normalized-travel-time graph 
(figure 6-10-c) hence showing the effect of traffic congestions on the PM2.5 emission 
factors. The measured E2 average value was 0.314±0.149 g/mi while the estimated E2 
























Figure 6-10. a) Measured, b) forecasted emission factors (E2) and c) The TRN values of 
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SUMMARY AND IMPLEMENTATION 
 
7.1. Summary and Conclusion of The Borman Study:  
The purpose of the study was to quantify the impact of traffic condition such as 
free flow and congestions on local air quality. The I-94 Expressway in Northwest Indiana, 
is considered a test-bed for this research due to the high volume of class-9-truck traffic 
traveling on it, as well as the existing and continuing installation of the 
Intelligent Transportation System (ITS) to improve the traffic management along the 
highway stretch. 
Two Purdue University air monitoring stations were installed on the Borman 
Expressway to simultaneously measure both traffic and air quality data adjacent to the 
expressway. The data analyzed were for the period of November 2004 to February 2005.  
PM2.5 concentration and mass accumulation rate analyses have shown a three-fold 
increase in the PM2.5 mass accumulated per day during road construction in comparison 
to normal days.  
Traffic data were collected using the new technology of SIDEFIRE® 
WAVETRONIXTM microwave sensors. The sensors have been calibrated for both speeds 
and class-9-truck volume for both east and west bounds using video-recorded manual 
data over a period of 2 hours. The calibration curves showed good correlation between 
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the sensor data set and the manual data set. On average, the manual speed readings were 
5% higher than the sensor readings, while the difference in truck volume readings over 
one hour during congestion ranges from 6% to 14% for the east and west bound, 
respectively. 
The concept of microscopic and macroscopic PM2.5 emission factors (E1 
[g/vehicle], and E2 [g/mi], respectively) is introduced in order to quantify and 
characterize the effect of traffic along the expressway on the local air quality adjacent to 
the road. Such characterization was done by analytically building a model to estimate the 
PM2.5 emission factors (mass of pollutant per unit length, g/mi) for the Borman 
Expressway under the different driving conditions. Such emission factors indicate the 
pollution emission-strength of a unit length of a road link on the expressway. The higher 
the emission factor the worse the expected air quality level adjacent to the road. 
A Traffic-Air-Quality model (TAQ-model) to predict the macroscopic PM2.5 
emission factors E2 [g/mi] by using only traffic parameters as inputs –namely, speed, 
acceleration and truck density- was developed using two approaches. The first is the 
constant mixing volume approach, where the turbulent mixing volume around the moving 
trucks is assumed constant with speed. The second is a more realistic approach, which is 
the variable mixing volume approach, where the turbulent mixing volume is calculated at 
different truck speeds and used in the TAQ model. The TAQ model requires only traffic 
parameters as inputs to estimate the emission factor on a given road link, as shown in the 
schematic diagram of figure 7-1.  
Wind tunnel experiments using 1/24 scaled class 9-truck-models were used to 
evaluate the relation between the turbulent mixing volume and the truck speeds. Both 
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approaches have shown better predictions that matched the measured emission factor 
values more than the EPA-PART5 model. The measured values as well as the TAQ 
model have shown that the PM2.5 emission factors change more aggressively with respect 
to the average truck speeds on the Borman Expressway more than the EPA-PART5 
model predictions which assume constant emission values with respect to speed as shown 
in the example of figure 7-2-a. Figure 7-2-b shows the good correlation between the 
PM2.5 emission factors predicted by the TAQ-model and the measured E2 values (slope = 










Figure 7-1. A schematic diagram showing the process of estimating E2 from traffic data. 
 
  Figure 7-2-a also shows that during congestions (at low speeds) a given road link 
is expected to emit more pollutant mass than during free flow (at higher speeds). For 
example, in January 2005, on average a 73% improvement in air quality is expected when 













































Figure 7-2. a) The measured, estimated (modified TAQ-model) and PART5-estimated 
macroscopic PM2.5 emission factor E2 as a function of the Borman average speed, and b) 
TAQ-model-estimated E2 vs. the measured values of E2, January 2005. 




















































Table 7-1 shows the average measured PM2.5 emission factor (E2, [g/mi]) for the 
average Borman speed ranges of less than 30 mi/h and greater than 50 mi/h. As shown in 
the table, an average of 74% improvement in air quality is expected when the average 
Borman speed range is improved from < 30 mi/h to >50 mi/h. hence it is of importance to 
manage the traffic along expressways to maintain low emissions of PM2.5 per road link. 
 
Table 7-1. Measured E2 values for the different average Borman speed ranges. 
 








% Decrease in 
E2 value 
[%] 
November 1.15 0.28 75.55 
December 0.93 0.25 72.89 
January 1.16 0.31 73.69 
Average 1.08 0.28 74.12 
 
Additional improvements can be also achieved in the free-flow region where 
traffic flows at speeds are greater than 50 mi/h. Table 7-2 shows the percent improvement 
in air quality from the PM2.5 point of view (i.e. reduction in PM2.5 emission levels [g/mi]) 
when traffic speed is increased from 55 mi/h (speed limit) to 75 mi/h on the Borman 
Expressway.  
Table 7-2. % Improvement in PM2.5 emission when speeds are changed from 55 mi/h to 
75 mi/h on the Borman Expressway. 
 








As shown in table 7-2, on average there was a 39% reduction in PM2.5 emission 
levels when speeds are changed from 55 mi/h to 75 mi/h on the Borman Expressway. 
Similar analyses need to be performed on the different traffic pollutants such as CO, NOx, 
etc. as well as on the fuel-consumption levels as a function of speed to estimate the best 
(optimum) speed limit for traffic in order to improve the overall air-quality as well as the 
fuel consumption in the area.      
Table 7-3 shows the average ratios of the TAQ-model and PART5 estimation 
during congestion and free flow with respect to the measured E2 values for the months of 
November 2004 through January 2005 over the speed ranges less than 30 mi/h and 
greater than 50 mi/h. Table 7-3-a shows that, on average, during congestions, the TAQ-
model has over predicted the measured E2 values by 1.2 folds in comparison to the 4.0 
fold under-prediction by the EPA-PART5 model. On the other hand, table 7-3-b shows 
that during free flow, on average, the TAQ model has over predicted the measured E2 
values by a factor of 1.5. 
Table 7-3. The average ratios of the TAQ model and PART5 model compared to the 
measured E2 values, a) during congestions, and b) during free flow. 
 
a) Congestion (< 30 mi/h)    
  TAQ/Measured PART5/Measured Measured/TAQ Measured/PART5 
November 1.0 0.2 1.0 4.3 
December 1.2 0.3 0.8 3.5 
January 1.1 0.2 0.9 4.3 
Average 1.1 0.3 0.9 4.0 
b) Free Flow (> 50 mi/h)    
  TAQ/Measured PART5/Measured Measured/TAQ Measured/PART5 
November 1.5 1.0 0.7 1.0 
December 1.6 1.1 0.6 0.9 
January 1.3 0.9 0.8 1.1 
Average 1.5 1.0 0.7 1.0 
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Finally, a simple forecasting model (the Auto-Regressive model) using time series 
analysis was developed to help predict averaged hourly values of E2 based on forecasted 
hourly averaged traffic parameters (speed, acceleration and truck density). The 
autoregressive model (AR-model) forecasts time series values at time “t” (xt) by using 
previously measured values at time “t-i” (xt-i) as inputs, where i =  1, 2, …, p, and p is the 
order of the AR-model. 
The combined AR-TAQ model have shown good predictions of the emission 























Figure 7-3. Measured and forecasted (estimated) emission factors (E2, g/mi) of the 








7.2. Implementation and Future Research: 
The analysis presented in this study is of importance since it quantifies the impact 
of traffic conditions on the local air quality adjacent to an expressway. The resulting 
TAQ model is also of special importance to the PM2.5 non-attainment areas and counties, 
where PM2.5 levels exceed the National Ambient Air Quality Standard (NAAQS) levels. 
The TAQ model developed at the Borman Expressway sites can assist in managing the 
traffic conditions on the Borman from an air quality point-of-view to minimize air 
pollutant impacts utilizing the concept of a traffic-air-quality index. 
The proposed Traffic-Air-Quality index is an air quality level (a specific pollutant 
emission mass per mile) above which local air quality around an expressway (or local 
roads in urban areas) exceeds the National Ambient Air Quality Standard (NAAQS) 
levels and the air becomes hazardous to human health. Hence, similar to critical traffic 
parameters values above which congestion occurs, ITS traffic management protocols and 
incident-counter-measure strategies can be implemented once the local air quality reach 
the Traffic-Air-Quality index value and therefore maintain the air quality levels below the 
NAAQS requirements. This is especially useful in PM2.5 non-attainment counties, for 
example: 
- The Indianapolis area, IN: Hamilton, Hendricks, Marion, Morgan, Johnson. 
- The Evansville area, IN: Vanderburgh, Warrick, Dubois and associated 
satellite townships in Gibson, Pike, & Spencer Counties. 
- The Louisville area, KY: Clark, Floyd and associated township in Jefferson 
County. 
- The Cincinnati area, OH: a township in Dearborn County. 
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 From a legislative point of view, up until now, ITS traffic management protocols 
have not been introduced as a measure to control air quality levels in non-attainment 
areas (areas where air pollution levels exceed the NAAQS levels) unlike standards used 















Figure 7-4. Air pollution sources in urban areas and their control measures. 
 
Figure 7-4 is a schematic diagram that shows the different contributors to the 
local air quality levels in an urban-industrialized area and their control measures 
























standards presented by the Clean Air Act of 1970 and its amendments and the EPA local-
air-quality index Clean Air Act of 1970 and its amendments. However, although traffic is 
a major contributor of air pollution in urban areas, for example motor vehicles account 
for more than 60% (Davis et. al, 1998) of the total world-wide global CO emission, and 
locally up to 90% (Chquetto et. al, 1995) in crowded urban areas (no PM2.5 global 
emission contribution were reported or quantified), there is no attention paid to the 
importance of traffic management as a tool to control local air quality levels in non-
attainment areas. 
In summary, the current analysis approach to air quality data obtained from both 
sides of the Expressway resulted in the following: 
1. The TAQ model; which gives the change in air pollutant mass emission levels as 
a function of traffic conditions.  
2. The TAQ model will help develop ITS protocols that would assist in reducing the 
air pollution impact caused by traffic along the expressway:  
a. AR-TAQ model can be used as a short-term prediction tool for the local 
air-quality adjacent to the Borman Expressway and other expressways.  
b. Similar to the industrial processes, where emissions quotas (tons/year) are 
controlled, the AR-TAQ prediction analysis can be used as an input-index 
to control the traffic conditions along highways to maintain certain 
emission quota per road link (g/mi) and consequently improving the local 
traffic-air quality in the area. 
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Hence, when traffic parameters are measured with the ITS sensors, traffic 
management on a given link of expressway can be executed not only based on traffic 
conditions but also on the bases of local air quality levels using the TAQ model.  
Traffic data from both east and west bounds (going from and to Chicago, IL, 
respectively) have shown that congestion occur more frequently on the Borman-West 
bound more than the East bound, due to congestions in the state of Illinois. Hence, the 
Borman west bound may contribute more to the traffic-air pollution in Northwest Indiana 
more than the east bound (given equal truck density on both bounds). Therefore, 
“regional” collaboration between the different states is of importance to improve the 
traffic flow regionally rather than locally and hence improve air-quality. The Gary-
Chicago-Milwaukee Corridor (GCM-Corridor, http://www.gcmtravel.com/gcm/home.jsp) 
is an example of such collaboration between the Department Of Transportation (DOT’s) 
in the Indiana, Illinois, and Wisconsin states.     
Proposed future work: Install two traffic/PM2.5 continuous monitoring station at 
other different locations where counties are deemed PM2.5-non-attainment. The resulting 
PM2.5 air quality data will be used to verify and generalize the TAQ model created by the 
current stations along the Borman Expressway, and once verified, the TAQ model can be 
implemented and integrated in the ITS protocols to produce “tools” to manage traffic 
from an air-quality point of view.  These “tools” can be tested at several locations and 
generalized, therefore, will be applicable to other expressway links in other parts of the 
United States.  The “tools” will be very helpful for managing traffic, especially in non-
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