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$f(x;\theta, \gamma)=\{\begin{array}{ll}\frac{a(x)e^{\theta u(x)}}{b(\theta,\gamma)} (c<\gamma\leq x<d) ,0 ( )\end{array}$ (2.1)
([B84]). $-\infty\leq c<d\leq\infty$ $a()$
$u()$ $(\gamma, d)$ $du(x)/dx\not\equiv O$ $\gamma\in(c, d)$
$\gamma\in(c, d)$
$\Theta(\gamma) :=\{\theta 0<b(\theta, \gamma)=\int^{d}a(x)e^{\theta u(x)}dx<\infty\}$
$\gamma_{1}<\gamma_{2}$ $\gamma_{1},$ $\gamma_{2}\in(c, d)$ $\Theta(\gamma_{1})\subset\Theta(\gamma_{2})$
$\gamma\in(c, d)$ $\Theta\equiv\Theta(\gamma)$ $R^{1}$ (2.1) $f(x;\theta,\gamma)$
$P_{\theta,\gamma}$ $\mathcal{P}:=\{P_{\theta,\gamma}|\theta\in\Theta, \gamma\in(c, d)\}$ $\theta$
$\gamma$
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$(X_{(2)}, \cdots, X_{(n)})$ $\theta$
(maximum conditional likelihood estimator) $\hat{\theta}_{MCL}$
$\gamma$
$\theta$ $\hat{\theta}_{ML}^{\gamma}$
$narrow\infty$ $\hat{\theta}_{ML}$ $\hat{\theta}_{MCL}$ $\theta$ $\hat{\theta}_{ML}^{\gamma}$
3.
(i) $\gamma$ (2.1) $\theta$
$\log b(\theta, \gamma)$ $\theta$
$\lambda_{k}(\theta, \gamma):=\frac{\partial^{k}\log b(\theta,\gamma)}{\partial\theta^{k}} (k=1,2, \cdots)$
$X_{1}$ $k$ $\theta$
$\gamma\leq x_{(1)}$ $:= \min_{1\leq i\leq n^{X}i},$ $x_{(n)}$ $:= \max_{1\leq i\leq n}x_{i}<d$ $x=(x_{1}, \cdots, x_{n})$
$L( \theta;x, \gamma)=\frac{1}{b^{n}(\theta,\gamma)}\{\prod_{i=1}^{n}a(x_{i})\}e^{\theta\Sigma_{i=1}^{n}u(x_{i})}$ (3.1)
$\frac{1}{n}\sum_{i=1}^{n}u(x_{i})-\lambda_{1}(\theta, \gamma)=0$
$\hat{\theta}_{ML}^{\gamma}(x)$ $\hat{\theta}_{ML}^{\gamma}=\hat{\theta}_{ML}^{\gamma}(X)$
$\theta$ ([Bam78], [B84]). Taylor
$0= \frac{1}{n}\sum_{i=1}^{n}u(X_{i})-\lambda_{1}(\hat{\theta}_{ML}^{\gamma}, \gamma)$
$= \frac{1}{n}\sum_{i=1}^{n}\{u(X_{i})-\lambda_{1}(\theta, \gamma)\}-\frac{1}{\sqrt{n}}\lambda_{2}(\theta, \gamma)\sqrt{n}(\hat{\theta}_{ML}^{\gamma}-\theta)-\frac{1}{2n}\lambda_{3}(\theta, \gamma)n(\hat{\theta}_{ML}^{\gamma}-\theta)^{2}$














(ii) $\gamma$ 2 $(\theta, \gamma)$ (3.1)
$(\theta, \gamma)$ $( \hat{\theta}_{ML},\hat{\gamma}_{ML})t\ovalbox{\tt\small REJECT}\hat{\gamma}_{ML}=X_{(1)}:=\min_{1\leq i\leq n}X_{i}$




$\lambda_{1}(\hat{\theta}_{ML}, X_{(1)})$ $(\theta, \gamma)$ Taylor
$\lambda_{1}(\hat{\theta}_{ML}, X_{(1)})=\lambda_{1}(\theta, \gamma)+\{\frac{\partial}{\partial\theta}\lambda_{1}(\theta, \gamma)\}(\hat{\theta}_{ML}-\theta)+\{\frac{\partial}{\partial\gamma}\lambda_{1}(\theta, \gamma)\}(X_{(1)}-\gamma)$
190
$+ \frac{1}{2}(\hat{\theta}-\theta)^{2}\frac{\partial^{2}}{\partial\theta^{2}}\lambda_{1}(\theta, \gamma)+(\hat{\theta}-\theta)(X_{(1)}-\gamma)\frac{\partial^{2}}{\partial\theta\partial\gamma}\lambda_{1}(\theta, \gamma)$








(3.3), (3.8) 1 ( )
$U_{\gamma}= \sqrt{\lambda_{2}n}(\hat{\theta}_{ML}^{\gamma}-\theta)=Z_{1}+O_{p}(\frac{1}{\sqrt{n}})$ ,
$U= \sqrt{\lambda_{2}n}(\hat{\theta}_{ML}-\theta)=Z_{1}+O_{p}(\frac{1}{\sqrt{n}})$
$\lambda_{1}(\theta, \gamma)=E_{\theta,\gamma}[u(X_{1})]$ $narrow\infty$ $Z_{1}$
$N(O, 1)l$ $\hat{\theta}_{ML}^{\gamma}$ $\hat{\theta}_{ML}$ $narrow\infty$
([B84]).












[A86] Akahira, M. (1986). The Structure of Asymptotic Deficiency of Estimators.
Queen’s Papers in Pure and Applied Mathematics 75, Queen’s University
Press, Kingston, Canada.
[AT82] Akahira, M. and Takeuchi, K. (1982). On asymptotic deficiency of estima-
tors in pooled samples in the presence of nuisance parameters. Statistics and
Decisions, 1(1), 17-38.
[AT95] Akahira, M. and Takeuchi, K. (1995). Non-Regu $lar$ Statistical Estimation.
Lecture Notes in Statistics 107, Springer, New York.
[B84] Bar-Lev, S. $K$ . (1984). Large sample properties of the MLE and MCLE for
the natural parameter for a truncated exponential family. Ann. Inst. Statist.
Math., 36, Part $A,$ $217-222.$
[Barn78] Bamdorff-Nielsen, O. (1978). Information and Exponential Families in
Statistical Theory. Wiley, New York.
192
