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We formulate a complete theory of quantum thermodynamics in the Re´nyi entropic formalism exploiting the
Re´nyi relative entropies, starting from the maximum entropy principle. In establishing the first and second laws
of quantum thermodynamics, we have correctly identified accessible work and heat exchange both in equilib-
rium and non-equilibrium cases. The free energy (internal energy minus temperature times entropy) remains
unaltered, when all the entities entering this relation are suitably defined. Exploiting Re´nyi relative entropies
we have shown that this “form invariance” holds even beyond equilibrium and has profound operational signif-
icance in isothermal process. These results reduce to the Gibbs-von Neumann results when the Re´nyi entropic
parameter α approaches 1. Moreover, it is shown that the universality of the Carnot statement of the second law
is the consequence of the form invariance of the free energy, which is in turn the consequence of maximum en-
tropy principle. Further, the Clausius inequality, which is the precursor to the Carnot statement, is also shown to
hold based on the data processing inequalities for the traditional and sandwiched Re´nyi relative entropies. Thus,
we find that the thermodynamics of nonequilibrium state and its deviation from equilibrium together determine
the thermodynamic laws. This is another important manifestation of the concepts of information theory in ther-
modynamics when they are extended to the quantum realm. Our work is a substantial step towards formulating
a complete theory of quantum thermodynamics and corresponding resource theory.
I. INTRODUCTION
The foundation of modern quantum thermodynamics re-
search [1–5] is based on von Neumann entropy. The max-
imum entropy principle [6, 7] with mean energy constraint
gives rise to the Gibbs state which plays an important role
in recent works on thermal operations and thermodynamical
laws [8–11]. In this way the theory of quantum thermodynam-
ics is developed based on von Neumann entropy. It is worth
noting that the Gibbs states obtained consist of the exponential
probability distributions. However, there are numerous physi-
cal systems which cannot be described by the Gibbsian expo-
nential probability distribution and thereby inevitably needs
the power law distributions [12]. Precisely, the physics and
thermodynamics of fractals and multifractals systems found in
grain boundaries in metals, fluid dynamics, percolation, dif-
fusion limited aggregation systems, DNA sequences are de-
scribed suitably by using the Re´nyi entropy [12–14]. More-
over, it is shown that Re´nyi entropy and its relative versions
[15] are indispensable in defining the second laws of quantum
thermodynamics in microscopic regime [8, 9].
It has been known for about half a century, Re´nyi entropy
[16, 17] is endowed with all the necessary requirements for
describing thermodynamics. Only recently [18] the maximum
entropy state with fixed energy was formulated and derived,
giving rise to the Re´nyi thermal state indexed by the Re´nyi
parameter, α. When α→ 1, one obtains the von Neumann re-
sults. We construct here a complete theory of thermodynam-
ics on par with the von Neumann theory. This generalization
enlarges the scope of another facet of thermodynamics with
several second laws [8] and also the Gibbs preserving maps
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giving rise to Re´nyi thermal state preserving maps [11]. An-
other important outcome of this formalism is in establishing
the universality of second laws of thermodynamics stated as
based on the Carnot statement. Furthermore, exploiting the
data processing inequalities [15] obeyed by the two versions
of Re´nyi relative entropies, the Clausius inequality is shown
to hold. We thus find that the Re´nyi entropy and its relative
versions are the ingredients for establishing the second laws
of thermodynamics.
The paper is organized as follows. In Sec. II, we briefly
introduce the thermodynamical quantities of interest in the
Re´nyi formalism and the Re´nyi thermal states. Then we de-
rive, following MaxEnt principle, the generalized first law of
the Re´nyi thermodynamics. In Sec. III, we develop and dis-
cuss the expression for free energy of non-equilibrium quan-
tum states. Using the two versions of the Re´nyi relative en-
tropy, we deduce the free energy for arbitrary quantum states
and its form invariant structure. In Sec. IV, we derive the
efficiency of Carnot heat engine and thereby validate the uni-
versality of the second law of thermodynamics in the proposed
form invariant formalism. Then the Clausius inequality, in the
Re´nyi formalism, is considered in Sec. V. Finally, in Sec. VI,
we outline a brief account of the results obtained and the pos-
sible implications thereof. In the Appendices, details of find-
ing Carnot efficiency and establishing the Clausius inequality
in the Re´nyi formalism are given.
II. GENERALIZED FIRST LAW OF THERMODYNAMICS
The Gibbs state, which is the equilibrium state, is obtained
by maximizing the von Neumann entropy with a fixed inter-
nal energy. The maximum entropy (MaxEnt) principle [6, 7]
is the underlying principle for such kind of equilibrium condi-
tion. It suggests that changing the definition of entropy func-
tional, as well as the form of internal energy, gives rise to a
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2new equilibrium state and hence a new theory of thermody-
namics.
The Re´nyi entropy [17, 19], which is a generalization of
the von Neumann entropy, is given by S α(ρ) = 11−α ln(Trρ
α),
for a density matrix ρ and α ∈ (0, 1) ∪ (1,∞). The Re´nyi
internal energy [18] of ρ is defined as Uα = Tr[ραH]/Trρα,
where H is the Hamiltonian of the system. Note that S α(ρ)
and Uα reduce to von Neumann entropy, S (ρ) = −Tr (ρ ln ρ)
and internal or average energy U = Tr(ρH) respectively, for
α → 1. The thermal equilibrium state for the Re´nyi entropy
can be derived using MaxEnt principle, i.e., maximizing S α(ρ)
subject to a fixed internal energy Uα, and is given by [18]
ρTα =
1
Zα
[
1 − (1 − α)β(H − UTα)]1/(1−α) . (1)
Here, Zα = Tr
[
{1 − (1 − α)β(H − UTα)}1/(1−α)
]
and UTα =
Tr[ραTαH]/Trρ
α
Tα. The inverse temperature β = 1/T (with the
Boltzmann constant is set to unity and we follow this conven-
tion throughout the paper) is defined as β = ∂S α(ρTα)
∂UTα
which is
a function of α. Additionally the constraint [1 − (1 − α)β(H −
UTα))] ≥ 0 is imposed to ensure the positive semi-definiteness
of the thermal density matrix. Note that the Re´nyi thermal
state reduces to the Gibbs state when α → 1. It should be
noted that, similar to the Gibbs thermal state, one can also
prepare Re´nyi thermal states, Eq. (1), via environmental in-
teraction and relaxation. A natural testbed for this would be
multifractal systems among others [14]. Further, the equilib-
rium free energy can be identified as FTα = UTα − TS α(ρTα)
[18]. This general feature of the MaxEnt is independent of the
choice of the form of the the density matrix [20].
Now, we derive the generalized first law of thermodynamics
considering the change in equilibrium Re´nyi internal energy
as
dUTα =
Tr[dραTα(H − UTα)]
TrραTα
+
Tr(ραTαdH)
TrραTα
. (2)
Under quasistatic isothermal process, the change in the en-
tropy of the equilibrium state is βTr[dραTα(H − UTα)]/TrραTα.
Thus, the term Tr[dραTα(H − UTα)]/TrραTα can be identified
as the heat exchanged. Moreover, Tr(ραTαdH)/Trρ
α
Tα can be
identified as the work done on the system, d¯WTα, where it
is considered to be the change in internal energy due to the
change in an extensive parameter. Hence, the Eq. (2) can be
recast as
dUTα =d¯QTα +d¯WTα. (3)
This is the quantitative statement of the first law of thermo-
dynamics following generalized theory of statistical mechan-
ics based on the Re´nyi entropy. For a quasistatic isothermal
process d¯WTα = dFTα, i.e., the infinitesimal change in the
equilibrium free energy is the accessible work in the process.
Therefore, for quasistatic isothermal processes we have
dUTα = dS α(ρTα)/β + dFTα. (4)
Note that the generalized first law of thermodynamics re-
duces to the well known first law of quantum thermodynamics
(based on the von Neumann entropy) when α→ 1.
III. FREE ENERGY FOR NONEQUILIBRIUM STATES
To this end we deal only with equilibrium thermodynamics.
What if the system is away from equilibrium? In what fol-
lows, we study the thermodynamics of nonequilibrium states
using the Re´nyi relative entropy with a motive to answer this
question.
For a nonequilibrium quantum state ρN , which may be a
solution of a dynamical master equation (such as in [21]), the
Re´nyi entropy can be written as
S α(ρN) = S α(ρTα) − Dα(ρN ‖ ρTα) + ∆α, (5)
where Dα(ρ || σ) = 1α−1 ln Tr[ρασ1−α] is the “traditional
Re´nyi relative entropy” between two quantum states ρ and
σ, and ∆α = 1α−1 ln
[
1 − β(1 − α)(UNα − UTα)] with UNα =
Tr[ραN H]/Tr[ρ
α
N] being the Re´nyi internal energy of ρN . Now
we have
S α(ρN) = β
[
UNα − (FTα + β−1Dα(ρN ‖ ρTα))
]
+ ∆′α, (6)
where ∆′α =
[
β(UTα − UNα) + ∆α]. One can easily check that
∆′α → 0 when α → 1 and the above equation reduces to the
usual von Neumann case. Thus, for nonequilibrium states we
have S α(ρN) = β(UNα − F˜Nα), where
F˜Nα = FTα + β−1
(
Dα(ρN ‖ ρTα) − ∆′α
)
, (7)
is the modified free energy of the nonequilibrium state. More-
over, we show that F˜Nα > FTα (see appendix A).
Considering again a quasistatic isothermal process, the
change in entropy of the stationary nonequilibrium state is
given by
dS α(ρN) = β(dUNα − dF˜Nα) = β [d¯Qα − d¯Qhkα] , (8)
where d¯Qα = Tr[dραN(H − UNα)]/TrραN , and d¯Qhkα = dF˜Nα −
d¯Wα, with d¯Wα = Tr(ραNdH)/Trρ
α
N . d¯Qα is the total heat
exchanged during the isothermal process and d¯Qhkα can be
identified as the house-keeping heat, in the same spirit as in
stochastic thermodynamics [1, 22–25], which is used to main-
tain the nonequilibrium state away from thermal equilibrium.
Now, for isothermal quasistatic processes in a generic quan-
tum system, the Eq. (3) can be recast as
dUNα = d¯Qexα + d¯Wexα = β−1dS α(ρN) + dF˜Nα, (9)
where we denote excess heat as d¯Qexα = d¯Qα − d¯Qhkα and
extractable work as d¯Wexα =d¯Qhkα +d¯Wα = dF˜Nα. It is worth
noticing that the notions of accessible work and the heat that
results in entropy change, drastically differ from the equilib-
rium case (cf. Eq. (3)). Later, we will see that the notions of
heat exchanged and accessible work in Eq. (3) are not compat-
ible in nonequilibrium scenario if the thermodynamical laws
have to be valid in that case too.
The above analysis can also be carried by using the “sand-
wiched Re´nyi relative entropy” [26, 27], which is defined as
D˜α(ρ ‖ σ) = 1α−1 ln Tr[{σ
1−α
2α ρσ
1−α
2α }α], between two quan-
tum states ρ and σ. As the sandwiched Re´nyi relative en-
tropy incorporates the noncommutivity of the quantum states,
3unlike the traditional version, it is intuitively satisfactory to
expect that the former can outperform the latter to unravel
quantum features. Indeed, the profound advantages of the
sandwiched relative entropy in studying classical capacity of
a quantum channel [27], witnessing entanglement [28, 29],
quantum phase transitions [30], nonasymptotic quantum in-
formation theory [31–33], etc, have been noticed very re-
cently. Therefore, it is quite legitimate to extend the study
of nonequilibrium quantum thermodynamics exploiting the
sandwiched Re´nyi relative entropy.
The entropy of a nonequilibrium state ρN can also be writ-
ten as
S α(ρN) = S α(ρTα) − D˜α(ρN ‖ ρTα) + ∆˜α, (10)
where ∆˜α = 1α−1 ln
[
Tr(A1/2αρA1/2α)α/Tr(ρα)
]
and A =[
1 − (1 − α)β(H − UTα)]. Thus, we have S α(ρN) = β(UNα −
FNα), where
FNα = FTα + T
(
D˜α(ρN ‖ ρTα) − ∆˜′α
)
, (11)
is the modified free energy and ∆˜′α =
[
β(UTα − UNα) + ∆˜α
]
.
Again ∆˜′α,→ 0 when α → 1 and it recovers the von Neu-
mann case. The nonequilibrium entropy change and the in-
ternal energy change for a quasistatic isothermal process can
be derived following the same way as in the context of Eqs.
(8) and (9). Moreover, here also the change in the modified
free energy dFNα can be distinguished as the accessible work
in a quasistatic isothermal process and FNα ≥ FTα (see ap-
pendix A).
IV. SECOND LAWS OF THERMODYNAMICS BASED ON
CARNOT STATEMENT
Now let us address the validity of second laws of ther-
modynamics based on the Carnot statement [34, 35] of the
second law. Consider a four stroke Carnot engine operat-
ing between two reservoirs (heat baths), the hot and the cold
with the temperatures Th and Tc respectively (see Fig. 1).
The baths consist of the Re´nyi thermal states with temper-
atures being α dependent. We find the efficiency of this
engine using the notions of accessible work and heat ex-
change which is responsible for entropy production devel-
oped earlier. In the first step, the system absorbs Qex,1 =
Th[S α(γ2,Th)−S α(γ1,Th)], amount of excess heat in a isother-
mal process at temperature Th, from the the hot reservoir
and the excess work Wex,1, done by the system during the
process is given by F˜Nα(γ1,Th) − F˜Nα(γ2,Th), where γ is
the external parameter which is varied during the processes
throughout the cycle. The system performs Wex,2 work adia-
batically in the second step and as it is an isentropic process
the work done is at the cost of internal energy. As a conse-
quence of performing work adiabatically, the temperature of
the system falls down to Tc. Therefore in this step, Wex,2 =
F˜Nα(γ2,Th) − F˜Nα(γ3,Tc) + (Th − Tc)S α(γ2,Th). During the
third step the work is actually done on the system in a isother-
mal process at temperature Tc and the system releases some
Sα
T
Th
Tc
Sα(γ1, Th) Sα(γ2, Th)
ρ(γ4) ρ(γ3)
ρ(γ2)ρ(γ1)
FIG. 1. Schematic of Carnot cycle. 1 → 2 and 3 → 4 are the
two isothermal steps at constant temperature Th and Tc respectively.
2 → 3 and 4 → 1 are the adiabatic, isentropic steps. The different
steps are performed by varying an external parameter γ.
excess heat. The heat absorbed, Qex,3 and the work done,
Wex,3 by the system are given by Tc[S α(γ4,Tc) − S α(γ3,Tc)]
and F˜Nα(γ3,Tc) − F˜Nα(γ4,Tc), respectively. Note that we are
always expressing the work done and heat absorbed by the
system and we follow the same convention for all the four
steps. In the fourth step, work is again performed on the sys-
tem adiabatically. As a result, the temperature of the system
increases from Tc to Th and the system is returned back to
its initial state. The work done by the system is given by
Wex,4 = F˜Nα(γ4,Tc)− F˜Nα(γ1,Th)− (Th−Tc)S α(γ1,Th). Now,
the Carnot efficiency which is the ratio of total work done by
the system and the heat absorbed by the system in the first
step, is given by
ηC =
Wex,1 + Wex,2 + Wex,3 + Wex,4
Qex,1
= 1 − Tc
Th
, (12)
for arbitrary stationary quantum states. Thus, the Carnot ef-
ficiency matches with the one in classical thermodynamics.
Importantly, the Carnot efficiency remains the same for both
the traditional and sandwiched Re´nyi relative entropies. Since
we consider arbitrary quantum states, it can be stated that the
quantum correlation or coherence cannot be exploited to en-
hance the efficiency beyond the classical Carnot limit. There-
fore, if we account the accessible work and excess heat prop-
erly then “efficiency of any quantum engine undergoing a
Carnot cycle is bounded above by ηC ”. Thus, the Carnot
statement of the second law of thermodynamics has been fol-
lowed universally in the Re´nyi formulation, in parallel with
the Gibbsian formulation of the same [1].
Note that the identification of heat exchange and accessible
work in nonequilibrium scenario which results in accounting
the accessible work by change in free energy (internal energy
minus temperature times entropy) in isothermal processes, is
consistent with the Carnot statement of the second law of ther-
modynamics. Thus, the form of free energy
Fα = Uα − TS α (13)
is valid (from operational viewpoint, like work extraction) in
nonequilibrium scenario too , where T is the temperature of
4the corresponding heat bath (the relevant one, depending on
the protocol). One may note that both the free energies in Eqs.
(7) and (11) are the same, i.e., FNα = F˜Nα, and given by the
aforementioned form. It reflects that the form of the free en-
ergy of an nonequilibrium state is independent of the relative
entropy “distances”, though the definition of free energy of
the same is based on its “distance” from the equilibrium one.
A priori there is no reason why this form of free energy should
be valid beyond equilibrium where the notion of temperature
is not defined even. But this definition is consistent with sec-
ond law of thermodynamics. Moreover, as free energy of the
generalized thermal state is minimum among all the quantum
states for all α and the change in free energy is the accessi-
ble work in an isothermal process, it is not possible to extract
work from a single heat bath, which is another aspect of the
second laws of thermodynamics. Thus, the apparent univer-
sality of second law of thermodynamics is a consequence of
the form invariance of the free energy. Note this form of the
free energy emerges naturally from the MaxEnt principle.
Interestingly, the apparently different forms of free energies
discussed in [1] and [2] are indeed equivalent and is a special
case (α→ 1) of the generalized free energy given in Eq. (13).
In [2], it is shown that if there exists any protocol by which
one can extract more work than the free energy difference,
then there would surely be a violation of the second law of
thermodynamics. Similarly, in [1], it is shown that the maxi-
mum extractable work, in any step in a Carnot cycle, has to be
restricted by the free energy difference, if it has to be consis-
tent with the second law of thermodynamics. Therefore, it is
evident that the validity of the second laws of thermodynam-
ics is a consequence of the form invariance of the free energy
when it is derived from the MaxEnt principle which sets the
condition for equilibrium.
V. SECOND LAWS BASED ON CLAUSIUS INEQUALITY
The second laws of the thermodynamics can further be sub-
stantiated in terms of the Clausius inequality in the Re´nyi for-
malism. Consider nonequilibrium states which are close to
the thermal equilibrium state, such that UNα ≈ UTα, i.e., the
difference of the internal energies is small. Moreover, con-
sider infinitesimal change of the nonequilibrium state ρN by
Re´nyi thermal state preserving map Υ, i.e., ρN
Υ−→ ρN + δρ,
where Υ is a completely positive trace preserving (CPTP)
map that keeps the Re´nyi thermal state ρTα intact. As ρN
is close to ρTα and Υ introduces infinitesimal change in ρN ,
therefore, ρN + δρ is also close to ρTα. Now, from Eq. (5),
the variation in the traditional Re´nyi relative entropy becomes
δDα(ρN ‖ ρTα) = −δS α(ρN) + δ∆α, where δDα(ρN ‖ ρTα) =
Dα(Υ[ρN] ‖ Υ[ρTα]) − Dα(ρN ‖ ρTα). Using the data pro-
cessing inequality [36, 37] for the traditional relative Re´nyi
entropy which says that δDα(ρN ‖ ρTα) ≤ 0, for α ∈ [0, 2], we
show that (see appendix B),
β δQtotal ≤ δS α(ρN). (14)
This is nothing but the well known Clausius inequality. Also
exploiting the data processing inequality for the sandwiched
relative Re´nyi entropy for α ∈ [ 12 ,∞) [26, 38, 39], we show
that the Clausius inequality holds for α ∈ [0,∞), where
ρTα, ρN and δρ are mutually commuting (see appendix B). Re-
markably the Clausius inequality implies that the free energy
is a monotone under Re´nyi thermal state preserving maps,
when the Hamiltonian is kept fixed. This can also be seen
from Eq. (7), when UNα ≈ UTα.
Now, we explore the Clausius inequality for noncommuting
ρTα, ρN and δρ in α > 2. From Eq. (10), we get
δD˜α(ρN ‖ ρTα) = −δS α(ρN) + βδUNα + δ∆˜′α, (15)
where ∆˜′α =
1
α−1 ln
[
Tr(A1/2αρA1/2α)α/Tr(ρα)
]
−β(UNα−UTα).
Using the data processing inequality for α ∈ [ 12 ,∞), we have
−δS α(ρN) + βδUNα + δ∆˜′α ≤ 0. (16)
Therefore, if δ∆˜′α is either positive or vanishing to the first or-
der then Clausius inequality holds for α ∈ [ 12 ,∞). For integer
α, Eq. (16) becomes an equality, to the first order and hence,
if the Clausius inequality is satisfied then δ∆˜′α ≥ 0 to the first
order. We show that δ∆˜′α = 0 to the first order, with an ex-
plicit example (see appendix C). All these results indicate that
for the Clausius inequality to hold in general, for any α and
for any state, δ∆˜′α has to be either positive or zero to the first
order in the variation. An analytical example considered in
appendix D further supports the above observation.
To explore Clausius inequality numerically, we consider,
without loss of generality, the Hamiltonian of a qubit system
to be H = E1 |1〉 〈1|. The thermal state of the system is given
by ρTα = p0 |0〉 〈0| + (1 − p0) |1〉 〈1| which fixes the inverse
temperature as β = (pα0 + p
α
1 )(p
1−α
0 − p1−α1 )/E1(1 − α). The
nonequilibrium state is taken as ρN = (p0 + δq) |0〉 〈0| + ((1 −
p0) − δq) |1〉 〈1| + δq |0〉 〈1| + δq |1〉 〈0|. The variation of ρN is
done by the Re´nyi thermal state preserving map Υ such that
ρN
Υ−→ ρN +δρ = (p0 +δq)τ+(p1−δq)η, where η is an arbitrary
state and τ = (ρTα− p1η)/p0 [11]. Fig. 2, indeed indicates that
the Clausius inequality is respected, in general, for all ranges
of α.
Thus, we have the following results: the Clausius inequal-
ity holds (i) for α ∈ [0, 2] which follows from the data pro-
cessing inequality for the traditional Re´nyi case, and (ii) for
α ∈ [ 12 ,∞) provided δ∆˜′α is either positive or vanishing to the
first order, which follows from the data processing inequality
for the Sandwiched Re´nyi case . Moreover, the difference in
the data processing inequalities [26, 36, 38, 39] for the two
relative entropies is yet another manifestation of the different
quantum features of the two, which is captured nicely in the
context of Clausius inequality.
VI. SUMMARY AND CONCLUDING REMARKS
To formulate a complete theory of quantum thermodynam-
ics based on the Re´nyi formalism, we explicitly derive the
generalized first law of thermodynamics, starting from the
Re´nyi thermal state. The Re´nyi thermal state basically defines
5CI=-δ S/β+δ UN
CI=-δ S/β+δ Q1
CI=-δ S/β+δ Q2
 C
I (
10
-3
 J)
0
−0.1
−0.2
−0.3
α
0 10 20 30 40 50
(a) δq = 0.001
CI=-δ S/β+δ UN
CI=-δ S/β+δ Q1
CI=-δ S/β+δ Q2
 C
I (
10
-2
 J)
−0.4
−0.3
−0.2
−0.1
0
α
0 10 20 30 40 50
(b) δq = 0.01
FIG. 2. (Color online) Clausius inequality for noncommuting quan-
tum states for various values of α: Along y-axis three different ex-
pressions for the Clausius inequality, which are the same to the first
order, are plotted. The x axis is dimensionless and y axis has the
dimension of energy (Joule). Here, δQ1 = Tr[dραN(H − UNα)]/TrραN
and δQ2 = Tr[dραN(H − UTα)]/TrραN . We take E1 = 1J, p0 = 0.7 and
η = 0.4 |0〉 〈0|+ 0.6 |1〉 〈1|+ 0.2 |0〉 〈1|+ 0.2 |1〉 〈0|. The different plots
are for two different values of δq.
equilibrium temperature and hence the zeroth law of thermo-
dynamics. The main thrust of this paper is to point out that
the second laws of thermodynamics can be consistently de-
rived based on the Re´nyi entropy and its relative versions. The
overarching principle here is the well-known MaxEnt princi-
ple, given internal energy constraint.
Beyond equilibrium the notion of heat and work is not so
well defined and whether the second law of thermodynamics
is valid in this regime is an intriguing question. We have suc-
cessfully demonstrated that the proper identification of heat
and work beyond equilibrium in fact plays the pivotal role
to establish a valid second law which is respected univer-
sally. To correctly identify heat and work beyond equilibrium
that is consistent with the second law of thermodynamics, we
have exploited the equilibrium entropy associated with ther-
mal density matrix and the relative entropy between an arbi-
trary density matrix and the thermal density matrix. Further,
we have established that the universality of the second law of
thermodynamics based on the Carnot statement is the mani-
festation of this form invariance of free energy which holds
even beyond equilibrium.
Using the data processing inequalities for traditional and
sandwiched relative Re´nyi entropies we establish the valid-
ity of the Clausius inequality and hence strengthen the second
laws of thermodynamics developed here. Our results, specifi-
cally, the monotonicity of free energy pave the way to an oper-
ational resource theory of quantum thermodynamics with the
Re´nyi thermal state being the free state and the allowed op-
erations being the Re´nyi thermal state preserving maps. In
this way, we have exhibited another important connection be-
tween the concepts of information theory and thermodynam-
ics in modern quantum framework. It may not be out of place
here to point out the changes that the Renyi thermal state en-
tails two known frameworks based on Gibbs thermal state: (a)
the Green function theory of many-particle systems [40–42]
and hence also (b) the Kubo-Martin-Schwinger (KMS) condi-
tion [42].
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Appendix A: Free energy is minimum for thermal states
The free energy of an arbitrary quantum state is larger than
that of a thermal equilibrium state, i.e., F˜Nα > FTα, for any α.
This follows from Eq.
FNα = FTα + T
(
D˜α(ρN ‖ ρT ) − ∆˜′α
)
, (A1)
Dα(ρN ‖ ρT ) > 0 and ∆′α 6 0. The first inequality, Dα(ρN ‖
ρT ) > 0, is due to the positivity of the Re´nyi relative entropy.
The negativity of the latter quantity, can be shown by demand-
ing the condition β(α − 1)(UNα − UTα) > −1, which is the
cut off condition of consistent probabilistic interpretation of
Re´nyi thermal state, and the inequality ln(1 + x) ≤ x for all
x > −1. Thus, confirming the known result that MaxEnt state
implies minimum free energy.
Appendix B: Proof of the Clausius inequality in α ∈ [0, 2] using
traditional Re´nyi relative entropy
The Re´nyi relative entropy between a nonequilibrium state
ρN and the thermal equilibrium state ρT , is given by
Dα(ρN ‖ ρT ) = S α(ρT ) − S α(ρN) + ∆α, (B1)
where ∆α = 1α−1 ln
[
1 − β(1 − α)(UNα − UTα)]. Consider an
infinitesimal change in the density matrix of the system, ρN →
Υ[ρN] = ρN + δρ via a CPTP map that keeps the Re´nyi ther-
mal state intact. We dub such maps as Re´nyi thermal state
preserving maps. The change in the traditional Re´nyi relative
entropy under such maps, is given by
δDα(ρN ‖ ρT ) = Dα(Υ[ρN] ‖ ρT ) − Dα(ρN ‖ ρT )
= −δS α(ρN) + δ∆α, (B2)
where
δ∆α =
−β(1 − α)
(α − 1) [1 − β(1 − α)(UNα − UTα)]δ(UNα − UTα)
=
−β(1 − α)
(α − 1) [1 − β(1 − α)(UNα − UTα)]δUNα
=
β[
1 − β(1 − α)(UNα − UTα)]
(
Tr[δραN(H − UNα)]
Tr(ραN)
)
= β δQtotal(1 + β(1 − α)(UNα − UTα)). (B3)
≈ β δQtotal, (B4)
We have used the fact that δQtotal = δUN , as Hamiltonian H
remains unchanged and (UNα − UTα) is very small. Thus, we
have
δDα(ρN ‖ ρT ) = −δS α(ρN) + β δQtotal. (B5)
Now, using the data processing inequality for traditional
Re´nyi relative entropy [36, 37], Dα(Υ[ρN] ‖ Υ[ρT ]) ≤
Dα(ρN ‖ ρT ), for α ∈ [0, 2], we have
−δS α(ρN) + β δQtotal ≤ 0. (B6)
6Therefore, we have δS α(ρN) ≥ β δQtotal for α ∈ [0, 2], which
is a statement of the second law of thermodynamics in terms
of Clausius inequality. The Clausius inequality for transfor-
mations under unital maps near the equilibrium was shown
in [37] for α ∈ (0, 2], by a different approach. However, the
Clausius inequality derived above applies to the Re´nyi ther-
mal state preserving operations. Clausius inequality has also
been shown in [3–5] for von Neumann case.
Notice that if ρT , ρN and δρ are mutually commuting then
the traditional relative entropies can be replaced by the sand-
wiched ones in Eq. (B5) and following the data processing
inequality for sandwiched relative entropies [26, 27] which
holds for α ∈ [ 12 ,∞), the Clausius inequality can be estab-
lished for α ∈ [0,∞) for commuting case.
Appendix C: Clausius inequality for noncommuting states
If ρN + δρ, ρN and ρT are mutually commuting, then both
D˜α(ρN + δρ||ρT ) and D˜α(ρN ||ρT ) vanish independently to the
first order for our case of interest, i.e., for close by ρN and ρT
and for α ∈ [ 12 ,∞), we have
δD˜α(ρN ‖ ρT ) = −δS α + β δUNα + δ∆˜′α ≈ 0, (C1)
where δ∆˜′α is the variation of ∆˜′α =
1
α−1 ln
[
Tr(A1/2αρN A1/2α)α/Tr(ραN)
]
− β(UNα − UTα). In
this case it can be shown that δ∆˜′α ≈ 0. From Eq. (C1), to the
first order, we have
−δS α + β δUNα ≈ 0. (C2)
Similarly, even if the states ρN + δρ, ρN and ρT are not mutu-
ally commuting, it can easily be shown that for the integer α,
the Sandwiched and traditional Re´nyi relative entropies van-
ish independently to first order. In this case, if the Clausius in-
equality is to be satisfied, it amounts to requiring that δ∆˜′α ≥ 0
to first order in variation. Further, we consider an example of
noncommuting states to supplement our observations.
Appendix D: Clausius inequality for an analytical example
Without loss of generality, the Hamiltonian of the system
can be considered as H = E1 |1〉 〈1| [43]. Let the thermal state
be given by
ρT =
(
p0 0
0 p1
)
, (D1)
with p0 + p1 = 1. This fixes the inverse temperature as
β =
pα0 + p
α
1
E1(1 − α) (p
1−α
0 − p1−α1 ). (D2)
Consider a nonequilibrium state, which is close to the thermal
state, as
ρN = (p0 + 2δq) |e0〉 〈e0| + (p1 − 2δq) |e1〉 〈e1| , (D3)
where |e0〉 = 1√
1+2δq
(1 + δq, δq)T and |e1〉 = 1√
1+2δq
(−δq, 1 +
δq)T . Also, consider a small variation of ρN , given by
ρN + δρ = (p0 + δq) |e0〉 〈e0| + (p1 − δq) |e1〉 〈e1| , (D4)
where δρ = −δq |e0〉 〈e0| + δq |e1〉 〈e1|. Note that ρT does not
commute with ρN and ρN + δρ. For this example, we have
shown that the Clausius inequality is satisfied as an equality
to the first order in δq and furthermore, it is shown that δ∆˜′α is
indeed zero.
As a consequence of the variation ρN → ρN +δρ, the change
in the entropy of the system is given by
−δS α = −[S α(ρN + δρ) − S α(ρN)]
= − 1
1 − α [ln{Tr[(ρN + δρ)
α]} − ln{Tr[ραN]}]
= − 1
1 − α [ln{(p0 + δq)
α + (p1 − δq)α}
− ln{(p0 + 2δq)α + (p1 − 2δq)α}]
=
α δq
1 − α
 pα−10 − pα−11pα0 + pα1
 . (D5)
Since the nonequilibrium state is close to the thermal state, the
change in the internal energy is same as change in heat to the
first order in variation, i.e. δQα ≈ UNα(ρN + δρ) − UNα(ρN),
therefore, we have
δQα ≈ Tr[(ρN + δρ)
αH]
Tr[(ρN + δρ)α]
− Tr[ρ
α
N H]
Tr[ραN]
= E1
(p0 + δq)α| 〈e0| 1〉|2 + (p1 − δq)α| 〈e1| 1〉|2
(p0 + δq)α + (p1 − δq)α
− E1 (p0 + 2δq)
α| 〈e0| 1〉|2 + (p1 − 2δq)α| 〈e1| 1〉|2
(p0 + 2δq)α + (p1 − 2δq)α
= α δq E1
pα1 (p
α−1
0 − pα−11 ) + pα−11 (pα0 + pα1 )
(pα0 + p
α
1 )
2
= α δq E1
(p0 p1)α−1
(pα0 + p
α
1 )
2 . (D6)
Now, using Eq. (D2), we have
β δQα =
α δq
1 − α (p
1−α
0 − p1−α1 )
(p0 p1)α−1
(pα0 + p
α
1 )
= − α δq
1 − α
 pα−10 − pα−11pα0 + pα1
 . (D7)
Combining Eq. (D5) and Eq. (D6), we get −δS α + β δQα = 0.
Therefore, the Clausius inequality is satisfied for all values
of α, for the qubit case considered above. Moreover, for this
case, the variation in the sandwiched Re´nyi relative entropy
can be shown to be zero to first order. The change in sand-
wiched Re´nyi relative entropy is given by
(1 − α) δD˜α(ρN ||ρT ) = ln Tr [(A + B)α] − ln Tr [Aα] , (D8)
7where
A = ρ
1−α
2α
T (ρN + δρ) ρ
1−α
2α
T =
∑
i, j
ai j |i〉 〈 j| ; (D9)
B = ρ
1−α
2α
T (−δρ) ρ
1−α
2α
T = δq
∑
i, j
bi j |i〉 〈 j| , (D10)
with ai j = (pi p j)
1−α
2α
∑
k qk〈i |ek〉 〈ek | j〉, q0 = p0 + δq and q1 =
p1 − δq and bi j = (pi p j) 1−α2α 〈i| (|e0〉〈e0| − |e1〉〈e1|) | j〉. To the
first order, we have a00 = p
1−α
α
0 (p0 + δq), a11 = p
1−α
α
1 (p1 − δq),
a01 = (p0 p1)
1−α
2α δq(p0 − p1 + 2δq) = a10, b00 = p
1−α
α
0 , b11 =
−p 1−αα1 , b01 = 0 = b10. The eigenvalues of A are given by
µ(s) =
a00 + a11 + s
√
(a00 − a11)2 + 4|a01|2
2
≈ a00 + a11 + s |a00 − a11|
2
, (D11)
where s = {1,−1}. Similarly, the eigenvalues of (A + B) are
given by
ν(s) =
c00 + c11 + s
√
(c00 − c11)2 + 4|c01|2
2
; {s = 1,−1},
(D12)
where ci j = ai j + δq bi j. To the first order, we have√
(c00 − c11)2 + 4|c01|2
≈ |a00 − a11| + δq (a00 − a11)(b00 − b11)|a00 − a11| . (D13)
Therefore, ν(s) = µ(s) + δq m(s), where µ(s) is given by Eq.
(D11) and
m(s) =
b00 + b11 + s
(a00−a11)(b00−b11)
|a00−a11 |
2
. (D14)
For a00 ≥ a11, we have µ(1) = a00, µ(−1) = a11, m(1) = b00,
m(−1) = b11. For a00 ≤ a11, we have µ(1) = a11, µ(−1) = a00,
m(1) = b11, m(−1) = b00. Now,
ln Tr[(A + B)α] = ln
∑
s={−1,1}
µ(s)α + αδq0 µ(s)α−1m(s)
= ln[µ(1)α + µ(−1)α] + α δqµ(1)
α−1m(1) + µ(−1)α−1m(−1)
[µ(1)α + µ(−1)α] .
Also, we have ln Tr[Aα] = ln[µ(1)α + µ(−1)α]. Therefore,
(1 − α)δD˜α(ρN ||ρT ) = α δq
(
µ(1)α−1m(1) + µ(−1)α−1m(−1)
µ(1)α + µ(−1)α
)
≈ α δq0
aα−100 b00 + aα−111 b11aα00 + aα11

≈ α δq0
 p
α−1
α
0 p
1−α
α
0 − p
α−1
α
1 p
1−α
α
1
p0 + p1

≈ 0, (D15)
where in the second line we have used values of µ(s) and m(s)
for the case a00 ≥ a11. It can be seen easily that the sec-
ond line is the same for the case a00 ≥ a11, too. Therefore,
δD˜α(ρN ||ρT ) ≈ 0. Hence, for this case, we have δ∆˜′α vanishing
to first order, thereby supporting our observation.
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