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Abstract
Explicit stochastic Runge-Kutta (SRK) methods are constructed for non-
commutative Ito^ and Stratonovich stochastic dierential equations. Our aim is to
derive explicit SRK schemes of strong order one, which are derivative free and which
have large stability regions. In the present paper, this will be achieved by embedding
Chebyshev methods for ordinary dierential equations into SRK methods proposed
by Rossler (2010). In order to check their convergence order, stability properties
and computational eciency, some numerical experiments will be performed.
1 Introduction
While it has been customary to treat the numerical solution of sti ordinary dierential
equations (ODEs) by implicit methods, there is a class of explicit methods with extended
stability regions that are well suited to solving sti problems whose eigenvalues lie near
the negative real axis. An original contribution is by van der Houwen and Sommeijer
[18] who have constructed explicit s-stage Runge-Kutta (RK) methods whose stability
functions are shifted Chebyshev polynomials Ts(1 + z=s
2). These have stability regions
along the negative real axis [ 2s2; 0]. The corresponding RK methods satisfy a three
term recurrence relation which make them ecient to implement. Such ideas have been
developed by Abdulle and Medovikov [3] to construct second order Chebyshev methods
with a nearly optimal stability region, which also satisfy a three term recurrence relation.
In order to avoid the fact that the stability region can collapse to s 1 single points on the
negative real axis, they have introduced a damping factor  < 1 by which the modulus
of the stability polynomial is bounded, and have proposed the second order Chebyshev
methods with a damping factor . When  = 0:95, the stability region for a given s is
along the negative real axis [ ls; "], where ls  0:81s2 and " is a small positive value.
In the case of stochastic dierential equations (SDEs) the issues are much more com-
plicated. Nevertheless, Abdulle and Cirilli [1] have developed a family of explicit stochas-
tic orthogonal Runge-Kutta Chebyshev (SROCK) methods with extended mean square
(MS) stability regions. These methods are of strong order a half for non-commutative
Stratonovich SDEs. Abdulle and Li [2] have proposed SROCK methods of the same order
for non-commutative Ito^ SDEs. Both of them reduce to the rst order Chebyshev meth-
ods when they are applied to ODEs. Such approaches are important because implicit or
drift-implicit stochastic Runge-Kutta (SRK) methods [4, 7, 11, 14, 17] lead to solving a
large nonlinear system of equations when the dimension of SDEs is large. Despite the
claimed performance of the SROCK methods, there is still a drawback. It is the low
convergence order.
We are concerned with strong rst order methods, especially derivative-free ones, for
non-commutative SDEs. Burrage and Burrage [6] have given a general framework for de-
riving order conditions for SRK methods for Stratonovich SDEs. It generalizes the rooted
tree theory of Butcher [8] by having m + 1 colored nodes of a tree when the stochastic
dierential equation (SDE) is driven by anm-dimensional Wiener process. Roler [16] has
used this rooted tree theory to construct strong rst order SRK methods with signicantly
reduced computational complexity for non-commutative Ito^ and Stratonovich SDEs. In
addition, Wiktorsson [19] has proposed ecient approximations to double stochastic in-
tegrals, which are necessary in the methods of strong order one for non-commutative
SDEs.
In the present paper we shall put all these ideas together [12]. On the basis of Roler's
SRK family, we will derive s-stage SRK schemes which are of strong order one for non-
commutative Ito^ and Stratonovich SDEs and have extended MS stability regions. The
schemes will reduce to the rst or second order Chebyshev methods when they are applied
to ODEs. In Section 2 we will introduce Chebyshev methods for ODEs. In Section 3 we
will give background material on SRK methods. In Section 4 we will give a framework
of SRK methods, while in Section 5 we will derive our methods based on the stability
analysis. Section 6 will present numerical results and Section 7 our conclusions.
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2 Chebyshev methods for ODEs
For the autonomous d-dimensional ordinary dierential equation (ODE)
y0(t) = f(y(t)); t > 0; y(0) = y0; (2. 1)
explicit RK methods with s stages are given by
H
(0)
i = yn + h
i 1X
j=1
aijf(H
(0)
j ) (1  i  s); yn+1 = yn + h
sX
j=1
bjf(H
(0)
j ): (2. 2)
Here, for an equidistant grid point tn
def
= nh (n = 1; 2; : : : ;M) with step size h (M is a
natural number), yn denotes a discrete approximation to the solution y(tn) of (2. 1).
When we apply (2. 2) to the scalar test equation
y0(t) = y(t); t > 0; y(0) = y0; (2. 3)
where <()  0 and y0 6= 0, we have yn+1 = Rs(h)yn. Here, Rs(z) is called a stability
function and is expressed by
Rs(z) = 1 +
sX
j=1
zjb>Aj 1e; (2. 4)
where A is an s  s matrix [aij], b def= [b1 b2    bs]> and e def= [1 1    1]>. In addition,
S
def
= fz j jRs(z)j  1g is called the A-stability region of (2. 2).
The Chebyshev methods are categorized into a class of explicit RK methods.
2.1 Chebyshev methods of order one (ROCK1 methods)
Van der Houwen and Sommeijer [18] have constructed RK methods of order one that have
the maximal stability region along the negative real axis [ 2s2; 0]. These methods have
the maximal stability polynomial given by
Rs(z) = Ts(1 + z=s
2); (2. 5)
where Tk(x) is the Chebyshev polynomial of degree k dened by Tk(cos )
def
= cos(k) or
by the three term recurrence relation
T0(x)
def
= 1; T1(x)
def
= x; Tk(x)
def
= 2xTk 1(x)  Tk 2(x); k  2:
The corresponding RK method who has the stability function (2. 5) can be written
as the following three term recurrence relation:
K0
def
= yn; K1
def
= yn +
h
s2
f(K0);
Kj
def
= 2
h
s2
f(Kj 1) + 2Kj 1  Kj 2 (2  j  s); yn+1 = Ks:
(2. 6)
One of the drawbacks associated with this family of methods is that the stability
region reduces to a single point at s   1 intermediate points in [ 2s2; 0]. This can be
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Figure 1: Stability region for s = 5 and 1 = 0; 0:05
overcome by introducing a damping parameter 1 that allows a strip around the negative
real axis to be included in the stability region at a cost of a slightly shortening of the
stability interval. This can be achieved by setting
Rs(z) = Ps(z)
def
=
Ts(!0 + !1z)
Ts(!0)
; !0
def
= 1 + 1=s
2; !1
def
=
Ts(!0)
T 0(s)(!0)
: (2. 7)
See Figure 1. We will refer to Ps(z) in later sections.
The corresponding RK method can be written as the following three term recurrence
relation:
K0
def
= yn; K1
def
= yn + h
!1
!0
f(K0);
Kj
def
= 2
Tj 1(!0)
Tj(!0)
(h!1f(Kj 1) + !0Kj 1)  Tj 2(!0)
Tj(!0)
Kj 2 (2  j  s); (2. 8)
yn+1 = Ks:
2.2 Chebyshev methods of order two (ROCK2 methods)
Now, let us require
Rs(z) = 1 + z +
1
2
z2 +
sX
j=3
sjz
j
such that jRs(z)j  1 for z 2 [ ls; 0] with ls as large as possible. Riha [15] has shown
that such polynomials uniquely exist (for all degrees s), satisfy an equal ripple property
on s   1 points and have exactly two complex zeros. Abdulle and Medovikov [3] have
constructed the following approximations to these optimal stability polynomials:
Rs(x) = w(x)Qs 2(x); w(x)
def
= w(as + x=ds); Qj(x)
def
= Qj(as + x=ds);
where as; ds > 0, w(x) is of degree two with complex zeros and satises w(as) = 1,
and where Q0(x); Q1(x); : : : ; Qs 2(x) are orthogonal with respect to the weight function
w2(x)=
p
1  x2 on [ 1; 1], Q0(as) = Q1(as) =    Qs 2(as) = 1, and they satisfy a three-
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term recurrence relation. This leads to the method
K0
def
= yn; K1
def
= yn + h1f(K0);
Kj
def
= hjf(Kj 1) + (j + 1)Kj 1   jKj 2 (2  j  s  2);
Ks 1
def
= Ks 2 + hsf(Ks 2); Ks
def
= Ks 1 + hsf(Ks 1);
Ks
def
= Ks   hs(1  s=2s)(f(Ks 1)  f(Ks 2)); yn+1 = Ks:
(2. 9)
The computation of Ks 1, Ks can be viewed as a nishing procedure. If (2. 9) is
applied to (2. 3), then
Kj = Qj(z)yn (0  j  s  2); Ks = w(z)Ks 2; yn+1 = Rs(z)yn;
where
w(z) = 1 + 2sz + sz
2 (2. 10)
and
Q0(z) = 1; Q1(z) = 1 + 1z;
Qj(z) = (jz + j + 1)Qj 1(z)  jQj 2(z) (2  j  s  2): (2. 11)
If the zeros of w are s + is and s   is, then
s =
as   s
ds ((as   s)2 + 2s )
; s =
1
d2s ((as   s)2 + 2s )
; ds =
ls
1 + as
:
The value of ls depends on what damping (2. 9) has. Away from z = 0 it is appropriate
to require jRs(z)j  2 < 1 for z   " (" : small positive parameter) and a number of
authors set 2 = 0:95. In this case the value of ls is approximately equal to 0:81s
2 (rather
than 0:82s2 for 2 = 1). Finally, we can determine the values of j and j by inserting
two dierent nonzero values, say r1 and r2, into z in (2. 11) and solving
(jri + j + 1)Qj 1(ri)  jQj 2(ri) = Qj(ri); i = 1; 2
under the assumption that the system is non-singular. For more details, see [3].
3 Methods for SDEs
Consider the autonomous d-dimensional SDE
dy(t) = g0(y(t))dt+
mX
j=1
gj(y(t))dWj(t); t > 0; y(0) = y0; (3. 1)
where the Wj(t), j = 1; 2; : : : ;m are independent Wiener processes and y0 is independent
of Wj(t) Wj(0) for t > 0. We assume a global Lipschitz condition is satised such that
the SDE has exactly one continuous global solution on the entire interval [0;1) [5, p.
113].
When discrete approximations yn are given by a scheme, we say that the scheme is of
strong order p if there exists a constant C such that (E[jjyM   y(T )jj2])1=2  Chp with
T =Mh and h suciently small [11, 16].
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For example, if (3. 1) is interpreted in the Ito^ sense, the simplest numerical method
for simulating it is the Euler-Maruyama (EM) method given by
yn+1 = yn + hg0(yn) +
mX
j=1
4Wjgj(yn); (3. 2)
where 4Wj def= Wj(tn+h) Wj(tn) and 4Wj  N(0; h) =
p
hN(0; 1). Note that N(m; v)
denotes the normal distribution with mean m and variance v. The EM method is known
to be of strong order a half [11, 16].
As with the deterministic case, the quality of a stochastic method can be partly char-
acterized by its stability region, associated with the scalar linear test equation
dy(t) = y(t)dt+
mX
j=1
jy(t)Wj(t); t > 0; y(0) = y0; (3. 3)
where ; 1; : : : ; m 2 C and where y0 6= 0 with probability one (w. p. 1). The solution
is given as follows [11, p. 158]:
y(t) = exp
0@0@  1
2
mX
j=1
2j
1A t+ mX
j=1
jWj(t)
1A y0
in the Ito^ case or
y(t) = exp
0@t+ dX
j=1
jWj(t)
1A y0
in the Stratonovich case. In addition, the solution is MS stable (limt!1E[jy(t)j2] = 0) if
2<() +
mX
j=1
jjj2 < 0 (3. 4)
in the Ito^ case [9] or
<() +
mX
j=1
(<(j))2 < 0 (3. 5)
in the Stratonovich case [13].
When we apply an SRK method to (3. 3), we generally have
E[jyn+1j2] = R^(h;
p
h1; : : : ;
p
hm)E[jynj2];
where R^ is a multinomial in h and
p
hj (j = 1; 2; : : : ;m) if the method is explicit.
Analogous to the deterministic case, the MS stability region of a method is dened as
S = f(h;ph1; : : : ;
p
hm) j R^(h;
p
h1; : : : ;
p
hm)  1g. For example, if  and 1
are real values when m = 1 and (3. 3) is transformed into the Ito^ SDE, for the EM
method we have
R^(h;
p
h1) = j1 + aj2 + jbj2;
where a
def
= h + 1
2
h21 and b
def
=
p
h1. In the (a; b) plane, thus, the stability region is
simply represented by a circle of radius 1 centered on ( 1; 0) [10].
In general, it is dicult to construct methods that can cope with sti SDEs. Very
recently, one eective approach has been proposed by Abdulle and Cirilli [1] who derived a
5
family of explicit s-stage SROCK methods with extended MS stability regions. By making
the number of stages large, sti problems can be eectively solved without resource to
the linear algebra overheads associated with implicit or drift-implicit methods. When the
diusion coecients are zero, these methods reduce to the Chebyshev methods of order
one (either with or without a damping factor). However, one of the drawbacks of these
SROCK methods is that they are of strong order a half. In a similar situation concerning
weak order SRK methods, the present authors extended these ideas and succeeded in
deriving new SROCK methods with high weak order [12]. In the present paper, by
extending the ideas we aim to construct s-stage SROCKD1 and SROCKD2 methods
both of which are of strong order one for non-commutative SDEs and each of which
respectively reduces to ROCK1 and ROCK2 methods when they are applied to ODEs.
4 SRK methods
For (3. 1) we deal with a simpler version of the SRK methods proposed by Roler [16],
that is,
H
(0)
ia = yn +
ia 1X
ib=1
A
(0)
iaib
hg0

H
(0)
ib

;
H
(j)
ia = yn +
sX
ib=1
A
(1)
iaib
hg0

H
(0)
ib

+
ia 1X
ib=1
mX
l=1
B
(1)
iaib
~(l;j)gl

H
(l)
ib

;
yn+1 = yn +
sX
i=1
ihg0

H
(0)
i

+
sX
i=1
mX
j=1


(1)
i 4Wj + (2)i
p
h

gj

H
(j)
i

;
(4. 1)
where
~(j;j)
def
=
8>>>><>>>>:
1
2
p
h

(4Wj)2   h

(for Ito^ SDEs);
1
2
p
h
(4Wj)2 (for Stratonovich SDEs);
(4. 2)
and
~(l;j)
def
=
1p
h
Z tn+1
tn
(Wl(u) Wl(tn)) dWj(u) (j 6= l):
Note that all the parameters B
(0)
iaib
in [16] are set at zero in the version above. This is due
to good stability properties, and also it is remarkable that they do not contribute to any
order conditions for strong order one. The denition in (4. 2) decides whether (4. 1) is
for Ito^ or Stratonovich SDEs.
Let us assume g0; gj 2 C3 for j = 1; 2; : : : ;m. The order conditions for strong order
one are given as follows [16]:
1:
sX
i=1
i = 1; 4:
sX
ia=1

(1)
ia
ia 1X
ib=1
B
(1)
iaib
= 0; 7:
sX
ia=1

(2)
ia
0@ia 1X
ib=1
B
(1)
iaib
1A2 = 0;
2:
sX
i=1

(1)
i = 1; 5:
sX
ia=1

(2)
ia
ia 1X
ib=1
B
(1)
iaib
= 1; 8:
sX
ia=1

(2)
ia
ia 1X
ib=1
B
(1)
iaib
ib 1X
ic=1
B
(1)
ibic
= 0;
3:
sX
i=1

(2)
i = 0; 6:
sX
ia=1

(2)
ia
sX
ib=1
A
(1)
iaib
= 0:
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In the sequel, we will make the number of nonzero roles concerning the stochastic
parts as small as possible. For this, we suppose
B
(1)
iaib
= 0; 
(1)
ib
= 
(2)
ib
= 0 (4. 3)
for ia  s  2 or ib  s  3. Then, since H (j)1 ;H (j)2 ; : : : ;H (j)s 3 are not necessary in (4. 1),
we can make A
(1)
iaib
zero for ia  s  3. In addition, A(0)iaib = B(1)iaib = 0 (ia  ib) because of
explicit methods. From Conditions 3, 5, 7 and 8 we obtain

(2)
s 2 =  
B
(1)
s 1;s 2 +B
(1)
s;s 2
B
(1)
s 1;s 2B
(1)
s;s 2
; 
(2)
s 1 =  
B
(1)
s;s 2
B
(1)
s 1;s 2

B
(1)
s 1;s 2  B(1)s;s 2
 ;
(2)s =
B
(1)
s 1;s 2
B
(1)
s;s 2

B
(1)
s 1;s 2  B(1)s;s 2
 ; B(1)s;s 1 = 0:
(4. 4)
Substituting the last equation into Condition 4, we have

(1)
s 1 =  
B
(1)
s;s 2

1  (1)s 2

B
(1)
s 1;s 2  B(1)s;s 2
; (1)s =
B
(1)
s 1;s 2

1  (1)s 2

B
(1)
s 1;s 2  B(1)s;s 2
(4. 5)
from Conditions 2 and 4. Since ROCK1 or ROCK2 methods are embedded in (4. 1), A(0)
and  are given by the Chebyshev formulation. Thus, Condition 1 is satised. After all,
the rest is Condition 6 only. As we have already mentioned in the last section, if ROCK1
methods are embedded in (4. 1), we call them SROCKD1 methods, whereas if ROCK2
methods are embedded in it, we call them SROCKD2 methods.
5 MS stability analysis
Let us apply our SROCKD1 and SROCKD2 methods to (3. 3) and for simplicity assume
that ; 1; : : : ; d are real values in the sequel. Because of the structure we can easily see
that
H
(0)
i = Pi 1(h)yn (1  i  s)
and
yn +
sX
i=1
ihg0

H
(0)
i

= Ps(h)yn
in the SROCKD1, whereas
H
(0)
i = Qi 1(h)yn (1  i  s  1); H(0)s = (1 + h)Qs 2(h)yn
and
yn +
sX
i=1
ihg0

H
(0)
i

=
h
1 + 2h + (h)2
i
Qs 2(h)yn
in the SROCKD2. We now compute successively H
(j)
i for i = s   2; s   1; s and yn+1.
Once we nd the form
yn+1 = Rs

h; ; f4Wjgmj=1 ;
n
~(l;j)
om
j;l=1
; fjgmj=1

yn;
7
the MS stability function will be given by
R^s(p; q) = E
"
Rs

h; ; f4Wjgmj=1 ;
n
~(l;j)
om
j;l=1
; fjgmj=1
2#
;
where p
def
= h and q
def
=
mX
j=1
h2j .
5.1 MS stability function for SROCKD1 methods
For stability, we assume
A
(1)
s 2;ib = A
(1)
s 1;ib = A
(1)
s;ib
= ib (1  ib  s):
Then, Condition 6 is automatically satised from Condition 3 and we have
Rs

h; ; f4Wjgmj=1 ;
n
~(l;j)
om
j;l=1
; fjgmj=1

=
0@1 + mX
j=1
4Wjj +
mX
j;l=1
p
hj ~
(l;j)l
1APs(h):
Taking into account that
E
h
(4Wj)2
i
= h; E

~(j;l)
2
=
h
2
for j; l = 1; 2; : : : ;m and the other expectations such as E
h
4Wj ~(j;j)
i
vanish for Ito^ SDEs,
we obtain
R^s(p; q) =

1 + q +
1
2
q2

(Ps(p))
2 :
On the other hand, taking into account that
E
h
~(j;j)
i
=
p
h
2
; E
h
(4Wj)2
i
= h; E

~(j;j)
2
=
3h
4
E
h
~(j;j)~(l;l)
i
=
h
4
for j 6= l and the other expectations vanish for Stratonovich SDEs, we obtain
R^s(p; q) =
(
1 +
1
2
q
2
+ q +
1
2
q2
)
(Ps(p))
2 :
As we have seen in (2. 7), Ps(z) is given in the explicit form. This fact makes it
possible for us to arrange the value of 1. Similarly to [1], we consider ~l
(1)
s > 0 such that
for all p   ~l(1)s , the MS stability region of the SROCKD1 methods includes the region
where (3. 4) or (3. 5) is satised. When we decide the values of ~l(1)s as large as possible,
we obtain Table 1. Then, the MS stability region of the SROCKD1 methods is given in
Figure 2. In the gure a dark-colored part indicates an MS-stability region, whereas the
part enclosed by the two straight lines q = 0 and q =  2p or q =  p indicates the region
in which the solution of the test SDE is MS stable.
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Table 1: Optimal values of 1 for Ito^ (Stratonovich) SDEs
s 1 ~l
(1)
s s 1
~l(1)s
3 4.3 (3.4) 6.7 (7.4) 6 8.1 (6.6) 18.9 (20.7)
9 10.9 (9.1) 35.9 (39.1) 15 15.1 (12.9) 83.3 (89.8)
26 20.1 (17.9) 212.3 (227.1) 53 29.2 (26.0) 736.5 (780.2)
74 34.0 (30.4) 1331.1 (1405.9) 104 39.1 (35.3) 2448.1 (2576.0)
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Figure 2: MS stability region of the SROCKD1 methods for Ito^ (top) and Stratonovich
(bottom) SDEs
5.2 MS stability function for SROCKD2 methods
For stability, we assume
A
(1)
s 2;ib = A
(1)
s 1;ib = A
(1)
s;ib
= A
(0)
s 1;ib (1  ib  s  2);
A
(1)
s 2;ib = A
(1)
s 1;ib = A
(1)
s;ib
= 0 (ib = s  1; s):
Then, Condition 6 is automatically satised from Condition 3 and we have
Rs

h; ; f4Wjgmj=1 ;
n
~(l;j)
om
j;l=1
; fjgmj=1

=
8<:1 + 2h+  (h)2 +
mX
j=1
4Wjj +
mX
j;l=1
p
hj ~
(l;j)l
9=;Qs 2(h):
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Figure 3: MS stability region of the SROCKD2 methods for Ito^ (top) and Stratonovich
(bottom) SDEs
Thus, we obtain
R^s(p; q) =

1 + 2p+ p2
2
+ q +
1
2
q2

(Qs 2(p))
2
for Ito^ SDEs and
R^s(p; q) =
(
1 + 2p+ p2 +
1
2
q
2
+ q +
1
2
q2
)
(Qs 2(p))
2
for Stratonovich SDEs.
Dierently from Ps(z), we do not have an explicit form for Qs(z). Thus, we set each
small value at 2 in each s and we decide the parameter values for the deterministic part
of the SROCKD2 methods. Then, the MS stability region of the SROCKD2 methods is
given in Figure 3.
6 Numerical experiments
In the previous section we have derived the SROCKD1 and SROCKD2 methods, which
have the free parameters B
(1)
s 1;s 2, B
(1)
s;s 2 and 
(1)
s 2. Now let us set them as follows:
B
(1)
s 1;s 2 =  B(1)s;s 2 = (1)s 2 = 1
and conrm the performance of the schemes in three numerical experiments. For compar-
isons, in addition to our schemes we deal with the SROCK schemes proposed by Abdulle
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Figure 4: RMSEs of y(1). (Solid: SROCKD2, dash: SROCKD1, dotted: RS1, dash-
dotted: SROCK.)
and Li [2] and the SRI1 scheme proposed by Roler [16]. The formers are of strong order
a half, whereas the latter is of strong order one.
The rst example is the following nonlinear one-dimensional Ito^ SDE:
dy(t) =

 + 1
2
2(1  2y(t))

y(t)(1  y(t))dt  y(t)(1  y(t))dW (t);
t > 0; y(0) = y0;
whose solution is given by
y(t) =
y0 exp( t  W (t))
1  y0 + y0 exp( t  W (t)) :
Let us assume  =  1,  = 0:005 and y0 = 0:9 (w. p. 1), and investigate the root
mean square error (RMSE). In the sequel, in each simulation for a method we simulate
2000 independent trajectories for a given h. The results are indicated in Fig. 4. The
solid, dash, dotted or dash-dotted lines denote the SROCKD2 scheme with three stages
(2 = 0:375), the SROCKD1 with three stages (1 = 4:3), the SRI1 scheme or the SROCK
scheme with three stages (1 = 1:4), respectively. In addition, Sa stands for the sum of the
number of evaluations on the drift or diusion coecients and the number of generated
pseudo random numbers. In this small noise case, we can see that the SROCKD2 scheme
is the best not only in the root mean square errors (RMSEs), but also in the computational
costs.
The second example is the following nonlinear two-dimensional Ito^ SDE with a four-
dimensional Wiener process [16]:
dy(t) =
"
cos(1
2
)
sin(1
2
)
#
sin(y1(t))dW1(t) +
"
cos(1
2
)
sin(1
2
)
#
cos(y1(t))dW2(t)
+
"   sin(1
2
)
cos(1
2
)
#
sin(y2(t))dW3(t) +
"   sin(1
2
)
cos(1
2
)
#
cos(y2(t))dW4(t);
t > 0; y(0) = [2 2]> (w: p: 1):
(6. 1)
Because the SROCKD1 and SROCKD2 schemes as well as the SRI1 scheme need ap-
proximations to stochastic double integrals, we use for them the algorithm proposed by
Wiktorsson [19]. In addition, because we do not know the exact solution of (6. 1), we
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Figure 5: RMSEs of y(1). (Solid: SROCKD2, dash: SROCKD1, dotted: RS1, dash-
dotted: SROCK.)
seek a numerical solution for h = 2 12 by the SRI1 scheme and use it instead of the exact
solution.
The results are indicated in Fig. 5. In the sequel, if a solution is a vector, the Euclidean
norm is used. The solid, dash, dotted or dash-dotted lines denote the same schemes as
those in the rst example. Because the drift coecient is zero in (6. 1), we can not see
any big dierence among the results of the SROCKD2, SROCKD1 and SRI1 schemes,
but we can recognize a dierence between the results of them and that of the SROCK
scheme. Here, remember that the three schemes are of strong order one, whereas only the
SROCK scheme is of strong order a half.
The third example comes from the following heat equation with noise:
du(t; x) = (Du(t; x))dt+ 1u(t; x)dW1(t) + 2u(t; x)(1  u(t; x))dW2(t);
(t; x) 2 [0; T ] [0; 1]: (6. 2)
A similar problem was considered in [1]. Here,  is the Laplacian operator, D is the
diusion coecient, and 1 and 2 are noise parameters.
Let us suppose that u(0; x) = 1 as an initial condition and u(t; 0) = @u(t;x)
@x
jx=1 = 0 as
mixed boundary conditions, and set D = 1 = 2 = 1 for simplicity. If we discretize the
space interval by N + 1 equidistant points xia (0  ia  N) and dene a vector-valued
function by y(t)
def
= [u(t; x1) u(t; x2)    u(t; xN)]>, then we obtain
dy(t) = Ay(t)dt+ y(t)dW1(t) + b(y(t))dW2(t); t > 0;
y(0) = [1 1    1]> (w: p: 1) (6. 3)
by applying the central dierence scheme to (6. 2) and by using the relationship u(t; xN 1) =
u(t; xN+1) from the boundary conditions, where
A
def
= N2
266666664
 2 1 01  2 1
. . . . . . . . .
1  2 1
0 2  2
377777775 ; b(y)
def
=
266664
y1(1  y1)
y2(1  y2)
...
yN(1  yN)
377775 :
It is known that the eigenvalues of A are distributed around the negative real axis in the
interval ( 4N2; 0) [1]. Thus, remark that normal explicit SRK schemes need a very small
step size for stability when N is large.
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Figure 6: RMSEs of y(1). (Solid: SROCKD2, dash: SROCKD1, dash-dotted: SROCK.)
Let us assume N = 40. Then, the SRI1 scheme can not solve (6. 3) numerically stably
for h = 2 i (1  i  11). At the same time, because we do not know the exact solution
of (6. 3), we seek a numerical solution by the SRI1 scheme when h = 2 12 and use it
instead of the exact solution.
Some results are indicated in Fig. 6. The solid, dash or dash-dotted lines denote the
SROCKD2 scheme with 53 stages (2 = 0:285), the SROCKD1 scheme with 58 stages
(1 = 32:7), or the SROCK scheme with 45 stages (1 = 9:8), respectively. These stage
numbers have been decided such that each scheme can solve (6. 3) numerically stably
when h = 2 3. This means that, for example, the SROCKD1 scheme with 45 or 53 stages
can not do it. From Fig. 6, we can see that the SROCKD1 scheme is the best and the
SROCKD2 scheme is the second best. On the other hand, as we have already mentioned,
the SRI1 scheme needs a very small step size to solve (6. 3) numerically stably. When
h = 2 12, it gives log2 Sa = 29:8.
After all, the SRI1 scheme spends much computational eorts due to a very small
step size required for stability. On the other hand, the SROCK scheme does not need
a very small step size, but it suers from low convergence order. Thus, we can see that
the SROCKD1 and SROCKD2 schemes have good performance not only with respect to
RMSEs, but also in terms of the computational costs.
7 Conclusions
For non-commutative Ito^ and Stratonovich SDEs, we have derived explicit s-stage strong
rst order SROCKD1 and SROCKD2 schemes, which are of order one and two for ODEs,
respectively. Because the ROCK1 or ROCK2 methods with a damping factor are embed-
ded in them, they have large MS stability regions along the negative real axis. Especially
for the SROCKD1 schemes, optimal damping values have been chosen. In addition, be-
cause the schemes are based on ecient SRK methods in [16], we can expect they are
ecient in terms of not only the number of generated pseudo random numbers but also
the number of evaluations on the diusion coecients.
In the numerical experiments we have conrmed their advantages. In the rst example,
we have dealt with an SDE with small noise. This example has shown an advantage of the
SROCKD2 schemes, which comes from high deterministic order. In the second example,
we have seen an advantage of the strong rst order schemes. The third example has
highlighted the advantages of our schemes in accuracy and stability. That is, whereas the
SRI1 scheme or the SROCK scheme has suered from poor stability properties or low
13
convergence order respectively, our schemes have shown high performance in accuracy,
computational costs and stability.
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