I. Introduction
The iris is formed in early life in a process called morphogenesis. Iris recognition uses the random, colored patterns within the iris. These patterns are unique for each individual. The iris is the elastic, pigmented, connective tissue that controls the pupil. Once fully formed, the texture is stable throughout life. It is the only internal human organ visible from the outside and is protected by the cornea. The iris of the eye has a unique pattern, from eye to eye and person to person. An iris scan will analyze over 200 points of the iris, such as rings, furrows, freckles, and the corona and will compare it a previously recorded template. Glasses, contact lenses, and even eye surgery does not change the characteristics of the iris. To prevent an image / photo of the iris from being used instead of a real "live" eye, iris scanning systems will vary the light and check that the pupil dilates or contracts.
Principal component analysis is the simplest of the true eigenvector-based multivariate analyses. PCA is closely related to factor analysis [1] . CCA is the Once region boundaries have been detected, it is often useful to extract regions which are not separated by a boundary [2] . Any set of pixels which is not separated by a boundary is call connected. Each maximal region of connected pixels is called a connected component. The set of connected components partition an image into Segments. Image segmentation is a useful operation in many image processing applications [3] . A neural network consists of an interconnected group of artificial neurons, and it processes information using a connectionist approach tocomputation. In most cases a neural network is an adaptive systemthat changes its structure during a learning phase. Neural networks are used to model complex relationships between inputs and outputs or tofind patterns in data [4] .
Principal component analysis will work with different parameters in the image in sequence manner [1] .Connected component analysis will work with different parameters in the image in same time, but the output is not reliable for a large set of images [2] .In neural network, for each and every time, the large set of feature for image database get loaded for training process, it will increase the time complexity of the whole system [3] .
II.

Methodology
In our proposed system we use the ICA (Independent component analysis) and Gabor filter to improve the sensitivity, specificity and reducing the time complexity in the existing system. The concept of Gabor filter will analyze the input image in several phases and pick a better one through 500 iterations. The number of iterations is our wish, according to the image size and image quality parameters. (500 iterations are recommended for natural images and 850 iterations are recommended for medical images).Independent component analysis is used to process the different parameters in the image in parallel manner Figure 1 shows the gabor filterThe real and imaginary components of a complex Gabor filter are phase sensitive,i.e., as a consequence their response to a sinusoid is another sinusoid. By getting the magnitude of the output (square root of the sum of squaredreal and imaginary outputs) we can get a response that phase insensitive and thusunmodulated positive response to a target sinusoid input. Figure 2 shows the schematic diagram of the decompression scheme. The black arrows indicate, respectively, the information flow of the decompression process and the information flow of the preparation of training images.
III. Block Diagram Of Decompression Algorithm
MODULE 1:
Module diagrams are used to show the allocation of classes and objects to modules in the physical design of a system, that is module diagrams indicate the partitioning of the system architecture. 
A.INPUT IRIS CODE
The Figure 4 shows the input image. The input iris image is a gray image. It is of default size 576*768. For our convenience, the input iris image is resized to 512*512. 
B. Gabor Decomposition
Gabor filter will analyze the input image in several phases and pick a better one through 500 iterations. The number of iterations is our wish, according to the image size and image quality parameters.(500 iterations are recommended for natural images and 850 iterations are recommended for medical images).
C. Data Base
A database is a collection of information that is organized so that it can easily be accessed, managed, and updated. In one view, databases can be classified according to types of content: full-text, numeric, and images. The data are typically organized to model relevant aspects of reality in a way that supports processes requiring this information (for example, finding a hotel with vacancies).
D. Feature Extraction
In this feature extraction methods find out the Mean, Variance, Energy, skewness and Kurtosis.
Mean
Average or mean value of array
Variance
Compute variance of input or sequence of inputs
Skewness
Skewness is a measure of the asymmetry of the data around the sample mean. If skewness is negative, the data are spread out more to the left of the mean than to the right. If skewness is positive, the data are spread out more to the right. The skewness of the normal distribution (or any perfectly symmetric distribution) is zero. The skewness of a distribution is defined as K = E(x-)3 / 3 ………. [1] Where µ is the mean of x, σ is the standard deviation of x, and E(t) represents the expected value of the quantity t. skewness computes a sample version of this population value.
Kurtosis
Kurtosis is a measure of how outlier-prone a distribution is. The kurtosis of the normal distribution is 3. Distributions that are more outlier-prone than the normal distribution have kurtosis greater than 3; distributions that are less outlier-prone have kurtosis less than 3. The kurtosis of a distribution is defined as K = E(x-) 4 / 4……….. [2] Where μ is the mean of x, σ is the standard deviation of x, and E (t) represents the expected value of the quantity t. kurtosis computes a sample version of this population value.
Normalization
Normalization is the process of taking data from a problem and reducing it to a set of relations while ensuring data integrity and eliminating data redundancy. Normalization is a property of the Sensitivity Analysis Options object. Use Normalization to specify the normalization for the computed sensitivities. Our input iris image is already in pure gray scale. Since no need of the conversion.
F.CLAHE
A variant of adaptive histogram equalization called Contrast Limited Adaptive Histogram Equalization (CLAHE) prevents this by limiting the amplification.
G.GRAY SCALE CONVERSION
Our input iris image is already in pure gray scale. Since no need of the conversion. Figure 5 : Histogramimage An image histogram is a type of histogram that acts as a graphical representation of the tonal distribution in a digital image. It plots the number of pixels for each tonal value. By looking at the histogram for a specific image a viewer will be able to judge the entire tonal distribution at a glance.
H.HISTOGRAM
Histogram modeling techniques (e.g. histogram equalization) provide a sophisticated method for modifying the dynamic range and contrast of an image. The Figure 5shows the histogram image.
Thehorizontal axis of the graph represents the tonal variations, while the vertical axis represents the number of pixels in that particular tone. The left side of the horizontal axis represents the black and dark areas, the middle represents medium grey and the right hand side represents light and pure white areas. The vertical axis represents the size of the area that is captured in each one of these zones. Thus, the histogram for a very bright image with few dark areas and/or shadows will have most of its data points on the right side and center of the graph. Conversely, the histogram for a very dark image will have the majority of its data points on the left side and center of the graph.
Image histograms can be useful tools for thresholding. Because the information contained in the graph is a representation of pixel distribution as a function of tonal variation, image histograms can be analyzed for peaks and/or valleys which can then be used to determine a threshold value. This threshold value can then be used for edge detection, image segmentation, and co-occurrence matrices.
IV.
Screen Shot 
IV. Conclusion And Future Enhancement
I proposed a method to reduce time complexity in iris Recognization. The concept of Gabor filter has analyzed the input image in several phases and picks a better one through 500 iterations. The number of iterations is designer wish, according to the image size and image quality parameters. (In base paper 500 iterations are recommended for natural images and 850 iterations are recommended for medical images).The proposed algorithm uses a bank of Gabor filters to capture both local and global iris characteristics to form a fixed length feature vector. In this method found the feature extraction values that are mean, variance, energy, skewness and kurtosis.
In future, the performance values, efficiency and sensitivity of the iris Recognization will be increased. The performance is compared to the biometrics techniques.
