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and Mathematical Statistics
Abstract: This thesis discusses the changes in parameters of linear models and
methods of their detection. It begins with a short introduction of the two basic
types of change point detection procedures and bootstrap algorithms developed
specifically to deal with dependent data. In the following chapter we focus on
the location model - the simplest example of a linear model with a change in
parameters. On this model we will illustrate a way of long-run variance estimation
and implementation of selected bootstrap procedures. In the last chapter we show
how to extend the applied methods to linear models with a change in parameters.
We will compare the performance of change point tests based on asymptotic
and bootstrap critical values through simulation studies in both our considered
methods. The performance of selected long-run variance estimator will also be
examined both for situations when the change in parameters occurs and when it
does not.




1 Off-line procedure with independent model errors 5
1.1 Model definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Null hypothesis and test statistic . . . . . . . . . . . . . . . . . . 5
1.3 Limit distribution under the null hypothesis . . . . . . . . . . . . 7
1.3.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.2 Asymptotic results . . . . . . . . . . . . . . . . . . . . . . 7
2 On-line procedure with independent model errors 9
2.1 Model definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Null hypothesis and test statistic . . . . . . . . . . . . . . . . . . 10
2.3 Limit distribution under the null hypothesis . . . . . . . . . . . . 11
2.3.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Asymptotic results . . . . . . . . . . . . . . . . . . . . . . 11
3 Bootstrap methods for dependent data 13
3.1 Block bootstrap . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.1 Block bootstrap with fixed block length . . . . . . . . . . . 14
3.1.2 Stationary bootstrap . . . . . . . . . . . . . . . . . . . . . 14
3.2 Non-parametric residual bootstrap . . . . . . . . . . . . . . . . . 15
3.3 The dependent wild bootstrap . . . . . . . . . . . . . . . . . . . . 15
4 Location model with dependent residuals 17
4.1 Model definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Null hypothesis and the test statistic . . . . . . . . . . . . . . . . 18
4.3 Chosen long-run variance estimator . . . . . . . . . . . . . . . . . 20
4.3.1 Automatic bandwidth selection . . . . . . . . . . . . . . . 22
4.4 Applied block bootstrap procedures . . . . . . . . . . . . . . . . . 25
4.4.1 Block length selection for the stationary bootstrap . . . . . 27
4.4.2 Block length selection for the fixed block length bootstrap 28
5 Asymptotic results 31
5.1 Asymptotic distribution . . . . . . . . . . . . . . . . . . . . . . . 31
6 Simulation study in location model 35
6.1 Results of bootstrap procedures application . . . . . . . . . . . . 41
6.1.1 Block bootstrap results . . . . . . . . . . . . . . . . . . . . 41
6.1.2 Dependent wild bootstrap results . . . . . . . . . . . . . . 48
1
6.2 Simulated levels of significance . . . . . . . . . . . . . . . . . . . . 54
6.3 Simulated levels of power . . . . . . . . . . . . . . . . . . . . . . . 55
7 Simulation study in linear model 61
7.1 Model definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7.2 Null hypothesis and test statistic . . . . . . . . . . . . . . . . . . 61
7.3 Bootstrap procedures . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.3.1 Block bootstrap methods . . . . . . . . . . . . . . . . . . . 62
7.3.2 Dependent wild bootstrap . . . . . . . . . . . . . . . . . . 63
7.4 Simulation setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.5 Simulated levels of significance . . . . . . . . . . . . . . . . . . . . 64
7.6 Simulated levels of power . . . . . . . . . . . . . . . . . . . . . . . 65
Conclusion 69
Bibliography 71
List of Figures 73
List of Tables 75
2
Introduction
Linear regression models are an example of results of mathematical statistics
that achieved widespread application. They are utilized across a broad range of
disciplines - from medicine, pharmaceutics and epidemiology through financial
analysis and media research to hydrology and meteorology. Most of their appli-
cations fall into one of two broad categories - prediction and quantification of
dependence.
When working with linear models one has to account for the possible changes
in model parameters over the observation period. Change point detection pro-
cedures have been developed in order to help with this specific problem. There
are two main types of these methods - off-line and on-line. Off-line procedures
assume that all of the observations are known prior to the analysis. They corre-
spond to the classic situation when we have a set of observations and we want
to know whether regression parameters changed at any unknown historical time
point. They are used to solve mainly hydrological, meteorological and some
econometric problems. Recently an increasing number of data sets are collected
automatically in such a way that the observations arrive in a steady pace (CAPM
models, monitoring of intensive care patients, . . . ). With each new observation
the question arises whether the model is still capable of explaining the data. This
leads to sequential statistical analysis and so-called on-line methods. The choice
between off-line and on-line methods depends on the specific problem and the
question we are interested in.
Experience shows that the approximation of the distribution of the test statis-
tics by its asymptotic limit is not sufficient - the convergence is too slow and
they do not hold the overall significance level, especially when we do not have
enough observations. Bootstrap modifications help to tackle these issues. A lot
of work has already been done concerning these topics. For example in Antoch
and Hušková (2003) bootstrapping modification in the off-line setting is discussed
and in Hušková and Kirch (2012) the specifics of on-line setting are shown. The
considered regression models in these articles have one common feature - they
deal only with independent identically distributed model errors. This condition
was relaxed in Antoch et al. (1997) where the impact on the asymptotic distribu-
tion of the test statistic was examined. Block bootstrap methods in change point
detection problem with dependent residuals were discussed for example in Kirch
(2007). In this thesis we aim to explore how we can utilize the bootstrap principle
in this problem even further and compare the performance of these methods to
the asymptotic approach. It will prompt the use of more complex bootstrapping
procedures developed for dependent data - circular block and stationary block
bootstrap, and dependent wild (or so-called jackknife) bootstrap.
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The first chapter of this thesis describes the off-line change point detection
problem based on Antoch and Hušková (2003). The second one is dedicated to
the specifics of the on-line setting as discussed in Hušková and Kirch (2012). The
following chapter provides a brief review of the bootstrap methods applicable to
data displaying a dependency structure as provided in Kreiss and Paparoditis
(2011). The fourth chapter focuses on the reader’s introduction into the location
model with dependent errors - a basic change point detection problem with non-
trivial dependence structure, which was also analyzed in Antoch et al. (1997).
In order to estimate long-run variance of our residuals flat-top kernels discussed
in Politis (2001) were utilized. From the various options of kernel bandwidth
selection we decided to use empirical rule-of-thumb introduced in Politis (2003)
based on its simplicity and intuitive interpretation. The simulation study in the
following chapter aims on the comparison of the performance of tests based on
asymptotic and bootstrap-derived critical values. In the last chapter the methods
are extended to linear models and a simulation study is performed on a regression





This method assumes that we know all of the observations prior to the change
point detection analysis. It then estimates model parameters from the available
data using e.g. the least squares method and tries to find the point, where the
change occurred. One of the typical forms of the test statistic is based on the
maximum of properly standardized partial sums of the estimated residuals and the
point q where it is achieved is the prime suspect for our change point. If the value
of the statistic manages to overstep a certain threshold based on the significance
level, we declare that there was a significant change in model parameters at point
q. The asymptotic results are obtained by letting the sample size, which will be
denoted by n, go to infinity. First let us consider the model introduced in Antoch
and Hušková (2003).
1.1 Model definition
The typical regression model used in off-line procedures has the form
y(t) = x(t)>βn + x(t)
>δn · I{t > qn}+ e(t), t = 1, . . . , n, (1.1)
where qn(≤ n), βn = (β1,n, . . . , βp,n)> and δn = (δ1,n, . . . , δp,n)> 6= 0 are unknown
parameters, x(t) = (x1(t), . . . ,xp(t))
>, x1(t) = 1, t = 1, . . . , n are known design
points and e(t), . . . , e(n) are independent identically distributed errors with zero
mean, nonzero variance σ2 and finite moment E |e(t)|2+∆1 for some ∆1 > 0.
Function I{A} denotes the indicator of set A. The parameter qn is called the
change point.
1.2 Null hypothesis and test statistic
We are interested in the test of hypothesis
H0 : qn = n against H1 : qn < n.
Clearly the null hypothesis corresponds to the situation where the regression
parameters did not change in the observed sample. The test procedure not only
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advises us whether to reject the null hypothesis, but also provides us with an

























x(t)x(t)>, k = 1, . . . , n,
C0kn = Ckn − Cnn, k = 1, . . . , n.
We are in fact working with partial (weighted) sums of L2-residuals
ê(t) = y(t)− x(t)>β̂n, t = 1, . . . , n.








where σ̂2n is an estimator of σ
2 with the property
σ̂2n − σ2 = oP((log log n)−
1
2 ), n→∞
The test statistic Tn is related to the likelihood ratio test when the errors have
N(0, σ2) distribution. The term β̂n in fact represents the least squares estimator
of β in the model with m = n, i.e. the case with no change in the regression
parameters. It is also important to point out that the model only allows a change
in regression parameters, i.e. a change in β, the variance parameter σ2 is assumed
















The test statistic based on S∗kn, k = 1, . . . , n, is of the form











The quite complex estimator of σ2 can be replaced by a simpler one if com-








Large values of the above specified test statistic indicate that the null hypoth-
esis is violated. The critical regions are therefore of the form





where cn(α) and c
∗
n(α) are critical values corresponding to the level α. These
values can be approximated through the limit distribution of the respective test
statistic under the null hypothesis.
1.3 Limit distribution under the null hypothesis
1.3.1 Assumptions
In this section we formulate the assumptions used in Antoch and Hušková
(2003) in order to arrive to the limit distribution of our test statistics. Concerning
the design points x(t), t = 1, . . . , n we assume:
[A.1. ] x1(t) = 1, t = 1, . . . , n and
∑n
t=1 xj(t) = 0, j = 2, . . . , p.
[A.2. ] There exists a positive definite p× p matrix C such that for any sequence
{ln}, limn→∞ ln =∞, ln ≤ n and∥∥∥∥ 1ln (Ck+lnn −Ckn)−C
∥∥∥∥ = o((log ln)−1)
uniformly for 1 ≤ k ≤ n− ln, where ‖·‖ denotes the Euclidean norm.















For the distribution of the error terms e(t) we assume the following:
[B.1. ] e(1), e(2), . . . are i.i.d. random variables with zero mean, non-zero vari-
ance σ2 and finite moment E |e(t)|2+∆1 for some ∆1 > 0.
1.3.2 Asymptotic results
Under these assumptions it can be shown (the proof can be found in the third












, y ∈ R, (1.4)
lim
n→∞
P (a(log n)T ∗n ≤ y + b1(log n)) = e−2 e
−y




2 log t, bp(t) = 2 log t+
p
2






, t > 1
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and Γ(·) stands for Gamma function. This result allows us to construct asymp-
totic critical values and asymptotic p-values for the proposed tests. Even for

















n · w(t) · σ̂n
 ,
similar results can be achieved. However, the weight function needs to satisfy a
few reasonable assumptions:
[C.1. ] w : (0, 1)→ (0,∞) needs to be non-decreasing in a neighborhood of 0, non-
increasing in a neighborhood of 1, inf {w(t) : t ∈ {η, 1− η}} > 0,∀η ∈ (0, 1
2
)




























where {Bj(t) : t ∈ (0, 1)}pj=1 are independent Brownian bridges. Proof can be
found in the third chapter of Csörgö and Horváth (1997).
However the asymptotic critical values obtained from these approximations
are not sufficient. The convergence to the limiting distributions tends to be slow
and tests based on them have trouble with holding level. In Antoch and Hušková
(2003) the assumption [B.1.] allowed the use of permutation principle, which






The on-line method finds great use in situations where the observations arrive
in a steady pace. It assumes that we have a historical data set with no change
before the monitoring starts. The least squares method is used in this set to
estimate the model parameters. Then, as the new observations appear, we are
interested whether the model is still capable of explaining the arriving data.
The test statistic is again based on properly standardized partial sums of the
estimated residuals which are compared to a threshold. Once it is reached, an
alarm is raised, the procedure is stopped and the model parameters need to be
adjusted. In on-line procedure the threshold is updated with each new arriving
observation. It needs to be done in such a way that the overall significance level
is controlled. Let us assume that the monitoring will continue to infinity, if no
alarm is raised, then we end up with so-called open-end on-line procedures. In
many situations it is more realistic, that the monitoring will stop after a finite
time horizon even if no change is detected. That is the case of closed-end on-line
procedures. The asymptotic results are obtained by letting the size of the historic
data set, denoted by m, go to infinity. The main source used for this chapter was
Hušková and Kirch (2012), where the following model was introduced.
2.1 Model definition
Let us consider a linear model
y(i) = x(i)>βi,m + e(i), i ≥ 1.
Let x(i) be a p × 1 random vector of regressors and βi,m is a p × 1 vector of
parameters. We assume again that the error sequence is independent identically
distributed and independent of the regressors, has zero mean, nonzero variance
σ2 and finite moments E |e(i)|2+∆1 for some ∆1 > 0. Parameter estimation is
based on the historical data set where we assume that no change in regression
parameters occurred, i.e.
βi,m = β0, i = 1, . . . ,m.
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2.2 Null hypothesis and test statistic
We are interested in testing the null hypothesis
H0 : βi,m = β0, m+ 1 ≤ i < m+ 1 + Tm
against the alternative of a change in the regression coefficients
H1 : there is a qm ≥ 1 such that βi,m = β0, m < i < m+ qm
and βi,m = β
0
m 6= β0, m+ qm < i < m+ 1 + Tm.
Tm is the observation horizon which can be finite (closed-end) or infinite (open-
end), but has to converge to infinity with m. The values β0,β
0
m, qm are not
known.
The test introduced in Horváth et al. (2004) and discussed in Hušková and
Kirch (2012) is based on





























where Cmm is the same as in the previous chapter. We can observe that β̂m is
the least squares estimator of the vector of regression coefficients based on the






|Γ(m, k, γ)| ,
where Tm → ∞, Tmm → N > 0, as m → ∞ (closed-end procedure), or Tm = ∞
(open-end procedure) and σ̂2m is a consistent estimator of σ
2 only depending on










The null hypothesis is rejected at the following stopping time
τ(m) =
{
inf{1 ≤ k < Tm + 1 : 1σ̂m |Γ(m, k, γ)| ≥ c},
∞, if 1
σ̂m
|Γ(m, k, γ)| < c for all 1 ≤ k < Tm + 1,
(2.1)




P(τ(m) <∞) = α (2.2)
needs to hold for our desired 0 < α < 1 significance level. We also require that
under the alternative H1
lim
m→∞
P(τ(m) <∞) = 1, (2.3)
i.e. we require the test to have asymptotic power one.
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2.3 Limit distribution under the null hypothesis
2.3.1 Assumptions
In this section we formulate the assumptions used in Hušková and Kirch (2012)
in order to arrive to the limit distribution of our test statistics. Concerning the
covariates we assume the following:
[α .1. ] For the sequence {x(i) = (x1(i), . . . , xp(i))>1 ≤ i < ∞} there exists a









where ‖ · ‖∞ denotes the maximum norm of matrices.
Concerning the random errors we need similar assumptions as we had in the first
chapter.
[β .1. ] {e(i) : 1 ≤ i < ∞} are i.i.d. random variables with zero mean, nonzero
variance σ2 and finite moment E |e(i)|2+∆1 for some ∆1 > 0.
[β .2. ] The sequences {e(i) : 1 ≤ i < ∞} and {x(i) : 1 ≤ i < ∞} are indepen-
dent.
We also need the parameter γ to satisfy
[γ .1. ] 0 ≤ γ < ρ, where ρ is the constant from assumption [α.1.].
And additionally we will also need an assumption for the observation horizon Tm
in the case of the closed-end procedure






For the open-end procedure under the null hypothesis and under [α.1.], [β.1.],



















, ∀y ∈ R, (2.4)
where {W (t) : 0 ≤ t < ∞} denotes a Wiener process. It is worth noting that
the explicit form of the limit distribution is known only for the case when γ = 0
and has to be simulated otherwise. Using quantiles of the limit distribution as
critical values c ensures that (2.2) holds, i.e. the corresponding open-end test
asymptotically controls the overall false-rejection rate.
If we also assume [δ.1.] then a slight modification of the proof of the assertion






















+ oP(1), ∀y ∈ R, (2.5)
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where {W1(t) : 0 ≤ t < ∞}, {W2(t) : 0 ≤ t < ∞} are two independent Wiener
processes. Also it can be shown that the distribution of the right hand side of
(2.4) converges to the same limit as given in (2.5) if Tm
m
→∞. On the other hand,
if Tm
m







Again the quantiles of this distribution have to be simulated, but they are very
close to the quantiles given by the limit distribution in (2.4) for N ≥ 10. Using
the quantiles of the limit distribution in (2.5) as the critical values c in (2.1)
ensures that the overall asymptotic false-alarm rate is controlled.
Concerning the asymptotic power of the tests several results have been proven.
For the case when β0m = β
0 and c>1 (β
0 − β0) 6= 0, where c1 stands for the first





|Γ(m, k, γ)| P→∞.




< N , where N = limm→∞
Tm
m
, the result can be extended to the
closed-end monitoring procedure and both of these results can even be extended
to include a more general form of alternatives with less restrictions.
In Hušková and Kirch (2012) the assumption [β.1.] allowed the use of residual
and pair bootstrap in order to find bootstrap critical values for the proposed tests
and compare them to the critical values obtained from the limit distributions. The
simulation study showed the strengths of bootstrap critical values, especially for
small historical sample sizes. The aim of this thesis is to perform similar study
on models which allow a dependence structure for the model errors. In order
to perform bootstrap simulations on such data we will need to work with more





Bootstrap procedures focus mainly on approximating moments or distribu-
tion of a properly standardized estimator Tn (which depends on the observations
X1, . . . , Xn of a given time series) of a parameter ν. Typically a proper stan-
dardization of the estimator means that we find a sequence {cn : n ∈ N} of non-
negative real numbers such that the sequence of distributions Ln = L (cn(Tn − ν))
converges to a non-degenerate limit. Computer simulations are used in order
to generate a significant number of bootstrap datasets derived from our obser-
vations X1, . . . , Xn and values of the estimator Tn on these generated pseudo-
observations. These values are then used to empirically estimate the desired
distribution L (cn(Tn − ν)). A number of bootstrap methods was specifically de-
signed to work with data which display a dependence structure. The aim of this
chapter is to introduce the most common ones. All of the presented procedures
assume that we have observations X1, . . . , Xn at hand stemming from a station-
ary process {Xt : t ∈ Z} with zero mean and finite second-order moments. The
autocovariance function R : Z → R, where R(k) = E (Xt, Xt+k), needs to fulfill
R(0) > 0 and
∑
k∈Z
|R(k)| < ∞. A review of the procedures working with depen-
dent data, which was the main source for this chapter, can be found in Kreiss
and Paparoditis (2011).
3.1 Block bootstrap
The block bootstrap is a method for extending original bootstrap idea of draw-
ing with replacement to dependent time series observations. The main idea of all
block bootstrap procedures consists of dividing data into blocks of consecutive
observations of length l, (Xt, Xt+1, . . . , Xt+l−1) say, and sampling the blocks ran-
domly from all possible blocks. One can consider overlapping or non-overlapping
blocks and random or non-random length l. It is interesting to point out that
when random block length is used, then the resulting bootstrap series itself is
stationary.
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3.1.1 Block bootstrap with fixed block length
The basic resampling algorithm (described in Kreiss and Paparoditis (2011))
used in the block bootstrap with non-random block length has two main steps:





and k = n − L · l. Define discrete, independent
random variables t1, t2, . . . , tL+1 taking values in the set In,l where
(a) In,l = {1, 2, . . . , n− l + 1} if overlapping blocks
(b) In,l = {1, l + 1, 2l + 1, . . . , (L− 1)l + 1} if non-overlapping blocks
are considered.
2. Lay the blocks (Xts , Xts+1, . . . , Xts+l−1), s = 1, . . . , L+ 1 end to end in the
order sampled together and discard the last l − k observations to form a
bootstrap pseudo-series X∗1 , . . . , X
∗
n.
The block bootstrap approximation of the distribution Ln = L (cn(Tn − ν)) is
then given by L∗n = L (cn(T ∗n − ν∗)), where T ∗n = Tn(X∗1 , . . . , X∗n) and ν∗ denotes
some properly chosen centering parameter.
3.1.2 Stationary bootstrap
In the case of block bootstrap with random block length, namely the station-
ary bootstrap, Kreiss and Paparoditis (2011) adjusted the steps of the algorithm
as follows:
1.∗ The lengths Li of the blocks to be selected consist of i.i.d. random variables
having a geometric distribution with parameter p ∈ (0, 1).
2.∗ The first L1 pseudo-observations of the bootstrap time series X
∗
1 , . . . , X
∗
n
consist of observations Xt1 , . . . , Xt1+L1 , the next L2 bootstrap observations
are the observations of the second sampled block of random length L2 and
so on. The bootstrap data generating process is stopped once n bootstrap
observations have been generated.
Alternatively the resampling scheme for the stationary bootstrap can be de-
scribed in the following simpler way:
Let X∗1 be randomly chosen from the underlying sample. Now, given that
X∗i is equal to the observation Xt of the underlying sample, with probability
1− p the next bootstrap observation X∗i+1 is chosen to be equal to Xt+1 and with
probability p it is randomly chosen from the whole underlying sample X1, . . . , Xn.
The bootstrap time series generated in this way is indeed stationary and shares
a nice Markovian property. For further details we refer to Politis and Romano
(1994). The approximation of the desired distribution Ln is then done similarly
as in the previous case.
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3.2 Non-parametric residual bootstrap
The original bootstrap idea of drawing with replacement from i.i.d. random
variables can be utilized also in case of dependent observations by applying the
original bootstrap principle to residuals of an optimal predictor of the Xt. Con-
sider a fixed p ∈ N and denote a non-parametric estimator of the conditional
expectation E [Xt|Xt−1, . . . , Xt−p] by m̂n(Xt−1, . . . , Xt−p). This approach leads to
residuals
êt = Xt − m̂n(Xt−1, . . . , Xt−p), t = p+ 1, . . . , n
and to a bootstrap time series
X∗t = m̂n(Xt−1, . . . , Xt−p) + e
∗
t , t = p, . . . , n.
One needs to decide on the way of choosing the initial bootstrap observations
X∗1 , . . . , X
∗
p . The bootstrap innovations e
∗
1, . . . , e
∗
n are assumed to possess a uni-
form distribution on the set {êCp+1, . . . , êCn } of centralized residuals





êk, t = p+ 1, . . . , n.
3.3 The dependent wild bootstrap
The dependent wild bootstrap introduced in Shao (2010) is an extension of the
traditional wild bootstrap introduced in Wu (1986) to the time series setting by
allowing the auxiliary variables involved in the wild bootstrap to be dependent, so
it is capable of mimicking the dependence structure in the original time series. It
is superior to block-bootstrap methods when dealing with time series containing
missing observations or unequally spaced data.
According to our assumptions introduced in the beginning of the chapter we
have a stationary series {Xt, t ∈ Z} with finite variance σ2. Let us denote µ =
E (Xt) the mean and R(k) the autocovariance function. Given the observations
X1, . . . , Xn from time series {Xt, t ∈ Z} Shao (2010) defines the dependent wild
bootstrap pseudoseries as





s=1Xs is the sample mean and {Wt}nt=1 are random variables
satisfying the following assumption.
[A.1. ] The random variables {Wt}nt=1 are independent of our data, E (Wt) = 0,
var(Wt) = 1 for t = 1, . . . , n. Assume that {Wt} is a stationary process
with autocovariance function R(k) = cov(Wt,Wt+k) = a(
k
l
), where a(·) is a





a(u) e−iux du ≥ 0, x ∈ R. (3.2)
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The bandwidth parameter l plays a similar role as the block size in the block-
based methods. Note that assumption (3.2) is satisfied by a few commonly used
kernels like Bartlett, Parzen and quadratic spectral kernels. They can be found
in Andrews (1991), where their performance in covariance matrix estimation is
compared.
The term ”dependent wild bootstrap” was chosen based on two considerations.
On one hand, it is akin to the wild bootstrap, which was originally introduced
to deal with independent and heteroscedastic errors in the regression problems.
On the other hand, unlike the traditional wild bootstrap, the random variables
{Wt}ni=1 here are dependent, which allows us to capture the dependence structure
in the original sample, hence the dependent wild bootstrap.
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Chapter 4
Location model with dependent
residuals
For the purpose of illustrating the behavior and performance of bootstrap
procedures in the change point detection problem, let us consider a special case
of a model with a change in parameters and dependent residuals - location model
with a change in the mean and residuals that form a linear process. This model
was also considered in Antoch et al. (1997), which was focused mainly on answer-
ing the question how the allowed dependence structure affects the asymptotic
distribution of the test statistic and evaluating how well do asymptotic critical
values perform in the detection of change in the mean setting. This thesis aims on
discussing an alternative to the asymptotic approach by making use of bootstrap
procedures designed to work with dependent data. The upcoming chapter will fo-
cus on the reader’s introduction into this specific problem and the implementation
of these procedures.
4.1 Model definition
Let us consider the following model, which was also discussed in Antoch et al.
(1997),
y(t) = µ+ e(t), t = 1, . . . , qn,
= µ+ δ + e(t), t = qn + 1, . . . , n,
(4.1)
where µ ∈ R, δ 6= 0 and 1 ≤ qn ≤ n are parameters. The error terms {e(t)}∞t=1
are assumed to satisfy the following assumptions.




wjεt−j, t = 1, 2, . . . (4.2)
where {εs}∞s=−∞ are i.i.d. random variables with E εs = 0, var εs = σ2 > 0
and E |εs|2+∆ <∞ for some ∆ > 0 and the weights {wj}∞j=0 satisfy
∞∑
j=0
j |wj| <∞ ,
∞∑
j=0
wj 6= 0. (4.3)
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4.2 Null hypothesis and the test statistic
The interest lies in testing the null hypothesis
H0 : qn = n against H1 : qn < n,
i.e. whether there occurred a change in the mean of the series or not. The









where Skn stands for k-th partial sum of the ordinary least squares residuals
from the model with qn = n, i.e. Skn =
k∑
t=1
(y(i) − ȳn). In the aforementioned
article the following asymptotic properties were proven.














2 log y and bp(y) = 2 log y +
p
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n · (ȳn − µ)
)
is the long-run variance.
Note. Under the null hypothesis and the mentioned assumptions (4.1), (4.2) and








eiωk R(k), ω ∈ [−π, π].





n · (ȳn − µ)
)
= 2π · f(0).
In order to make use of this theorem for testing the null hypothesis based on
asymptotic critical values, σ∗ needs to be estimated. In Antoch et al. (1997) the
following estimate is recommended















i=1 (y(i)− ȳn)(y(i+ k)− ȳn), k = 0, . . . , n− 1,







j=1 y(j) denotes the mean of our observations.
Note. It should be pointed out that the estimates R̂(k) depend on n and should
be denoted as R̂n(k), but the index is omitted in order to keep the notation
simpler.
Even a more robust version of the estimator which takes into account a pos-
sible change in model parameters is introduced in Antoch et al. (1997). It is
important that the article also mentions that if the lag window L is chosen cor-
rectly, the asymptotic property (4.4) remains valid even if we replace σ∗ with
σ̂n(L). More precisely if
L2
logn
→∞ and L2 logL
n














































Let us now recall the statistic T ∗n defined in (1.3), where the i.i.d. case of
off-line change point detection problem was discussed and compare it to T̃ ∗n(L).











where S∗kn stands for k-th partial sum of least squares residuals from model
(1.1) with qn = n. From the asymptotic results for T
∗
n shown in (1.4) and for
T̃ ∗n(L) shown in (4.8) we can observe that if we standardize these statistics we get
a(log n)T̃ ∗n(L)− b(log n)
D→ T,
a(log n)T ∗n − b(log n)
D→ T,
where T stands for a random variable with cumulative distribution function




We can see that after we relax the assumption of i.i.d. error terms in a location
model and allow them to behave as a linear process, we can still use the same
statistic for testing a change in the mean and the same distribution for asymptotic
approximation. The only adjustment we have to make is not to use the estimator
of variance σ̂2n, but the estimator of long-run variance σ̂
2
n(L) instead.
4.3 Chosen long-run variance estimator
The estimator σ̂2n(L) defined in (4.5) belongs to the class of kernel spectral







where R̂(·) denotes the estimated autocovariance function, λM : R → R de-
notes the kernel function with bandwidth parameter M . λM(t) can be typically
written as λM(t) = λ(
t
M
), where λ : R→ R satisfies
∞∫
−∞
λ(s) ds = 1. For example




1− |s| , |s| < 1
0, otherwise,
(4.10)
and the bandwidth parameter L > 0, as can be seen after a quick calculation
and using R̂(k) = R̂(−k), k = −1, . . . ,−n+ 1
























where bxc denotes the largest integer that is lower than x. There is a special
kind of kernels discussed in Politis (2001) - the so-called flat-top kernels. These
kernels have favorable properties in terms of the rate of convergence as described
in the aforementioned article. However, these advantages come with a price.
Long-run variance estimators based on flat-top kernels are not almost surely pos-
itive , but the fast rate of convergence indicates that the problematic cases may
be rare. One of the simplest and most intuitive members of the flat-top kernel
family is the trapezoidal kernel which is of the form
λT (s) =

1, if |s| ∈ [0, c],
1
1−c(1− |s|), if |s| ∈ [c, 1],
0, otherwise,
(4.11)
where c ∈ (0, 1) is a parameter. Next picture provides a comparison betweeen





























Figure 4.1: Bartlett and trapezoidal kernel (c = 1
2
) functions
We can see the difference in the weights the kernels give to estimates R̂(k)
with increasing k. Estimator that uses trapezoidal kernel gives the same weight
to all R̂(k) up to M · c, then the weights start to decay linearly and reach zero
at point M . On the other hand, estimator using Bartlett kernel gives the highest
weight to R̂(0) and the weights of autocovariance function estimates decrease
linearly with lag until they reach zero at point M . The idea behind the term
“bandwidth” for M is apparent. Due to λ(x) = 0, x ≥ M for both kernels,
we have that only R̂(k), k < M affect the resulting estimate. We can alter the
behavior of the trapezoidal kernel estimator by altering the constant c. However,
the most commonly used is c = 1
2
.
The weakness of trapezoidal kernel when compared to other members of the
flat-top family lies in the fact that it is not differentiable, on the other hand it
is simple and intuitive. We chose to estimate σ∗2 using the trapezoidal kernel












where R̂(k) is defined in (4.6).
The problem that flat-top kernel estimators in general suffer is that they
sometimes provide negative variance estimates, i.e. the estimator σ̂2n(M) is not
almost surely non-negative as opposed to for example Bartlett kernel estimator.
Nevertheless, the fast rate of convergence to a positive value indicates that these
cases may be rare. However, if we want to use this estimator in finite-sample
problems we need to modify it. This problem was analyzed in Politis (2011),
where it was suggested to modify the estimator as follows







where ξn > 0 is a chosen constant which can depend on n. In the aforemen-
tioned article it was proven that if ξn is chosen wisely then the estimator maintains
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its fast convergence while solving the problem of non-positiveness. The constant





, 1 ≤ a ≤ 2.
4.3.1 Automatic bandwidth selection
We already decided on the chosen kernel of our spectral density estimator.
What remains is to choose a proper bandwidth M . We will use an automatic
bandwidth selection procedure described in Politis (2003), which is designed to
find bandwidth parameter specifically for flat-top kernels. It is able to estimate
the optimal value for parameter M in the most typical cases of dependency struc-
ture of the underlying process - polynomial and exponential decay of the auto-
covariance function and the case when there is finite q such that R(k) is equal
to zero for lags higher than q. The following theorem proven in Politis (2003)
gives the optimal (with respect to minimization of the large-sample MSE of f̃l(ω))

































|t|(l+r) |R(t)| <∞ for some positive integer r; then letting
M proportional to n
1
(2r+1) yields







2. If |R(t)| ≤ C e−at for some constants a, C > 0, then letting M ∼ A log n,
for some appropriate constant A, yields






where A ∼ B stands for A
B
→ 1.
3. If R(t) = 0 for |t| > some q, then letting M = 2q yields







Note. There exist different sets of conditions for (4.14); first, let us define the
α-mixing coefficients αX(k) as follows: let F lk be the σ-algebra generated by
{Xt, k ≤ t ≤ l} and define αX(k) = supn supA,B |P(A ∩B)− P(A)P(B)|, where
A and B vary over the σ-fields Fn−∞ and F∞n+k, respectively. If we assume





6+δ < ∞ for some δ > 0, then (4.14) is ful-
filled, for further information see Rosenblatt (1956).
Besides the favorable asymptotic properties and speed of convergence another
reason for using the flat-top kernels is that choosing their bandwidth in practice
is intuitive and doable by a simple inspection of the correlogram, i.e. the plot
of R̂(k) against k. In Politis (2003) it was suggested to look for a point m̂ after
which the correlogram “seems negligible” and then to take M = 2m̂. Correct
description of the procedure will be described in the next paragraph. In Politis
(2003) it was proven that this simple approach automatically captures the correct
magnitude for M , thus adapting to the three cases described in Theorem 2.
Empirical rule of picking M : Let ρ(k) = R(k)
R(0)
and ρ̂(k) = R̂(k)
R̂(0)
, where R(·)
denotes autocovariance function and R̂(k) its estimator as defined in (4.6). Let




, for k =
1, . . . , Kn, where c > 0 is a fixed constant, and Kn is positive, non-decreasing
integer-valued function of n such that Kn = o(log n) and log10 denotes logarithm
with base 10. Then, let M̂ = 2m̂.
Because ρ̂(k) = 0, |k| ≥ n, the above minimization problem is always well-
defined, although a case where m̂ and M̂ turn out comparable to n deserves
further scrutiny, as is well-known we need m̂ and M̂ to be of smaller order than
n in order to have estimators with small variance.
The constants c and Kn are the practitioner’s choice, indeed any values for
c > 0 and 1 ≤ Kn ≤ n would work for the following asymptotic results albeit
leading to very different finite-sample performances. The guidance on practically
useful choices for c and Kn in Politis (2003) comes from the comparison with
the construction of confidence intervals/hypothesis tests for the autocorrelations.
They recommend on taking Kn to be about 5 and c to a value around 2 so that
our empirical rule would roughly correspond to 95% simultaneous intervals for
ρ(m̂+ k) with k = 1, . . . , Kn by Bonferroni’s inequality. It is important to point
out that this rule-of-thumb is only applicable with the flat-top lag windows. It can
not be applied to traditional lag windows. The performance of the empirical rule
for pickingM is quantified in the following theorem proven in Politis (2003), where
also the sufficient conditions described in the following note were mentioned.
Theorem 3. Assume conditions strong enough to ensure that for all finite m,
max
k=1,...,m
















Also assume |R(k)| > 0 for all k ≤ some k0.






for some positive constant A1, where A
P∼ B means A
B
→ 1 in probability.
2. Assume that R(k) = Cξk for k > k0, where C > 0, and |ξ| < 1 are some
constants. Then,
M̂
P∼ A2 · log n
where A2 = −1/ log |ξ|.
3. If R(k) = 0 for all k > q ≡ k0, but R(q) 6= 0, then
M̂ = 2q + oP(1)
Note. There exist different sets of conditions for (4.15), see Brockwell and Davis
(2013) or Romano and Thombs (1996). As a matter of fact, under further reg-
ularity conditions, the process
√
n(ρ̂(·) − ρ(·)) is asymptotically Gaussian with
autocovariance tending to zero, consequently (4.16) would follow from theory of
extremes of dependent sequences.
Comparing the empirical rule M̂ to the theoretically optimal M given in
Theorem 2 we see that M̂ manages to capture exactly the theoretically optimal
rate in cases (ii) and (iii) of Theorem 3. In case (i) M̂ increases essentially as a
power of n since the 2d-th root of the logarithm changes in a very slow rate with
n. The empirical exponent 1/2d is slightly smaller than the theoretically optimal,
but the difference is small and becomes even smaller for large d.
Thus, M̂ automatically adapts to the underlying rate of decay of the auto-
correlation function, switching between the polynomial, logarithmic and constant
rates that are optimal respectively in the three cases of Theorem 2.
Now we have an intuitive estimate M̂A, based on the introduced procedure,
which we can plug into our flat-top kernel estimator to get σ2n(M̂A). If we put



















It should be mentioned that similar automatic choices should be approached
with caution and should be validated by the practitioner. In situations where
it is not possible, like for example in bootstrap procedures, artificial bounds are
used to control at least the most extreme cases.
4.4 Applied block bootstrap procedures
We decided to use block bootstrap and dependent wild bootstrap procedures,
which were introduced in the third chapter, for the simulations performed on
the upcoming pages. We will make use of a modification of block bootstrap
procedures introduced in Politis and Romano (1992) called circular bootstrap.
It consists of “wrapping” the data around in a circle before blocking them. The
advantage lies in the fact that resulting bootstrap series is automatically centered
around the sample mean. Another reason to use the circular bootstrap is that
Politis and White (2004) introduced an automatic procedure for estimating the
optimal block length for circular block bootstrap methods. Nevertheless, circular
and non-circular block bootstrap procedures are asymptotically equivalent.
To achieve the “wrapping” we first define
Xi = X(i mod n), i > n,
X0 = Xn,
where i mod n denotes “modulo n”. Now we can define block (Xi, Xi+1, . . .
, Xi+l−1) for any i = 1, . . . , n and any block length l > 0. We can use these
blocks in our algorithms. Before we discuss block length selection let us go over
a general circular block bootstrap method:
1. We start by “wrapping” the data
Xi = X(i mod n), i > n,
X0 = Xn.
2. We draw i0, i1, . . . i.i.d. from uniform distribution on the set {1, . . . , n} -
the starting points of our blocks.
3. We draw b0, b1, . . . i.i.d. from some distribution Fb(·) that depends on
parameter b (which may depend on n) - the block sizes.
4. We construct a bootstrap pseudo-series X∗1 , X
∗
2 , . . . , X
∗
n as follows. For m =
0, 1, . . . , let
X∗m = (Xim , . . . , Xim+bm−1)
and (X∗1 , . . . , X
∗
n) corresponds to the first n elements of the compounded
vector (X∗0,X
∗
1, . . . ).
This procedure defines a probability measure (conditional on the data X1,
X2, . . . , Xn) denoted as P
∗; expectation and variance with respect to P∗ are
denoted as E ∗ and var∗ respectively.
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corresponding estimate of the asymptotic variance of the sample mean is
then given by var∗(
√
nX̄∗n).
The cases of fixed and random block length circular bootstrap correspond to
situations:
(A) Fb is a unit mass on the positive integer b; this corresponds to circular block
bootstrap with fixed block length b which will be denoted as circular boot-




will be denoted as σ̂2b,CB.
(B) Fb is a Geometric distribution with mean equal to the real number b; this
corresponds to circular block bootstrap with random block length which will
be denoted as stationary bootstrap (SB) further on and the corresponding
estimate of σ∗2 will be denoted as σ̂2b,SB.
The next theorem states the basis for the optimization of block lengths in
Politis and White (2004) and was proven in Lahiri (1999).
Theorem 4. Assume a stationary process {Xt} with autocovariance function
R(·). Let {Xt} be strong mixing, i.e. αX(k)→ 0, k →∞, where αX(k) are defined
















If b→∞ as n→∞, but with b = o(
√
n), then we have:
bias(σ̂2b,CB) = E σ̂
2













bias(σ̂2b,SB) = E σ̂
2













in the above, DCB =
4
3










From the above theorem it is apparent that SB is less accurate than CB for
estimating σ∗2. Although the two methods have similar bias, the SB has higher
variance due to the additional randomization involved in the random block sizes.
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4.4.1 Block length selection for the stationary bootstrap


















































(1 + cosω)g2(ω). These must be estimated in
order to obtain any practical use for the procedure.
In the aforementioned article Politis and White (2004) flat-top kernel estima-










where λT (·) denotes trapezoidal flat-top kernel as in (4.11).
Similarly, we estimate g(ω) =
∞∑
k=−∞







·R̂(k) cos(ωk). Plugging the two estimators in the expression for G and DSB we















(1 + cosω)ĝ2(ω) dω
 .










Asymptotic performance of the suggested b̂opt,SB is given by the following
theorem proven in Politis and White (2004).





|k|r+1 |R(k)| <∞ for some positive integer r; then taking



























Using the flat-top estimator has an advantage in the fast convergence and
also in a simple way of choosing M which is described sooner in this section 4.3.1
and involves identifying a point m̂ after which the estimated correlogram R̂(·)
appears negligible, i.e. R̂(k) ' 0, k > m̂. Then we take M̂ = 2m̂. Perhaps the
most interesting feature about this rule is its adaptivity to different correlation
structures. It is an omnibus rule-of-thumb that automatically gives good band-
width choices for the flat-top kernel without having to prespecify the correlation
structure. Again it is important to point out that it is only applicable with the
flat-top lag windows and can not be applied to the more classical lag windows.
4.4.2 Block length selection for the fixed block length
bootstrap
























where [x] denotes the closest integer to the real number x. Using the optimal
































The behavior of b̂opt,CB is similar to b̂opt,SB as the following theorem states.




|k|r+1 |R(k)| <∞ for some positive integer r; then taking
M proportional to n1/(2r+1) yields
b̂opt,CB = bopt,CB(1 +OP(n
−r
2r+1 )).



















Again we will use the M̂ = 2m̂ rule-of-thumb mentioned earlier in section




We assume the location model described by (4.1) and we are still interested
in testing the null hypothesis
H0 : qn = n against H1 : qn < n, (5.1)














→∞ and L2 logL
n





a(log n) · T̃n
σ̂n(L)







2 log x and bp(x) = 2 log x +
p
2







, x > 1.
According to Antoch et al. (1997) we were able to replace σ∗ in Theorem 1 with
σ̂n(L). We will now show that it remains valid even when σ
∗ is replaced by the
estimate based on the trapezoidal kernel σ̂n(M), if M is chosen correctly.
To show this assertion we will use Theorem 1.1. from Kirch (2007). It in fact





a(log n) · T̃n
ŝn




holds for any estimator ŝ2n of long-run variance satisfying
ŝn − σ∗ = oP((log log n)−1). (5.2)
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Let us now recall Theorem 2. We have
l = 0,
σ̂2n(M) = 2π · f̃0(0),
σ∗2 = 2π · f0(0).
In our location model (4.8) let us assume (4.1), (4.2) and (4.3) and let the
assumptions of Theorem 2 be satisfied. Furthermore let the null hypothesis hold,
the autocovariance function R(·) of {y(t)} be as in (i), (ii) or (iii) of Theorem 2
and M be of the corresponding magnitude described in the aforementioned the-
orem. Then there exists γ > 0 such that
σ̂2n(M)− σ∗2 = oP(n−γ), n→∞.
We will make use of the operations with oP and the Taylor expansion of
function c(x) =
√
1 + x around 0 which shows
c(x) =
√
1 + x = 1 +
1
2
· x+ o(x), x→ 0.
Using these results we obtain










































a(log n) · T̃n
σ̂n(M)





Note. We assumed that our bandwidth M was of the theoretically optimal mag-
nitude described in Theorem 2. However, according to Theorem 3 the automatic
bandwidth choice M̂A discussed in 4.3.1 automatically adapts to the underlying






a(log n) · T̃n
σ̂n(M)







The previous result suggests a way of standardizing our test statistic as
T Sn = a(log n) · TAn − b1(log n), (5.3)
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Let us now take a look on random variable T with limiting distribution having
FT = e
−2 e−y . After we change the notation we can derive













then the quantiles of this distribution, which will be used as asymptotic critical
values in our simulations in the following sections, are of the form







These values are summarized in the following table.
t 0.9 0.95 0.975 0.99 0.999
Cas(t) 2.94 3.66 4.37 5.29 7.60
Table 5.1: Quantiles of limiting distribution with CDF FT (·) as in (4.9)
Let us now define a test procedure of our null hypothesis based on asymptotic
critical values. Assume we have observations y(1), . . . , y(n) from model (4.1) and
we are interested in testing (5.3) on significance level α ∈ (0, 1). We calculate T Sn
based on our data and reject H0 if and only if
T Sn > Cas(1− α). (5.4)
The following chapter aims on presenting the results of the performed simula-




Simulation study in location
model
In our simulation study we will focus on the model described in (4.1), where
the error terms {e(i)}∞i=−∞ will behave as a typical example of a linear process -
autoregressive AR(1) process. They satisfy
e(t) = ρ · e(t− 1) + εt, t ∈ Z.
When simulating samples from AR(1) process it is impossible to allow for the
infinite history of dependence. Therefore, the simulations of length n from this
process were obtained as follows.
ẽ(0) = 0,
ẽ(t) = ρ · ẽ(t− 1) + εt, t = 1, 2, . . . ,
where ρ ∈ (−1, 1) is a parameter and {εs}∞1 are normally distributed i.i.d.
random variables having zero mean and unit variance. Our sample is then taken
as
e(t) = ẽ(50 + t), t = 1 . . . , n
Under the null hypothesis our model (4.1) depends on parameters ρ ∈ (−1, 1),
n ∈ N and µ ∈ R. In the following simulation µ was set to be equal to zero, ρ
ranges in set {−0.5,−0.3, 0, 0.3, 0.5, 0.7} and n ranges in set {100, 200, 500}. All
of the simulations were performed using the R software and the source code can
be found as an attachment to this thesis.
For each combination of ρ and n the simulation algorithm was set as follows:
1. A sample y(1), . . . , y(n) of length n was taken from model (4.1) under the
null hypothesis, i.e. from AR(1) model.
2. The estimated optimal bandwidth M̂A was calculated from our sample ac-
cording to the empirical rule-of-thumb described in section 4.3.1.
3. The estimate σ̂+2A,n based on trapezoidal flat-top kernel with bandwidth M̂A
was calculated as described in (4.17).
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4. The value of the standardized test statistic T Sn was calculated as described
in (5.3).
This procedure was repeated 10000 times and sample quantiles of the resulting
set of observations of T Sn are reported in the following tables.
n = 100
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.87 2.27 2.72 4.34 22.77
0.5 2.29 2.73 3.14 3.75 13.92
0.3 2.20 2.63 3.05 3.65 10.24
0 2.29 2.72 3.13 3.65 6.19
-0.3 4.59 5.82 7.17 9.24 14.26
-0.5 10.31 12.25 14.31 17.10 23.25
n = 200
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.83 2.21 2.55 2.96 8.13
0.5 2.24 2.67 3.05 3.57 5.24
0.3 2.34 2.73 3.11 3.61 4.63
0 2.29 2.71 3.08 3.50 4.54
-0.3 4.03 4.82 5.60 6.70 11.17
-0.5 10.00 13.66 17.01 20.85 29.90
n = 500
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.85 2.21 2.57 3.03 3.82
0.5 2.17 2.63 3.04 3.49 4.50
0.3 2.38 2.86 3.30 3.80 4.84
0 2.33 2.78 3.23 3.77 4.72
-0.3 3.69 4.31 4.91 5.63 7.50
-0.5 3.82 4.82 5.80 7.16 11.27
Table 6.1: Tables displaying the sample quantiles of simulated T Sn statistics
In Table 6.1 we can see the results of our simulations. First of all, the high
values of the 99.9-th percentile are caused by the fact that the original trapezoidal
kernel estimator is not almost surely positive and we had to modify it to get σ̂+2A,n
which underestimates standard deviation in case we hit the low bound. We can
see that as was mentioned with rising n these cases become more and more rare.
Interestingly these cases occur mostly in the case when ρ = −0.5 which can be
traced to the fact that here σ∗ = (1− ρ)−1 is closest to zero.
The Table 6.2 summarizes the behavior of our automatic bandwidth choice.
We can observe that the automatic choice gives in general higher values for higher
values of ρ, which is expected. We do need broader bandwidths to capture lin-




ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 2.00 4.00 6.00 8.00 14.00 56.00 6.25
0.5 2.00 2.00 2.00 4.00 6.00 40.00 2.99
0.3 2.00 2.00 2.00 2.00 2.00 26.00 2.21
0 2.00 2.00 2.00 2.00 2.00 16.00 2.10
-0.3 2.00 2.00 2.00 2.00 2.00 22.00 2.24
-0.5 2.00 2.00 2.00 4.00 8.00 70.00 3.31
n = 200
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 2.00 6.00 6.00 10.00 16.00 56.00 8.18
0.5 2.00 2.00 4.00 4.00 6.00 34.00 3.71
0.3 2.00 2.00 2.00 2.00 2.00 18.00 2.17
0 2.00 2.00 2.00 2.00 2.00 16.00 2.06
-0.3 2.00 2.00 2.00 2.00 4.00 28.00 2.21
-0.5 2.00 2.00 4.00 4.00 8.00 36.00 3.94
n = 500
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 4.00 8.00 10.00 12.00 18.00 62.00 10.39
0.5 2.00 4.00 4.00 6.00 8.00 38.00 4.84
0.3 2.00 2.00 2.00 2.00 4.00 14.00 2.26
0 2.00 2.00 2.00 2.00 2.00 12.00 2.03
-0.3 2.00 2.00 2.00 2.00 4.00 16.00 2.29
-0.5 2.00 4.00 4.00 6.00 8.00 32.00 4.98
Table 6.2: Tables displaying the behavior of the automatic bandwidth choice
described in section 4.3.1
The results displayed in Table 6.2 are illustrated using boxplot Figure 6.1.
The upper bound of the box is equal to the third quartile, the lower bound to the
first quartile and the line in between equals to the median. The upper whisker
extends from the upper bound to the highest value that is within 1.5 · IQR of the
hinge, where IQR is the inter-quartile range, or distance between the first and
third quartiles. The lower whisker extends from the lower bound to the lowest
value within 1.5 · IQR of the hinge. Data beyond the end of the whiskers are
outliers and are plotted as points. In most cases the empirical quartiles are too
close to each other and the boxes appear as lines. However, it is visible that in



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(c) n = 500
Figure 6.1: Boxplots illustrating the simulated automatic bandwidth choices for
varying samples sizes n
Table 6.3 illustrates the behavior of our trapezoidal spectral kernel estimator
of σ∗2 compared to its actual value, which can be found in the last column. We




ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean Actual
0.7 0.06 4.92 6.97 10.20 17.92 56.91 8.20 11.11
0.5 0.06 2.08 2.57 3.45 5.53 23.36 2.95 4.00
0.3 0.06 1.40 1.65 1.94 2.49 9.53 1.70 2.04
0 0.06 0.79 0.95 1.12 1.40 4.72 0.96 1.00
-0.3 0.06 0.31 0.43 0.56 0.77 2.08 0.44 0.59
-0.5 0.06 0.06 0.20 0.42 0.70 2.00 0.27 0.44
n = 200
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean Actual
0.7 0.03 6.50 8.48 11.17 17.31 57.46 9.37 11.11
0.5 0.03 2.41 3.14 3.90 5.41 18.56 3.29 4.00
0.3 0.03 1.52 1.71 1.92 2.36 6.76 1.75 2.04
0 0.11 0.86 0.98 1.09 1.28 2.12 0.98 1.00
-0.3 0.03 0.36 0.45 0.54 0.70 1.16 0.45 0.59
-0.5 0.03 0.17 0.38 0.52 0.67 1.29 0.36 0.44
n = 500
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean Actual
0.7 1.84 8.13 9.67 11.67 15.48 51.61 10.17 11.11
0.5 0.58 3.11 3.50 4.04 5.02 12.49 3.62 4.00
0.3 0.65 1.62 1.75 1.90 2.36 4.39 1.80 2.04
0 0.45 0.92 0.99 1.07 1.18 1.67 0.99 1.00
-0.3 0.18 0.40 0.46 0.52 0.68 0.93 0.47 0.59
-0.5 0.01 0.39 0.46 0.53 0.61 0.85 0.45 0.44
Table 6.3: Tables illustrating the behavior and performance of our estimator σ̂+2A,n
of σ∗2
The performance of our long-run variance estimator can be examined even
further using the histograms in Figure 6.2 that provide a graphical representation
of its empirical distribution. Histogram divides the entire range of observed values
into a series of intervals and counts how many of them fall into each interval. It is
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(a) n = 500
Figure 6.2: Histograms illustrating the performance of long-run variance estima-
tor σ̂+2A,n for various n
6.1 Results of bootstrap procedures application
In this section we show the implementation and the results of our selected
bootstrap procedures - block bootstrap with non-random block length (denoted
as circular bootstrap), block bootstrap with random block length (denoted as
stationary bootstrap) and dependent wild bootstrap (introduced in Shao (2010)).
All of these methods were already discussed in the third chapter, now we will go
into the details of their implementation. Again the simulations were performed
using the R software.
6.1.1 Block bootstrap results
Parameter µ in model (4.1) was taken to be equal to zero, parameter ρ
ranges in set {−0.5,−0.3, 0, 0.3, 0.5, 0.7} and the sample lengths n range in set
{100, 200, 500}.
For each combination of ρ and n the circular bootstrap simulation algorithm
was set as follows:
1. A sample y(1), . . . , y(n) of length n is taken from model (4.1) under the
null hypothesis, i.e. from AR(1) model with parameter ρ.
39
2. The estimated optimal bandwidth M̂A is then calculated from our sample
according to the empirical rule-of-thumb described in section 4.3.1.
3. The estimate σ̂+2A,n based on trapezoidal flat-top kernel with bandwidth M̂A
is calculated as described in (4.17).
4. The estimated optimal block length b̂opt,CB is calculated based on flat-top
kernel estimators using the bandwidth M̂A as described in (4.20).
5. The sample y(1), . . . , y(n) and block length b̂opt,CB are used to create 1000
circular bootstrap samples as described for the (A) case of section 4.4. We
obtain




y∗1000(1), . . . , y
∗
1000(n)
6. By calculation of the values of our test statistic T Sn on the aforementioned
bootstrap samples we obtain the bootstrapped values of our test statistic


























7. We can now calculate the sample quantiles C∗CB(t), t ∈ (0, 1) of the values
T S∗n,1, . . . , T
S∗
n,1000 and define a test of null hypothesis (5.1) based on circular
bootstrap critical values on significance level α ∈ (0, 1) as follows. Let T Sn
be the value of our test statistic on our original sample y(1), . . . , y(n). We
reject H0 if and only if




The applied stationary bootstrap simulation algorithm was very similar, but
using b̂opt,SB as in (4.19) and (B) case of 4.4. Similarly we get sample quantiles
C∗SB(t), t ∈ (0, 1) and test the null hypothesis by comparison of
T Sn > C
∗
SB(1− α). (6.2)
The focus in the following section lies in the percentiles of the bootstrapped
values of our test statistic obtained using circular bootstrap. For each combi-
nation of parameters ρ and sample length n we get 1000 sets of bootstrapped
values of our test statistic, from which we can get 1000 observations of C∗CB(t)
for any chosen t ∈ (0, 1). Following tables display the means of these observa-
tions for chosen values of t throughout the 1000 repetitions of circular bootstrap
procedure. These can be compared to the ones in Table 6.1.
n = 100
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.49 1.88 2.23 2.66 3.44
0.5 1.85 2.27 2.65 3.10 3.97
0.3 1.86 2.28 2.65 3.09 3.94
0 2.31 2.74 3.13 3.60 4.47
-0.3 4.37 5.02 5.63 6.23 7.15
-0.5 8.23 9.37 10.43 11.48 12.49
n = 200
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.53 1.94 2.30 2.74 3.60
0.5 1.86 2.30 2.69 3.16 4.10
0.3 2.02 2.47 2.87 3.34 4.26
0 2.30 2.75 3.16 3.64 4.54
-0.3 4.11 4.75 5.34 6.05 6.96
-0.5 6.62 7.64 8.59 9.81 10.78
n = 500
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.53 1.97 2.36 2.83 3.75
0.5 1.86 2.31 2.72 3.20 4.16
0.3 2.15 2.63 3.05 3.55 4.52
0 2.32 2.78 3.20 3.71 4.67
-0.3 3.80 4.40 4.97 5.65 6.77
-0.5 3.70 4.42 5.14 6.04 7.39
Table 6.4: Means of chosen percentiles of bootstrapped test statistics obtained
using circular bootstrap
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We can observe that with the exception of the i.i.d. case, i.e. when ρ = 0,
the means of the percentiles obtained using circular bootstrap are lower than the
ones in Table 6.1. We may also introduce the means of the percentiles obtained
using stationary bootstrap procedure into the comparison. These are presented
in Table 6.5 and are similar to the ones from circular bootstrap. The fact that
the block bootstrap percentiles are in the mean lower than the quantiles of the
simulations point out the possibility that the test procedures based on them might
have trouble with keeping their prescribed level.
n = 100
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.41 1.79 2.11 2.49 3.24
0.5 1.76 2.16 2.52 2.94 3.76
0.3 1.79 2.20 2.56 2.99 3.82
0 2.31 2.75 3.15 3.60 4.52
-0.3 4.49 5.17 5.80 6.40 7.49
-0.5 8.44 9.59 10.63 11.72 13.04
n = 200
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.44 1.83 2.18 2.59 3.41
0.5 1.78 2.21 2.59 3.04 3.92
0.3 1.95 2.39 2.77 3.23 4.13
0 2.30 2.76 3.17 3.64 4.54
-0.3 4.24 4.89 5.49 6.20 7.23
-0.5 6.84 7.87 8.85 10.04 11.20
n = 500
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.45 1.88 2.25 2.71 3.56
0.5 1.79 2.24 2.64 3.10 4.03
0.3 2.10 2.56 2.98 3.47 4.41
0 2.32 2.78 3.20 3.71 4.68
-0.3 3.90 4.52 5.09 5.79 7.00
-0.5 3.81 4.55 5.25 6.14 7.50
Table 6.5: Means of chosen percentiles of bootstrapped test statistics obtained
using stationary bootstrap
Let us now take a look on our estimated optimal block length sizes b̂opt,CB
and b̂opt,SB. Table 6.6 describes the chosen block lengths in 1000 iterations of our
block bootstrap procedures starting with the circular bootstrap.
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n = 100
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 1.00 6.00 7.00 8.00 13.00 50.00 7.90
0.5 1.00 4.00 5.00 6.00 8.00 50.00 5.31
0.3 1.00 2.00 3.00 4.00 5.00 50.00 3.28
0 1.00 1.00 1.00 2.00 4.00 50.00 1.92
-0.3 1.00 3.00 5.00 6.00 10.00 50.00 5.11
-0.5 1.00 4.00 7.00 10.00 19.00 50.00 8.26
n = 200
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 5.00 9.00 10.00 12.00 19.00 100.00 11.44
0.5 2.00 6.00 6.00 8.00 10.05 33.00 6.97
0.3 1.00 3.00 4.00 5.00 6.00 47.00 4.45
0 1.00 1.00 1.00 2.00 3.00 34.00 1.76
-0.3 1.00 3.00 5.00 7.00 11.00 78.00 5.66
-0.5 1.00 6.00 9.00 12.00 21.00 69.00 9.91
n = 500
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 5.00 13.00 15.00 17.00 23.00 37.00 15.68
0.5 2.00 9.00 10.00 10.00 13.00 30.00 9.82
0.3 1.00 5.00 6.00 7.00 9.00 28.00 6.29
0 1.00 1.00 1.00 2.00 3.00 13.00 1.64
-0.3 1.00 5.00 7.00 9.00 11.00 19.00 6.83
-0.5 1.00 9.00 12.00 15.00 20.00 36.00 12.12
Table 6.6: Chosen block lengths for circular bootstrap
The chosen circular block lengths can be for different values of parameters
compared also in boxplots displayed in Figure 6.3. We can observe that the
maximum of our estimated optimal block lengths is often equal to n
2
. This upper
limit was set artificially to avoid cases when the chosen block length would be too
high to create reasonable bootstrap samples. From the boxplots it is apparent
that the cases when the artificial upper bound is used become less common with
increasing sample size. It is also visible that estimated optimal block lengths

































































































































































































































































































































































































































































































































































































































(c) n = 500
Figure 6.3: Boxplots illustrating the chosen block lengths for circular bootstrap
with varying ρ and n
The estimated optimal block length sizes for circular bootstrap procedure
appear in general lower than the ones for stationary bootstrap, which serve as
the mean of the geometric distribution that the final block lengths are taken from.
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n = 100
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 1.04 5.19 6.11 7.40 11.45 50.00 6.95
0.5 1.00 3.57 4.11 4.92 7.37 50.00 4.65
0.3 1.00 1.99 2.27 3.40 4.38 50.00 2.89
0 1.00 1.00 1.27 1.83 3.46 46.79 1.75
-0.3 1.00 2.80 3.95 5.13 8.99 50.00 4.48
-0.5 1.00 3.78 5.83 9.11 16.41 50.00 7.26
n = 200
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 4.17 7.62 8.79 10.54 16.80 100.00 10.00
0.5 1.42 4.85 5.62 6.77 9.13 29.05 6.08
0.3 1.00 2.66 3.80 4.49 5.31 41.20 3.86
0 1.00 1.00 1.22 1.74 2.92 29.95 1.60
-0.3 1.00 3.04 4.52 6.33 9.49 68.54 4.95
-0.5 1.00 5.11 7.67 10.77 18.08 59.89 8.66
n = 500
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 4.76 11.55 12.99 14.96 20.20 32.60 13.69
0.5 1.93 7.51 8.31 9.15 11.77 26.06 8.57
0.3 1.00 4.79 5.40 5.97 7.97 24.16 5.52
0 1.00 1.00 1.24 1.75 2.59 11.71 1.48
-0.3 1.00 4.23 5.88 7.59 10.04 16.97 5.97
-0.5 1.00 8.10 10.46 13.10 17.68 31.75 10.60
Table 6.7: Chosen block lengths for stationary bootstrap
The chosen stationary bootstrap block lengths can be for different values of
parameters compared also in boxplots displayed in Figure 6.4. Similarly to the
circular bootstrap we can observe that the maximum of our estimated optimal
block lengths is in a few cases equal to n
2
. This upper limit was set artificially to
avoid cases when the chosen block length would be too high to create reasonable
bootstrap samples. From the boxplots it is apparent that the cases when the
artificial upper bound is used become less common with increasing sample size.
It is also visible that estimated optimal block lengths increase with the absolute













































































































































































































































































































































































































































































































































































































































(c) n = 500
Figure 6.4: Boxplots illustrating the chosen block lengths for stationary bootstrap
with varying ρ and n
Dependent wild bootstrap implementation and results are the point of focus
in the following section.
6.1.2 Dependent wild bootstrap results
According to Shao (2010) given the sample y(1), . . . , y(n) we construct the
bootstrap time series as
46
y∗(t) = ȳn + (y(t)− ȳn) ·Wt,
where {Wt, t = 1, . . . , n} are random variables with zero mean, unit variance
and satisfy (3.2). These variables are used to model the underlying dependence
structure of {y(t)}nt=1. There exists a variety of ways of choosing the model for
{Wt, t = 1, . . . , n}, some of which may be found in Shao (2010). We decided to
use the MA(m) model, i.e. variables {Wt, t = 1, . . . , n} will mimic m-dependence
structure. More specifically
Wt = b0 · νt + b1 · νt−1 + · · ·+ bm · νt−m,
where {νs}∞−∞ are i.i.d. normally distributed random variables with zero mean
and unit variance. We decided to use uniform coefficients b0, . . . , bm, but they
need to satisfy the assumptions of zero mean and unit variance of Wt. We now
have















, j = 0, . . . ,m, m > 0, (6.3)
then Wt will have zero mean and unit variance. We still need to choose proper






, |s| < m+ 1,
0, otherwise.
In Shao (2010) it is recommended that the autocovariance function of {Wt}





, where l plays a similar role as block length
in block bootstrap procedures. If we recall the Bartlett kernel λB(·) from (4.10)
we can see that in our case






Therefore we decided to make use of automatic bandwidth choice for the
Bartlett kernel described in Andrews (1991) denoted M̂AND. This automatic
approach is based on the approximation of dependence structure in the original
sample by AR models. For the lag window m we will then use
m̂AND = M̂AND − 1.
The dependent wild bootstrap simulation algorithm was set as follows. Sim-
ilarly to the previous cases again the parameter µ in the model (4.1) was set to
be equal to zero, parameter ρ ranges in set {−0.5,−0.3, 0, 0.3, 0.5, 0.7} and the
sample lengths n range in set {100, 200, 500}. For each combination of ρ and n:
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1. A sample y(1), . . . , y(n) of length n was taken from model (4.1) under the
null hypothesis, i.e. from AR(1) model.
2. An estimate of the optimal bandwidth M̂A is then calculated from our
sample according to the empirical rule-of-thumb described in section 4.3.1.
3. The estimate σ̂+2A,n based on trapezoidal flat-top kernel with bandwidth M̂A
is calculated as described in (4.17).
4. An estimate of the optimal bandwidth M̂AND is then calculated from our
sample according to the approach described in Andrews (1991) and used to
calculate m̂AND.
5. We simulate 1000 samples W1,r, . . . ,Wn,r, r = 1, . . . , 1000 from MA(m̂AND)
process with coefficients as in (4.5), and use them to create our bootstrap
observations
y∗r(t) = ȳn + (y(t)− ȳn) ·Wt,r, t = 1, . . . , n, r = 1, . . . , 1000.
We obtain




y∗1000(1), . . . , y
∗
1000(n)
6. By calculation of the values of our test statistic T Sn on the aforementioned
bootstrap samples we obtain the bootstrapped values of our test statistic
T S∗n,1, . . . , T
S∗
n,1000.
7. Similarly to the block bootstrap procedures, we calculate the sample quan-
tiles C∗DWB(t), t ∈ (0, 1) of the values T S∗n,1, . . . , T S∗n,1000 and define a test of
our null hypothesis (5.1) based on dependent wild bootstrap critical values
on significance level α ∈ (0, 1) as follows. Let T Sn be the value of our test
statistic on our original sample y(1), . . . , y(n). We reject H0 if and only if
T Sn > C
∗
DWB(1− α). (6.4)
The focus in the following section lies in the percentiles of the bootstrapped
values of our test statistic obtained using dependent wild bootstrap. For each
combination of parameters ρ and sample length n we get 1000 sets of bootstrapped
values of our test statistic. From these we can get 1000 observations of C∗DWB(t)
for any chosen t ∈ (0, 1). Table 6.8 displays the means of these observations for
chosen values of t throughout the 1000 repetitions of circular bootstrap procedure.
These can be compared to the ones presented in Table 6.1 and also to similar




ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.80 2.41 2.97 3.64 4.94
0.5 2.25 2.88 3.46 4.17 5.55
0.3 2.43 3.08 3.68 4.41 5.82
0 2.92 3.62 4.27 5.07 6.58
-0.3 5.65 6.75 7.77 9.04 11.50
-0.5 10.82 12.70 14.41 16.49 20.51
n = 200
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.78 2.40 2.95 3.65 4.98
0.5 2.26 2.91 3.52 4.25 5.69
0.3 2.54 3.21 3.84 4.61 6.12
0 2.90 3.61 4.28 5.10 6.67
-0.3 5.51 6.62 7.67 8.95 11.41
-0.5 9.46 11.19 12.78 14.71 18.42
n = 500
ρ q(0.9) q(0.95) q(0.975) q(0.99) q(0.999)
0.7 1.79 2.42 3.00 3.71 5.07
0.5 2.27 2.94 3.56 4.32 5.82
0.3 2.72 3.42 4.07 4.89 6.48
0 2.91 3.61 4.27 5.09 6.67
-0.3 5.43 6.57 7.63 8.91 11.40
-0.5 5.80 7.03 8.18 9.58 12.28
Table 6.8: Means of chosen percentiles of bootstrapped test statistics obtained
using dependent wild bootstrap
We can observe that the means of percentiles obtained using dependent wild
bootstrap are much closer to the ones from Table 6.1 than it was in the case
of block bootstrap procedures. In most cases they are even higher than the
simulated ones. In this case it points out to the possibility that they might be
even too prudent.
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The bandwidth choices M̂AND which occurred in our simulations are summa-
rized in Table 6.9. Although the approach is different we can compare them to
the automatic bandwidths M̂A used for the flat-top kernels. The first one is based
on approximations of the sample using AR processes and is designed for use with
the Bartlett kernel, whereas the second one is based on the sample’s correlogram
and works well with flat-top kernels. We can observe that M̂AND gives more sta-
ble results that are higher in the mean. Both of them behave similarly in terms
of assigning broader lag windows in case of stronger dependency.
n = 100
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 5.00 8.75 10.00 11.00 13.00 17.00 9.78
0.5 2.00 5.00 6.00 7.00 8.00 10.00 6.16
0.3 1.00 3.00 4.00 5.00 6.00 9.00 3.82
0 1.00 1.00 1.00 2.00 3.00 5.00 1.61
-0.3 1.00 3.00 4.00 5.00 6.00 8.00 4.07
-0.5 3.00 6.00 6.00 7.00 9.00 11.00 6.47
n = 200
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 8.00 12.00 13.00 14.00 16.00 20.00 12.87
0.5 4.00 7.00 8.00 9.00 10.00 11.00 7.95
0.3 2.00 4.00 5.00 6.00 7.00 9.00 4.94
0 1.00 1.00 1.00 2.00 3.00 4.00 1.59
-0.3 1.00 5.00 5.00 6.00 7.00 8.00 5.11
-0.5 5.00 7.00 8.00 9.00 10.00 12.00 8.10
n = 500
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean
0.7 14.00 17.00 18.00 19.00 20.00 23.00 17.62
0.5 8.00 10.00 11.00 11.00 12.00 14.00 10.87
0.3 4.00 6.00 7.00 7.00 8.00 10.00 6.87
0 1.00 1.00 1.00 2.00 3.00 4.00 1.57
-0.3 5.00 6.00 7.00 7.00 8.00 9.00 6.88
-0.5 8.00 10.00 11.00 12.00 13.00 14.00 10.98
Table 6.9: Chosen bandwidths for dependent wild bootstrap
The choices of M̂AND are illustrated in using boxplots displayed in 6.5. We
can observe that when compared to M̂A the number of observations beyond the



































































































































































































































































(c) n = 500
Figure 6.5: Boxplots illustrating the chosen block lengths for circular bootstrap
with varying ρ and n
Let us now take a look on the achieved levels of significance and power achieved
in our simulations.
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6.2 Simulated levels of significance
This section is devoted to illustrating the observed α-level of our discussed test
procedures based on asymptotic, block bootstrap and dependent wild bootstrap
critical values. Samples y(1), . . . , y(n) were generated under the null hypothesis
and for each simulated sample the test procedures were performed. The relative
numbers of false rejections of H0 for each combination of parameters ρ and n are
displayed. The discussed test procedures are denoted by the abbreviations - AS
stands for test based on asymptotic critical values, CB for test based on circular
bootstrap, SB for test based on stationary bootstrap and DWB for test based on
dependent wild bootstrap critical values.
n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.018 0.007 0.006 0.008 0.006 0.005 0.018 0.003 0.001
CB 0.244 0.115 0.044 0.189 0.083 0.040 0.163 0.092 0.047
SB 0.268 0.130 0.049 0.202 0.094 0.042 0.166 0.092 0.047
DWB 0.159 0.048 0.016 0.132 0.055 0.019 0.108 0.038 0.018
0.5
AS 0.030 0.005 0.005 0.032 0.008 0.002 0.025 0.003 0.001
CB 0.193 0.102 0.042 0.172 0.083 0.047 0.153 0.076 0.042
SB 0.218 0.113 0.047 0.183 0.090 0.045 0.155 0.080 0.042
DWB 0.102 0.031 0.009 0.080 0.032 0.011 0.078 0.024 0.003
0.3
AS 0.028 0.003 0.001 0.036 0.011 0.004 0.052 0.020 0.005
CB 0.166 0.088 0.052 0.146 0.075 0.038 0.152 0.080 0.046
SB 0.177 0.091 0.048 0.163 0.082 0.033 0.157 0.082 0.045
DWB 0.060 0.020 0.007 0.053 0.019 0.004 0.054 0.018 0.008
0
AS 0.039 0.005 0.002 0.038 0.012 0.005 0.036 0.012 0.003
CB 0.115 0.058 0.024 0.112 0.053 0.019 0.101 0.058 0.024
SB 0.112 0.053 0.021 0.108 0.053 0.022 0.101 0.054 0.024
DWB 0.035 0.009 0.003 0.037 0.013 0.008 0.042 0.015 0.005
-0.3
AS 0.288 0.179 0.116 0.240 0.129 0.081 0.209 0.104 0.050
CB 0.081 0.041 0.023 0.070 0.036 0.019 0.073 0.034 0.021
SB 0.066 0.026 0.017 0.060 0.027 0.013 0.064 0.028 0.017
DWB 0.005 0.001 0.001 0.005 0.000 0.000 0.006 0.002 0.001
-0.5
AS 0.610 0.536 0.461 0.429 0.354 0.291 0.182 0.096 0.058
CB 0.069 0.040 0.024 0.117 0.064 0.040 0.076 0.048 0.025
SB 0.055 0.028 0.017 0.098 0.052 0.029 0.066 0.044 0.022
DWB 0.001 0.001 0.000 0.004 0.000 0.000 0.000 0.000 0.000
Table 6.10: Achieved α-level of discussed test procedures in the location model
We can see that the test based on asymptotic critical values (AS) manages
to hold the level in cases when ρ ≥ 0, but has trouble for ρ ∈ {−0.3,−0.5}
especially for lower n. This may be traced to the fact that our long-run variance
estimator for these cases often hits the low artificial limit 2π
n
which results in its
underestimation. On the other hand all of the presented bootstrap procedures
manage to hold the level for these values of ρ well. The block bootstrap procedures
however have trouble with holding the level when ρ ≥ 0 especially when ρ is high.
Dependent wild bootstrap seems to hold the level better in these cases, however
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when ρ < 0 barely any rejections for the dependent wild bootstrap of the null
hypothesis appear at all. This could imply lower power of this procedure in these
cases of ρ when compared to block bootstrap procedures.
6.3 Simulated levels of power
Besides holding their prescribed levels of significance it is also important for
the discussed test procedures to have high power, i.e. the probability that they
reject the null hypothesis if it does not hold, should be close to 1. The following
tables display the relative number of correct rejections of the null hypothesis
under different alternatives - parameter δ that represents the change in the mean
of our series varied in {0.5, 1.5} and parameter qn that represents the time point




}. Similar abbreviations for the test
procedures as in the previous section appear also in these tables.
n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.006 0.002 0.001 0.031 0.004 0.001 0.206 0.086 0.016
CB 0.584 0.369 0.177 0.740 0.553 0.323 0.969 0.921 0.816
SB 0.607 0.411 0.211 0.752 0.575 0.341 0.969 0.916 0.784
DWB 0.511 0.281 0.120 0.683 0.481 0.221 0.951 0.850 0.663
0.5
AS 0.097 0.018 0.001 0.230 0.076 0.012 0.152 0.092 0.053
CB 0.820 0.631 0.408 0.975 0.907 0.740 1.000 1.000 0.998
SB 0.847 0.672 0.439 0.980 0.922 0.766 1.000 1.000 0.994
DWB 0.719 0.418 0.136 0.950 0.796 0.519 1.000 0.998 0.977
0.3
AS 0.330 0.153 0.049 0.222 0.139 0.082 0.018 0.010 0.005
CB 0.967 0.888 0.674 1.000 0.992 0.929 1.000 1.000 1.000
SB 0.972 0.911 0.737 1.000 0.998 0.953 1.000 1.000 1.000
DWB 0.890 0.644 0.271 0.995 0.969 0.881 1.000 1.000 1.000
0
AS 0.389 0.295 0.191 0.108 0.075 0.057 0.000 0.000 0.000
CB 0.999 0.972 0.827 1.000 1.000 0.980 1.000 1.000 1.000
SB 0.999 0.991 0.918 1.000 1.000 0.996 1.000 1.000 1.000
DWB 0.985 0.862 0.612 1.000 0.999 0.987 1.000 1.000 1.000
-0.3
AS 0.398 0.323 0.181 0.074 0.046 0.032 0.000 0.000 0.000
CB 1.000 0.998 0.873 1.000 1.000 0.996 1.000 1.000 1.000
SB 1.000 1.000 0.976 1.000 1.000 1.000 1.000 1.000 1.000
DWB 0.991 0.953 0.851 1.000 0.999 0.994 1.000 1.000 1.000
-0.5
AS 0.451 0.407 0.094 0.190 0.117 0.085 0.000 0.000 0.000
CB 1.000 0.997 0.929 1.000 1.000 0.996 1.000 1.000 1.000
SB 1.000 1.000 0.984 1.000 1.000 0.999 1.000 1.000 1.000
DWB 0.988 0.925 0.796 1.000 0.998 0.990 1.000 1.000 1.000




n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.005 0.000 0.000 0.019 0.003 0.000 0.149 0.045 0.008
CB 0.629 0.401 0.183 0.828 0.671 0.444 0.995 0.975 0.924
SB 0.673 0.477 0.247 0.847 0.699 0.487 0.994 0.970 0.904
DWB 0.538 0.271 0.098 0.772 0.564 0.354 0.979 0.929 0.852
0.5
AS 0.068 0.012 0.000 0.115 0.034 0.007 0.029 0.014 0.007
CB 0.899 0.728 0.459 0.992 0.948 0.826 1.000 1.000 1.000
SB 0.930 0.789 0.550 0.996 0.952 0.848 1.000 1.000 1.000
DWB 0.824 0.607 0.360 0.981 0.931 0.825 1.000 0.998 0.994
0.3
AS 0.170 0.067 0.016 0.063 0.035 0.024 0.000 0.000 0.000
CB 0.984 0.929 0.696 1.000 0.998 0.973 1.000 1.000 1.000
SB 0.992 0.961 0.814 1.000 0.999 0.985 1.000 1.000 1.000
DWB 0.968 0.883 0.700 0.998 0.993 0.975 1.000 1.000 0.999
0
AS 0.130 0.087 0.063 0.006 0.003 0.003 0.000 0.000 0.000
CB 1.000 0.992 0.893 1.000 1.000 1.000 1.000 1.000 1.000
SB 1.000 0.997 0.972 1.000 1.000 0.999 1.000 1.000 1.000
DWB 0.999 0.989 0.944 1.000 1.000 1.000 1.000 1.000 1.000
-0.3
AS 0.098 0.076 0.030 0.005 0.003 0.002 0.000 0.000 0.000
CB 1.000 1.000 0.943 1.000 1.000 1.000 1.000 1.000 1.000
SB 1.000 1.000 0.993 1.000 1.000 1.000 1.000 1.000 1.000
DWB 1.000 0.996 0.982 1.000 1.000 0.999 1.000 1.000 1.000
-0.5
AS 0.134 0.123 0.020 0.007 0.006 0.001 0.000 0.000 0.000
CB 1.000 0.999 0.970 1.000 1.000 1.000 1.000 1.000 1.000
SB 1.000 1.000 0.999 1.000 1.000 1.000 1.000 1.000 1.000
DWB 0.999 0.985 0.960 1.000 1.000 0.998 1.000 1.000 1.000
Table 6.12: Achieved levels of power of our test procedures for δ = 1.5 and qn =
n
2
n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.017 0.010 0.009 0.014 0.003 0.000 0.047 0.007 0.001
CB 0.289 0.147 0.059 0.323 0.183 0.094 0.418 0.256 0.151
SB 0.315 0.164 0.068 0.334 0.185 0.091 0.427 0.256 0.154
DWB 0.195 0.065 0.020 0.225 0.115 0.044 0.354 0.212 0.113
0.5
AS 0.061 0.018 0.001 0.118 0.034 0.009 0.380 0.187 0.071
CB 0.344 0.207 0.120 0.454 0.303 0.187 0.701 0.591 0.467
SB 0.372 0.222 0.129 0.479 0.309 0.188 0.707 0.586 0.445
DWB 0.228 0.106 0.041 0.354 0.182 0.100 0.611 0.461 0.317
0.3
AS 0.126 0.031 0.005 0.350 0.178 0.060 0.837 0.670 0.474
CB 0.437 0.288 0.173 0.623 0.484 0.369 0.948 0.897 0.835
SB 0.446 0.304 0.178 0.623 0.489 0.364 0.951 0.888 0.822
DWB 0.281 0.141 0.066 0.484 0.317 0.186 0.867 0.755 0.623
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n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0
AS 0.262 0.085 0.012 0.648 0.404 0.220 0.987 0.970 0.923
CB 0.559 0.419 0.294 0.865 0.767 0.647 0.998 0.997 0.990
SB 0.556 0.413 0.293 0.865 0.770 0.648 0.998 0.997 0.989
DWB 0.382 0.245 0.150 0.691 0.537 0.376 0.990 0.960 0.923
-0.3
AS 0.667 0.480 0.274 0.927 0.844 0.697 1.000 0.997 0.990
CB 0.581 0.412 0.288 0.886 0.808 0.728 1.000 1.000 1.000
SB 0.537 0.364 0.237 0.868 0.785 0.679 1.000 1.000 1.000
DWB 0.354 0.211 0.110 0.729 0.555 0.392 0.990 0.961 0.909
-0.5
AS 0.633 0.497 0.441 0.906 0.772 0.547 0.998 0.995 0.981
CB 0.468 0.319 0.201 0.930 0.850 0.754 1.000 1.000 1.000
SB 0.415 0.254 0.149 0.916 0.814 0.679 1.000 1.000 1.000
DWB 0.270 0.121 0.045 0.703 0.494 0.341 0.988 0.951 0.893
Table 6.13: Achieved levels of power of our test procedures for δ = 0.5 and qn =
n
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n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.022 0.015 0.010 0.012 0.004 0.003 0.040 0.009 0.000
CB 0.265 0.146 0.061 0.285 0.159 0.065 0.335 0.212 0.134
SB 0.296 0.170 0.070 0.292 0.163 0.064 0.344 0.209 0.121
DWB 0.197 0.066 0.027 0.196 0.086 0.036 0.255 0.139 0.074
0.5
AS 0.052 0.008 0.004 0.085 0.023 0.006 0.277 0.120 0.033
CB 0.302 0.165 0.078 0.360 0.219 0.139 0.586 0.446 0.340
SB 0.318 0.179 0.085 0.377 0.226 0.129 0.590 0.444 0.311
DWB 0.168 0.061 0.016 0.263 0.109 0.037 0.474 0.292 0.170
0.3
AS 0.105 0.018 0.004 0.259 0.111 0.038 0.706 0.531 0.356
CB 0.359 0.236 0.129 0.523 0.379 0.261 0.847 0.769 0.679
SB 0.395 0.238 0.128 0.528 0.384 0.250 0.852 0.759 0.665
DWB 0.182 0.078 0.027 0.351 0.171 0.088 0.730 0.561 0.411
0
AS 0.189 0.054 0.012 0.519 0.331 0.138 0.963 0.903 0.802
CB 0.447 0.312 0.198 0.733 0.621 0.511 0.989 0.980 0.963
SB 0.449 0.311 0.207 0.732 0.609 0.507 0.990 0.979 0.958
DWB 0.261 0.140 0.062 0.531 0.359 0.249 0.948 0.880 0.782
-0.3
AS 0.584 0.380 0.224 0.896 0.773 0.617 0.999 0.996 0.985
CB 0.442 0.284 0.173 0.806 0.672 0.545 1.000 1.000 0.995
SB 0.402 0.238 0.143 0.784 0.641 0.493 1.000 0.999 0.993
DWB 0.203 0.088 0.035 0.534 0.320 0.175 0.967 0.894 0.808
-0.5
AS 0.668 0.542 0.470 0.840 0.657 0.450 1.000 0.996 0.972
CB 0.348 0.198 0.123 0.796 0.665 0.517 1.000 0.998 0.987
SB 0.274 0.149 0.082 0.743 0.590 0.419 1.000 0.998 0.986
DWB 0.115 0.031 0.005 0.452 0.231 0.104 0.929 0.836 0.695
Table 6.14: Achieved levels of power of our test procedures for δ = 0.5 and qn =
n
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We can observe that the best results in terms of achieved power are given
by block bootstrap methods, the dependent wild bootstrap gives slightly worse
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results and the worst ones come from the test procedure based on asymptotic
critical values. In general the best results in terms of power are achieved for
lower values of ρ, which can be traced to the fact that with the increase of ρ,
the actual long-run variance σ∗2 also increases. There is also another interesting
point worth mentioning. For the case when δ = 1.5 and ρ ∈ {0,−0.3,−0.5}
the achieved power of the asymptotic test procedure decreases with the sample
size. For the case of very large sample lengths n = 500 the null hypothesis is not
rejected once by this procedure, even though it does not hold. This can be traced
to our long-run variance estimator σ̂+2A,n which in the situation of a large change
in the mean significantly overestimates long-run variance of our error sequence
as is demonstrated in Table 6.15.
n = 100
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean Actual
0.7 1.12 7.64 11.93 18.84 37.04 87.75 14.98 11.11
0.5 1.35 4.28 6.53 10.48 21.19 46.43 8.46 4.00
0.3 1.18 2.85 5.16 9.42 17.23 29.07 6.85 2.04
0 1.13 2.38 5.02 8.38 13.53 21.64 5.91 1.00
-0.3 0.84 2.67 5.15 7.90 11.70 18.47 5.57 0.59
-0.5 0.46 2.74 4.41 6.95 10.38 17.92 5.02 0.44
n = 200
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean Actual
0.7 0.15 11.18 16.72 25.94 52.98 120.37 21.28 11.11
0.5 2.41 6.58 11.19 19.55 36.94 60.59 14.61 4.00
0.3 1.46 7.54 13.62 21.04 29.47 45.72 14.72 2.04
0 1.53 10.69 15.64 20.50 26.56 37.29 15.55 1.00
-0.3 0.98 11.18 15.09 18.42 23.81 30.02 14.77 0.59
-0.5 2.12 8.66 13.19 17.21 21.34 28.73 12.98 0.44
n = 500
ρ Min q(0.25) Median q(0.75) q(0.95) Max Mean Actual
0.7 7.09 16.98 26.72 47.67 90.48 160.27 36.05 11.11
0.5 4.15 23.31 37.19 53.27 72.78 121.30 38.91 4.00
0.3 4.60 34.93 43.48 53.98 66.41 85.04 43.78 2.04
0 17.41 40.27 45.38 50.91 59.83 74.34 45.76 1.00
-0.3 24.70 41.69 46.00 50.42 56.76 70.93 46.04 0.59
-0.5 20.85 40.38 44.33 48.87 54.54 63.15 44.35 0.44
Table 6.15: Tables illustrating the behavior of our long-run variance estimator in
the case of δ = 1.5 and qn =
n
4
We can see that the estimator is not able to handle a large change in the mean
and gives unreasonably high values even for large sample sizes. This significantly
decreases the values of our test statistic to the point that they are lower than
the asymptotic critical values in all 1000 repetitions of our procedure when ρ ∈
{0,−0.3,−0.5}. On the other hand, the bootstrap procedures manage to cope
56
with this problem well. This is caused by the fact that in bootstrap the estimator
of the long-run variance not only affects the test statistic, but the critical values
as well. Therefore they are able to reflect it. As an effort to improve the behavior
of the estimator under the alternative hypothesis, we also tried to use an analogy
of a more robust estimator σ̃∗2n (L) discussed in Antoch et al. (1997). However it
significantly underestimated long-run variance under the null hypothesis.
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Chapter 7
Simulation study in linear model
To examine the behavior of bootstrap procedures in more complex models
we prepared a simulation study on linear regression model with a change in
parameters and error terms that form a linear process.
7.1 Model definition
We are interested in the following model
y(t) = x(t)>βn + x(t)
>δn · I{t > qn}+ e(t), t = 1, . . . , n, (7.1)
where qn(≤ n), βn = (β1,n, . . . , βp,n)> and δn = (δ1,n, . . . , δp,n)> 6= 0 are un-
known parameters, x(t) = (x1(i), . . . ,xp(t))
>, x1(t) = 1, i = 1, . . . , n are known
design points. We will assume that the error terms e(t) satisfy condition [b.1.]
from the fourth chapter.
7.2 Null hypothesis and test statistic
The interest lies in testing the hypothesis
H0 : qn = n against H1 : qn < n.
Again the null hypothesis corresponds to the situation where the regression
parameters did not change in the observed sample. Similarly to the first chapter

















x(t)x(t)>, k = 1, . . . , n,
C0kn = Ckn − Cnn, k = 1, . . . , n.
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The statistic is in fact calculated from the least squares residuals
ê(t) = y(t)− x(t)>β̂n, t = 1, . . . , n.
In order to reflect the variability of the residuals, we have to standardize these
partial sums by an estimator of residual long-run variance. The idea behind the
estimator (4.17) introduced for the location model may be utilized also in this
case. However, we have to make one crucial adjustment - the calculation will
be based on our L2-residuals rather than on the observations of our dependent
variable. Let us denote R̂e(k), k = −n+1, . . . , n−1 the estimated autocovariance










and M̂e,A be the automatic bandwidth choice obtained using the approach


















Finally, the standardized version of this test statistic will be denoted as
T Se,n = a(log n) · TAe,n − b1(log n). (7.3)
7.3 Bootstrap procedures
When compared to location model, we will have to make adjustments also to
the applied bootstrap procedures. The main idea remains the same - sampling
blocks of our data for block procedures and using artificial random variables to
distort our data from the fitted values in the case of dependent wild bootstrap
procedure.
7.3.1 Block bootstrap methods
In the case of location model we were creating blocks from observations









and in the simulations we will use a modification of pair bootstrap, i.e. we




, . . . ,
(
y(tm + bm − 1)
x(tm + bm − 1)
)
, m = 1, . . . , L,
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where L stands for the number of blocks, tm the first observation of m-th block
and bm the length of m-th block. Similarly to the case of the location model, we
will use an estimate of the optimal block length based on flat-top kernel. However,
now it will be calculated from the residual series ê(i) and will be denoted b̂e,CB
for circular and b̂e,SB for stationary bootstrap.
7.3.2 Dependent wild bootstrap
We will utilize the idea behind the dependent wild bootstrap used in the
location model also in the linear model. However we will again have to make a









we will first calculate the fitted values
ŷ(t) = x(t)>β̂n, t = 1, . . . , n.











y∗(t) = y(t) + (y(t)− ŷ(t)) ·Wt, t = 1, . . . , n.
Again {Wt, i = 1, . . . , n} are random variables with zero mean, unit variance
and satisfy (3.2). In the simulation study these variables are taken from MA(m)
model with uniform coefficients, where the optimal m is estimated using the
bandwidth estimator M̂e,AND introduced in Andrews (1991) as it was in the case
of the location model with one difference - M̂e,AND is calculated from the residuals
ê(t). The final estimate of optimal choice for m is then given by m̂e,AND =
M̂e,AND − 1.
7.4 Simulation setup
We chose to perform a simulation study on the following linear model with a
change in parameters
y(t) = 1 + x(t) + δ1 · I{t > qn}+ δ2 · x(t) · I{t > qn}+ e(t), t = 1, . . . , n. (7.4)
Regressors x(t), t = 1, . . . , n were taken from uniform U(0, 2) distribution and
error terms e(t), t = 1, . . . , n were taken from autoregressive AR(1) model with
zero mean univariate innovations and parameter ρ ∈ (−1, 1). The focus will lie
on the behavior and performance of our test procedures - AS based on critical
values 5.1, CB based on circular bootstrap, SB based on stationary bootstrap
and DWB based on dependent wild bootstrap. In our simulations parameter ρ
ranges in the same set as in the location model {−0.5,−0.3, 0, 0.3, 0.5, 0.7} and
sample length n ranges in {100, 200, 500}.
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7.5 Simulated levels of significance
In the following table we present the observed α-level of our test procedures.









under the null hypothesis and applied all four test procedures on each. The
relative number of false rejections of H0 for each combination of ρ and n is
displayed in Table 7.1 with the aforementioned notation.
n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.028 0.019 0.013 0.013 0.004 0.001 0.015 0.002 0.000
CB 0.232 0.118 0.043 0.207 0.121 0.062 0.176 0.090 0.048
SB 0.248 0.132 0.052 0.219 0.120 0.052 0.189 0.099 0.050
DWB 0.075 0.019 0.004 0.069 0.026 0.009 0.049 0.012 0.004
0.5
AS 0.034 0.016 0.008 0.030 0.011 0.002 0.022 0.002 0.000
CB 0.209 0.113 0.048 0.159 0.087 0.041 0.134 0.067 0.035
SB 0.224 0.116 0.054 0.165 0.086 0.047 0.140 0.063 0.034
DWB 0.067 0.023 0.007 0.052 0.024 0.011 0.060 0.019 0.007
0.3
AS 0.032 0.011 0.003 0.030 0.007 0.002 0.044 0.011 0.003
CB 0.179 0.096 0.052 0.146 0.071 0.037 0.139 0.080 0.035
SB 0.185 0.100 0.054 0.154 0.074 0.039 0.145 0.078 0.036
DWB 0.057 0.017 0.004 0.061 0.017 0.003 0.063 0.024 0.013
0
AS 0.037 0.012 0.004 0.036 0.009 0.003 0.042 0.007 0.002
CB 0.110 0.052 0.024 0.115 0.058 0.027 0.102 0.060 0.023
SB 0.098 0.052 0.025 0.116 0.051 0.024 0.103 0.049 0.024
DWB 0.040 0.014 0.004 0.056 0.028 0.010 0.045 0.023 0.011
-0.3
AS 0.277 0.173 0.116 0.239 0.131 0.063 0.192 0.102 0.045
CB 0.079 0.044 0.020 0.068 0.028 0.015 0.082 0.040 0.020
SB 0.064 0.027 0.012 0.050 0.019 0.011 0.066 0.032 0.016
DWB 0.007 0.001 0.000 0.004 0.000 0.000 0.014 0.003 0.002
-0.5
AS 0.603 0.518 0.453 0.388 0.314 0.263 0.199 0.127 0.076
CB 0.086 0.039 0.018 0.076 0.043 0.022 0.098 0.055 0.033
SB 0.070 0.025 0.015 0.061 0.035 0.015 0.088 0.046 0.031
DWB 0.000 0.000 0.000 0.006 0.001 0.000 0.005 0.000 0.000
Table 7.1: Achieved α-level of discussed test procedures in linear model with a
change in parameters
We can observe that the results are very similar to the case of the location
model. Again the test based on asymptotic critical values manages to hold the
level in cases when ρ ≥ 0, but has trouble with ρ ∈ {−0.3,−0.5} especially
for lower n. This has a similar cause as in the simulation study in the location
model. For lower values of n the estimator σ̂+2e,A,n hits the lower artificial bound and
underestimates our residual long-run variance. Our test statistic then oversteps
the asymptotic critical values, which as opposed to bootstrap critical values are
not able to adapt. Block bootstrap methods do not manage to hold their level for
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higher values of ρ, but perform well for the other cases. Dependent wild bootstrap
on the other hand seems even too prudent especially for lower values of ρ.
7.6 Simulated levels of power
Besides holding their prescribed level a well designed test procedure should be
also able to reliably detect when the null hypothesis does not hold. The following
tables display the relative number of correct rejections of the null hypothesis under
different alternatives - due to the amount of time required for a set of simulations
to complete we examined the following two alternatives δ = (0.5, 0)>, i.e. an
increase in intercept by 0.5, and δ = (0, 0.5)>, i.e. an increase in slope by 0.5.




n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.018 0.010 0.007 0.011 0.003 0.002 0.048 0.014 0.002
CB 0.298 0.157 0.074 0.271 0.157 0.077 0.319 0.225 0.126
SB 0.323 0.174 0.072 0.282 0.168 0.084 0.336 0.226 0.131
DWB 0.080 0.018 0.004 0.112 0.029 0.006 0.171 0.081 0.037
0.5
AS 0.057 0.021 0.010 0.091 0.023 0.002 0.285 0.126 0.041
CB 0.306 0.190 0.088 0.379 0.242 0.145 0.582 0.456 0.345
SB 0.330 0.205 0.102 0.399 0.246 0.134 0.582 0.457 0.326
DWB 0.116 0.035 0.013 0.180 0.083 0.039 0.396 0.236 0.134
0.3
AS 0.107 0.021 0.006 0.236 0.112 0.035 0.694 0.512 0.351
CB 0.365 0.233 0.143 0.521 0.371 0.254 0.845 0.761 0.674
SB 0.373 0.238 0.156 0.527 0.389 0.253 0.847 0.760 0.655
DWB 0.173 0.067 0.025 0.330 0.175 0.084 0.691 0.527 0.390
0
AS 0.198 0.056 0.010 0.496 0.309 0.153 0.950 0.896 0.771
CB 0.458 0.327 0.225 0.729 0.605 0.490 0.983 0.965 0.936
SB 0.457 0.327 0.220 0.735 0.602 0.483 0.985 0.968 0.935
DWB 0.302 0.180 0.088 0.574 0.409 0.281 0.935 0.860 0.778
-0.3
AS 0.606 0.404 0.235 0.880 0.759 0.597 0.998 0.993 0.979
CB 0.448 0.300 0.177 0.811 0.703 0.561 0.998 0.996 0.986
SB 0.398 0.248 0.145 0.791 0.649 0.492 0.998 0.994 0.986
DWB 0.225 0.111 0.056 0.563 0.368 0.223 0.951 0.878 0.787
-0.5
AS 0.642 0.525 0.467 0.844 0.658 0.441 0.999 0.992 0.976
CB 0.335 0.207 0.118 0.807 0.651 0.501 0.999 0.999 0.992
SB 0.285 0.157 0.075 0.748 0.578 0.413 0.999 0.999 0.990
DWB 0.146 0.042 0.011 0.471 0.271 0.123 0.952 0.865 0.725




n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.018 0.011 0.010 0.017 0.001 0.001 0.055 0.016 0.001
CB 0.279 0.159 0.085 0.310 0.186 0.093 0.400 0.279 0.172
SB 0.304 0.175 0.097 0.334 0.196 0.090 0.418 0.280 0.166
DWB 0.124 0.042 0.010 0.148 0.079 0.024 0.255 0.141 0.074
0.5
AS 0.071 0.017 0.007 0.105 0.024 0.003 0.383 0.189 0.072
CB 0.351 0.225 0.124 0.440 0.307 0.184 0.728 0.601 0.452
SB 0.387 0.239 0.132 0.452 0.310 0.181 0.736 0.584 0.429
DWB 0.195 0.081 0.035 0.289 0.159 0.082 0.570 0.400 0.277
0.3
AS 0.126 0.030 0.006 0.336 0.161 0.058 0.816 0.664 0.490
CB 0.433 0.294 0.188 0.632 0.508 0.364 0.944 0.890 0.816
SB 0.450 0.309 0.199 0.648 0.510 0.348 0.945 0.881 0.796
DWB 0.268 0.147 0.079 0.476 0.311 0.200 0.848 0.718 0.574
0
AS 0.248 0.092 0.022 0.680 0.468 0.249 0.988 0.969 0.922
CB 0.541 0.396 0.304 0.861 0.778 0.705 0.998 0.994 0.990
SB 0.549 0.400 0.291 0.853 0.776 0.692 0.997 0.995 0.989
DWB 0.418 0.271 0.167 0.745 0.612 0.486 0.988 0.970 0.914
-0.3
AS 0.666 0.458 0.262 0.942 0.857 0.727 1.000 0.994 0.983
CB 0.589 0.420 0.280 0.940 0.849 0.752 1.000 0.999 0.998
SB 0.539 0.374 0.243 0.921 0.813 0.717 1.000 0.999 0.998
DWB 0.396 0.233 0.141 0.794 0.637 0.474 0.993 0.968 0.935
-0.5
AS 0.658 0.527 0.464 0.911 0.776 0.567 0.999 0.995 0.982
CB 0.498 0.344 0.218 0.920 0.839 0.744 1.000 1.000 0.999
SB 0.442 0.277 0.158 0.907 0.805 0.686 1.000 1.000 1.000
DWB 0.328 0.173 0.077 0.761 0.571 0.412 0.986 0.950 0.891
Table 7.3: Achieved levels of power for the alternative δ = (0.5, 0)> and qn =
n
2
n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.021 0.013 0.012 0.018 0.006 0.002 0.053 0.014 0.002
CB 0.304 0.150 0.071 0.304 0.173 0.090 0.392 0.255 0.154
SB 0.317 0.168 0.081 0.317 0.183 0.089 0.405 0.256 0.140
DWB 0.101 0.021 0.004 0.128 0.044 0.009 0.197 0.088 0.035
0.5
AS 0.050 0.016 0.006 0.094 0.026 0.009 0.276 0.120 0.047
CB 0.319 0.173 0.097 0.384 0.236 0.141 0.619 0.487 0.345
SB 0.346 0.192 0.090 0.396 0.255 0.147 0.624 0.473 0.333
DWB 0.129 0.042 0.010 0.198 0.075 0.031 0.420 0.248 0.125
0.3
AS 0.095 0.019 0.004 0.234 0.105 0.036 0.695 0.518 0.332
CB 0.383 0.251 0.151 0.514 0.363 0.244 0.836 0.757 0.660
SB 0.392 0.266 0.151 0.522 0.367 0.246 0.839 0.765 0.648
DWB 0.180 0.080 0.028 0.320 0.175 0.089 0.688 0.510 0.364
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n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0
AS 0.180 0.055 0.009 0.502 0.294 0.140 0.958 0.894 0.773
CB 0.435 0.314 0.205 0.732 0.613 0.485 0.984 0.967 0.947
SB 0.437 0.303 0.202 0.730 0.607 0.491 0.988 0.970 0.941
DWB 0.280 0.141 0.074 0.573 0.400 0.280 0.945 0.874 0.778
-0.3
AS 0.571 0.374 0.210 0.890 0.739 0.582 1.000 0.995 0.982
CB 0.425 0.290 0.183 0.798 0.657 0.514 1.000 0.996 0.994
SB 0.390 0.253 0.151 0.767 0.617 0.469 1.000 0.997 0.990
DWB 0.223 0.109 0.060 0.562 0.357 0.192 0.962 0.885 0.792
-0.5
AS 0.650 0.529 0.460 0.842 0.645 0.441 1.000 0.998 0.988
CB 0.353 0.212 0.126 0.792 0.644 0.512 1.000 0.994 0.987
SB 0.290 0.166 0.080 0.725 0.581 0.436 1.000 0.996 0.987
DWB 0.148 0.044 0.012 0.469 0.272 0.129 0.938 0.849 0.712
Table 7.4: Achieved levels of power for the alternative δ = (0, 0.5)> and qn =
n
4
n = 100 n = 200 n = 500
α α α
ρ method 0.1 0.05 0.025 0.1 0.05 0.025 0.1 0.05 0.025
0.7
AS 0.021 0.013 0.011 0.010 0.003 0.001 0.057 0.015 0.002
CB 0.306 0.176 0.071 0.295 0.178 0.090 0.400 0.272 0.163
SB 0.332 0.196 0.081 0.320 0.182 0.086 0.403 0.266 0.149
DWB 0.126 0.045 0.008 0.150 0.066 0.022 0.248 0.134 0.072
0.5
AS 0.047 0.013 0.005 0.114 0.022 0.005 0.391 0.198 0.070
CB 0.351 0.208 0.111 0.441 0.277 0.175 0.723 0.587 0.482
SB 0.371 0.227 0.108 0.456 0.286 0.169 0.727 0.589 0.463
DWB 0.179 0.084 0.032 0.283 0.149 0.068 0.585 0.433 0.300
0.3
AS 0.092 0.018 0.003 0.309 0.147 0.056 0.817 0.659 0.480
CB 0.414 0.285 0.166 0.588 0.458 0.333 0.931 0.872 0.799
SB 0.437 0.292 0.165 0.597 0.454 0.338 0.926 0.869 0.791
DWB 0.283 0.159 0.072 0.439 0.297 0.186 0.830 0.711 0.573
0
AS 0.261 0.097 0.020 0.654 0.425 0.238 0.987 0.966 0.909
CB 0.552 0.411 0.291 0.832 0.742 0.648 0.997 0.993 0.987
SB 0.555 0.409 0.291 0.836 0.748 0.653 0.996 0.994 0.988
DWB 0.430 0.280 0.171 0.736 0.582 0.446 0.982 0.950 0.908
-0.3
AS 0.650 0.433 0.250 0.946 0.865 0.731 1.000 0.999 0.989
CB 0.561 0.390 0.255 0.912 0.828 0.736 1.000 1.000 1.000
SB 0.522 0.346 0.217 0.898 0.805 0.705 1.000 1.000 1.000
DWB 0.395 0.242 0.130 0.773 0.631 0.486 0.991 0.958 0.910
-0.5
AS 0.656 0.520 0.441 0.907 0.744 0.524 0.998 0.994 0.979
CB 0.511 0.324 0.198 0.919 0.846 0.733 1.000 1.000 1.000
SB 0.441 0.261 0.150 0.899 0.789 0.658 1.000 1.000 1.000
DWB 0.338 0.179 0.084 0.708 0.540 0.376 0.990 0.957 0.886
Table 7.5: Achieved levels of power for the alternative δ = (0, 0.5)> and qn =
n
2
We can see that the results are similar in all examined cases of alternatives.
Similarly to the location model under the δ = 0.5 alternative, for higher values of
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ρ block bootstrap procedures provide the best results in terms of achieved power.
However, none of the procedures are able to reliably reject the null hypothesis




The aim of this thesis was to explore the possible uses of bootstrap proce-
dures in the change point detection problem and compare their performance to
the asymptotic approach. In the first chapters we provided the reader with the
necessary introduction into off-line and on-line setting of the discussed problem
and a short review of bootstrap procedures designed specifically to handle depen-
dent data. Location model was then used to illustrate the practical issues one has
to tackle when implementing kernel based estimators and bootstrap methods, i.e.
the choice of kernel, bandwidth, block lengths and other parameters. Simulated
study in this model provided us with an insight into the performance of our esti-
mator of long-run variance, automatic parameter choices and most importantly
asymptotic and bootstrap test procedures. The last chapter was aimed on the
the extension of the discussed approaches used in location model to the case of
a more complex linear model. Simulation study was performed on a typical re-
gression line model with a possible change in intercept and slope. Both of these
simulation studies show that bootstrap procedures are superior to the asymptotic
approach both in terms of holding their level and their power. These advantages
however come at the cost of computational simplicity.
The issues we had to tackle came typically from the choice of parameters of
our automatic choices or our calculation methods. For example several ways of
choosing proper parameter m for our MA(m) model in dependent wild bootstrap
were considered. Our final choice was then affected also by the similarity of the
autocovariance function of our process to the Bartlett kernel. Also a more robust
method of estimating sample autocovariance function that was designed to handle
possible change in parameters was considered, but did not provide better results
and therefore was not finally used for the sake of computational simplicity.
Utilizing bootstrap procedures in the setting of change point detection prob-
lem is a very broad topic. Naturally, the next point of focus could be the ap-
plication of the discussed procedures also in the on-line setting, we could also
examine the effect different methods of long-run variance estimation have on our
results, other forms of dependence in the residuals is also worth examining and
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