Magnetorheological elastomer (MRE) isolator has been proved as a promising semi-active control device for structural vibration control. For its engineering application, developing an accurate and robust model is de¯nitely necessary and also a challenging task. Most of the present models, belonging to parametric models, need to identify various model parameters and sometimes are not capable of perfectly capturing the unique characteristics of the device. In this work, a novel nonparametric model is proposed to characterize the inherent dynamics of the MRE isolator with the features of hysteresis and nonlinearity. Initially, dynamic tests are conducted to evaluate the performance of the isolator under various loading conditions, including harmonic, random, and seismic excitations. Then, on the basis of the captured experimental results, a hybrid learning method is designed to forecast the nonlinear responses of the device with known external inputs. In this method, a type of single hidden layer feed-forward network, called extreme learning machine (ELM), is developed to forecast the nonlinear responses (shear force) of the device with captured velocity, displacement, and current level. To obtain optimal performance of the developed model, an improved binary-coded discrete cat swarm optimization (BCDCSO) method is adopted to select optimal inputs and neuron number in the hidden layer for the network development. The performance of the proposed method is veri¯ed through the comparison between experimental results and model predictions. Due to the noise in°uence in the practical condition, the robustness of the proposed method is also validated via adding noise disturbance into the supplying currents. The results show that the proposed method outperforms the standard ELM in terms of characterization of the MRE isolator, even though the captured responses are polluted with external measurement noises.
Introduction
Magnetorheological elastomer (MRE) is a type of intelligent material, the mechanical properties of which are continuously, quickly, and reversibly controlled via external applied magnetic¯elds. [1] [2] [3] Based on this merit, MRE has been widely applied to design semi-active devices to realize sti®ness and damping variability for vibration control of engineering structures against hazard external vibrations. 4, 5 Hoang et al. developed a tuned vibration absorber (TVA) based on MRE for powertrain vibration suppression. 6, 7 Ginder et al. utilized MREs to develop an adjustable automotive bushing for vibration reduction on the rotational and translational movements of vehicle wheels. 8 Du et al. proposed a novel isolator based on MRE, which is employed for seat vibration control in vehicles, and the developed MRE isolator is able to work in both compressive and shear modes. 9 Sun et al. also developed the multi-layer MRE isolators, with the feature of negative changing sti®ness, used for the horizontal vibration reduction of the vehicle seats. 10 In the application¯eld of civil engineering, Li et al. prototyped the¯rst adaptive seismic isolator for earthquake mitigation of building structures using MREs. 11 In this design, a laminated structure with 47 layers of MRE sheets and 46 layers of steel sheet was adopted. The experimental results indicated that under the applied magnetic¯elds from 0 to 0.3 T, the increases of the shear force, lateral sti®ness, and damping ratio of the device can be up to 45%, 38%, and 11.2%, respectively. Then, to achieve higher MR e®ect on MRE-based isolator, Li et al. developed another adaptive base isolator using soft MREs, which is able to contribute to 1630% sti®ness increase and 1480% force increase when the device is supplied with the electricity currents from 0 to 3 A. 12 This amazing result validated the potential and feasibility of development of intelligent base isolation system using MRE isolators.
Although MRE isolators are signi¯cantly promising in the¯eld of structural vibration control, the major aporia that a®ects their practical implementations is the modeling of their unique dynamics with high nonlinearity and inherent hysteresis. To date, several MRE isolator models have been reported in the literatures based on various methods. The models gained via the conclusive method belongs to the parametric models, including Kelvin-Voigt model, Bouc-Wen hysteresis-based models, strain sti®ening model, simpli¯ed hysteresis model, etc. Yang et al. adopted the Kelvin-Voigt model to portray the nonlinear responses of a MRE isolator in the mixed mode of shear and compression. 13 To improve the Kelvin-Voigt model, Li et al. developed a strain sti®ening model for characterizing MRE isolator, consisting of a standard three-parameter solid model and a modi¯ed Maxwell model connected in parallel. 12 Based on the same device, Yang et al. utilized the classical Bouc-Wen hysteresis-based model to illustrate the shear force response of the device, in which a highly nonlinear di®erential equation is employed to express the hysteresis with extravagant complexity.
14 They also analyzed the e®ects of model parameters on the shape of the hysteretic force-displacement loops. Behrooz et al. developed a modi¯ed Bouc-Wen hysteresis model for MRE-based variable sti®ness and damping isolator, P r o o f C o p y in which a current dependent three-parameter solid model is combined with the standard Bouc-Wen model. 15 However, this improved model has a total of 14 parameters to be identi¯ed, which is hard to implement in practice. To avoid a large number of parameters and di®erential equations in existing models, Yu et al. utilized the hyperbolic sine function (HSF) to substitute for di®erential equations to depict the hysteresis, making the model easy to be identi¯ed. However, the HSF is not able to accurately describe the phenomenon of sti®ness hardening when the device is supplied with higher currents. In short, because of large number of parameters and highly nonlinear di®erential equations, the correspondent models for demonstrating inverse dynamics of MRE isolators are challenging to obtain. As a result, existing parametric models of MRE isolators are di±cult to emerge into present control con¯gurations.
On the other hand, the soft computing techniques contribute to the development of nonparametric models for MRE isolators, in which the dynamical behavior of the device cannot be described by the speci¯c mathematical expressions. So far, the nonparametric modeling on MRE isolators is rarely investigated. The only model that has been reported is based on arti¯cial neural networks (ANN), which are used to implicitly forecast the complicated nonlinear relationship between dependent and independent variables. In Ref. 16 , Fu et al. proposed a nonlinear auto-regressive exogenous (NARX)-based recurrent neural networks to predict the dynamical features of a MRE isolator in shear-compression mode. The proposed network has a three-layer con¯guration, in which the displacement, velocity, command current and their historical values, and the historical force are used as inputs and the present force is the network output. Then, the trial-and-error method is adopted to choose detailed inputs and number of hidden neuron. Although the trained model provides a satisfactory performance on tracking the nonlinearity of force-velocity response, two time delays in the input neurons lead to a complicated network structure, which will increase the calculation time. Besides, the data used for model training and validation in Ref. 16 is based on the¯xed excitation frequency. However, in practice, the loading frequency is always changeable. Consequently, the performance of the proposed NARX network to model the MRE isolator with variable excitation frequencies should be further investigated. Furthermore, when the MRE isolators are used for the protection of the civil structures, the measured information is unavoidably polluted with environmental and measurement noises. If the captured noisy data is directly used for the model training, the generalization ability of the obtained network will be greatly a®ected. Although noise¯lters are e®ective tools to eliminate the in°uences caused by noises, they are out of operation when the noises have the same frequency range as the measurement signals. Accordingly, it is also signi¯cant to investigate the in°uence of noises on the prediction capacity of the trained model.
In this paper, a hybrid modeling method is proposed to characterise the nonlinear dynamics of MRE isolators. First of all, the dynamical performance of a prototype of MRE isolator is evaluated under various loading conditions, including sinusoidal, P r o o f C o p y random and seismic excitations, and di®erent electricity current inputs. Then, based on measured responses of the device and current levels applied to the device, an ELM-based model is built to portray the complex input-output relationship of the network, in which the network inputs are displacement, velocity and electricity current at current and previous time instants, and previous force instants and the network output is the current shear force. Since the over-¯tting problem may occur due to a large number of network inputs, it is preferable to logically select the network inputs prior to the model training. In this work, a novel binary-coded cat swarm optimization algorithm (BCDCSO) algorithm is proposed to optimize the input subsets of the ELM. Then, the performance of this optimal ELM is evaluated via the comparison between experimental data and network predictions. Moreover, the noise disturbances are added to the applied current, which is used to assess the robustness of the proposed model. The results show that the ELM with BCDCSOoptimized inputs and hidden neurons outperforms the analogous learning method (ELM) in terms of model accuracy.
Preliminaries

MRE isolator
As a novel smart material, MRE has the bene¯ts of both MR material and elastomer, i.e. quick response, controllable and reversible mechanical property. Generally, the MRE is made of three principle ingredients: elastomer matrix, polarized magnetic particles, and silicon oils. When the MRE is supplied with external magnetic¯eld, its mechanical properties, such as elasticity modulus and damping, will be greatly improved. It is able to avoid the problems of poor stability, sedimentation, and particle wearing existing in MR°uid. Because of this inherent feature, the MRE exhibits the huge potentiality in the¯eld of vibration and shock mitigation of mechanical or civil infrastructure.
Based on the advantages of the MRE material, a new adaptive isolator was developed by Li et al. using a traditional laminated con¯guration of rubber bearing. 11, 12 To realize a high performance of MR e®ect, the soft MRE material was employed in the design of the device. Fig. 1(a) shows the design schematic of the MRE isolator while Fig. 1(b) is the corresponding photo of real-product. It is seen from the¯gure that the device design is achieved via the replacement of conventional rubbers with MREs. The core part of the device is the formation of the laminated con¯guration via alternative vulcanization of MRE sheets and steel plates. There are a total of 25 layers of MRE sheet and 26 layers of steel plate in the design with the uniform 1 mm thickness. In the core, the steel plate provides the loading capacity to the isolator in the vertical direction while the MRE sheet provides high horizontal°e xibility to the device. Besides, an electromagnetic coil is installed surrounding the core with certain gap (allowing lateral deformation) to produce uniform magnetic°u x running through the MRE sheet. As a consequence, the sti®ness property of the 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 1840007-4 P r o o f C o p y device can be properly adjusted via changing the applied current of solenoid. The gap between the coil and core o®ers the device with the maximal shear deformation of 15 mm. The core and coil are incorporated with the steel wall, which is the outer layer of the device. The core is¯xed to both top and bottom plates of the device while the coil and steel yoke is¯xed to the bottom plate. The minimal axial loading capacity of the device is 50 kg under maximal shear deformation without the applied current. 12 With increase of the applied current, the axial load carrying capacity will be increased simultaneously. When the shear deformation is less than 15 mm, the axial load carrying capacity of the device will also be improved signi¯cantly. Because it is the function of shear modulus of the material and the thickness of the cross-sectional thickness, the axial loading capacity can be designed based on the practical application requirement.
Extreme learning machine
ELM is a kind of single-hidden layer feed-forward network (SLFN). Compared with traditional learning theories, ELM adopts the stochastic strategy to assign the input weights and thresholds of the network and the regularization calculation to obtain the network output weights. 17, 18 The network in such a model is still capable of approximating any continuous system and simultaneously avoiding the adjustment of all the network parameters. Accordingly, ELM has faster training speed, fewer training error, and stronger generalization capacity than conventional neural network. The basic principle of ELM can be summarized as follows.
Suppose that the SLFN has l input neurons, m hidden neurons, and a linear output neuron, shown in Fig. 2 . The following equation can be used to depict the relationship between network inputs and output: where k and k denote the input weights and thresholds of the kth neuron in the hidden layer, respectively; w k denotes the connection weight between kth neuron in the hidden layer and output neuron; Lð k , k , x) represents the kth output in the hidden layer using the stochastic parameter values ( k , k ). In ELM, suppose that there is a group of training samples (x i , y i Þ (i ¼ 1; 2; . . . ; M; M is the total number of training samples) and the output model of ELM can be represented using the following equation:
During the model training, parameters w, , and should satisfy the relationship as follows:
Equation (3) could be represented using the form of matrix:
where G denotes the network output matrix in the hidden layer and 
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To calculate the unknown output vector w, an error function Err of ELM is¯rst de¯ned as follows:
The training objective of ELM is to search for the optimal vector w to guarantee the minimum value of error between network outputs and real values of training samples, and the corresponding optimization problem is provided as:
where Y andŶ denote the network outputs and practical measured values, respectively. In accordance with Ref. 17 , when the activation function in the hidden layer is in¯nitely di®erential, the input weights k and the thresholds k is capable of being randomly assigned. Hence, it is unnecessary to adjust their values and the output matrix G is also constant during the network training. The training procedure of ELM can be regarded as calculating least square solutionŵ of linear system Gw ¼ Y :
If the neuron number in the hidden layer is equal to that of the training samples, the network will approximate to the training samples without any error for arbitrary k and k . If the neuron number in the hidden layer is smaller than that of training samples, the training error will approximate to an arbitrarily small positive constant ". In this case, the matrix G is not a square matrix and the linear system cannot be satis¯ed with suitable w, , and . Accordingly, the smallest norm least square solutionw is utilised to substitute for w in the linear system:
where G Ã is the Moore Penrose pseudo-inverse of G.
Cat swarm optimization
CSO is a newly developed swarm optimization algorithm that simulates the food hunting behavior of cats. Di®erent from other homogeneous animals, the cat spends most of its time on resting and observing the target, which can be de¯ned as searching behavior. 19 After the cat detects the prey, it will rapidly move and chase it, which can be depicted as tracking behavior. In CSO, two modes of operations are mathematically demonstrated to deal with the complicated optimization problem.
Searching mode
In the searching mode, there are four elements that should be introduced¯rst:
(1) Searching memory pool (SMP). SMP is de¯ned as the size of searching memory of each cat, which indicates the location point searched by each cat. 
Change rate of selected dimensions (CRD). CRD is de¯ned as the change rate of selected area. In this mode, change range of each dimension is determined by CRD. (3) Change number of dimensions (CND). CND is designed to indicate the number of dimensions that will be mutated in future, the value of which is randomly selected between 0 and maximum dimension. (4) Self-location judgment (SLJ). SLJ is de¯ned as the Boolean°ag, which represents whether the location of the cat moving to is one of the previous locations or not.
The procedure of search mode can be summarized as the following¯ve steps:
Step Step 4. If all the¯tness values of candidates are not completely same, evaluate the selection probability of each location point using the following equation:
where Fit i denotes the¯tness value of ith candidate and 0 < i < np. Fit b ¼ Fit max for the minimum optimization problem and Fit b ¼ Fit min for the maximum optimization problem. Or else, assign the selection probability of each candidate as 1.
Step 5. Adopt the roulette wheel method to select one candidate and substitute the selection for the current location.
Tracking mode
Tracking mode is developed for simulating the cat in tracking the target. In this mode, the movement of each cat is set according to the velocity of each dimension and the optimal location explored by the cat swarm. The procedure of tracking mode can be illustrated as follows:
Step 1. Update the velocity of each dimension using the following equation:
where x opt;d is the optimal location of the cat swarm; x k;d denotes the location of kth cat in dth dimension and N d is the total number of the dimensions; c 1 denote the constant; r 1 denotes a random number between 0 and 1. Step 2. Check whether the current velocity is out of range. If so, assign the velocity as the limitation value.
Step 3. Update the location of ith cat in dth dimension using the following equation:
Y. Yu et al. CSO combines the searching mode and tracking mode to solve the global optimization problem. First, a mixture probability (MP) is de¯ned to determine the percentages of the cat swarm in both modes. Because the cats spend most of their time on observing (searching mode) rather than capturing the food (tracking mode), the MP is always set as a small value to satisfy the real situation. The detailed algorithm procedure is provided as follows (also shown in Fig. 3 ):
Step 1. Generate N pop cats in the swarm.
Step the MP, part of cats will turn into the tracking model and the rest will be in the searching mode.
Step 3. Calculate the¯tness value of each cat and¯nd out the optimal one. If the current optimal location is better than previous ones, record it into the memory. Otherwise, keep the previous optimal value. Step 4. The cats move based on the value of their°ags. If the cat is in the searching mode, it will be applied to the searching mode procedure; if the cat is in the tracking mode, it will be applied to the tracking mode procedure.
Step 5. Re-assign the cats into the tracking mode or searching mode.
Step 6. Evaluate the stopping criterion. If the stopping criterion is met, the algorithm will be terminated. Or else, go to Step 3 and repeat Steps 3-5 until the criterion is met.
Proposed Method for Modeling MRE Isolator
In this paper, the ELM and the CSO are combined to contribute to a hybrid model to characterize the nonlinear dynamics of the MRE isolator. In the proposed model, the available inputs include the captured responses and supplying current of the device. However, to achieve the best performance of the ELM model, the model (network) con¯guration should be determined during the model training, before it is used to predict the shear force of the MRE isolator in application. Generally, the numbers of inputs and hidden layer neurons are two signi¯cant parameters that are directly associated with the generalization ability of the ELM. If the numbers of network inputs and hidden layer neurons are too small, the training time is relatively short but the trained network is di±cult to capture the e®ective information from the samples, which means that the network could not summarize the feature patterns of the samples. Inversely, if the network input and hidden layer neuron are set to the larger values, apart from the long training time, the network may be heavily dependent on some inputs or hidden neurons, which will lead to the problem of overtting and low generalization capacity. Accordingly, these parameters of the ELM model should be optimized to realise the optimal performance. In this work, optimizing the inputs and the neuron number in the hidden layer can be regarded as solving a discrete optimization problem. The network input selection can be expressed as the assignment of a binary string with the bit values of 0 and 1, and the length of the string is consistent with the total number of the network inputs. If kth (k ¼ 1; 2; . . . ; N input ) input is selected by the optimization algorithm, the value of corresponding bit will be set as 1. Or else, it will be set as 0. Apart from the network inputs, the neuron number in the hidden layer is another important parameter that should also be considered to be encoded in the string. As a result, in this work, the location of the cat in CSO is de¯ned as a binary string, shown in Fig. 4 , in which L input is the bit length that is employed to encode all the possible inputs and L hidden 9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 1840007-10 P r o o f C o p y denotes the bit length that is employed to encode the neuron number in the hidden layer between minimal and maximal values, with the following relationship.
where N max hidden and N min hidden denote the maximal and minimal values of neuron number in the hidden layer, respectively; the symbol dÁe denote the ceil function that returns the number value rounded to the smallest integer.
Furthermore, to solve this discrete optimization problem in this work, the standard CSO should be converted to the binary-coded discrete CSO (BCDCSO). Compared with standard CSO, the BCDCSO slightly changes in the searching mode.
Because the values of cat locations in BCDCSO are 1 or 0, a binary mutation is de¯ned to show the variation of the present location of the cat. Consequently, the mutation operation probability (MOP) is used to substitute for the CRD in standard CSO. In the searching mode, for each copy of SMP, choose CND dimensions and mutate them randomly in accordance with MOP and substitute for the previous ones. In the tracking mode of BCDCSO, the velocity v k;d , di®erent from that in the standard CSO, is de¯ned as the mutation probability of the cat at each dimension. And its mathematical expression is given as follows.
where the vector v 0 kd denotes the probabilities of the bits that change from 1 to 0 and the vector v 1 kd denotes the probabilities of the bits that change from 0 to 1. The location of kth cat at dth dimension is updated as:
where r 2 denotes the random numbers between 0 and 1; sigm denotes the sigmoid function, the curve of which is shown in Fig. 5 . It is shown that the value of the function approximates to 1 with the higher velocity, and the function value is close to 0 when the velocity is assigned with a lower value. Then, based on the BCDCSO and ELM, the proposed hybrid learning approach is employed for the nonlinear characterization of the MRE isolator. Here, the Bayesian Information Criterion (BIC) is adopted as the¯tness function for the Pareto-based 
½F ðiÞ ÀFðiÞ
where E MSE denotes the mean squares errors (MSE) between the experimental results and network outputs; N s denotes the total number of data for model training; F andF denote the experimental result and model prediction, respectively; p is an exponent parameter that is used to provide di®erent penalties to the model complexity, and its value is more than 1 for the nonlinear regression; represents the complexity of the model structure, which is de¯ned as the total parameter number of input and hidden layers. In this study, the designed ELM just has one output neuron, so the value of can be calculated as:
where N input and N hidden denote the neuron numbers in the input and hidden layers, respectively. The function of BIC is to add the penalty to the model complexity so as to get the parsimonious model. Since the¯tness value is decreased during the algorithm iteration, the optimal ELM model is selected corresponding to the cat with lowest¯tness value.
Dynamical Performance and Network Model Identi¯cation of MRE Base Isolator
To characterize the dynamic performance of the MRE isolator, several groups of experimental testing are conducted in the laboratory under various loading conditions. In this study, only horizontal loading is considered for experimental tests, because the device is used to change the lateral sti®ness of the isolated structure and related studies show that the vertical loading has little impact on the dynamic performance of the isolator. Figure 6 gives the equipment used for the testing of the MRE isolator. A hydraulic vibration table is used to provide the horizontal loading signals for the device, which is¯xed on the table and moves with the movement of the vibration table. The displacement sensor, internally connected with the platform of the vibration system, is used to obtain the displacement responses of the device. A force sensor, connected with the top of the isolator, is used to measure the force responses generated. The DC power is employed to energize the magnetic coils of the device, which is able to o®er the electricity currents from 0 A to 3 A with the increment of 1 A. A desktop with a DAQ system is used to record both loading and response signals.
To fully portray the nonlinear dynamics of the MRE isolator, three types of loading conditions are considered in this study: sinusoid loading, random loading, and seismic loading. For the sinusoid loading, the loading amplitude ranges from 2 mm to 8 mm with the frequency of [1, 4] Hz. For the random loading, the maximal amplitude is set as 5 mm and the varied loading frequency is in the range of [1, 20] Hz. For the seismic loading, El-Centro earthquake records are used as excitation inputs to drive the device. In this earthquake, the N-S component recorded at the Imperial Valley Irrigation District substation in El-Centro, California, during the earthquake on May 19, 1940 . To avoid the deformation of the isolator under critical level, the seismic inputs are scaled with the maximal amplitude of 4 mm. The sampling rate is set as 256 Hz. To guarantee the stable performance of the device, more than two cycles of responses will be captured for each loading condition. Table 1 summarizes the testing conditions for the MRE isolator.
The overall structure for model identi¯cation of the MRE isolator is shown in Fig. 7 . As mentioned in the previous section, the current and previous displacement and velocity responses, present current level and previous force responses are suggested as the network inputs while the generated shear force is selected as the 
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All the measurement data are divided into two groups: one group data from Cases 1 to 24 are used as training samples to set up the MRE isolator model; the other group of data from Cases 25 to 44 are used as the validation samples to test the performance of the trained model. Figure 8 gives the example of training data of displacement, velocity, current and shear force of the MRE isolator.
Results and Discussions
In this work, the BCDCSO and the ELM algorithms are implemented based on Matlab v.2015a running on a laptop with Intel Core i7 processor and 8 GB memory. The parameter setting of BCDCSO is given as: swam size (cat population) N pop ¼ 50, maximum iteration number N it ¼ 400, searching memory pool smp ¼ 5, mixture probability mp ¼ 20%, mutation operation probability mop ¼ 40%, change number of dimensions cnd ¼ 80%, and c 1 ¼ 2. For the¯tness function, the model complexity parameter p ¼ 2, as suggested in 20. To e®ectively decrease the in°uence of multi-dimensional network input on model accuracy, a normalization operation is conducted on all the experimental data. The equation for data normalization is given as:ỹ
where y max and y min denote the maximal and minimal values in the experimental data, andỹ denotes the normalized result. After this operation, all the elements in the input vector will be scaled in the range of [0, 1]. Next, the training samples (Cases 1-24) are inputted into the ELM for optimizing the network parameters via the BCDCSO algorithm. In addition to the network inputs illustrated in the Sec. 3, the scope of the neuron number in the hidden layer should be determined before the 9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 1840007-15 P r o o f C o p y network optimization. According to Ref. 21 , the scale of optimal hidden layer neuron number can be calculated as follows:
where N input and N output denote network input and output numbers, respectively. In this study, the value of N input is its maximal possible number, i.e. N input ¼ 9. is a constant in the range of [0, 9] . Hence, the scale for optimal hidden layer neuron number is [4, 12] . The optimal network parameters are gained through the minimization of thē tness function. The corresponding results are shown in Fig. 9 . It is noticeable that when the input number is small, the BIC error is around 9. Then, the BIC has an obvious decrease with the adding input number. When the input number exceeds a speci¯c value (6), the value of BIC tends to be stable and the change is not apparent. Similarly, after the neuron number in the hidden layer arrives at 10, the network has the optimal BIC. This optimal design contributes the ELM-based model with six inputs and 10 hidden neurons with the BIC of 4.7042. The six inputs are current and previous displacement responses xðtÞ and xðt À 2Þ, previous velocity responses vðt À 1Þ and vðt À 2Þ, current electricity current level IðtÞ and previous force response F ðt À 1Þ, respectively.
Then, based on the optimal model con¯guration, the samples from Cases 25 to 44 are employed to make up the validation set to evaluate the performance of the trained model. Figures 10 and 11 exhibit the capacity of the proposed model to predict the hysteresis characteristics of the device, in which Fig. 10 shows the model performance to portray the current-dependent property of the device and Fig. 11 demonstrates the model performance to forecast the excitation-amplitude property of the device. It can be observed from Fig. 10 that with increase of the applied 
current, the e®ective sti®ness of the isolator will be increased simultaneously, which is represented by the slope of the force-displacement loop. This phenomenon makes the MRE isolator more adaptive to be applied in the base isolation system via the change of the sti®ness property. The good match between experimental results and model predictions validates the e®ectiveness of the proposed model to characterize this feature. On the other hand, di®erent from current-dependent property in Figs. 10 and 11 shows that the sti®ness of the device has a slight deterioration with the increase of the loading amplitude from 2 mm to 8 mm. This phenomenon is also called Murphy's e®ect. The comparison results in Fig. 11 e®ectively demonstrate the capacity of the proposed model to predict this characteristic. 
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Figures 12 and 13 display the comparison results between experimental data and model outputs when the MRE isolator is driven by random and seismic excitations and supplied with four levels of electricity currents. The results in both¯gures show that the proposed model is capable of providing good performance to adapt the changeable loading frequency. Even though some obvious deviations (circled in thē gure) appear at the peak areas, the model well forecasts the changeable tendency of the shear force, which indicates the promising application of the BCDCSO-ELM model in the development of the semi-active controller of the device.
To further elaborate the e®ectiveness of BCDCSO to improve the performance of the ELM model, a comparative study is conducted based on same training and validation samples. The correlation coe±cient C between the experimental results and network outputs is employed as the evaluation index. The mathematical expression of the correlation coe±cient is shown as follows 22 : 
correlation coe±cient is a good indicator to represent the¯tting degree between two sets of data sequences. Generally, a high correlation coe±cient indicates good agreement of two sequences. Figure 14 compares the correlation coe±cients between the experimental results and outputs from two models: BCDCSO optimized ELM and standard ELM. It can be concluded from the¯gure that the values of the correlation coe±cients are 0.9938 and 0.9760 for BCDCSO-ELM and ELM, respectively. Thus, the optimized ELM has better generalization ability than the ELM without optimization in terms of nonlinear characterization of the MRE isolator. The superiority of BCDCSO-ELM over ELM is further veri¯ed. As all we known, in practice the measured responses are inevitably contaminated with background noises. On this occasion, it is de¯nitely necessary to assess the robustness of the proposed BCDCSO-ELM model under external noise in°uence. In this case, the white Gaussian noise is employed to be added into the current signals 
for the simulation of noisy data measurements. In this work, the e®ect of three di®erent levels of noise on the performance of the trained BCDCSO-ELM model is investigated. In the meantime, a comparative study between the BCDCSO-ELM model and standard ELM model is conducted to illustrate the noise resist characteristics of the proposed model. Figure 15 , respectively, gives the noisy current signals with three types of signal to noise (S/N) ratios, i.e. 100, 50 and 20 dB. The MSEs between noisy signals and the signals without noises are 3.6e-10, 3.5e-5, and 0.0111, respectively. Figures 16-18 provide the correlation results between the BCDCSO-ELM model and standard model, which are used to indicate the e®ect of measurement noise on the robustness of the model. From the results, it is clearly observed that the noise disturbance has little impact on the generalization ability of the BCDCSO-ELM model, which is able to maintain the high performance (C ¼ 0:9702) even if the noise level can arrive at 20 dB S/N ratio. On the contrary, the standard ELM model is relatively vulnerable to the external noise in°uence and the values of its correlation results have an obvious decrease with the increase of the S/N ratio. As a consequence, it is summarized that the BCDCSO-ELM model is capable of providing not only good generalization performance but also outstanding robustness, which well satis¯es the requirements in the practical applications.
Conclusions
This paper presents a novel ELM-based model to characterize the nonlinear dynamics of the MRE isolator, an adaptive smart device used in the civil structures for the mitigation of hazard vibration responses. To achieve the optimal generalization capacity of the proposed model, an improved CSO algorithm is employed to select the best network inputs and neuron number in the hidden layer. The performance of the proposed method is evaluated based on the displacement, velocity, shear force, and applied current responses captured from a prototype of the MRE isolator. The results show that the ELM with six input neurons and 10 hidden neurons has the best tness values (BIC) for modeling the MRE isolator, which is superior to the standard ELM without optimal parameters in terms of the correlation coe±cients between experimental results and model predictions. Finally, the robustness of the proposed model is also investigated via evaluating the e®ect of noisy current signals on the model accuracy. The analysis results show that the proposed model has strong noise-abatement property, which is able to improve the control e®ects of existing MRE-based isolation systems with noise disturbance.
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