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We apply the near-axis expansion method for quasisymmetric magnetic fields with anisotropic
pressure (developed in the companion paper, Part I)1 to construct numerical solutions to
circular axis stellarators. The solutions are found to second order in the distance from the
axis, not possible in the standard Garren-Boozer construction [D. A. Garren and A. H.
Boozer, Physics of Fluids B: Plasma Physics, 2822 (1991)], which assumes magnetostatic
equilibria with isotropic pressure.2 In the limit of zero anisotropy, it is shown that a subset
of coefficients can be chosen to avoid the overdetermination problem.
I. INTRODUCTION:
Quasisymmetric magnetic fields as a basis for con-
structing stellarators are a natural starting point to build
good plasma confinement devices. Quasisymmetry in its
weak sense, despite not being a continuous symmetry,
confers magnetized charged particles with an approxi-
mate conserved canonical momentum. This keeps parti-
cles close to magnetic flux surfaces, to which magnetic
field lines B are tangent. Such configurations have been
explored in many instances in the literature.3–5
However attractive, it is believed that fields in mag-
netostatic (MS) equilibrium with isotropic pressure that
are quasisymmetric (QS) in a global sense are likely not
to exist. This point of view found strong support in the
important work of Garren and Boozer2. Constructing
solutions by expansion around the magnetic axis, they
showed that a QS magnetic field in MS equilibrium is
forced to satisfy a set of overdetermined equations, that
is, the equations must satisfy a larger number of con-
straints than the allowed degrees of freedom.
In Part I of this sequence of papers1, and following the
insight in [6] and [7], the near-axis expansion procedure
was decoupled from the requirements of MS equilibria
with scalar pressure. Doing so allowed us to introduce
a more general form of force balance, one that admits
anisotropic pressure. In this paper we shall apply this
new approach to the particular case of a circular mag-
netic axis to explicitly construct solutions through sec-
ond order. The purpose of choosing this example is two-
fold. First, it enables us to show the new construction
at work to second order in as simple a case as possi-
ble, for which the problem of overdetermination occurs
for MS equilibria with scalar pressure [2]. The so called
looped differential equations of the construction obtained
in Part I, appear for the first time at this order. Sec-
ond, in the absence of a rigorous proof of the existence
of solutions of the looped equations, an explicit numer-
ical solution through second order would be a practical
demonstration of how to construct such solutions.
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FIG. 1. Circular magnetic axis. Depiction of the circular
magnetic axis for the stellarator construction, showing the
well-defined Frenet basis. The unit vectors are: bˆ tangent, κˆ
curvature and τˆ binormal.
In addition to the relevance of such solutions for a re-
stricted class of stellarators, these are also of interest for
”three-dimensional” tokamaks (i.e., classical axisymmet-
ric tokamaks plus symmetry-breaking perturbations).
The following is the plan for this paper. In Section
II, we start with a practical step-by-step application of
the first two orders of the general construction in Part I,
applied to a circular axis. Special attention is paid to the
differential equations involved and their solution. In Sec-
tion III, we follow up with a numerical example. Finally,
we explore how the isotropic limit may be achieved, and
close up with conclusions.
II. CONSTRUCTION OF SOLUTION
Let us consider the simple case of a circular axis. Such
an axis is fully characterised by a constant curvature (κ =
1) and a vanishing torsion (τ = 0). The radius of the
axis is taken to have unit length, with all other length
measures taken relative to it. As the curvature vanishes
nowhere, this guarantees the existence of a well-defined
Frenet set of vectors everywhere along the axis (see Fig.
1).
The solution off axis will be constructed order-by-order
following Part I. The labels used to refer to specific equa-
tions follow the convention introduced in Part I as well,
which we shall not reproduce here. The main definitions
of functions and relevant expansions inherited from Part
I are included in Appendix A for completeness.
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A. Expansion to first order
Start off with J1,
Bα0 =
dl
dφ
1√
B0
,
where by construction B0 and Bα0 are constant. Thus, it
follows that dl/dφ is also a constant. Now, if we integrate
it over a whole toroidal loop, it follows that dl/dφ =
1. (Thus, in this case, φ corresponds to the standard
cylindrical angle.)
Let us now consider the functions X1 and Y1, which
together describe the shape of flux surfaces to leading
order. The former is obtained from the next order Jaco-
bian equation, (Eqs. (14) and (15) in Part I)
XC11 = −
B2α0B
C
11
2
= η,
XS11 = 0,
which are constant and correspond to a choice of coordi-
nates that make 1/B2 have only a cosine component to
leading order.
The leading order co(ntra)variant equations describe
the function Y1, with Z1 = 0 = Bθ0 = Bθ1,. From C
0
b ,
(Eq. (23) in Part I), we obtain
Y S11 = −
4
√
B0
BC11B
2
α0
=
2
√
B0
η
,
which, like XC11, is again a constant. For the sine com-
ponent of Y1, C
1
⊥ yields a first-order ordinary differential
equation (ODE), which using the customary definition
Y C11 = Y
S
11σ, reads (Eq. (26) in Part I)
dσ
dφ
+ ι¯0σ
2 +
ι¯0
4B0
(η4 + 4B0)− η
2
2
√
B0
BCθ20 = 0. (1)
The Riccati equation for σ must be completed with an
appropriate boundary condition. In this case, we impose
σ(0) = σ(2pi) to guarantee periodicity.
Before discussing this equation in some more detail, we
note that σ is not the only unknown in Eq. (1). We have
no knowledge about the function Bθ20, which although
second order should be found now. Using equation II2
(Eq. (44) in Part I), we obtain
BCθ20(1−∆0) =
= B¯θ20 −Bα0 ι¯0η
2
2
∞∑
n=0
1
ι¯20 − n2
(
∆¯S0n sinnφ+ ∆¯
C
0n cosnφ
)
,
(2)
where ∆
S/C
0n represent coefficients (sine and cosine) of
the Fourier series in φ of the anisotropy on axis, ∆0. The
constant B¯θ20 is a free coefficient physically related to
the plasma current density at the magnetic axis. With
the closed form for Bθ20 in (2), the non-linear ODE for σ
may now be solved. For a thorough analysis of equation
(1), we refer the reader to, for example, [8]. Here, we
restrict the discussion to the main aspects of the equation
without proof.
FIG. 2. Leading order flux surface. Representation of the
flux surfaces to leading order around the magnetic axis. This
shows, in particular, the physical meaning of the function σ,
and parameters such as η.
Equation (1) may be formulated as an initial-value
problem for some σ(0). Then one can prove8 that for each
σ(0), there exists a value for the rotational transform ι¯0
on axis such that the solution to the equation is periodic
in φ. Numerically, the initial-value problem in σ can be
solved, for example, by a standard Runge-Kutta fourth-
order scheme for every pair of parameters (σ(0), ι¯0). As a
result of this integration, one can construct the quantity
σ(2pi)−σ(0). To obtain periodic solutions, the next step
is to use a standard Newton method to obtain a zero of
this expression.8
Given the freedom there exists in the choice of σ(0),
it is important to understand its physical meaning. By
definition, σ forms part of the function Y1, and thus de-
scribes some aspect of the shape of magnetic flux surfaces
to first order. The loci of such flux surfaces are given by,
x− r0 = η cosχκˆ+ 2
ηBα0
(sinχ+ σ cosχ)τˆ .
With the help of Fig. 2, which represents a poloidal
cross section of the stellarator, σ may be seen to affect
both the height and tilt of the elliptical cross-section of a
magnetic flux surface. Thus, a large value of σ produces
a predominant elongation in the binormal direction, with
σ = 0 representing alignment with the Frenet axes.
On a slightly different note, additional important in-
formation about the field may be obtained by following
the point of largest B around the torus, represented by
the leftmost black dot in Fig. 2.9 Going around the torus
once, the vector x− r0 remains within pi/2 rad measured
with respect to the curvature vector. This forces the con-
tour to have the same helical behaviour as the curvature
of the axis. In our case, the field will thus be necessarily
quasiaxisymmetric.
Before moving on to the next order, we make some
remarks on the role of B¯θ20. Its role and relation to
other coefficients is clear once the MS limit (∆0 → 0) is
considered. In this limit Bθ20 = B¯θ20, σ = σ(0), and the
rotational transform becomes
ι¯0 =
η2
2
√
B0
Bθ20
(
1 +
η4
4B0
+ σ(0)2
)−1
. (3)
This shows the importance of Bθ20 both in providing a
φ-dependent shaping of flux surfaces, as well as setting
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FIG. 3. Consistent order of functions. Order of func-
tions that ought to be simultaneously solved for. The color
code represents the order in which the functions are solved
for: red - first to be solved using the looped form of II, dark
orange, bright orange, yellow and pale yellow. The blue color
represents the introduction of free functions at even orders
that are to be solved self consistently. The dashed arrow and
reddish colored part of Bθn+1 represent that for odd orders,
the 0 harmonic term of the next order is to be solved simul-
taneously as well. The arrows show the mutual dependencies,
originating from Bθn.
the value of the rotational transform on axis. The for-
mer implies that for moderate anisotropy flux surfaces
will not be far from being axisymmetric to leading or-
der. The latter indicates that the rotational transform
on axis originates from the on-axis current, which makes
the stellarator a physically unattractive candidate (more
like a tokamak). For moderate anisotropy, the Newton
finder described before will yield values close to (3).
To complete the first-order construction, expressions
for the pressure and anisotropy through first order are
needed. These are precisely of the same form as presented
in Part I, and thus for brevity we do not repeat them here.
B. Expansion to second order
The first-order expansion described above is very sim-
ilar to the MS case worked out previously, for example,
in [9]. However, it is at second order that our approach
produces qualitatively different results. Whereas in the
standard approach the second-order equation appears to
be overdetermined2,9, in the new approach we avoid the
problem of overdetermination and are able to construct
a solution through second order explicitly.
As pointed out earlier in this paper as well as in Part I,
a noteworthy feature that appears at second order is the
set of two self-consistent, so-called, loop equations. The
unknowns in these equations are, as will be made explicit
later, the functions Y20 and Bψ0. To obtain the looped
equations explicitly in these two unknowns, it is essential
to know the form of the rest of the second order func-
tions, especially given the degree of mutual dependence,
as illustrated in Fig. 3 (diagram from Part I, reproduced
again here).
So let us start with Z2. The only harmonic of Z2 that
involves Bψ0 reads, (Eqs. (14) and (24) in Part I)
Z2,0 =
Bψ0
Bα0
+ Z˜20,
where
Z˜20 = −B0σσ
′
η2
.
The other two components are all written in terms of
expressions already known, that is,
ZS2,2 = B0
ι¯0
η2
[
σ2 − 1 + η
4
4B0
]
−B0 ι¯0
η2
σ′,
ZC2,2 = −B0
σ(2ι¯0 + σ
′)
η2
.
Following the flow in Fig. 3, we construct X2 using J
2.
Again, as it happened for Z2, only one of the harmonics
includes Bψ, (see Appendix C in Part I)
X2,0 =
B′ψ0
Bα0
+ X˜2,0
where,
X˜2,0 =
1
4
[
−4Bα1
Bα0
+ η2(1 + ι¯20)− 2
B20
B0
+
4B0
η2
ι¯20(1 + σ
2)+ ,
+
8B0ι¯0
η2
− 4B0
η2
σσ′′
]
.
The other two harmonics read
XC2,2 =
B0
4η2
[
η4
B0
(1 + ι¯20)− 2η2
BC22
B20
+ 4ι¯20(σ
2 − 1)−
−8ι¯0σ′ − 4σσ′′] ,
XS2,2 =−
B0
2η2
[
η2
BS22
B20
− 4ι¯20σ − 4ι¯0σσ′ + 2σ′′
]
.
The last of the functions describing the flux surfaces
through second order is Y2. In this case, using C
1
b , (Eqs.
(27) and (28) in Part I), we obtain
Y C2,2 = Y2,0 −
2B0σ
η2
B′ψ0 + Y˜
C
2,2,
Y S2,2 = −
2B0
η2
B′ψ0 + Y˜
S
2,2,
where,
Y˜ C2,2 =
2
Bα0η2
[(
XC2,2 − X˜2,0
)
+XS2,2
]
,
Y˜ S2,2 = −
1
Bα0
− 2
Bα0η2
[(
XC2,2 + X˜2,0
)
−XS2,2σ
]
.
To continue constructing functions at second-order, let
us turn our view to the opposite side of Fig. 3. Consider
the perpendicular pressure, whose 0th harmonic is the
only component explicitly dependent on Bψ0. From III
0
(Eqn. (45) in Part I),
pC2,0 = −Bα0 [Bψ0(∆0 − 1)]′ + p˜20
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where,
p˜2,0 =
Bα0
8B0
[8B0Bα1(∆0 − 1) +Bα0(4B20∆0−
−2B0η(4η∆0 + ∆C11))
]
.
The other two harmonics read,
pC2,2 =
1
8B20
[
4BC22∆0 − 2B0η(4η∆0 + ∆C11)
]
,
pS2,2 =
1
4B20
[
2BS2,2∆0 −B0η∆S11
]
.
Finally, we require the second-order form of the
anisotropy ∆, which will be constructed using Eq. I2.
From Eq. (62) of Part I,
∆2,0 = −B0p2,0 + ∆˜20 +
〈
B0p2,0 − ∆˜20
〉
φ
+ ∆¯20,
where
∆˜2,0 =η(2B0p
C
11 + ∆
C
11) +
B20
B0
∆0 +
(BC11)
2
2B20
∆0−
− ι¯0B
C
11
4B0
∫
(4B0p
S
11 + 3∆
S
11)dφ.
The constant ∆¯20 is a free parameter of choice, defined
in a way that it represents the φ-averaged value of the
anisotropy through second order.
To obtain the other two harmonics of ∆, simple har-
monic oscillator (SHO) equations (see Eqs. (63) and (64)
in Part I for more details and definitions) of the form
(B0p
C
22 + ∆
C
22)
′′ + (2ι¯0)2(B0pC22 + ∆
C
22)− f = 0,
need to be solved, where f = 2ι¯0B −A′.
Interested in a particular solution to the equation due
to periodicity requirements, the problem may be solved
straightforwardly in discrete Fourier space. Numerically,
the procedure requires finding the discrete Fourier coef-
ficients of f , applying n-dependent factors to them,
∆C22 = −B0pC22 +
∞∑
n=0
1
(2ι¯0)2 − n2 (f
C
n cosnφ+ f
S
n sinnφ).
For a well-behaved ∆0, it will suffice to retain the first
few Fourier harmonics for f .
This explicit construction of ∆2 has been included not
only for completeness, but also because it shows that
rational values of ι¯0 can constitute a problem. At this
order, a transform ι¯0 = 1/2 leads to a vanishing denomi-
nator for n = 1, making ∆22 blow up. More generally, if
we write ι¯0 = m/n, then ∆n is expected to diverge, ex-
cept if the m-th harmonic of f is zero. These resonances
should be avoided. Some numerical examples are shown
later.
C. Construction of looped equation II
With all the relevant functions to order n = 2 explic-
itly constructed and expressed in terms of the unknowns
Bψ0 and Y20, it is now the time to deal with the looped
equation I˜I
3
SC. To do so we will follow the instructions
detailed in Part I.
The algebraic details of this construction are left to
Appendix B. Here the main steps in the procedure are
sketched. First we should stablish what the looped equa-
tion I˜I
3
alludes to. The equation is a modified version of
Eq. II3 in which all the n = 3 order functions have been
eliminated in favour of Y20 and Bψ0.
To obtain it, we start by writing down II3 explicitly,
i.e. two differential equations in Bθ31. These equations
depend on p3,1 explicitly, which should be eliminated. To
do so, we need III1, which will in turn involve Bψ1,1. Fi-
nally, using C2⊥, the expression remains free of Bθ3,1, p3,1
and Bψ11 altogether. The system of coupled differential
equations may then be explicitly written as,
C1B1B
′
ψ0 + C
1
B2B
′′
ψ0 + C
1
Y 0Y20 + C
1
Y 1Y
′
20+
+ C2Y 2Y
′′
20 + C
1
0 = 0, (4)
and
C2B1B
′
ψ0 + C
2
B2B
′′
ψ0 + C
2
B3B
′′′
ψ0 + C
2
Y 0Y20+
+ C2Y 1Y
′
20 + C
2
0 = 0. (5)
The precise form of the coefficients C may be found in
Appendix B, Eqs. (7) and (8). It is important to note
that these factors are independent of the unknowns B′ψ0
and Y20.
Equations (4) and (5) constitute the looped equations
I˜I
3
SC: a system of coupled linear differential equations
for B′ψ0 and Y20. The highest derivative in each of the
equations is third order. In fact, the equation associated
with the sine component, Eq. (4), has as leading deriva-
tive terms B′′ψ0 and Y
′′
20. That associated with the cosine
component, Eqn. (5), involves B′′′ψ0 and Y
′
20.
With all the coefficients in this equation known, a so-
lution needs to be found numerically. Because we are
interested in finding periodic solutions, and the coupled
set of differential equations is linear, it is convenient to
represent all the relevant functions in a periodic basis in
φ. This representation will, by construction, guarantee
the periodicity of the unknowns of the problem, which
we will refer to in shorthand now as λ. Writing
λ =
nλ∑
n=−nλ
λne
inφ,
the ordinary differential equations are now transformed
into algebraic systems of equations in λn. To success-
fully complete this transformation though, the action of
two main operations need to be specified. First, we need
to know how derivatives translate in this new representa-
tion. This is straightforward since λ′ =
∑
inλn exp(inφ).
The second operation of importance is the product of
the coefficients C with the unknown functions λ in this
Fourier basis. Because we are dealing with the prob-
lem numerically, we will approximate the function λ by
a finite sum including nλ harmonics. Similarly, let the
coefficients in equations (4) and (5) be expressed as fi-
nite Fourier series limited to nC < nλ harmonics, with
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coefficients Cn. The product then reads,
Cλ =
nλ+nC∑
l=−(nλ+nC)
nλ∑
n=−nλ
λnCl−neilφ.
With this in mind, from each of equations (4) and (5) we
will have a total of 2(nλ + nC) + 1 algebraic equations,
one for each of the harmonics exp(ilφ). The Fourier co-
efficients for Y20 and B
′
ψ0 constitute a total of 2(2nλ+ 1)
unknowns, which would make the algebraic system over-
constrained. An appropriate truncation is needed for the
numerical problem to be well-posed. Assuming higher
harmonics to become increasingly more negligible, only
a small truncation error is introduced by keeping just the
lower nλ harmonics equations.
The linear system of algebraic equations may be suc-
cinctly put in matrix form, defining the matrices
Al,n = (C
1
B1)l−n + in(C
1
B2)l−n
Bl,n = (C
1
Y 0)l−n + in(C
1
Y 1)l−n + l
2δnl
Cl,n = (C
2
B1)l−n + in(C
2
B2)l−n + l
2δnl
Dl,n = (C
2
Y 0)l−n + in(C
2
Y 1)l−n,
where subscripts outside brackets label harmonics of the
coefficient inside (and are taken to vanish if |l−n| > nC),
and δnl is the Kronecker delta function. These matrices
are dominantly diagonal, with nC regulating the strength
of the coupling between different row/columns. The sys-
tem of equations reads,[
A B
C D
]
λ = −
C
1
0
...
C20
 ,
where λ is a vector including the harmonics of B′ψ0 and
Y20, and the right-hand-side contains the harmonics of
the inhomogeneous terms.
A periodic solution for B′ψ0 and Y20 is found by nu-
merically inverting the coefficient matrix (generally non-
singular), for which efficient algorithms exist (especially
if the matrix is sparse). Solutions found this way may
be then verified by feeding the values of the solution at
φ = 0 to a Runge-Kutta solver.
This does not however conclude the solution finding,
because for the solution B′ψ0 to be valid, its integral over
φ in the domain [0, 2pi) (or equivalently the 0th harmonic)
must vanish. (Otherwise, the function Bψ0 would be
multi-valued, which would be unphysical). In order to
satisfy this additional property, it is necessary to make
specific choices for parameters such as B¯θ20, B22, ∆¯20,
etc. At second order, there is only one new free parameter
∆¯20. By optimising this single parameter a solution that
satisfies the requirements is sought. While we provide
here no proof that this procedure always yields a solution,
we are able to provide explicit numerical solutions and an
interpretation of the solutions in the isotropic limit that
suggest this procedure can be implemented with success.
An illustrative example of this optimisation in ∆¯20 for
a number of values of ι¯0 is shown in Fig. 4. The color
represents the value of
∫
B′ψ0dφ, with the red line repre-
senting the set of valid solutions through second order.
FIG. 4. Optimisation space for correct solution. The
figure shows the value of
∫ 2pi
0
B′ψ0dφ in a space spanned by
parameters ι¯0 and ∆¯20. The red line represents the loci of
valid solutions. The figure was created for field coefficients as
specified in Section III, but with ∆0 = 0.
III. A NUMERICAL EXAMPLE
Let us now construct a numerical example through sec-
ond order. Take the on-axis anisotropy to be described by
two harmonics of the form ∆0 = −0.1 cosφ−0.1 cos 2φ for
example, with p⊥ = 1−∆0. For the magnetic field mag-
nitude, let 1/B2 = 1−1.8 cos θ+0.012(1+cos 2θ+sin 2θ)
and Bα = 1 + 0.1
2. Taking σ(0) = 0 and ι¯0 = 0.53, the
problem specification is complete.
First, let us construct the magnetic flux surfaces, and
show the Poincare´ plot corresponding to a cut through
φ = 0, pi (the geometric cylindrical coordinate). The
contours are shown in Fig. 5, where a few surfaces corre-
sponding to different values of  are plotted. Two aspects
illustrated by this contours are of importance. First, the
solution lacks axisymmetry, but it is quasisymmetric by
construction (within numerical error). Second, flux sur-
faces do not intersect up to  ∼ 0.4, above which a solu-
tion cannot exist. This limits how small the aspect ratio
of the stellarator can be made. Surfaces further away
from the axis are also correct only approximately to sec-
ond order. As qualitative guidance for the significance of
the corrections, we show a comparison of the first- and
second-order surfaces. To obtain more precise results, it
would be necessary to compute 3 corrections, but these
lie outside the scope of the present paper. It is interesting
to note that the second-order correction brings negative
triangularity into the problem.
To complete the solution we need to explore the fully
three-dimensional structure of the stellarator. It is also
important to check that the functions p⊥, p‖ and B are
physically realizable. Figure 6 shows the value of the
quasiaxisymmetric magnetic field on two magnetic flux
surfaces, while the perpendicular and parallel pressures
are shown in Figs. 7 and 8 respectively.
The departure of the equilibrium from isotropy is ev-
ident, both from the misalignment of flux surfaces and
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FIG. 5. Cross section of flux surfaces. The figure shows
the cross- sections of flux surfaces at  = 0.1, 0.2, 0.3 at
φ = 0, pi. The red contour shows the surfaces to leading order,
while the black contours include the second order corrections.
constant pressure surfaces, as well as p‖ 6= p⊥.
We show examples of the problems associated with
choosing a rotational transform on axis that is close to
the rational value of ι¯0 = 1/2 in Fig. 9. The enhanced
shaping is evident, making surfaces overlap at lower val-
ues of , and thus restricting the construction to larger-
aspect-ratio stellarators.
IV. ISOTROPIC LIMIT
In the previous section, we have presented an explicit
numerical example of a circular-axis quasisymmetric field
through second order in the near-axis expansion. In do-
ing so, we appear to have overcome the overdetermi-
nation problem that forbids such a construction in the
isotropic limit2. Now, it is natural to ask: can the pro-
cedure just employed yield isotropic solutions in some
limit? This limit is expected to shed some light on
the role played by the various free parameters (includ-
ing ∆¯20) in the construction of solutions.
To answer the question, it is first necessary to es-
tablish what, in the present context, is meant by the
isotropic limit. For the solution to be isotropic, the func-
tion ∆ = (p‖ − p⊥)/B2 must vanish. And it should do
so systematically to all orders considered, that is, up to
second order in the present context.
Doing so for the leading order, represented by the
anisotropy on axis, is straightforward. One may simply
set ∆0 = 0 as this function is an input for the construc-
tion. Setting ∆0 = 0 guarantees ∆1 = 0 (see Part I).
However, the same is not true for the anisotropy at the
second order. Though ∆22 = 0, ∆20 is generally not,
given that it depends on the parameter ∆¯20.
For a truly isotropic solution then, ∆¯20 must somehow
be reduced to zero. However, in the construction dis-
cussed above, this parameter serves as an output rather
than an input. Thus to construct an isotropic solution, it
will be necessary to vary other available free parameters
until an isotropic solution is found. Figure 4 is an exam-
ple showing how ∆¯20 changes with other parameters, in
this case ι¯0. For this example, there is a unique solution
with ∆¯20 = 0 in this space (ignoring the sign duplicity).
Varying some other parameters such as σ(0), the space of
isotropic solutions may be shown to be larger, as shown
in Fig. 10.
It is thus evident that there exists a whole set of
parameter combinations that allow for a construction
of isotropic quasisymmetric fields through second order.
Upon first glance, this seems to be in stark contrast with
the observation2 that the problem is overconstrained at
second order and thus cannot be solved. However, fur-
ther reflection suggests that this contradiction is only an
apparent one and stems from analysing the solvability of
the expansion procedure solely by counting the number
of equations and unknowns. In fact, our work suggests
as a resolution that certain combinations of parameters
effectively reduce the number of independent constraint
equations allowing for a solution to be found.
To make this observation stronger, we investigate the
isotropic limit of the self-consistent set of equations I˜I
3
SC
in (4) and (5). In the ‘isotropic’ limit, generally, the
equations simplify quite significantly (considering B′ψ0 →
0 and many functions such as σ or Bθ20 to be constant,
yet keeping a finite ∆¯20),
8B0
3η
ι¯20Y20 ≈ −B20 p˜S31Bα0,
16B0
3η
ι¯20σY20 ≈ B20Bα0p˜C31 +Bα0B0η∆¯20.
Upon first glance, the general structure of these equa-
tions might suggest that the problem is overdetermined.
However, provided that
∆¯20 =
ι¯0
ηBα0
(
2σB˜Cψ11 − B˜Sψ11
)
+ 2
Bα1
Bα0
, (6)
these equations will actually not be independent. In the
isotropic situation, the left-hand-side is fixed to a value
of 0, and thus Eq. (6) prescribes allowed combinations
of coefficients. That when satisfying an equation like
(6) the construction avoids overdetermination suggests
that there could be particular coefficient combinations
that would avoid overdetermination not only for more
complex magnetic axis shapes, but also at higher order.
This hypothesis could open the door to more ‘global’
quasisymmetric solutions than those obtianed in present
approaches such as [8]. We leave these explorations to
future work.
Before concluding this section, we remark that Eqn.
(6) also provides some insight into why solving for
∆¯20 seems to always work in yielding a solution. A
similar equation will hold approximately in moderately
anisotropic systems, and a similar equation could be ex-
pected to exist in more general cases. With this in mind,
one sees that an appropriate value ∆¯20 equal to the right-
hand-side may always be chosen for any given choice of
the remaining free parameters. In a sense, one may think
of this ∆¯20 piece as being used to balance any left-over
piece unable to balance with the isotropic j × B = ∇p
force.
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FIG. 6. Magnetic field at flux surfaces for circular axis stellarator. The figures show the magnetic field magnitude on
two magnetic flux surfaces at  = 0.1 and  = 0.3, for the parameters specified in this section.
FIG. 7. Perpendicular pressure, p⊥, at flux surfaces for circular axis stellarator. The figures show the perpendicular
pressure on two magnetic flux surfaces at  = 0.1 and  = 0.3, for the parameters specified in this section.
FIG. 8. Parallel pressure, p‖, at flux surfaces for circular axis stellarator. The figures show the parallel pressure on
two magnetic flux surfaces at  = 0.1 and  = 0.3, for the parameters specified in this section.
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FIG. 9. Flux surfaces approaching the ι¯0 = 1/2 resonance. The figures show the magnetic field magnitude on the
magnetic flux surfaces at  = 0.1 for two values of the rotational transform as the ι¯0 = 1/2 resonance is approached. The flux
surface cross section corresponds to the figure on the right, and shows that flux surfaces start to overlap at lower values of .
FIG. 10. Optimisation space for valid isotropic solu-
tions. The figure shows the space spanned by parameters
B¯θ20 and σ(0), with the color map corresponding to the de-
viation of Bψ0 from its correct single-valued behaviour. The
red line represents the loci of valid isotropic solutions. The
field coefficients are those in the example before, but looking
for isotropic solutions.
V. CONCLUSION
In this paper, we present an application of the near-
axis expansion construction for a quasisymmetric mag-
netic field in anisotropic pressure force balance with a
circular axis. A step-by-step procedure is given following
Part I to explicitly construct a solution through second
order in the distance from the axis. This is in contrast
with the construction of Garren and Boozer2 which ap-
pears to lead to the problem of overdetermination at sec-
ond order and beyond.
It is shown here that the isotropic limit may be
taken quite naturally without falling into the problem
of overdetermination. One is forced into particular com-
binations of parameters describing the field when doing
so, which effectively modifies the number of independent
constraint equations in the problem, circumventing [2].
The anisotropic formulation presented here thus seems
to offer a natural way into constructing quasisymmetric
fields to higher orders. The avoidance of overdetermina-
tion suggests that there might exist a way of obtaining
solutions in a more global sense, which in special case
might be isotropic. A more definitive proof is left for
future work.
APPENDIX A. SUMMARY OF DEFINITIONS
Let the magnetic field be written,
B =Bθ∇χ+ (Bα − ι¯Bθ)∇φ+Bψ∇ψ
=∇ψ ×∇χ+ ι¯∇φ×∇ψ,
where ι¯ = ι − N , ι is the rotational transform and N is
the helicity of the magnetic field contours. The helical
coordinate χ = θ−Nφ is based on the set of generalised
Boozer coordinates {ψ, θ, φ}.
Magnetic flux surfaces are described by the position
vector,
x− r0 = Xκˆ+ Y τˆ + Zbˆ,
where {X, Y, Z} are space functions of the generalised
Boozer coordinates, {bˆ, κˆ, τˆ} form the Frenet set of unit
vectors associated with the magnetic axis, and r0 repre-
sents the axis itself.
Concerning the functions pertaining to force balance,
perpendicular and parallel components of the pressure
are defined (p⊥ and p‖ respectively). An anisotropy func-
tion is also defined ∆ = (p‖−p⊥)/B2, which by the phys-
ical requirement of positivity of the pressure must satisfy
the inequality ∆ > −p⊥/B2.
All of these functions are to be expanded, as part of
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the near-axis expansion, in Taylor-Fourier series such as,
Bθ =
∞∑
n=0
n
n∑
m=0|1
[Bcθnm(φ) cosmχ+B
s
θnm(φ) sinmχ] .
Some functions with a particular form of symmetry such
as the magnetic field, have simplified forms of the expan-
sion with constant coefficients,
1
B2
= B0 +
∞∑
n=1
n
n∑
m=0|1
(Bcnm cosmχ+B
s
nm sinmχ) .
Finally, flux functions such as Bα or ι¯ will have standard
Taylor expansions,
ι(ψ) =
∞∑
n=0
2nιn.
For more details we refer the reader to Part I.
APPENDIX B. EXPLICIT CONSTRUCTIONS THROUGH
THIRD ORDER FOR LOOPED II3
Let us start by writing II3 explicitly. From Eq. (65) of
Part I, we write
B0[(1−∆0)BCθ3,1]′ −B0ι¯0(∆0 − 1)BSθ3,1 = B20Bα0pS3,1−
− Bα0
4
[
2BS11∆0 − 8B0BC11pS2,2 + 2BS2,2(2B0pC11+
+∆C11)− 2BC22∆S11 −BC11∆S2,2
]
+BC11(2Bθ20∆
′
0+
+ (∆0 − 1)Bθ20)−B0(−∆C11B′θ20 +B0Bθ20pC11′)
B0[(1−∆0)BSθ3,1]′ +B0ι¯0(∆0 − 1)BCθ3,1 = −B20Bα0pC3,1−
− Bα0
4
[
2BC11ι¯0∆0Bθ20 − 4B20 ι¯0Bθ20pC11+
+Bα1(−2BC11∆0 + 4B20pC11) +Bα0(−2BC3,1∆0+
+(BC11)
2pC11 + 8B0B
C
20p
C
11 − 4B0BC22pC11 − 2BC22∆C11+
+BC11(8B0p
C
22 − 2∆20 + ∆C22)− 2BS22∆S11)−
−4B0∆S11B′θ20 + 4B20Bθ20pS11′
]
.
These clearly look like ordinary differential equations in
Bθ31, but they depend on the third-order form of the
pressure as well. Thus, we should be careful and write
down the expression for p3 using III
1 to eliminate it (see
Eq. (66) in Part I). This is algebraically convoluted, but
important. We write
pC3,1 =
Bα0
12B0
[
2Bα1(B
C
11(−4 + 5∆0)− 2B0(B0pC11−
−2∆C11)) +Bα0(6BC31∆0 − 3(BC11)2pC11 − 8BC20pC11−
−4B0BC22pC11 + 4BC20∆C11 + 2BC22∆C11 +BC11(−16B0p20−
−8B0pC22 + ∆20 + ∆C22)− 8(B0ι¯0((∆0 − 1)BSψ11+
+Bψ0∆
S
11) +B
C
11((∆0 − 1)B′ψ0 +Bψ0∆′0)+
+B0(∆
C
11B
′
ψ0 +B
C
ψ11∆
′
o −BCψ11′ + ∆0BCψ11′+
+Bψ0∆
C
11
′))
]
pS3,1 =
Bα0
12B0
[
Bα0(6B
S
31∆0 − 8B0BC11pS22 +BS22(−4B0pC11+
+2∆C11) + 4B20∆
S
11 − 2BC22∆S11 +BC11∆S22)+
+8B0(ι¯0((∆0 − 1)BCψ11 +Bψ0∆C11) +Bα1∆S11−
−∆S11B′ψ0 −BSψ11∆′0 +BSψ11′ −∆0BSψ11′ −Bψ0∆S11′)
]
.
Finally, and because these depend on Bψ1, expressions
for these are needed to complete the loop eeqautions. So,
using C2⊥, we obtain
BSψ11 =
3
2
BCθ31 −
8ι¯0σ
η
Y20 +
B0
η3
[
ι¯0
(
− η
4
B0
+ 12(σ2+
+1)) + 8σ′]B′ψ0 −
4
η
Y ′20 + B˜
S
ψ11
BCψ11 =−
3
2
BSθ31 −
4ι¯0
η
Y20 −
(
η +
4B0
η3
(1 + σ2)
)
B′′ψ0+
+ B˜Cψ11,
where
B˜Cψ11 = −
4ι¯0
η
(Y˜ C22 − σY˜ S22) +
2
η
Bθ20
[
σ(X˜20 −XC22) +XS22
]
+
+
2η
B0
[
Y˜ S22(Z˜20 − ZC22) + Y˜ C22ZS22
]
+
2σ
η
Y˜ C22
′
B˜Sψ11 = −
4ι¯0
η
(Y˜ S22 + σY˜
C
22)−
2η
B0
Y˜ C22Z˜20 −
Bθ20
2η
[
3η2−
−4X˜20 − 4XC22 + 4σXS22
]
− 2
η
(Y˜ C22
′ − σY˜ S22′)+
+
Bα0
η
[
η2Y˜ S22Bθ20 − 2η2ι¯0XC22 + 4Z˜20σXC22+
+4Z˜20X
S
22 − 4σX˜20ZC22 + 4XS22ZC22 + η2ZS22−
−4X˜20ZS22 − 4XC22ZS22 + η2XS22′
]
.
Plugging explicitly the form for Bψ11 into the expressions
for the pressure p31, and p31 into the equations for Bθ31,
we obtain{
2
3
B0(∆
S
11 − ι¯0η∆′0) +
8B20
η3
ι¯0
[
(1 + σ2)(∆0 − 1)
]′
+
+
16B20
3η3
[(∆0 − 1)σ′]′
}
B′ψ0+{
32B20
3η3
ι¯0(∆0 − 1)(1 + σ2) + 16B
2
0
3η3
(∆0 − 1)σ′
}
B′′ψ0+{
8B0
3η
ι¯20(∆0 − 1) +
16B0
3η
ι¯0 [(1−∆0)σ]′
}
Y20+{
16B0
3η
ι¯0σ(a−∆0)− 8B0
3η
∆′0
}
Y ′20+{
8B0
3η
(1−∆0)
}
Y ′′20−
−B20Bα0p˜S31 +
Bα0
2
[
BS31∆0 + 8B
2
0ηp
S
22 +B
S
22(−2η∆0+
+∆C11)−BC22∆S11 +B0η∆S22
]
+B0 [3ηBθ20∆
′
0+
+B′θ20(2η(∆0 − 1)−∆C11)
]
= 0, (7)
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and{
2
3
B0η(1−∆0)(1− ι¯20)−
2
3
B0∆
C
11 +
8B20
η3
ι¯20(1−∆0)×
×(1 + σ2) + 16B
2
0
3η3
ι¯0(1−∆0)σ′
}
B′ψ0+{
8B20
3η3
[
(1 + σ2 +
η4
4B0
)(∆0 − 1)
]′}
B′′ψ0+{
8B20
3η3
(∆0 − 1)
(
1 + σ2 +
η4
4B0
)}
B′′′ψ0+{
8B0
3η
ι¯0 [2ι¯0(∆0 − 1)σ + ∆′0]
}
Y20+{
16B0
3η
ι¯0(∆0 − 1)
}
Y ′20+
B20Bα0p˜
C
31 −
Bα0
2
[
−2B0η∆˜C20 + 2B20ηp˜20 + 2B0η3∆0+
+4ηB20∆0 − 2ηBC22∆0 +BC31∆0 + 8B20ηpC22+
+BC22∆
C
11 +B0η∆
C
22 +B
S
22∆
S
11
]−B0∆S11B′θ20 = 0, (8)
where
p˜C31 = −
η
3B0
∆˜20 + 3ηp˜20 − 2ι¯0
3B0Bα0
(∆0 − 1)B˜Sψ11+
+
η3
B0
∆0 +
2ηB20
3B20
∆0 +
ηBC22
3B20
∆0 +
4
3
ηpC22−
− 2Bα1
3B0Bα0
(−2η + 2η∆0 −∆C11) +
B20
3B20
∆C11+
+
BC22∆
C
11
6B20
− η∆
C
22
6B0
+
BS22∆
S
11
6B20
+
+
2
3B0Bα0
[
B˜Cψ11(1−∆0)
]′
,
and
p˜S31 =
2ι¯0
3B0Bα0
(∆0 − 1)B˜Cψ11 +
2Bα1
3B0Bα0
∆S11+
+
1
6B20
[
3BS31∆0 + 8B
2
0ηp
S
22 +B
S
22(2η∆0 + ∆
C
11)+
+2B20∆
S
11 −BC22∆S11 −B0η∆S22
]
+
+
2
3B0Bα0
[
B˜Sψ11(1−∆0)
]′
.
In the main text this equation is presented schematically,
labeling the factors associated to each one of the terms.
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