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Existence theorems for the quasilinear elliptic systems Lu(x) =f’(x, U(X)) and 
Lu(x) =g(x, u(x). VU(X)), subject to zero Dirichlet boundary conditions, are given, 
where L is a vector valued second order uniformly elliptic differential operator, and 
fand g are vector valued Carathtodory functions. The method builds on a priori 
estimates for the LerayySchauder continuation principle, the general theory of 
superposition operators in ideal function spaces, and recent results on Orlicz spaces 
of vector-valued functions. (‘ 1990 Academic Press, Inc 
Let Q be a bounded domain in R” (n 2 2), 
Wx) =.fk u(x)) (1) 
a nonlinear superposition operator generated by some CarathCodory 
function f: 52 x R” + R”, 
Wx) = dx, u(x), Vu(x)) (2) 
a nonlinear first order differential operator generated by some 
CarathCodory function g: .Q x IQ” x R”‘” -+ KY’, and 
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(=I I /=I . / 
+ i hi(x) 
au(x) 
,=I 
ax + b(x) u(x) 
I 
26 
0022-247X/90 $3.00 
CopyrIght 6’) 1990 by Academic Press. Inc 
All rights of reproductmn in any form reserved 
QUASILINEAR ELLIPTIC SYSTEMS 27 
a linear second order elliptic differential operator generated by some matrix 
valued measurable coefficient functions a,,j, ai, bi, b: 52 + lRmz”. 
This paper is concerned with general solvability results for the 
quasilinear systems 
and 
Lu=Fu (4) 
Lu = Gu, (5) 
subject to the Dirichlet boundary condition u IaQ = 0. Many fundamental 
solvability results for this problem have been obtained by 0. A. 
Ladyzhenskaya, J. Leray, J. L. Lions, M. I. Vishik, and others (see, e.g., 
[ 10, 11, 203) which build on the classical theory of monotone operators in 
G. Minty’s sense ([13]; see also [3]). In what follows, we shall study 
problems (4) and (5) by means of another method which allows us to 
generalize the classical results and makes it possible, in particular, to avoid 
monotonicity assumptions on the nonlinearities f and g involved. The main 
tools are certain a priori estimates for the Krasnosel’skij-leray-schauder- 
Schaefer continuation principle (see, e.g., [S, 16, 17]), the general theory 
of the nonlinear superposition operator (1) in ideal function spaces (see, 
e.g., [2, 21, 22]), and recent results on Orlicz spaces of vector valued 
functions [14, 251. We point out that the structure of such spaces is much 
more complicated that in the scalar case, and thus the results presented 
here are not just generalizations from scalar differential equations to 
systems. 
1. AN IMBEDDING LEMMA 
In what follows, we shall denote the scalar product and norm in the 
Euclidean space R” by (., .) and 1 . 1, respectively, and the scalar product 
and norm in the Lebesgue space L, = L,(sZ, R*) by (., .) and (( . I(, respec- 
tively. As usual, H’ = H’(SZ, UP) is the Sobolev space defined by the norm 
Ilull 1 = II4 + IIW~ (6) 
while HA= HA(O, Rm) is the closure of Cc(s2, Rm) with respect to the 
norm (6). In some parts we shall also need the Lebesgue space 
L, = L,(Q, W). 
Given a Young function M: Q x R” + [0, cc], the term “Orlicz space” 
will refer to either the space L,= L,(Q, Rm) of all measurable functions 
u on Sz such that 
Ilull ,,,, = inf k: k > 0, jD M[x, u(x)/k] dx 5 11 
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is finite, or to the subspace LL = LL(Q, R”‘) of all UE L, with absolutely 
continuous norm (see, e.g., 1251). In particular, we shall be interested in 
Orlicz spaces X with the property that XC L, G X’ where X’ denotes the 
associate space of X (see, e.g., [6, 251) and H:, is continuously or com- 
pactly imbedded in X; conditions for such imbeddings in terms of the 
generating Young function M may be found in [ 151. 
Throughout this paper, we denote by Z the special Lebesgue resp. Orlicz 
space 
L L z= 2qqn ~ 2) if n > 2, L/V if n = 2, (7) 
where N(U) = el”l - In/ - 1. By the well-known Sobolev imbedding theorem 
(see, e.g., [ 10, IS], and also [6]), the space HA is always continuously 
imbedded in Z. An imbedding condition for arbitrary Orlicz spaces is given 
by the following 
LEMMA 1. Let X be an Orlicz space such that the space Z is absolutely 
continuously imbedded in the space X (i.e., the elements of the unit ball of Z 
have uniformly absolutely continuous norms in X). Then HA is compactly 
imbedded in A’. 
Proof. By Kondrashev’s imbedding theorem (see, e.g., [ 18]), the unit 
ball of Hi is compact in L,, hence a fortiori compact in measure. Since the 
imbedding XG Z is absolutely continuous, the statement follows at once 
from [25, Lemma 21. 1 
Sufficient conditions under which Z is absolutely continuously imbedded 
in an Orlicz space X of vector functions may be found in [ 151. We point 
out that many results stated here for Orlicz spaces carry over to general 
ideal function spaces as well (see [21,24] for definitions and results). 
2. FIRST EXISTENCE THEOREM 
Suppose that the operator L in (3) is continuous and invertible from HA 
into HP’ (the dual space of HA with respect to the L,-pairing (., .)). 
Sufficient conditions for this have been given in large parts of the literature 
on linear elliptic operators (see, e.g., [9, lo] and the bibliography therein). 
In our case, it s&ices to assume that 
for some tl> 0. 
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We say that the Dirichlet problem for Eq. (4) is solvable (in HA) if there 
exists UE HA such that FUE H-’ and Lu = Fu. In order to state our first 
solvability result, we first need two simple lemmas. 
LEMMA 2. Let X be an Orlicz space such that the imbeddings 
H,@ZL,cX’cH~ (9) 
hold. Suppose, moreover, that the superposition operator F maps X into x’ 
and is bounded and continuous. Then u is a solution to the Dirichlet problem 
(4) if and only if u is a fixed point of the operator L-IF in X. If HA is 
continuously (resp. compactly) imbedded in X, then the operator L-IF is 
continuous (resp. compact). 
Proof: The assertion follows immediately from the diagram 
LEMMA 3. Suppose that the hypotheses of Lemma 2 are satisfied. 
Assume, in addition, that the coerciveness inequality 
(u, Fu)+cIIuII;5 (Lu, u)+d (u+) (10) 
holds (c, d > 0). Then each fixed point u of the operator AL ~ ‘F in X (15 1) 
satisfies the a priori estimates 
Ilull, 5 d1’2c-‘f2, I/~Ilxi~=~(c, 4, (11) 
where p depends on c and d from ( 10) and on the norm of the imbedding 
H&X. 
Proof: If u = 1L- ‘Fu for some u E X, then actually u E HA and, by 
Lemma 2, 
Consequently, 
(Lu, u) =i(Fu, u) 5 (FM, u). (12) 
OS (Lu, u> S (Lu, u> +d-c IIuII;, 
by (10); now (11) follows from a trivial calculation. 1 
4091145.1-3 
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We remark that the coerciveness inequality (10) holds if, for instance, 
(FL, u) S-cl (Lu, u) +I’: (u#J (13) 
for 0 < c1 < 1 and c2 > 0. Moreover, in case E, < 1 the inequalities in (11) are 
strict. 
We are now in a position to state our first existence result for Eq. (4) 
with Dirichlet boundary conditions. 
THEOREM 1. Let X be an Orlicz space such that X E L, c X’ con- 
tinuously, and Z c X absolutely continuously. Suppose that the hypotheses of 
Lemma 3 are satisfied. Then the Dirichlet problem for Eq. (4) is solvable. 
Proof: By Lemmas 1, 2, and 3, the compact operator L- ‘F acts in the 
space X and has no eigenvector on the sphere lIz.Il x = p which corresponds 
to eigenvalues i > 1. Thus, the Krasnosel’skij-LeraySchauderSchaefer 
continuation principle (see [S, 16, 173) implies that there is a fixed point u 
of L-‘F in the open ball IIuIIx < p. By Lemma 2, this fixed point is the 
required solution to Eq. (4). 1 
3. SECOND EXISTENCE THEOREM 
We shall now weaken the assumption on the absolutely continuous 
imbedding Z c X and the acting condition F(X) E X’. 
By the well-known Poincare inequality 
(see, e.g., [lo]) and by assumption (8) we have that 
(Lu, u> 244* (UE HA) (14) 
for some E > 0. Denote by pL the smallest positive E for which (14) holds; 
it is well known that, if L is self-adjoint, pur. is just the first Dirichlet eigen- 
value of L (see, e.g., [9, lo]). 
LEMMA 4. Suppose that the upper estimate 
(u,f (x, u)) 5 y lu12 + h(x) (xEQ;UEw) (15) 
holds, where 0 < y < .uL, and 6 E L, is positive. Then 
yllull*+d5Wu,u)+d-44: (16) 
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and 
(Fu,u)+cII~II:~(Lu,tl)+d (17) 
,for UEHA, where d is the L, norm of 6, and c = a(pc, - y) ,a;’ with a as 
in (8). 
Proof: Estimate (16) follows from 
(Lu,u)=~(Lu,u)+I(Lu,u: 
PL 
>PLCY 
= -a II~/I?+YI/~~~, 
while estimate (17) follows from (15) and (16). m 
LEMMA 5. Suppose that the hypotheses of Lemma 4 are satisfied, and the 
operator F maps the space L, into itself: Then the operator L ~ ‘I; has a fixed 
point u* EL, such that 
d 
Ilu*I125 lb*ll:5- 
c 
(18) 
and 
s 
I(Fu*(x), u*(x)) / dx 5 2a, (19) 
R 
where c=a(pL-y)pil and a=d(l +yc-‘). 
Proof: By Lemma 4, estimate (17) holds; consequently, we may apply 
Theorem 1 (for the case X=x’ = L,) and get a fixed point U* for L-‘F in 
L,. Estimate (18) follows from (11) (see Lemma 3); it remains to prove 
(19). 
To this end, let D denote the set of all XE 52 such that 
(Fu*(x), u*(x)) 20. By (15) and (17) we have 
i:, (Fu*(x), u*(x)) dx 5 y j-D lu*(x)l’ dx+ Jb b(x) d.w 
51; IJu*l12+d$ydcp1+d=a. 
On the other hand, 
05 (Lu*, u*) = (Fu*, u*) 
= s, (Fu*(x), u*(x)) dx + 5,,, (Fu*(x), u*(x)) dx 
32 
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-I,, I) (h*(x), u*(x)) d.x 5 i’ (Fu*(x), u*(x)) d.x. 
D 
Thus we conclude that 
s (Fu*(x), u*(x)) dx 5 2 5 (Z%*(x), u*(x)) dx 5 2a 
R D 
as claimed. 1 
LEMMA 6. Let Z he the space defined in (7). Suppose that (u,), is a 
sequence in Z’ which converges in measure to some u0 E Z’ and satisfies 
sup cut,> zXD) --+O (mes D -+ 0) (20) 
for each z E Z. Then the sequence (L- ’ II,), converges in the weak topology 
a(Z’, Z) on Z’ to L ’ v0 E Z’. 
Proof: First of all, we observe that the operator L ’ maps the associate 
space Z’ of Z into itself, as is shown in [6]. Thus, the adjoint operator 
(L-l)* of L-’ acts in the space (Z’)* =Z, i.e., 
(L-Iv, z) = (v, (L-‘)*z) (u E Z’, z E Z). 
Given now a sequence (u,), with the above-mentioned properties and 
z E Z, the scalar functions v,(x) = (v,(x), (L- ‘)*z(x)) have uniformly 
absolutely continuous L, norms and converge in measure, hence also in 
L,, to the scalar function qO(x) = (v,Jx), (L-‘)*z(x)). Consequently, 
(L-1 v,, z) = (v,, (L ‘)*z) + (v,, (L-‘)*z) = (L--‘vo, z) 
which shows that the sequence (L- ‘u,),, converges in o(Z’, Z) to 
L P1 uO E Z’, since z E Z is arbitrary. 1 
We state now our main existence result as 
THEOREM 2. Let X be an Orlicz space such that 
H;~Z~XGL,~X’EZ’GH-’ 
continuously. Suppose that the hypotheses of Lemma 4 are satisfied, and 
kf(x, ~))Saal(u,f(x, u))l +4x, u, z) (xEQ;u,zERm), (21) 
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where a > 0 is constant and w: Q x KY” x R” + IR is a Caratheodory function 
which generates a superposition operator W[u, z](x) = w(x, u(x), z(x)) from 
Xx Z into L,. Finally, assume that either (a) the imbedding Z 5 X is 
absolutely continuous, and the operator W[ ., z] maps, for each fixed z E Z, 
any compact sequence X,E X into a sequence W[x,, z] with uniformly 
absolutely continuous norms in L, , or (b) in case n > 2, the operator W[ ., z] 
maps, for each z E Z, any bounded sequence x, E X into a bounded sequence 
W[x,, z] EL, ; in case n = 2, the operator W[ ., 0] is bounded, and the 
operator W[ ., z] = W[ ., z] - W[ ., 0] maps, for each z E Z, any bounded 
sequence x, E X into a sequence W[x,, z] with umformly absolutely con- 
tinuous norms. 
Then the Dirichlet problem for Eq. (4) is solvable. 
Proof For n E N we set 
r fb u) if If@, u)l 24 
fn(x, u)= 
L 
fk u) 
TxGii 
if 1 f (x, u)l > n. 
By assumption (15) (see Lemma 4), we have 
fnk u)=~,(x, u)f(x, u), (22) 
where 0 < 0,(x, u) 5 1 and 
(u,f,(x, 4EYl~12+w) (xEQ;uERm). (23) 
Since all functions f,, are also Caratheodory functions, the corresponding 
superposition operators F,,u(x) =fn(x, u(x)) are bounded and continuous 
in L,, by the Krasnosel’skij-Rutitskij-Sultanov theorem [7]. By (23) and 
Lemma 5, each operator L-‘F,, has a fixed point u,* EL, such that 
d 
llu*l125 llu*ll:% n ” c 
and 
I l(Fnu,*(xL u,*(x))IdxS2a, R (25) 
where c, d, and 0 are defined as in Lemma 5 and do not depend on n. It 
follows that, for A > 0, 
(z,f,(x, ~1) i aA I (u,f,(x, u))l + ~~,(x, u) 44 u, z/i); 6’6) 
34 
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where O,u(x) = O,,(x, u(x)) is the superposition operator generated by the 
function %,, .
Now we distinguish two cases. Suppose first that assumption (a) holds, 
and fix z E 2. Since HA is compactly imbedded in X, by Lemma 1, the 
sequence U: E X is compact in A’, by (24). From the assumption on W[ ., z] 
it follows that the elements W[u,*, z/I.] have uniformly absolutely 
continuous norms in L, ; since 0 < %,,(.x, U) 5 1, the same is true for the 
elements (0, u,T) W[ u,T, z/I.]. This means that for each E > 0 one may find 
a 6>0 such that 
3 ‘I. 
s 
O,,u,*(x) I W[u,*, z/Ux) 1 dx 5 E 
D 
as mes D 5 6, where & = .s/2ao; hence 
I (z(x), F,u,*(x)) dx 5 2al,a + E = 2~. n 
Thus, the sequence II,, = Fu,* satisfies (20) for each z E Z. Since the sequence 
u,* E X is compact in X (hence also in measure), there exists a subsequence 
(~4:~)~ which converges in measure to some U; E A’. Since the superposition 
operator (1) preserves convergence in measure (see, e.g., [S, 6]), the 
sequence (Fn‘,, in*,), converges in measure to u0 = Fu,*. By Lemma 6, we 
conclude that L ~ ’ Fnk uzk + L ‘Fu$ = u$ in a(Z’, Z); hence z.4: E X and 
FM,* E Z’. The fact that Lpl maps He’ into HA implies that z.$ is the 
required solution. 
Suppose now that assumption (b) holds, and first let n > 2. Then every 
element in Z = LZnicn _ 2j has absolutely continuous norm, and hence for 
proving (20) it suffices to show the boundedness of v, = F,u,*. For this, in 
turn, we have to prove that (z, v,) is bounded for any ZE Z’, by the 
uniform boundedness principle. By (24), the sequence (u,*), is bounded in 
X. Consequently, the boundedness of (z, z,) follows from (27), condition 
(b), and the uniform boundedness of the functions 8,. 
Now let n = 2. First. we have that 
(z, F,,u,*)S2a;l(r+i s O,u,*(x) W[u,*, O](x) dx D 
+ A I 
O,&(x) @‘[u,*, z/A](x) dx. (28) 
R 
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By the boundedness of (u,*), and hypothesis (b), for each E > 0 one may 
find a 6 > 0 such that 
as mes D s 6, where jti, = s/(2aa + w) with 
w = SUP II wu,*, 01 II. 
n 
BY W3), 
(z(x), F,u,*(x)) dx 5 2&, 
i.e., u, = FM,* again satisfies (20) for each z E Z. Now, since HA c X and 
every bounded sequence in Hh admits a subsequence converging in 
measure, we have again un*, -+ u$ E X; hence Fnk in*, + Fu,* E X’ in measure. 
As before, we conclude with Lemma 6 that,&+ is the required solution. 1 
We remark that (a) and (b) are typical conditions which guarantee the 
so-called k,-compactness or b,-boundedness of the nonlinearity (1) in the 
sense of [23]. A simple, but typical situation where (a) and (b) are satisfied 
is described in the following 
EXAMPLE. Let f: Q x Iw” -+ R” be a Carathtodory function, and let X 
be an Orlicz space such that 
continuously. Suppose that the superposition operator F generated by f 
maps X into Z’ (and F maps any bounded sequence U, E X into a sequence 
u, = Fu, satisfying (20) for each z E Z). Then conditions (21) and (a) (resp. 
(b)) of Theorem 2 are satisfied. 
Proof: Estimate (21) holds trivially with a=0 and w(x, U, z)= 
l(z, f (x, u))l. If F maps X into Z’, the superposition operator W[ ., z] 
generated by w  maps X, for each z E Z, into L,, by construction. By the 
Krasnosel’skij-Rutitskij-Sultanov theorem [ 71, W[ ., z] is continuous, and 
hence preserves compactness; this implies (a). Similarly, if u, = Fu, satisfies 
(20) for each bounded sequence U, E X, we obtain (b). m 
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4. THIRD EXISTENCE THEOREM 
NOW we discuss very briefly a similar solvability result for the nonlinear 
problem (5), subject to Dirichlet boundary conditions. 
LEMMA 7. Let X he an Orlicz space such that 
H&X~L,~X’~H~~‘. (29) 
Suppose, moreover, that the dijf erential operator G maps HA into X’ and is 
bounded and continuous. Then u is a solution to the Dirichlet problem for (5) 
tf and only tf u is a fixed point of the operator Le. ‘G in HA. If Hi is 
continuouly (resp. compactly) imbedded in X, then the operator L- ‘G is 
continuous (resp. compact). 
Proof: The assertion follows immediately from the diagram 
L 
o-Hp’ 
kJ G 
X X’ 
fs L I 
LEMMA 8. Suppose that the hypotheses of Lemma 7 are satisfied. 
Assume, in addition, that the coerciveness inequality 
(u,Gu)+clIulI:~(Lu,u)+d (u E HA) (30) 
holds (c, d > 0). Then each fixed point u of the operator ;IL - ‘G in HA (,? 5 1) 
satisfies the a priori estimates (11) of Lemma 3. 
The proof of Lemma 8 is completely analogous to that of Lemma 3. 
Combining Lemmas 1, 7, and 8, one may obtain again an existence 
result in the spirit of Theorem 1. We do not carry this out in detail, but 
just summarize with 
THEOREM 3. Let X be an Orlicz space such that Xc L, s X’ con- 
tinuously, and Z E X absolutely continuously. Suppose that the hypotheses of 
Lemma 8 are satisfied. Then the Dirichlet problem for Eq. (5) is solvable. 
We point out that our results carry over to higher order equations of the 
type 
Lu= Hu (31) 
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as well, where IS(x) = h(x, u(x), k(x), . . . . D%(x)) is a nonlinear kth order 
differential operator generated by some Carathkodory function h, and L is 
a linear elliptic differential operator of order 2k (see, e.g., [ 1,4, 12, 193). 
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