Abstract. We p r o ve existence and uniqueness for two classes of martingale problems involving a nonlinear but bounded drift coe cient. In the rst class, this coe cient depends on the time t, the position x and the marginal of the solution at time t. In the second, it depends on t, x and p(t x), the density of the time marginal w.r.t. Lebesgue measure. As far as the dependence on t and x is concerned, no continuity assumption is made. The results, rst proved for the identity di usion matrix, are extended to bounded, uniformly elliptic and Lipschitz continuous matrices. As an application, we s h o w that within each class, a particular choice of the coe cients leads to a probabilistic interpretation of generalizations of Burgers' equation.
Introduction
In this paper, we a r e i n terested in di usions given by t wo nonlinear martingale problems. Each problem is closely linked to the nonlinear partial di erential equation satis ed by the time marginals of any solution. Under our assumptions on the di usion and the drift coe cients, the time marginals are absolutely continuous (for t > 0) and the partial di erential equation provides a nice evolution equation for the densities. Our proofs for existence and uniqueness are based on xed-point methods for this evolution equation.
The rst section is devoted to a mean eld martingale problem. For F a bounded measurable R d valued function on 0 +1) R d P(R d ), Lipschitz continuous in its last variable for the total variation metric, we s a y that P 2 P (C( 0 +1) R d )) with time marginals (P t ) t 0 solves the nonlinear martingale problem (MP1) starting at m 2 P (R d (X s ) + F(s X s P s ):r (X s ) ds is a P-martingale where X denotes the canonical process on C( 0 +1) R d ).
We p r o ve existence and uniqueness for (MP1).
variables for the sum of the Fortet-Mourier metric on P(R d ) and the Euclidian metric on R d , w e could apply classical existence and uniqueness results for nonlinear di usions, which are proved by samplepath couplings (see for example Graham (1992) ). But our assumptions are much w eaker since we do not suppose any c o n tinuity in the second variable and the Fortet-Mourier metric is obviously smaller than the total variation metric. The counterpart is that the di usion coe cient is linear and the drift coe cient F is bounded. By a xed-point method, we prove that the evolution equation satis ed by the densities of the time marginals of any solution of (MP1) admits a unique solution. The results for the martingale problem itself follow quite immediately.
By our theorem, for d = 1 and F(s x ) = ;R R H(x ; y) (dy) q where q 1 and H denotes the Heaviside function (H(x) = 1 fx 0g ), the martingale problem (MP1) starting at m admits a unique solution P. Let V (t x) a n d v(x) be the distribution functions of P t and m. Generalizing results given by Bossy et al (1996) for Burgers' equation (q = 1), we prove that V is a weak solution of @u @t = 1 2 @ 2 u @x 2 ; 1 q + 1 @(u q+1 ) @x with initial condition v and obtain P as the propagation of chaos limit of a sequence of weakly interacting particle systems. Our propagation of chaos result is trajectorial and stronger than the one proved by Bossy and Talay.
The second section deals with a moderate martingale problem in which the drift coe cient depends on the densities of the time marginals. Thus the nonlinearity is more ticklish. For F a bounded measurable R d valued function on 0 +1) R d R, satisfying 8s 0 8x 2 R d 8y y 0 2 R jyF(s x y) ; y 0 F(s x y 0 )j K F jy ; y 0 j we s a y that P 2 P (C( 0 +1) R d )) with time marginals (P t ) t 0 absolutely continuous with respect to Lebesgue measure for t > 0 s o l v es the nonlinear martingale problem (MP2) starting at m 2 P (R d ) i f P 0 = m and for any 2 C 2
:r (X s ) ds is a P-martingale where for any t > 0, p(t :) is a density o f P t .
We prove existence and uniqueness for (MP2). This generalizes a result given by M el eard et al (1987) for F : R d R ! R d bounded and satisfying a stronger Lipschitz continuity property: 8x x 0 2 R d 8y y 0 2 R jF(x y) ; F(x 0 y 0 )j + jyF(x y) ; y 0 F(x 0 y 0 )j K F (jx ; x 0 j + jy ; y 0 j):
They obtain existence for the corresponding martingale problem (MP2) as a consequence of a propagation of chaos result for a sequence of moderately interacting particle systems. As for us, we give a direct proof again based on a xed-point method for the evolution equation satis ed by p.
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Thanks to this result, we show h o w it is possible to associate a probabilistic representation with some classical solutions of Burgers' equation, as it was sketched by O e l s c hl ager (1985) . The initial conditions concerned are bounded probability densities on R.
In the last section we generalize the previous existence and uniqueness results to similar martingale problems with a Lipschitz continuous, bounded and uniformly elliptic di usion coe cient.
Notations. L e t = C( 0 +1) R d ) endowed with the topology of uniform convergence on compact sets and with the corresponding Borel -eld, T = C( 0 T ] R d ) endowed with the topology of uniform convergence, X be the canonical process. For a Borel space E, P(E) is the space of probability measures on E endowed with the topology of weak convergence. We also de ne the metric of total variation on P(E) See for example Meyer (1966) (pp. 193-194 The following lemma gives an integral equation satis ed by a n y measurable version of the densities of the solution of a linear martingale problem. The proof of Theorem 2.2 which is based on this equation, is postponed after the proof of the lemma. 
Hence p satis es (2.2).
To conclude the proof, we consider q satisfying (2.2) and Gronwall's lemma implies 8t > 0 kp(t :) ; q(t :)k L 1 = 0 which proves that q is a measurable version of the densities for P.
We are now ready to show Theorem 2.2.
Proof. The key idea is the following. If (Q(t)) t 0 2 C( 0 +1) P(R d )), by Girsanov's theorem, the martingale problem in which the nonlinearity P s in (2.1) is replaced by Q(s) admits a unique solution P Q . W e consider the correspondence between (Q(t)) t 0 and the time marginals (P Q t ) t 0 of the solution. If P solves the nonlinear problem (MP1), then (P t ) t 0 is a xedpoint of this map. Conversely, i f ( Q(t)) t 0 is a xed-point, then P Q solves the nonlinear problem (MP1).
Let T > 0. We de ne
is absolutely continuous with respect to Lebesgue measureg:
If Q 2 A m T , l e t (Q) denote a measurable version of the densities for Q.
A m T is complete for the metric D(Q Q 0 ) =sup 
card's xed-point theorem implies that t 0 m admits a unique xed-point i n A m T . Existence for the martingale problem (MP1). L e t Q 0 denote the xed-point o f 0 m in A m T . I f Q n is constructed, let Q n+1 be the xed-point
We set Q(t) = Q n (t ;nT) i f t 2 nT (n + 1 ) T). Let Hence, by induction, 8n 2 N 8t 2 0 T ] P nT+t = Q n (t) = Q(nT + t). And P solves the problem (MP1). Uniqueness for the martingale problem (MP1). I f P is a solution, Lemma 2.3 implies that for any t > 0, P t is absolutely continuous with respect to Lebesgue measure. For any n 2 N, ( P nT+t ) t2 0 T] is the xedpoint o f nT P nT in A P nT T . By induction, uniqueness for the xed-points implies uniqueness for the time marginals (P t ) t 0 . Since the nonlinearity i n the de nition of (MP1) is limited to the dependence of the drift coe cient on the time marginals, uniqueness for this problem follows immediately.
2.2. Application Theorem 2.2 implies existence and uniqueness for martingale problems associated with a class of partial di erential equations which includes Burgers' equation.
We s e t q 1, m 2 P (R). Let f : ( x ) 2 R P (R) ! ;R R H(x ; y) (dy) q where H(x) = 1 fx 0g . A s f is the pointwise limit of the continuous functions : : X n n 0 )) = m n and (B 1 n : : : B n n ) i s a R n -valued Brownian motion. They prove that for any k 2 N , L((X 1 n : : : X k n )) converges weakly to P k when n ! +1.
We generalize their results to any q 1 in Proposition 2.4. In fact, we follow the idea of M el eard et al (1987) and prove a trajectorial propagation of chaos result. To obtain this result, we i n troduce a coupling between the particle systems and the limit processes with law P that we de ne on the same probability space. Let B i i2 N be a sequence of independent R-valued Brownian motions and X i 0 i2 N be a sequence of random variables IID with law m independent of the Brownian motions. According to Karatzas et al (1988) is nonlinear in the following sense: the drift coe cient of the stochastic di erential equation that it satis es depends on the time marginals of its law.
Unlike in the one-dimensional case, to obtain a strong solution for a ndimensional stochastic di erential equation with n > 1, it is necessary to assume that the coe cients are locally Lipschitz continuous. That is why we replace H by H n (H n (x) = n(x + 1 =n)1 f;1=n x 0g + 1 fx>0g ) and de ne the weakly interacting particle system as the unique strong solution of the stochastic di erential equation Proof. (i) Our proof is a generalization of the one given by Bossy et al (1996) . Under P, b y P aul Levy's characterization, X t ;X 0 ; Since P 2 P ( ), the map t ! P t is continuous and lim t!0 V (t x) = v(x)
for any x such that v is continuous at x. H e n c e b y Lebesgue's theorem,
When n ! +1 in (2.9), we g e t
Therefore V is a weak solution of the generalized Burgers' equation with initial condition v.
(ii) W e n o w prove the propagation of chaos result. In the sequel, and (X Y) denote the canonical variables on P( 2 ) and 2 . W e s e t r = X ;1 r .
The couples (X i n Y i ) 1 i n are exchangeable. Therefore the propagation of chaos result is equivalent to the convergence in distribution of the empirical measures n = 1 n P n i=1 (X i n Y i ) considered as P( 2 )-valued random variables to P (see Sznitman (1991) and the references cited in it). Let n denote the law o f n .
According to Sznitman (1991) , since the variables (X i n Y i ) are exchangeable, the tightness of the sequence ( n ) n is equivalent to the tightness of (L(X 1 n Y 1 )) n which is equivalent to the tightness of (L(X 1 n )) n . These probability measures are tight since for any T > 0 their images by the canonical restriction from to T are tight (the drift coe cient is bounded by 1 uniformly in t and n).
Let 1 denote the limit of a convergent subsequence of ( n ) n that we still index by n for simplicity. For k 2 N , w e de ne G k ( ) like G with H k replacing H in (H r (X r )) q but not in (H P r (Y r )) q . I f n ! , the weak convergence of n r to r implies that H k n r (x) converges to H k r (x) uniformly for x 2 R. Moreover, for any r > 0, P r is absolutely continuous with respect to Lebesgue measure and y ! H P r (y) i s c o n tinuous. Hence G k is continuous.
We are going to prove that E 1 (G 2 ( )) = 0. By the continuity and boundedness of G k , w e h a ve
(2.10) Let us show that each t e r m o f t h e r i g h t-hand-side of (2.10) is equal to 0.
For the rst term, it is a consequence of the convergence of jH;H k j r (x) to 0 for any 2 P ( 2 ), x 2 R and r 0 a s k ! +1. Indeed, by t h e The second term is easy to deal with. Applying Itô's formula, we get Hence E(G 2 n ( n )) C=nand we conclude lim n!+1 E(G 2 n ( n )) = 0.
The third term is the most ticklish. By a calculation similar to the one carried out for the rst term, we g e t E((G k ; G n ) 2 ( n )) CE < n Z t s jH n ; H k j n r (X r )dr > :
Hence if (X Y Z W) denotes the canonical variable on 4 , E((G k ; G n ) 2 ( n )) CE < n n 2 ), the second term of the right-hand-side of (2.12) has a limit equal to 0 when k ! +1.
To p r o ve that the same is true for the rst term, we bound the L 2 norm of the density o f L((X 1 n r X 2 n r )) (r > 0) uniformly in n. Like in the beginning of the proof of Lemma 2.3, we obtain an estimate similar to (2.6): By (2.11) and (2.12) we get lim k!+1 lim sup n!+1 E((G k ; G n ) 2 ( n )) = 0.
As we h a ve p r o ved that each term of the right-hand-side of (2.10) is equal to 0, E 1 (G 2 ( )) = 0. is a -martingale. Let us now suppose that is a solution of this problem.
Choosing (x y) = (x) w i t h 2 C 2 b (R), we c heck that X ;1 solves the nonlinear martingale problem starting at m. By uniqueness for this problem, X ;1 = P and s = P s . Moreover, it is easy to see that We conclude that 1 = P which puts an end to the proof. Proof. Uniqueness. It is an easy consequence of the Lipschitz continuity assumption made on F. The proof was given by M el eard et al (1987) . Let P and Q be two solutions of (MP2) 3.2. Application Theorem 3.2 allows us to associate a probabilistic representation with some classical solutions of Burgers' equation. The initial conditions concerned are not distribution functions like in Proposition 2.4 but bounded probability densities.
We take up the approach o f O e l s c hl ager (1985) (pp. 306-307) . Let u 0 be a probability d e n s i t y o n R bounded by M. The Cole-Hopf transformation (Cole (1951 ), Hopf (1950 It is easy to check that 8t > 0 8x 2 R ju(t x)j M. This boundedness property i s e s s e n tial for the sequel. We set f(y) = 1 2 (0 _ y^M). The functions f and y ! yf(y) are respectively bounded and Lipschitz continuous. By Theorem 3.2, the martingale problem (MP2) corresponding to the particular choice F(s x y) = f(y) admits a unique solution P starting at u 0 (x)dx. Let us prove that u is a measurable version of the densities for P. We h a ve lim s!0 ku(s :);u 0 k L 1 = 0. Indeed for U(x) = exp ;
Since Uu 0 2 L 1 (R), the rst term of the right hand side converges to 0 when s ! 0. The continuity and the boundedness of U imply that G s U is bounded uniformly in s and converges pointwise to U. Hence, by Lebesgue's theorem, the second term also goes to 0. Thus lim s!0 R R u(s x) (s x)dx = R R u 0 (x) (0 x )dx and taking the limit ! 0 in (3.7), we g e t
By spatial truncation, this equation still holds if 2 C 1 2 b ( 0 t ] R). F or the particular choice (s x) = G t;s (x) with C 2 with compact support in R, we conclude like in the proof of Lemma 2.3 that (3.6) holds. Therefore u(t x) is a measurable version of the densities for P and P provides a probabilistic representation of u. Let denote the square-root of a. By the assumptions made on a, the map x ! (x) is bounded and Lipschitz continuous.
According to Friedman (1975) (pp. 139-150) With this equation and (4.4) instead of (2.2) and (1.1), we easily adapt the proofs of Theorem 2.2 and Theorem 3.2.
