Abstract-To effectively utilize a large number of unlabeled data and a small part of labeled data in the document classification problem, a novel semi-supervised learning algorithm called optimal Laplacian regularized least square (OLapRLS) is proposed in this paper. This algorithm first obtains the data-adaptive edge weights by solving the l 1 -norm optimization problem; then the normalized graph Laplacian is derived for revealing the intrinsic document manifold structure; finally, the Nyström method-based lowrank approximation method is adopted to reduce the computational complexity in manipulating the large kernel matrix. Experimental results on three well-known document datasets demonstrate the effectiveness and efficiency of the proposed OLapRLS algorithm.
I. INTRODUCTION
With the explosive increase in document data on the Internet and the rapid advances of computer technology, classifying documents from a large-scale doucment database based on document features has become a popular research topic. Document classification is an elementary step for document search and information retrieval, it aims to organize the documents in a supervised manner. As manually classifing large document database is labor-intensive and timeconsuming, many automatic classifier algorithms are proposed to handle this issue.Typical supervised classifiers include support vector machine (SVM) [1] and decision tree, they aim to predict the labels of any new data points from the observed data-label pairs [2] . Generally, in order to train a supervised classifier that can automatically classify documents into different class, one needs to collect a large number of labeled examples. However, in document classification, one may have an easy access to a large database of documents by crawling the Web, but only a small part of them are classified by hand.Therefore, given the high cost in manually labeling documents, and at the same time abundant unlabeled documents is often easily accessible, it is desirable to develop classifier methods that are capable of exploiting both labeled and unlabeled documents. This motivates us to introduce semi-supervised learning into the document classification process.
Semi-supervised classification tries to employ a large number of unlabeled data to help build a better classifier from the labeled data [3] . In the past few decade, many semi-supervised classification algorithms have been proposed. The earliest algorithms are mainly developed from generative models, for example naïve Bayes and Gaussian mixture models [4] . One problem of these algorithms is that it is hard to determine the model parameters. Co-training [5] is another important semisupervised algorithm, the key idea of Co-training is to effeectively reduce the size of version space by using the unlabeled data. However, one drawback of Co-training is that it requires the subfeatures are conditional independent each other, which is not readily satisfied in actual applications. The transductive SVM (TSVM) [6] maximizes the margin hyperplane by using both labeled and unlabeled data, and implements the cluster assumption for semi-supervised learning. As a transductive learning algorithm, TSVM only focuses on a predefined target set of unlabeled data, it cannot accurately classify the entire input data sets. In addition, there are many other semi-supervised classification algorithms with different criteria, such as Gaussian process [7] , linear neighborhood propagation [8] , local spline regression based [9] , statistical physics theory based [10] , and negative label based algorithms [11] .For a detailed literature survey on semi-supervised learning, one can refer to [3] . Real performance on many data sets show their ability to infer the class labels of unlabeled data points.
In recent years, many semi-supervised learning algorithms are developed on the data graph. The basic assumption behinded graph-based semi-supervised learning is the cluster assumption, which states that the data points forming the same structure (manifold) are likely to have the same labels. The well-known algorithms in this category include label propagation [12] , harmonic function [13] , and manifold regularization [14] . Essentially, different graph-based algorithms employ different kinds of weighted graphs to model the data. Among these semi-supervised classification algorithms, the Laplacian regularized least square (LapRLS) [14] derived from the manifold regularization framework is the most representative algorithm. Despite the great success of applying the LapRLS algorithm in many fields, there still exists some issues to be further addressed: 1) LapRLS directly adopts the Gaussian function to compute the edge weights of the graph for classification, which is sensitive to the bandwidth parameter of the Gaussian function.
2) The storing and computing the complete kernel matrix can be quite demanding for largescale document classification problem.
To address the above issues, we propose a novel algorithm called optimal Laplacian regularized least square (OLapRLS) for document classification in this paper. The OLapRLS first learns the edge weights for classification by using data-adaptive 1 l -graph [15] , which has the following advantages: robust to data noise, sparsity and adaptive neighborhood for individual data. Then, by using the Nyström method [16] , the low-rank approximation of the kernel matrix is adopted to reduce the computational burden in handling the OLapRLS algorithm. Finally, the experiments on document classification are presented to show the effectiveness and efficiency of the OLapRLS algorithm.
It is worthwhile to highlight several aspects of the proposed approach.
1) The edge weights of the graph constructed by OLapRLS can be automatically obtained by solving the 1 l -norm minimization problem, which make it more effective and robust.
2) The computation and storage requirements of OLapRLS is much smller than the original LapRLS algorithm by using the Nyström method-based lowerrank kernel approximation approach. Assuming that the size of the training set is n and the rank of the kernel matrix is The remainder of this paper is organized as follows. We will briefly review some related works in Section II. Section III will introduce the proposed OLapRLS algorithm for document classification in detail. Section IV presents the experimental results on document dataset, followed by the conclusions in Section V.
II. RELATED WORKS
Semi-supervised learning aims to cope with the situations of sparse labeled data together with abundant unlabeled data and utilizes both labeled and unlabeled data in algorithms. The generic problem of semisupervised learning is the following.Given a set of data points { } 1 1 , , , , ,
of which the first l data points belonging to c classes are labeled as
and the rest data points are unlabeled.
Intuitively, semi-supervised classifier aims to find a label function : f X → to assign a discrete label to each data points according to particular class, i.e., ( )
and only if i x belongs to the kth class. There has been extensive research in machine learning and data mining on this subject. Some popular directions include adopting generative model, reducing the version space, maximizing the margin hyperplane and employing graph-based strategy for label predictions. One representative algorithm which adopts the generative model is naïve Bayes. This method adopts a generative model for the classifier and employs expectation maximization (EM) to model the label prediction. Since it is difficult to prove the model correctness, an incorrect model assumption will deteriorate the classification accuracy. One of them which reduce the version space by using the unlabeled data is called Co-training, this method was proposed by Jones [5] and has been very competitive only if the subspace sets are conditional independent from each other. One of representative algorithms which maximize the margin hyperplane is the transductive support vector machine (TSVM) [6] . This method maximizes the margin hyperplane by using both labeled and unlabeled data, and implements the cluster assumption for semi-supervised classification. The graphbased semi-supervised algorithms firstly model the whole dataset as a graph, and then adopt the clustering assumption to implement classification. Some representative methods include Gaussian random field (GRF) [13] , local and global consistency (LGC) [12] , and the manifold regularization framework [14] . The GRF algorithm is based on a Gaussian random field model defined with respect to a weighted graph representing labeled and unlabeled data. It adopts Gaussian fields over a continuous state space rather than random fields over the discrete label set, this relaxation to a continuous rather than discrete sample space results in many attractive properties, such as the most probable configuration of the field is unique, and the closed form solution can be computed using matrix methods or loopy belief propagation. The LGC algorithm aims to design a classifying function which is sufficiently smooth with respect to the intrinsic structure revealed by known labeled and unlabeled points; the smooth function is constructed by using spreading activation networks, diffusion kernels, and clustering. The key idea of LGC is to let every point iteratively spread its label information to its neighbors until a global stable state is achieved. The manifold regularization framework is based on a new form of regularization that allows people to exploit the geometry of the marginal distribution. It uses properties of reproducing kernel Hilbert spaces to prove new Represented theorems that provide theoretical basis for learning algorithms. Therefore, this algorithm can obtain a natural out-of-sample extension to novel examples and are able to handle both transductive and truly semisupervised settings. The key idea of manifold regularization framework is to bring together three distinct concepts (spectral graph theory, manifold learning, and regularization) in a coherent and natural way to incorporate geometric structure in a kernel based regularization framework. This general framework allows people to develop algorithms spanning the range from unsupervised, semi-supervised to fully supervised learning.
Some other semi-supervised classification algorithms include linear neighborhood propagation (LNP), local spline regression (LPR) -based methods, statistical physics theory-based approaches. The LNP algorithm assumes that each data point can be linearly reconstructed from its neighborhood, it can propagate the labels from the labeled points to the whole data set using these linear neighborhoods with sufficient smoothness. Furthermore, LNP also derives an easy way to cope with out-ofsample data. The core idea of the LNP algorithm is to introduce splines developed in Sobolev space to map the data points directly to be class labels. More details about a comprehensive treatment of semi-supervised learning algorithms can refer to [3] .
Among various semi-supervised classification methods, the the LapRLS [14] has shown good performance. In this method, the classification function is found by maximizing a performance measure that combines classification margin with manifold regularization. The study of manifold regularization is concerned with the learning that exploits the geometry of the probability distribution that generates the data and incorporates it as an additional regularization term. Since the algorithm described in this paper will be based on LapRLS, we will first give some detailed description on LapRLS, then we introduce the proposed OLapRLS algorithm for document classification.
III. OLAPRLS ALGORITHM FOR DOCUMENT CLASSIFICATION

A. Description on LapRLS
LapRLS is a semi-supervised classification algorithm, it is based on the standard regularized least squares algorithm (RLS) and manifold regularization framework. 
where ( ) V is the squared loss function, i.e.,
, 
where
Therefore, the RLS problem is reduced to optimizing over the finite dimensional space of coefficients i α .
However, as a supervised classification algorithm, RLS often require a large number of labeled data set in order to achieve satisfactory performance. In large-scale applications such as document classification, it is excessively costly to manually label large amount of training data. Consequently, to leverage both the labeled and unlabeled data, the semi-supervised learning algorithm of RLS called Laplacian regularized least square (LapRLS) is proposed by using the manifold regularization framework.
LapRLS implements semi-supervised learning by exploiting the geometry of the probability distribution that generates the data and incorporates it as an additional regularization term. The optimal objection function of LapRLS is as follows:
f is a smoothness penalty corresponding to the geometry of the probability distribution, A γ is a parameter that controls the complexity of the function in the ambient space while the parameter I γ controls the complexity of the function in the intrinsic geometry of the probability distribution. Suppose samples X are sampled from a probability distribution X P on a manifold M embedded in a highdimensional ambient space, and this can be achieved by penalizing the gradient M f ∇ along the manifold M , then we have
where the integral is taken over the probability distribution X P . It has been well studied in manifold learning that the regularization 2 I f can be approximated on the basis of labeled and unlabeled data by using the graph Laplacian associated to the data. The main idea is to construct an adjacent graph whose vertexes correspond to samples, and the pairwise edge weights ij W reflect the extent to which two samples are close. Traditionally, the edge weight is defined by the heat kernel 
According to the well-known Representer Theorem, the solution is an expansion of kernel functions over both the labeled and the unlabeled data. Thus, we have
Finally, substituting (8) in the equation (7) and seting the partial derivative of the reduced Lagrangian with respect to α to zero:
which leads to the following solution:
where kernel matrix K is the ( ) ( ) l u l u + × + Gram matrix over labeled and unlabeled points; Y is an
and J is an ( ) ( ) (8), we can obtain the final prediction function of LapRLS.
B. Adaptive Edge Weights Setting
According to the eqation (6), we can observe that the edge weight setting is the heart of the LapRLS algorithm, it has been pointed out that the bandwidth parameter δ will affect the classification accuracy significantly. In addition, the approach of the k-nearest-nieghbor determines the neighboring samples based on pairwise Euclidean distance, which is very sensitive to data noise and one noise data may dramatically change the graph structure. Moreover, the optimum of neighbor number k should be data-dependent, and one single global parameter k may result in unreasonable neighborhood structure for real applications. 
The above optimal problem can be easily solved by using standard linear programming method. In addition, in order to deal with the noise in some elements of x , we adopt the following robust estimation of β to recover these elements:
[ ] 
The above convex optimal problem can efficiently solved by using standard linear programming method.
Once obtaining the reconstruction coefficients μ by solving (13) 
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− − = − (15) From the above statement, we can observe that the proposed adaptive edge weights setting method has the following advantages: The neighboring samples of a data and the corresponding edge weights can be simultaneously derived by solving an 1 l -norm optimization problem, and the sparse graph characterizing locality relations can convey valuable information for classification purpose.Therefore, the learned graph Laplacian matrix for classification by using 1 l -norm optimization and manifold structure makes LapRLS algorithm more effective and robust.
C. Efficient Kernel Computation
In addition, from the euqation (8) and (10), we can observe that kernel matrix K plays an important role in the LapRLS algorithm by providing an abundant description of the similarity relations in the data. However, the graph-based LapRLS algorithm usually has a cubic time complexity ( ) 3 O n since the inverse of the n n × matrix is needed, thus blocking widespread applicability to real-life document classification problem that encounter growing amounts of unlabeled data. One common response to reduce the computational complexity is to perform low-rank approximation. Given a kernel matrix n n K × ∈ whose rank m is much lower than n (i.e., m n ), low-rank approximation aims to find a matrix
Thus, the computational and memory requirements associated with handling the matrix L will be much lower than those with the complete kernel matrix K .However, finding this optimal low-rank approximation is impractical for large problems and efficient alternatives are needed. In recent years, enormous approaches have been proposed to deal with low-rank approximation problems, such as greedy sampling, randomized algorithm, and Nyström method. In terms of both time and memory, the Nyström method is the most efficient [16] . Therefore, we adopt the Nyström method-based low-rank approximation method to reduce the computational burdens of LapRLS algorithm.
The Nyström method was originally designed to solve integral equations. It aims to chooses a subset of samples (called the landmark points) to approximately compute the kernel eigenfunctions. Given the data samples set
with the corresponding n n × kernel matrix K , the Nyström method aims to randomly chooses a landmark points set
so that it can approximate the eigensystem of the full kernel matrix 
D. The OLapRLS Algorithm for Document Classification
Based on the above statements, we summarize our proposed OLapRLS algorithm for document classification as follows. 
IV. EXPERIMENTAL RESULTS
In this section, we investigate the performance of our proposed OLapRLS algorithm for document classification. All of our experiments have been performed on a P4 3.20GHz Windows XP machine with 2GB memory.
A. Document Datasets and Evaluation Metric
Three document datasets are used in our experimental study, including 20 Newsgroup (20NG), subset of Reuters-21578, and subset of RCV1.The important statistics of three datasets are summarized below:
The 20 Newsgroups (20NG) corpus contains almost 20000 documents with 61188 distinct words taken from the Usenet newsgroups [17] . These documents are evenly distributed on 20 categories and each category has about 1000 documents. Actually, each category is a discussion group in this newsgroup. Furthermore, each article is assigned into one or more categories. Only less than 5 percent of the articles in this set belong to more than one category.
The The subset of RCV1 corpus contains 9625 documents with 29992 distinct words [19] . RCV1 contains the information of topics, regions and industries for each document and a hierarchical structure for topics and industries.It contains 4 categories such as C15, ECAT, GCAT and MCAT, each category has 2022, 2064, 2901, and 2638 documents, respectively.
The well-known TF-IDF weighting approach is adopted to generate the feature vector for each document.
( )
where tf represents the frequency of a word in the document, N is the number of documents in the corpus, and df is the number of documents containing a particular word. The classification performance is evaluated by comparing the obtained label of each document with that provided by the document corpus. The classification accuracy (CA) [20] and running time are used to measure the classification performance. Given a document i x , let i r and i s be the obtained class label and the label provided by the corpus, respectively. The CA is defined as follows:
where n is the total number of documents, ( ) 
and ( ) i map r is the permutation mapping function that maps each class label i r to the equivalent label from the data corpus.
B. Compared Algorithms
The following five semi-supervised classification algorithms are compared in our experiments. 1) Transductive SVM (TSVM) [6] method, which is considered as one of the state of the art algorithms. Specifically, we implement the multi-class classification with one versus one strategy.
2) Gaussian fields and harmonic function (GFHF) method, which is proposed in [13] . This method employs harmonic energy minimization to propagate the label information to the unlabeled data.
3) Local and global consistency (LGC) method, which is proposed in [12] . This method implements an iteration algorithm to let every point iteratively spread its label information to its neighbors until a global stable state is achieved. 4) Laplacian regularized least square (LapRLS) method, which is proposed in [14] . 5) Optimal LapRLS (OLapRLS) method, which is a new method proposed in this paper.
The settings of the compared algorithms are identical to the description in the corresponding papers.
C. Document Classification Results
In each running of experiments, a semi-supervised method is first applied to randomly select a given number { } 10, 20, ,50 k = L of training samples on each document data set, and then a classifier is trained on these samples with their labels. Finally, the trained classifier is used to predict the class labels of the remaining samples. The classification accuracies averaged over 10 independent trials for each method on the tree data sets are shown in Figure 1 - Figure 3 respectively. The running time comparisons for each method on the tree data sets are shown in Table I-Table III . The main observations from the performance comparisons include: 1) Our proposed OLapRLS algorithm consistently outperforms TSVM, GFHF, LGC and LapRLS algorithms in terms of classification accuracy and running time. This is because the proposed 1 l -graph construction method can offer the data-adaptive neighborhoods and edge weights, which may convey more discriminative information and is valuable for semisupervised learning.
2) The proposed OLapRLS algorithm has a good generalization capacity even with a few labeled samples, which suggests that it can effectively reveal the intrinsic manifold structure of document data so that only a few labeled samples are sufficient for predicting the labels of the remaining unlabeled samples.
3) The LGC algorithm is very unstable in this experiment, since its performance depends on the suitable bandwidth parameter value of the Gaussian function and a small change of bandwidth parameter value may generate different classification results.
4) When the labeled data is rare, the proposed OLapRLS algorithm achieves much higher classification accuracy than other algorithms. With the increase the labeled data, the performance variances between OLapRLS algorithm and other algorithms decreases, which indicate that adding more label information can improve the performance of semi-supervised classification algorithms.
5) Since the complete kernel matrix inverse is involved, the original LapRLS algorithm is computationally expensive in training. Our proposed OLapRLS algorithm uses the Nyström method-based low-rank approximation method to manipulate a small kernel matrix, thus achieves significant speedup comparing the other algorithms. The empirical results are consistent with the theoretical analysis of the computational complexity.
In summary, our proposed OLapRLS algorithm is an efficient and efficiency method for document classification. The experimental results show that OLapRLS provides good choice for practical large-scale classification problems.
V. CONCLUSIONS
In this paper, we propose a semi-supervised learning algorithm for document classification, called optimal Laplacian regularized least square (OLapRLS), to make use of the underlying document manifold structure and the unlabeled document data to improve the performance of classifier. In addition, the Nyström method-based lowrank approximation method is adopted to reduce its computational burdens in manipulating the large kernel matrix. Experimental results on three document datasets show the effectiveness and efficiency of our proposed algorithm. 
