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Abstract 
The main scope of this dissertation is to identify and thus authenticate users based on 
their behavior while playing a game in an android smart phone device. For this reason, 
an android game, called RoboCombat, was utilized and edited to store the individual's 
interacting movements. Subsequently, ten volunteers participated in the recording 
phase and provided their data which contributed in forming their corresponding 
profiles. The classification process uses these profiles and tries to predict the identity 
of a player. Several experiments were made which ascertain the system's performance 
on correctly authenticating a user.  
 
In the beginning, the introduction section explains some basic terms in order for the 
reader to be familiarized with the dissertation's concept. In more details, the reader 
can obtain information regarding the biometric authentication process. Then, the 
related work section presents some similar and interesting approaches on behavioral 
authentication of a user. Next, the methodology part describes analytically the steps of 
developing the authentication system along with the purpose of each step. In this way, 
the experiments can be replicated. In the following chapter, the results of the 
experiments are presented and visualized. Finally, the conclusion chapter summarizes 
the system's performance. 
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1.  INTRODUCTION 
 
 
1.1 CURRENT SITUATION – NEW AUTHENTICATION 
METHODS 
 
 
Nowadays, everyone is using computers or mobile devices (like smart phones) in 
order to get access on the Internet. Someone can easily say that the Internet has 
become an important aspect of our life. Common places such as cafeterias, shops, 
gyms and even supermarkets provide Wi-Fi Internet for the people’s needs. The 
online shopping, e-banking and emails are some of the most frequent and usual 
everyday activities. The capabilities of the Internet seem to be limitless. A connected 
user can have access on a tremendous amount of information with just a few clicks 
(or finger touches when using a smart phone). This situation has led our generation 
in a new form of daily addiction.  
 
But with great benefits, come great threats. A trend topic tends to also attract 
malicious objectives. New types of attacks are introduced (i.e. cyber-attacks) that 
focuses on getting access on the users’ vital information. So, it is mandatory to 
increase the user’s internet security. A strong authentication method must be always 
used in systems that require access control.  
 
The traditional methods (for authentication purposes) like passwords, personal 
identification numbers (PINs) and digital tokens tend to be inadequate and easily 
hacked. Phishing scams and key-loggers are typical attacks in social media that focus 
on revealing the user’s password. On the other hand, digital tokens, like smart cards, 
can be easily lost or stolen. Many big companies are using id tokens along with 
passwords as a two-factor authentication. But even in this way, if the token and the 
password are shared there is no way for a system to know who the real user is.          
 
In addition, smart phones have already become more popular than computers. A 
smart phone user will most likely create a shorter code when using his device (typing 
long strings is getting annoying) making passwords more vulnerable to attacks. A 
digital password should be complex enough to avoid hacking. Moreover, many 
applications require only one time or no authentication at all, reducing this way the 
user’s level of security (e.g. yahoo email app, facebook).  
 
Therefore, the new authentication methods should provide high security, along with 
low cost implementation and in a user-friendly way at the same time. Biometrics 
such as fingers, eyes, voice and even behavior patterns are already used in order to 
provide a better way of user authentication. For example, the iPhone 5s is using a 
touch id fingerprint sensor for authenticating the user.  
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This dissertation is going to focus on behavioral authentication. More specifically, a 
mobile game is used in order to create different profiles for different users based on 
their interaction with the game. This could be classified as a new form of 
authentication, something like an electronic DNA, as each profile is going to be 
unique for every player.  
 
 
1.2 IDENTIFICATION VS.  AUTHENTICATION VS. 
AUTHORIZATION 
 
  
Identification and authentication are closely related but distinct processes. They are 
used together as a two step operation in order to verify the identity of a user in the 
Internet.  
 
More specifically, identification is used just to claim the identity of an entity in any IT 
environment (e.g. software, websites and applications). Usernames and user ids are 
the most common used methods in order to accomplish unique registered entities in 
a system. This information is public and thus everyone can view it.  
 
The authentication’s main target is to prove and trust the claimed entity. This 
includes two main activities. First of all, it must find out that such an entity already 
exists within the system’s database. Then, it must ensure that the human behind the 
account is actual the valid and correct person to use that identity. Contrary to the 
identification process, the authentication information (e.g. passwords) is kept secret.  
 
The authorization process begins once a user is successfully identified and 
authenticated. It simply grants the user with some privileges on the available 
resources according to their proven identity. 
 
 Provided by Answers Attributes 
Identity Principal “Who are you?” Public assertion 
Authentication Principal 
“OK, how can you 
prove it?” 
Secret response 
Authorization system “What can I do?” 
Token or ticket 
Access control 
 
Table 1: Identification versus Authentication versus Authorization 
 
There are three basic types of authentication mechanisms:  
 
1) What the user knows – Knowledge like passwords, PINs and security 
questions. 
2) What the user possess, such as smart cards, keys and budges.  
3) What the user is. Biometrical characteristics, physical and behavioral, are 
used in this type of authentication mechanism. 
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These approaches can be either individually implemented or in combination with 
each other for the sake of the security’s enhancement.  
 
 
1.3 INTRODUCTION TO BIOMETRIC AUTHENTICATION 
 
The biometric authentication methods are some of the most effective measures to 
face the increasing need for greater security. They are already installed in high risk 
places, like airports, and in high tech devices, like smart phones. They are considered 
to be harder to spoof than the traditional authentication methods as they prevent 
the unauthorized access to personal data while stealing a user’s identity is not an 
option.  
 
Biometric authentication is any process that validates a user in an IT environment by 
taking into account some of the person’s biometric samples, such as finger prints, 
facial recognition, retina scans and behavioral habits.  
 
• Facial recognition uses the individual’s unique facial features.  
• Finger prints are used basically by law enforcement and it constitutes a 
unique identifier.  
• Retina scans analyze the arrangement of blood vessels in the retina or the 
color in the iris in order to identify a person. 
• Voice records are produced as a result of how a person says particular words 
or sentences.  
• Behavioral habits are information patterns that are extracted from a person 
while using an IT environment (e.g. keystroke – typing speed).  
 
There are three main stages that must be executed for a successful biometric 
authentication operation. 
 
1. Recording 
 
During this phase, a device is going to collect the user’s biometric samples. After 
some data processing, the corresponding unique biometric user identity is created 
and the person can later be correctly authenticated.  
 
The user should be familiar with similar machines for a successful data recording. In 
addition, some environmental aspects may affect this stage. For example, a voice 
record may have been gathered in a zero noise environment. But the user is going to 
be authenticated in a noisy area. It is obvious that they won’t be correctly recognized.  
 
Last, the recorded database must be updated as the user’s biometric characteristics 
change over time.  
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2. Digital Representation and Processing 
 
The collected data are elaborated and stored for future authentication purposes. It is 
critical to find out some patterns that will distinguish the users among each other. In 
addition, the recorded information must be small regarding the memory size and 
stored in an easy to access place, in order to achieve fast data comparison. 
 
3. Compare Data 
 
In this stage, the user’s biometric input will be compared either with the entire 
database, in case of an identification process, or just with the corresponding claimed 
entity, in case of an authentication process. It is the last phase of the biometric 
identification that is going to decide if the user is valid to access an area, some 
resources or any type of software application. 
 
 
 
1.4 PERFORMANCE INDICATORS 
Several metrics are used for the evaluation of biometric authentication methods. 
The most significant performance indicators include False Acceptance Rate (FAR), 
False Rejection Rate (FRR), Equal Error Rate (EER) and Failure to Enroll Rate (FTE or 
FER). 
 
1.4.1 Fall Acceptance and False Rejection Rate 
 
A biometric authentication system computes a “score” by comparing the user’s 
biometric samples, who is trying to get authenticated, with the appropriate 
enrollment data of the claimed identity. The closer matching, the higher score will be. 
So, if the matching surpasses a pre-defined threshold, then the person is accepted.  
 
It is obvious that the threshold’s choice of value is crucial. A low threshold value will 
increase the accepted fraud users while a high threshold value will prevent 
legitimate users from entering the system.  
 
The FAR metric counts the rate of the accepted impostors. 
 
“FAR = number of accepted impostors / number of attempts from impostors” 
  
The FRR metric counts the rate of the legitimate users that weren’t properly 
authenticated.  
 
“FRR = number of rejected legitimate users / number of attempts from legitimate 
users“ 
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These performance metrics are mutually exclusive and depend on the defined 
threshold. If FAR is increasing, FRR will decrease and vice versa. It is up to the 
application/system’s scheme to decide whether to focus on a low FRR or FAR. 
 
 
1.4.2 Equal Error Rate 
 
It measures the value at which the false accepted rate is equal to false rejected rate. 
It is used as a quick way to gain the accuracy of a biometric authentication system. 
The ERR can be easily obtained by the receiver operating curve (ROC), where x axis 
corresponds to threshold values and y axis represents the error rate. In general, the 
lower the ERR, the more accurate the authentication process is.  
 
 
 
Figure 1: FAR - FRR Diagram 
 
1.4.3 Failure to Enroll Rate 
 
It measures the percentage of people who didn’t manage to enroll in a system. 
Sometimes, the system fails to extract enough unique information from the recorded 
data in order to authenticate an individual. This may be a result of physical variations, 
lack of training, environmental conditions or ergonomics. Consequently, the user will 
not be able to enter the system.  
 
FTE = “number of users who failed to enroll / number of users who attempted to 
enroll” 
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A high FER value may negate the usage of a biometric authentication system. The 
number of people that couldn’t enroll promotes the need of an alternative way of 
authentication. If that way is insecure, the possible future intruders will focus on it 
instead of the initial system. On the other hand, if it is expensive to implement, it will 
increase the total authentication cost. In both ways, the system tends to be useless. 
Maintaining two systems will also increase the overall complexity as well as the 
administration time.  
 
The following table shows the state of art of some biometric systems: 
 
Biometrics EER FAR FRR Subjects Comments Reference 
Face n.a. 1% 10% 37437 
Varied lighting, 
indoor/ outdoor 
FRVT(2002) 
Fingerprint n.a. 1% 0.1% 25000 
US Government 
operational data 
FpVTE(2003) 
Fingerprint 2% 2% 2% 100 
Rotation and 
exaggerated skin 
distortion 
FVC(2004) 
Hand geometry 1% 2% 0.1% 129 
With ring and 
improper 
placement 
(2005) 
Iris < 1% 0.94% 0.99% 1224 
Indoor 
environment 
ITIRT(2005) 
Iris 0.01% 0.0001% 0.2% 132 Best conditions NIST(2005) 
Keystrokes 6% 2% 10% 310 
During 6 months 
period 
(2005) 
Voice 6% 2% 10% 310 
Text independent, 
multilingual 
NIST(2004) 
 
Table 2: Biometric Systems Performance 
 
 
1.5 BIOMETRIC SYSTEM VULNERABILITIES 
 
A biometric authentication process may experience several types of attacks which 
are trying to exploit the system’s vulnerabilities. They can be classified in the 
following general categories: spoofing and replay attacks, score manipulation, 
database compromise, hill climbing and threshold control. 
 
• Spoofing attacks are getting advantage of the available public biometric 
information. An attacker may obtain an individual’s biometric samples (like 
voice) in order to fool the system and get authenticated as if he was the 
original/real person. 
• In score manipulation cases, an attacker is trying to modify his matching 
score in order to pass the pre-defined system’s threshold. 
• In a database compromising attack, a potential hacker is trying to tamper the 
stored biometric datasets, either locally or remotely. 
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• In a hill climbing attack, the impostor views the authentication output score 
and continuously alters their biometric input until a successful result (i.e. the 
matching score surpasses the system’s threshold).  
• In a threshold control situation, the system matcher is attacked and either 
the threshold is decreased or the matcher produces preselected matching 
scores.  
 
All in all, considering that biometric data are usually public and easily revealed a 
biometric authentication can be defined as trustworthy only if the recorded 
biometric samples are taken by an actual person and not an impostor providing 
manipulated data.  
 
 
1.6 CATEGORIZATION OF BIOMETRIC AUTHENTICATION 
METHODS 
The biometric authentication methods can be split into two main categories based 
on the nature of the biometric sample: a) Physiological and b) Behavioral 
Authentication.  
 
1.6.1 Physiological vs. Behavioral 
 
Physiological or static methods examine the physiological characteristics of the 
human being (e.g. Iris, face). They usually remain stable, or experience small changes 
over time as people are getting older. The user needs just to place their 
characteristic on a sensor or another device in order to get authenticated.  
 
Behavioral or dynamic methods are based on unique ways people do some things. A 
biometric behavioral system analyzes the current and the previous user interactions 
with the system so as to create exclusive profiles for each person. Then, these 
profiles are going to be used for authenticating purposes (as keys). Speed and time 
of typing on a keyboard (i.e. keystroke), strategy based approaches, voice and 
walking are some of the most significant types of behavioral methods. As opposed to 
physiological methods, the user needs to make some actions in order to get 
authenticated. In keystroke, the user must type several words while in game strategy 
approach, they must play a game and in voice systems, they must pronounce some 
words.  
 
Behavioral authentication types are sensitive to psychological characteristics. Stress, 
mood and weariness may affect the recording stage. A calm and refreshed user is 
most likely to type faster than if they were stressed and tired.  So, the 
implementation of a behavioral authentication system must take into account 
psychological and several other dynamic parameters, like health, which will increase 
the complexity of the running algorithms.  
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In general, physiological methods are more steady and accurate than behavioral 
processes. However, everything comes at a price. Physiological systems are 
expensive and sometimes big in size. People aren’t yet familiar with these types of 
authentication and that’s why they lose in user acceptance.  
 
On the other hand, behavioral biometrics has some benefits too. First of all, they are 
implicitly operating. The user won’t notice the data gathering process as the 
required information may be recorded during a game or a casual email writing. 
Moreover, behavioral methods are less expensive as they are built in common usage 
devices and no additional hardware is required. Finally, they are resistant to 
impersonation attacks, too. An attacker cannot easily adopt a person’s behavioral 
habits.  
 
Biometrics can provide an enhanced security level in an IT environment. However, 
these technologies have still many improvement capabilities. Most of the current 
behavioral approaches are targeting to reveal an individual’s behavior that is closely 
related with a physical action. A deeper (or higher) level of intentional human 
behavior may conclude in a better and more accurate identification. 
 
1.7 BIOMETRIC CHARACTERISTICS REQUIREMENTS 
 
Regardless the differences between behavioral and physiological characteristics, 
they both must satisfy some theoretical and practical specifications in order to be 
used in a biometric authentication system.  
 
• Universality: The biometric characteristic should be common in every user. 
• Distinctiveness: The characteristic should be able to distinguish two 
individuals. 
• Permanence: The biometric characteristic should not vary over time.  
• Collectability: The characteristic must be quantitatively measured.  
• Performance: The best achievable system’s accuracy and speed. 
• Acceptability: The degree of user’s acceptance. The individuals must accept 
the biometric system, get familiarized with it and use it in a daily basis.  
• Circumvention: It refers to the system’s security degree of resistance against 
fraud attacks.  
 
Comparison of different types of biometric characteristics based on the previous 
properties:  
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Biometric 
characteristics 
Face Fingerprint 
Hand 
geometry 
Iris 
Retina 
scan 
Signature Voice Thermogram 
Universality high medium medium high high low medium high 
Unicity low high medium high high low low high 
Persistence medium high medium high medium low low low 
Collectability high medium high medium low high medium high 
Performance low high medium high high low low medium 
Acceptability high medium medium low low high high high 
Circumvention low high medium high high low low high 
 
Table 3: Comparison of Biometric Characteristics 
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2.  RELATED WORK 
 
 
There are many researchers’ works correlated with behavioral authentication 
implementations. Before analyzing some of them, a brief introduction to the 
classification process is required.  
 
 
 
2.1 INTRODUCTION TO CLASSIFICATION 
 
Nowadays, the world grows in complexity overwhelming us with the data it 
generates. More and more of those data are collected and stored in databases (DB). 
They consist of both valuable and worthless information, so it is important to 
develop automatic mechanisms that will extract what is called nuggets of knowledge 
from large set of data. This is called as "Knowledge Discovery". 
 
One step of this process is classification. Classification is used for predicting a certain 
outcome based on a given input. For this reason, it uses a training set which contains 
a set of attributes and their values. The algorithm will try to find relationships 
between the attributes that would make it possible to predict an outcome. After that 
it will process "unseen data" which contain the same set of attributes as before and 
make a prediction. 
 
The performance of a classification algorithm depends on the prediction's accuracy, 
the method's robustness and scalability and the time taken to create the model. 
Various classification algorithms exist like Decision Trees, Bayes Classification 
methods and Rules - based Classification. 
 
All in all, classification aims to predict categorical class labels for new samples using a 
training set of data. It is like a two-step process. Firstly, a model is build from the 
training set. Then the accuracy of the model is checked and the model is used for 
classifying new data. 
 
 
2.2 BEHAVIORAL AUTHENTICATION VIA A POINTING 
DEVICE 
 
(Gamboa & Fred 2003) introduced a new behavioral authentication method based 
on the user’s interaction via a pointing device (e.g. mouse pointer) with a system. 
They extracted useful patterns by performing sequential classification on the 
recorded data. If the output accuracy is higher than a predefined threshold, the user 
will be considered as genuine. Otherwise, the user will be characterized as an 
impostor.  
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More specifically, the individual is going to play a web browsing memory game. It is a 
classic game, where the player clicks on a tile revealing, for a short period of time, a 
hidden image. Then, he must click another tile in order to find the matching image. 
Successive clicks are defined as stroke. The proposed authentication technique is 
based on user’s mouse movements between strokes.   
 
The initial system can be divided in two sub systems according to their operation: a) 
acquisition and b) recognition system.   
 
• The acquisition system is responsible for collecting and storing the user’s 
interaction data. 
• The recognition system is performing sequential classification on the stored 
information and produces estimates of the likelihood of the user being the 
original “source” of the provided interaction data. 
 
The record process was implemented in a web browsing game in order to increase 
the individual’s playing time (around 10 – 15 minutes). It was mandatory to collect a 
tremendous amount of interaction data per user, so as to test the proposed 
technique and provide more accurate results. The system takes into account only the 
interaction data, such as mouse movements and mouse clicks. On the other hand, 
the player’s tactics and their overall performance – scores are ignored. The collected 
biometric samples include:  
 
• The position of the pointing mouse in the game map: Actual coordinates of x 
and y axis.  
• Event type: Mouse clicks and movements 
• Event time 
 
 
Figure 2 Interaction test page: the memory game. 
 
Figure 3 Graph of the user interaction in the memory game 
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The final data set contained more than 400 strokes per user. It was decided to 
randomly choose 400 strokes for each person and then divide them into two equal 
parts, one for the training of the classification algorithm and one for testing. The 
performance evaluation was based on classification sequences of 10 strokes. In 
addition, the system was tested with 10, 20, 30, 40 and 50 users.  
 
The results were very promising and the user interaction via a pointing can be 
considered as an inexpensive behavioral authentication method, achieving great EER 
values.  
 
L err std 
1 0.480 0.016 
2 0.263 0.057 
5 0.179 0.056 
10 0.118 0.043 
20 0.063 0.029 
50 0.020 0.016 
100 0.007 0.011 
200 0.002 0.005 
 
Table 4: Mean equal error rate (eer) and respective standard deviation (std) for different stroke sequence 
lengths (L). 
 
 
2.3 USER VERIFICATION VIA WEB INTERACTION 
 
(Gamboa, Fred & Jain 2007) introduced a biometric system based on individuals’ 
interaction with a web page. They propose to integrate this biometric characteristic 
in traditional login web pages in order to increase the security level.  
 
Behavioral extraction via web interaction has become a very popular topic. It is 
similar to Behavioral Targeting, a process used by top companies at marketing 
campaigns. They are trying to introduce more focused advertisements by utilizing 
the user’s interaction with a web page, in order to increase their profits.  
 
The biometric trait is mainly composed of mouse movements between clicks. It is 
proposed that this method can also be employed as an additional authentication 
measure in two different cases.  
 
• In a continuous authentication system: The system will monitor and re-
validate a user that has already logged in to the system.  
• As complement to a hard biometric system: A hard biometric characteristic 
(e.g. fingerprints) is requested as a second stage of authentication in order to 
overcome unreliable cases produced by authentication based on mouse 
movement information.  
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In addition, (Gamboa, Fred & Jain 2007) presented and described WebBiometrics, a 
system relying on mouse movements while a user is inserting his PIN number. The 
idea behind this is proportional to a common login process. The difference is that a 
virtual keyboard is displayed and used for entering the user-ID and PIN code. The 
required mouse movement information for distinguishing the users is recorded 
during the enrollment phase, where the individual must enter his name, email and 
PIN code (PIN must be entered three times). The WebBiometric’s performance 
depends on the PIN code’s length: the longer the number, the less produced 
verification errors and the bigger guessing entropy values. Guessing entropy is the 
number of tries needed to guess a password.  
 
 
 
Figure 4: WebBiometric's Performance 
 
The paper’s proposed system was tested on a population of 50 persons that used it 
to play a memory game for around 10 minutes. A game is used to attract a bigger 
population in data collection phase, as it is more charming than a traditional login 
process (like the one used in WebBiometrics). Consequently, the system managed to 
gather bigger recorded data sets.  
 
It is worth noting that the reported EER values were higher than those provided in 
Gamboa previous work on “Behavioral Authentication via a Pointing Device, 2003”. 
In spite of the fact that both techniques were implemented in a memory game used 
the same biometric traits (i.e. mouse movement between successive clicks) and ran 
the same classification algorithm (i.e. sequential selection), the EER were increased 
from 0.2% - 2% up to 6.2% - 12.5%. 
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Figure 5: ROC curves for the mouse movement biometric for two different lengths of the PIN code. Dots 
mark the EER: 12.5% for 10 digit PIN, 6.2% for 15 digit PIN. 
 
 
2.4 KEYSTROKE – INTRODUCTION 
 
Keystroke recognition is a process that uses behavioral biometric traits to distinguish 
users, based on their typing style in an input device (e.g. keyboard). In modern 3-D 
virtual worlds, keyboard is used as the primary navigation tool whereas mouse is 
used mainly for targeting objects. As this dissertation focuses on behavioral 
authentication via game strategies, it is relevant to analyze behavioral authentication 
systems implementing a keystroke method.  
 
The most significant recorded typing events are:  
 
• Key-down: It is happening when a key is pressed. Dwell time is the time of a 
key-down event.  
• Key-up: It is happening after a key-down event (i.e. when a pressed key is 
released). 
• Keystroke: Combination of key-down and key-up events.  
• Hold time: It examines the time between a key down and a key up event. 
• Flight time: It examines the time between a key up and a key down event.  
• Delay: Time duration between two sequential keystrokes. 
 
There are two basic categories of keystroke techniques. In addition, some systems 
may implement a combined method. 
 
• Statistical: It compares an individual’s set of typing characteristics with a 
testing set produced by the same individual or a potential impostor/hacker. 
The distance of the compared sets should be below a threshold in order for a 
successful authentication to be achieved.   
• Neural network: It builds a prediction model by using historical data and then 
uses it to classify new typing inputs.  
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Finally, keystroke behavioral authentication techniques can be also classified as 
static or dynamic/continuous methods based on their operation’s configuration. 
 
• Static approach: Keystrokes are analyzed only at specific times (e.g. login) 
providing extra security. On the other hand, verification of a user’s 
substitution is not possible. 
• Dynamic/Continuous approach: It monitors the user’s typing behavior 
throughout a session. The individual is continuously and implicitly getting 
verified and a user’s substitution can be detected. 
 
 
 
2.5 USER AUTHENTICATION THROUGH TYPING BIOMETRIC 
FEATURES 
 
(Araujo, Sucupira, Lizarraga, Ling & Yabu-Uti 2005) proposed a system that uses four 
typing biometric features to authenticate a user. More specifically, the captured 
events during a user’s typing were: a) key down, b) key up and c) key ASCII code 
from which they extracted and analyzed four characteristics: key code, two 
keystroke latencies and key duration/hold time.  
 
Keystroke latency is composed of two features:  
 
• Up-Down time: It can be a positive or negative value according to two 
situations. In positive situation, k(i+1) letter is pressed when ki is released. 
In negative situation, k(i+1) letter is pressed when ki is still pressed. 
• Down-Down time: Time interval between successive keystrokes.  
 
Their target was to improve the traditional login process security in cases where the 
password is not secret.  
 
In the proposed system, every account is assigned with a target string that contains 
up to 10 characters. When a user wants to enter the system, he must indicate the 
account’s name and type the associated target string. During typing, keystroke data 
are recorded and a sample is created containing the appropriate values for the four 
mentioned typing biometric features. 
 
In case of a user that wants to register in the system, he must type a target string for 
ten times. Then, a training set is formed (from the recorded keystroke traits) and a 
new template is created based on the extracted biometric patterns.  
 
Samples are stored only as a result of a successful authentication (i.e. the typed 
account name and target string exist in the database). Subsequently, the sample is 
analyzed by the classification algorithm and compared with the account’s 
corresponding template which was built during the enrollment phase. The sample 
will be considered either true, meaning that the user is accepted, or false. In last 
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case, a trial of authentication is initialized where the system will try again to classify 
the stored sample. If it is again rejected, the user will be considered as impostor.  
 
Seven experiments were performed in total and thirty people participated in each 
one. The users were divided into three different groups.  
 
• Legitimate users: Consists of users who tried to get authenticated in their 
own accounts. 
• Impostor users: Group of people who tried to log in the system with another 
user’s account, knowing the target string of the owner’s account. 
• Observer impostor: Users who observed an individual’s typing behavior and 
tried to log in the system applying that user’s account credentials.  
 
The best results were achieved by employing a statistical classification algorithm. 
They reported 1.45% FRR and 1.89% FAR which can give a competitive advantage to 
the proposed static approach against other keystroke methods using only one 
biometric feature for authentication purposes. 
 
 
 
2.6 KEYSTROKE AUTHENTICATION METHOD FOR  
THUMB-BASED KEYBOARDS ON MOBILE HANDSETS 
 
(Karatzouni & Clarke 2006) proposed a keystroke system based on thumb-based 
keyboards in mobile devices like PDAs and smart phones. Their target was to 
authenticate a user while typing messages, by using two keystroke traits: hold time 
and inter key latency (i.e. down-down keystroke latency). They examined two types 
of methods: 1) static inter-key latency approach and 2) pseudo-dynamic hold down 
approach.  
 
Static analysis uses six varying in size words in a text message as a static matching 
component. An individual copies that message while the system records the 
keystroke inter-key latency of the chosen words. The gathered samples of data are 
then stored for the classifier’s training and testing stages. On the other hand, pseudo 
dynamic analysis is based on the hold time of the six most used letters in English 
language: “e, t, a, o, n, i”. This resulted in gathering a huge amount of recorded 
samples.  
 
Fifty people participated in the experiments. Both implementations used the same 
device and software to measure data. In case of a misspelled word, the individual 
should retype the whole string. In addition, in each test, the data collection process 
was performed in only one session.  
 
The results showed that inter-key latency can be used as a biometric feature for 
distinguishing people among each other. The best EER value was approximately 
12.2%, regarding the larger word (i.e. “everything”), and it was achieved as the 
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system implemented a Feed Forward Multilayer Perception (FFMP) neural network 
along with a latency vector of 10. However, it was mentioned that some additional 
network configuration and optimization may have provided lower EER values.  
 
Keyword  FAR(%) FRR(%) EER(%) 
everything 15.8 9.1 12.2 
difficult 16.8 12.0 14.4 
better 23.5 14.4 18.9 
night 24.2 14.4 19.3 
the 29.3 19.5 24.4 
and 28.7 17.6 23.1 
 
Table 5: Gradual training results for all keywords. 
 
Yet, the best EER outcome in inter key latency approach is higher than keystroke 
systems based on traditional PC keyboards. This is justified as, the buttons in a 
mobile device are close together and the individual can only use two fingers for 
typing a text (as opposed to ten fingers in a PC keyboard). Both factors conclude in a 
restriction regarding the possible typing patterns and thus classifying different users 
is becoming a difficult operation. In addition, some participants weren’t familiar with 
the device’s keyboard which affected their typing behavior.  
 
On the other hand, pseudo dynamic hold time approach didn’t provide sufficient 
enough outcomes (EER was around 50%). The buttons’ size was significant small, 
resulting in low variation of the time intervals between a key down and a key up 
event. Also, the thumb-based keyboard size is affecting the user’s hand movements. 
The hand tends to stay static while texting in a mobile device, which consequently 
reduces the differentiation of keystroke dynamics. Furthermore, many users faced 
problems while typing a message as they weren’t sure if they had pressed a button. 
This again, affected the recorded hold time events. All in all, hold time analysis was 
considered as ineffective for authentication purposes. 
 
Set Training Users FAR  FRR EER 
6 letters normal 20 49.5 49.4 49.5 
6 letters normal 50 31.3 69.0 50.2 
8 letters normal 50 26.7 72.9 49.8 
3 letters normal 50 22.1 77.6 49.9 
6 letters gradual 50 34.2 36.8 36.8 
 
Table 6: Sample results from various tests on hold-time. 
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2.7 KEYSTROKE DYNAMICS AUTHENTICATION WITH 
SHARED SECRET 
 
(Giot, El-Abed, Hemery & Rosenberger 2011) proposed a system that authenticates 
individuals through keystroke dynamics of a shared secret. Using a shared secret 
means that all users will type the same string as password but only a group of people 
in the system will be aware of this. They used the word “greyc laboratory” as pass-
phrase, for promotion reasons and as it was a long enough string.  
 
 
Figure 6: Position of the keys on a French AZERTY keyboard. Marked keys belong to the password. 
Numbers indicate the order of the character in the password. 
 
The verification process is similar to other keystroke methods. A user is rejected 
when he types a wrong password. Otherwise, the recorded keystroke dynamics are 
compared with the corresponding claimed templates. For this reason, a threshold is 
again used. There are two different approaches for setting up the value of a decision 
threshold a) global and b) individual-unique.   
 
• Global: Same threshold for every user. 
• Individual-Unique: Every template-user is assigned with a threshold value 
based on the enrollment phase. 
 
133 people participated in the data collection process and the average provided 
samples per user were about 60 captures. The individual had to type correctly the 
assigned password for 12 times in each session (5 sessions in total and 1 per week). 
A trial period was also offered so the users could practice on typing the phrase. In 
addition, two different types of keyboards were used in order to check if the process 
was dependent on the input device. 
 
Moreover, the system implemented four methods for updating the recorded 
biometric samples after a successful authentication process. The database update is 
considered a good and mandatory operation as keystroke recognition is a behavioral 
modality.  
 
• Adaptive: It replaces the oldest enrolled sample with the newest one.  
• Progressive: It just adds the new enrolled sample in the recorded list. 
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• Average: This method is used when the list size surpasses a predefined value 
(in this paper it is set at 15). Also, the samples are added if they are not far 
too different from the enrolled ones. 
• Correlation: This method adds the new sample in the list if it is well 
correlated with the other “members” of the list. 
 
The proposed static authentication system used Support Vector Machine (SVM) 
algorithms for biometric verification and managed to achieve an average EER of 
15.28% in a very short computation time for the enrollment phase. It is argued that 
individual threshold implementation leads to better results in terms of EER values. 
Finally, the system is proved to be robust in the use of different keyboards.  
 
All in all, there are many more researches regarding keystroke dynamics in an 
authentication process, such as “Jin, Teoh, Thian & Tee, (2008), Typing Dynamics 
Biometric Authentication through Fuzzy Logic” and “Bergadano, Gunetti & Picardi, 
(2003), User Authentication through Keystroke Dynamics” which didn’t provide any 
acceptable levels of accuracy.  
 
The most significant advantages and disadvantages of keystroke dynamics are listed 
below:  
 
Advantages 
 
• Cost: There is no need of extra hardware in order to implement a keystroke 
based authentication method. Thus the implementation cost is very small. 
• User interaction: The authentication process is taking place as the individual 
is typing a text. He doesn’t need to get familiarized with any new devices or 
inconvenient operations like in traditional biometric methods. 
• Implicit operation: Keystroke recognition is a completely transparent process.  
 
Disadvantages 
 
• Psychological issues: Keystroke recognition is affected from several 
psychological factors like stress, fatigue and environmental conditions. In 
addition, the user’s input device may also influence the system’s accuracy.  
• Frequent Updates: An individual will most likely improve his typing skills as he 
becomes familiar with it and thus affect the keystroke recognition process. It 
is necessary to frequently update the stored keystroke traits every time a 
user is successfully authenticated.  
• Accuracy: Sometimes keystroke dynamics don’t provide enough distinct 
information so as to distinguish the users among each other.  
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2.8 STRATEGY BASED BEHAVIORAL BIOMETRICS 
 
(Yampolskiy & Govindaraju 2009) proposed that a unique behavioral biometric 
signature can be derived from an individual’s strategy in a poker game. They 
developed a software capable of extracting behavioral profiles for each poker player. 
The generated signatures are continuously compared with the player’s current 
actions. Significant variations in behavior patterns are associated with possible 
impostor situations. The proposed methodology is ideal for online casinos, as it can 
reveal hackers using stolen accounts and players using AI bots for maximizing their 
profits. 
 
The initial step of Yamposkiy’s methodology was to create a player’s profile either by 
data mining an existing database of poker hands (IRC Poker Database, Maurer 2005) 
or by observing a live game of poker. There are two ways of data collection via live 
poker games.  
 
• Online poker games (Internet): It is considered as the best source of data 
since there are many players and thus information to be collected. A 
monitoring bot is usually developed for automatic data collection.  
• Offline poker games: This category consists of poker games taking place in 
mortar casinos, homes and tournaments. It may provide additional 
information regarding a player’s strategy. 
 
Subsequently, the generated profile is compared with recently collected data 
regarding the same person. The output score is indicating the similarities between 
historical and current playing strategies. More specifically, if the score is above a 
predefined threshold (a threshold 75 is used in the proposed system), it might 
indicate a genuine user’s substitution. In case of a smaller output than threshold’s 
value, the system will keep collecting and analyzing data.   
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Figure 7: A diagram of the developed system 
 
So, it is important to find out how closely a new biometric sample matches a stored 
template. The most significant similarity distance functions are the following:  
 
• Euclidean Distance: It can be calculated as the sum of the squared distances 
between the elements of the n-dimensional vectors (xi, yi).  
 
• Mahalanobis Distance: It is defined as    
  
with μ= (μ1, μ2, μ3, …, μn) and covariance matrix S  
for a multivariate vector x=(x1, x2, x3, …, xn). 
 
• Manhattan Distance: It is the sum of the absolute differences of the elements 
of two vectors (p, q).  
 
• Weighted Euclidean Distance: It is a form of Euclidean distance where more 
information regarding the nature of data is available. As a result, the 
function’s performance is increased.  
 
Many biometric behavioral authentication systems require large quantities of 
reliable data sets for training and testing phases. However, gathering huge amount 
of information is a time consuming and boring process. Yampolskiy and Govindaraju 
introduced two approaches in order to increase the collected data. The first one 
implemented a synthetic behavioral biometric sample by taking an existing player’s 
profile and modifying it, so as to create several similar variations of the given one. 
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The second approach is based on combining behavioral traits from two or more 
different profiles. In this way the profiles’ production represents averaged used 
strategies. In poker, the combination of an aggressive and a passive player will most 
likely result in a solid player’s profile. All in all, multiple strategic templates are 
generated ensuring a large number of distinctive strategies processed by the 
authentication system.  
 
The main advantages of the proposed authentication process are:  
 
• Low cost as there is no need of extra hardware installation. 
• Implicit enrollment phase as the user simply plays a game of poker. 
• Continuous player authentication during the whole session-game.  
• User oriented identification as it doesn’t focus on the used system or the 
geographic location.  
 
It is also demonstrated that strategy based behavioral authentication is vulnerable to 
mimicry attacks. Some intelligent computer software are trained via players’ 
behavioral data (either observed or stolen) and reproduce their behavioral 
signatures in order to impersonate them.  
 
Yamposkiy’s experiments tested the system’s performance by using different 
similarity distance functions. Euclidean and Manhattan methods provided better 
accuracy results than Mahalanobis. Yet, the best outcome, 7% EER, was produced by 
using weighted Euclidean similarity measure for the behavioral profiles enhanced 
with temporal and spatial information. Consequently, strategy based behavioral 
traits can be used for distinguishing people among each other and thus in an 
automatic authentication process.  
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3.  METHODOLOGY 
 
 
3.1 INTRODUCTION 
 
This dissertation uses an android game, so as to record the players’ interaction data. 
Based on the individual’s activity, a unique profile is built in Weka for every player 
(i.e. training phase). The created profiles are then tested on unseen data and the 
outcomes of several experiments are used in order to check the operation’s 
behavioral authentication performance. The android operating system is chosen 
because of the available support while developing. In addition, the android smart-
phones are yet the most common devices. Therefore, it will be easier to find 
participants for the recording phase. The selected game is called RoboCombat and 
its source code is available in http://sourceforge.net.  
 
More specifically, the initial step was to find an android game simple enough to save 
some of the player’s actions and at the same time complex enough to extract useful 
and interesting information out of it. Subsequently, the RoboCombat’s source code 
was edited to store the player’s actions in a list. Its format is similar to a typical log 
file and corresponds to a player’s behavioral biometric sample. Then, several 
functions were developed in order to elaborate on this list and extract useful 
features out of it. This information (i.e. biometric feature samples) was stored in a 
text file, which was created in the user’s phone’s external storage. An ARFF 
(Attribute-Relation File Format) file was generated out of the collected text files and 
passed on Weka for the classification process.  
 
 
 
3.2 GAME OVERVIEW 
 
RoboCombat is a simple android game developed in Java and it is similar to the 
famous Super Mario game. It consists of 3 levels-maps. The player handles a robot 
and tries to reach the end of each map. Twenty enemies are placed in predefined 
spots and one final boss-enemy is spawned at the end of each map. Each foe is 
programmed to follow the user’s robot (even if the player bypasses it) and randomly 
shoots some rockets against it. Their avatars look like small helicopters (they are also 
called as Heliboys) while the final boss resembles a machine gun. 
 
  
 
Every player is capable of 
 
• Up: The robot jumps. 
• Down: The robot bends.
• Left: The robot moves backwards.
• Right: The robot moves forwards.
• Shoot: The robot shoots rockets.
 
 
Figure 8: Helicopter Avatar 
Figure 9: Final Enemy Avatar 
performing the following actions:  
{inBounds(event, 0, 280, 70, 70)} 
 {inBounds(event, 0, 415, 70, 65)} 
 {(event.x<300)} 
 {(event.x>300)} 
 {inBounds(event, 0, 350, 70, 65)
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} 
 Each moving action (i.e. Left,
at the same time. This means that a robot can shoot or jump while moving 
backwards or forwards. 
specific coordinates in order to c
coordinates and perform the a
height)). Basically, the ‘event
On the other hand, ‘x’ and 
screen’s x and y axes.  The width and height 
and y parameters respectively
 
The player’s robot’s health
1 point and happens either when an enemy’s rocket 
or when the robot passes through an enemy. 
enabled whenever the robot gets hit. 
while the final enemy has 20.
once a foe gets killed, or by 
 
In addition, the individual must bend in order to avoid the upcoming rockets
the upcoming enemy fast. When an enemy 
Also, the user’s robot and the
spam the Shoot action while moving 
deplete. However, they are both capable of shootin
which also cannot be change
 
Each one of the three maps
spaces that the user must jump
background is displayed in every level. 
enemy), the level-map will increase by 1.
 
 Right) can be combined with either Shoot or Up actions
Moreover, every action has been assigned with some 
ompare them with the player’s screen touches
ppropriate operation (i.e. inBounds(event, x, y, width, 
’ parameter checks if the user has touched th
‘y’ parameters are the initial starting points of the 
values are the upper boundaries of the x 
.  
Figure 10: Game coordinates 
 points are equal to 20. A hit reduces the robot’s health by 
is successful (i.e. 
The player’s phone’s vibration is 
Each helicopter enemy has 5 health
 Consequently, the player’s score increases either by 
10, once the machine gun is defeated.  
dies, all its fired rockets are vanished. 
 helicopters may shoot infinite rockets. A player can 
without having to consider that their fires might 
g only towards their facing
d.    
-levels consists of a path with some blocks
 so as to avoid them. In addition, the same 
If the user manages to win (i.e
 In case of a win situation occurs
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hits the target) 
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 side, 
 and empty 
. kill the last 
 in level 3, 
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the game will start again from level 1. Furthermore, a game over situation will reset 
the game and the individual will play again the first map.  
 
Finally, a player may pause the game (i.e. inBounds(event, 0, 0, 40, 40)). However, 
the scope of this dissertation prevents the use of the ‘pause’ option because it 
affects the time variant recorded data by adding the pausing duration.  
 
 
3.3 PROCESS OF COLLECTING RAW DATA 
 
The main target of the raw data collecting process is to find out and store important 
game actions as they are performed during a player’s session. A session is defined as 
either a game over or game win situation.  
 
For this reason a new class, called Entry, is implemented. Each class object refers to 
an occurred game action. It consists of the following private parameters: 
 
• timeAction: It points out the action’s timestamp which is derived from the 
system’s clock. More specifically, its value is the calendar’s time converted 
in milliseconds, so as to create more accurate timestamps. The actions’ 
time accuracy is very important, because some game events may occur 
within a short period of time and thus making it harder to be correctly 
distinguished.  
• coordX: It stores the coordinate x of the user’s touch event. In case of a non 
player action, the coordX is equal to 0. 
• coordY: Similarly to coordX, it stores the coordinate y of the user’s touch 
event. In case of a non player action, the coordY is equal to 0.    
• nameAction: It describes the action’s name in capital letters. 
• level: It contains the current map’s value-level (i.e. 1, 2, 3). 
 
Subsequently, Entry objects are constructed inside the RoboCombat’s initial source 
code, one for every selected game action. An arrayList, called tempList, is 
implemented in order to store all the generated entries, sorted by time. Basically, it 
constitutes a user’s biometric sample and the main idea is that it should be capable 
of describing an individual’s session.  The captured events can be split into 3 
categories based on their operation’s scope: a) Player’s aspects, b) Enemy’s aspects 
and c) Game states. 
 
 
3.3.1 Player’s Aspects 
 
Player’s aspects include all the available robot’s moves. More specifically, whenever 
a Jump, Duck (i.e. bend), Left, Right or Shoot action is executed, an Entry object is 
created with the corresponding initialized parameters and then it is stored in the 
tempList. As mentioned before, every move is associated with the user’s touch event 
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coordinates. Thus, the appropriate RoboCombat’s function is called according to the 
comparison’s output (i.e. by comparing the coordinates). It is obvious that the 
player’s aspects are already sorted by time in the tempList. 
 
3.3.2 Enemy’s Aspects 
 
The enemy’s aspects extraction process is a bit more complicated and an extensive 
analysis of each one is required. Particularly, there are three possible events related 
to a foe: a) Spawn b) Shoot and c) Annihilation.   
 
Spawn 
 
RoboCombat initializes an arrayList of 20 Heliboys whenever a game starts. Each 
helicopter is defined to appear in a specific map’s spot. As soon as, the player’s robot 
reaches a certain range (heliboy.coordX - robot.coordX < 700), the foe appears and 
starts moving. In order to find the exact spawn time, two methods were 
implemented and tested.  
 
The first method is based on the background’s value variation. The game’s 
background object contains a parameter bgX, similar to an x axes, which is initialized 
with a non zero value (i.e. new Background(2160,0)) as the game begins. This 
number decreases when the robot moves forward in the map. The key idea is to 
relate the bgX parameter with the enemies’ appearance by taking advantage of their 
predefined spots. An amount of 100 reduction of bgX will trigger a new enemy’s 
appearance. However, sometimes the bgX value does not properly match the 
supposing specified value of an enemy’s spawn which may lead to inaccurate records. 
This might be on account of the player’s moving speed alteration in the map.  
 
In order to avoid the above possible inaccurate measures, the second method is 
taking advantage of the helicopter’s very first action. As soon as the player reaches 
the appropriate range with an enemy, a follow() function is immediately enabled, 
forcing the foe to move towards the user’s robot and thus appear in the smart-
phone’s screen. This function was edited in order to return the calendar’s time at its 
first call. As a conclusion, each Heliboy’s spawn time is equal to the follow() time.   
 
The dissertation’s biometric samples are extracted by implementing both methods. 
More specifically, the helicopters’ appearing times are calculated via the second 
process as they are more accurate, whereas the final enemy’s spawn time is 
measured via the first process because the machine gun always remains still (i.e. the 
follow() function is not available in the FinalEnemy class).    
 
Contrary to the player’s aspects, the extracted foe’s timestamps are saved in another 
arrayList called ‘enemyTimeList’ due to the RoboCombat source code’s design. At the 
end of a player’s session, an entry object is created for every item in this list. Also, 
the entry’s actionName parameter is set according to the timestamp’s position in the 
enemyTimeList (ex. "ENEMY "+j+" APPEARED").  
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In addition, a new variable is created regarding the final enemy’s appearing time, 
which is called bossTime. Its value will be either zero, if the user doesn’t reach the 
final enemy and thus will be ignored or it will contain a timestamp number, derived 
from the Background class. Moreover, once the bgX value is equal to 60 (i.e. the 
player reaches the machine gun) a timestamp is generated. This value is returned to 
the bossTime parameter. At the end of a user’s session, an Entry is created with 
actionTime equal to bossTime and nameAction set as "ENEMY 20 APPEARED". 
 
Finally, the constructed ‘Spawn’ objects are saved in the tempList, which now needs 
to be sorted because the storing process is performed as a session’s operation is 
finished. For this reason, a sort function (i.e. Collections.sort(tempList, new 
Entry.Sort());) is  implemented. 
 
 
Shoot 
 
Another aspect of a helicopter is its capability to fire against the robot. To do so, 
there is a shoot() function inside the RoboCombat’s source code which was edited to 
return its calling time. An Entry object is constructed with actionTime equal to shoot() 
time and nameAction set as “ENEMY SHOOTS”. Then, it is added to the predefined 
tempList, which doesn’t need to be sorted. 
 
The Heliboy class contains an update() function for managing the enemy’s current 
status. Both follow() and shoot() activities are called inside it. The update() was  
edited in order to return the non-zero values of spawn and shooting timestamps. For 
this reason, a table of size 2 was developed. Its first element is reserved for the 
helicopter’s appearing time while its second element is holding the helicopter’s firing 
time.    
 
 
Annihilation      
 
The user’s goal is to reach the end of each map by eliminating the spawned enemies. 
As mentioned before, an arrayList contains all the game’s helicopters. Each one is 
assigned with a health parameter equal to 5. The program is constantly checking this 
list during a game’s progress. Once the enemy’s health parameter is reduced to 0, 
the enemy is removed from the arrayList and a timestamp is extracted. 
 
Subsequently, the nameAction parameter needs to be initialized. The main idea is to 
point out exactly which enemy was vanished in order to create a string: “ENEMY 
DIED +j” that will match the “ENEMY "+j+" APPEARED”. For this reason, two methods 
were developed and tested. 
 
The first method is using the helicopter’s arrayList’s size. Basically, a simple 
subtraction of the list’s current capacity from its initial one marks the annihilated 
enemy (ex. 20-heliArray.size()). In this way, it is assumed that every player is going to 
kill the foes based on their spawning sequence. Several tests revealed that a player 
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will not proceed in the map without killing an appeared helicopter and thus a win 
situation will conclude that all enemies were previously destroyed. 
 
On the other hand, the second method includes a simple customization of the 
Heliboy’s class constructor. More specifically, an integer is added in order to identify 
the enemies among each other and is returned before the enemy’s removal from the 
list. As a result, the new Entry’s nameAction parameter will correctly point out a 
foe’s death regardless of the user’s killing sequence in the game. Finally, in both 
described situations, the created Entry object is stored inside the tempList, which 
doesn’t need to be sorted. 
 
The case of a player proceeding in the map without killing an enemy was reported 
once the dissertation’s recording phase had been finished. Moreover, it is 
considered as a rare and insignificant occasion because only one participant (out of 
10) in 3 sessions out of 100 used this type of play. Even in those 3 sessions, a useful 
tempList was generated based on the first method. Consequently, unique 
information was extracted for distinguishing the players among each other.  
 
In addition, the second method added further complexity to the tempList’s 
elaboration. Some implemented algorithms did not work properly and more 
experiments need to be taken in order to prove the second method’s functionality. 
Thus, the dissertation’s results rely on the former version of setting up the 
annihilation’s nameAction parameter. 
 
 
3.3.3 Game states    
 
In the beginning, the generated tempList contained only enemy’s and player’s 
aspects. Its starting and ending points were initially derived from a user’s action. 
However, it was considered as an inadequate and inaccurate description of a player’s 
game   because it wasn’t exactly specifying the session’s boundaries. Sometimes, the 
tempList couldn’t distinguish a game win from a game over situation. For example, 
whenever a player was facing the last enemy, the game’s final outcome wasn’t 
represented. In addition, the session’s starting time was not actually matching the 
first entry’s timestamp which subsequently affected the tempList’s elaboration.  
 
So, the following three game states are considered a) Game start, b) Game win and c) 
Game over.  
 
 
Game Start 
 
The desired starting time is the moment of a user pressing the PLAY button and thus 
a game session begins immediately without any loading delay. The RoboCombat’s 
source code is continuously checking the game’s state. More specifically, according 
to a session’s condition (Ready, Running, Paused, GameOver, Win) the appropriate 
activities are performed. So, a new timestamp is created once the game’s state 
 matches the Running situation 
Subsequently, a new entry is created and stored in the tempList with nameAction
as “START” and actionTime equal to the previously extracted timestamp
 
 
Game Win 
 
A player’s game finishes either with a game win or game over situation. A win is 
achieved whenever a map’s final enemy is defeated. For this reason, the game’s 
condition will change from the Running state to the Win state. 
created with nameAction set as
state’s converting time. Finally, the entry object is stored 
capacity. 
 
 
Game Over   
 
On the other hand, a Game Over occurs either wh
reduced to 0 or when the player’s robot falls in a map’s empty space. The game 
condition is going to change from the Running state to the Game
Entry object, with nameAction s
time in its timeAction parameter. The new entry will be again stored 
the tempList’s capacity.  
 
The game state’s entries are created and 
corresponding conditions 
 
 
for the first time (i.e. state == GameState.Running
Figure 11: Game Start Interface 
Then, a
 “GAME WIN” and timeAction equal to the 
at the end of the tempList’s 
en the player’s robot’s health is 
 Over state. A new 
et as “GAME OVER”, will save this state converting 
added in the temp
are enabled. For this reason, there is no need of sorting 
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). 
 set 
.  
 
 new Entry is 
session’s 
at the end of 
List once the 
it.   
  
Finally, there are also some game aspects that were
and consequently, they were not stored 
 
• Hit: It is a player’s aspect that refers to the robot’s health reduction. An 
enemy’s successful
somehow related to the player’s Duck and Shoot actions. More specifically, 
a Hit aspect will most likely be 
a slow enemy’s a
extra information regarding a game.
• Boss shoots: It is associated with the final enemy’s spawn. The machine gun 
fires randomly rockets 
avoid them or simply ignore them. Despite the fact that some interesting 
information may be extracted out of this aspect, it is not stored in the 
tempList. The main reason
needs to face the
game action. However, this cannot be guarantee
boss is appeared, it will constantly fire rockets against the player. Thus, the
recorded Spawn aspect 
• Boss died: It is a game action that points out the final enemy’s annihilation. 
As mentioned before, a game win situation is achieved when the machine 
gun is defeated. Consequently, the 
“Game win” event.
• Pause: Initially, each player 
pause option affects the latter tempList’ elaboration and thus its use is 
prevented.  
• Ready: A game is considered 
this game aspect
• Touch up events
releases a touch down (i.e
 
Figure 12: Game Over Interface 
 not used for extracting raw data
in the tempList: 
 rocket’s mission will conclude in a Hit event. 
presented as a result of a non Duck event or 
nnihilation. As a conclusion, it is not expected to give
 
against the user’s robot, which may 
 is that every participant of the recording phase
 map’s last enemy in order to extract raw data out of this 
d. In addition, once the 
implies-replaces many “Boss shoots”
“Boss died” aspect is overlapped by the 
 
may pause a game while playing. However, the 
as ready after its successful loading.
 does not extract any particular information.  
: A touch up event is performed as soon as the user 
. touch the screen) event. Consequently, the
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 duration of every 
small variation of th
no point of storing it.
 
Lastly, the game’s tempList is saved in a text file which is similar to a common log file. 
 
 
 
 
 
 
player’s aspect can be calculated. Several tests revealed a
is metric (except the Right action) and thus
 
Figure 13: The extracted tempList 
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3.4 EXPERIMENTS IDENTIFICATION FACTORS 
 
At the end of a player’s session, the tempList is formed representing a user’s 
biometric sample and furthermore, containing all the recorded raw data. Several 
functions are implemented in order to elaborate this list and extract useful 
behavioural features ideal for distinguishing the users’ playing strategy and thus, 
their identity. However, it is primarily necessary to outline some identification 
factors which affect the development of the above functions and generally the 
recognition process.    
 
• Identification time 
• Biometric samples  
• Players  
 
 
3.4.1 Identification time 
 
The identification time is defined as the user’s minimum required interacting time 
with a game, in order for a process to be capable of extracting biometric samples out 
of it. It is expected that a longer identification time will conclude in better results 
regarding a classification’s algorithm’s accuracy. Usually, the more time spent in a 
game, the better description of a player’s strategy and thus, the greater users’ 
distinction. However, the players may lose concentration and get bored as they keep 
playing without any break. This will affect their playing tactic and introduce noise in 
the classifier instead of useful information.  
 
Noise is common in multiple types of data. The imperfection of data affects the 
analysis process and consequently the classification methods. It is proved that noise 
in dataset dramatically decrease the classification's performance in terms of 
accuracy, time taken to build the model and robustness. A classifier developed from 
noisy data tends to be less predictive if the training dataset contains a great number 
of noise instances. 
 
Another notion one should bear in mind is habituation. In other words, it is 
considered as a user’s possible reaction in successive and long lasted games. The 
players’ behaviour may differ as they get familiar with the game’s concept. The 
habituation has a twofold contribution. It may either reveal new aspects of a player’s 
tactic and subsequently improve the classification process or introduce noise as the 
player becomes more reckless.  
 
RoboCombat is a simple arcade game with quick session’s progress. While the past 
behavioural authentication systems are based on identification times between 3.5 
and 15 minutes, this game is suitable for examining an almost independent of 
interacting time approach. Furthermore, most of the considered biometric features 
are trying to describe a user’s strategy free of their session’s duration. The 
individual’s biometric samples are stored whenever a game over or game win 
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situation appears. There aren’t any time boundaries regarding those states 
(especially the game over). Each participant may lose in the early steps of a map 
without significant effects on the later extracted biometric features. However, the 
players of the recording phase are asked to do their best so as to achieve a win 
situation.  
 
 
3.4.2 Biometric samples 
 
Generally, a biometric sample is defined as an individual’s biometric information. In 
the proposed recognition system, the implemented tempList constitutes the user’s 
biometric sample. It contains all the recorded data of a game and its main scope is to 
describe a player’s session. The more samples, the more information will be 
gathered for the corresponding user. A text file (i.e. the log file), which is basically 
the system’s enrolment database, contains the entire player’s created biometric 
data. Consequently, a bigger dataset will most likely improve the authentication 
accuracy of the system because more detailed profiles can be built for every user in 
the classification phase.   
 
The RobotCombat favours the quick and massive generation of behavioural 
biometric samples. However, it is important to handle the user’s habituation and 
boredom of the game at the same time. For this reason, each player was initially 
asked to learn and get familiarized with it before participating in the recording phase. 
Indicatively, 5 to 10 trial sessions were suggested based on each one’s gaming 
background-history. A person that is used to smart phone games will need less 
training time than another who doesn’t use similar applications.  
 
In addition, an approximate number of 15 session games per day along with a final 
target of at least 50 game sessions per user was set. The desired (but not restricted) 
daily process is to gather 5 biometric samples per 5 hours. A biometric sample is 
constructed per extracted tempList. Thus each game session concludes to a new 
recorded biometric sample. All in all, a balanced database is created. 
 
 Figure 14
 
Datasets are characterized as 
representing one class (minority) is much lower than the ones of the other classes 
(majority). The classifiers have good accuracy on the "majority classes" but very poor 
accuracy on the "minority classes" due to the impact of the "majority classes" on the 
traditional training criteria. 
effects on the classification performance of machine learning algorithms. 
 
 
3.4.3 Players 
 
The last considered identification factor is related 
recording phase. Moreover, some voluntee
application in order to gather data and evaluate the system’s behavioural 
authentication performance.
number of players (i.e. 2-
in order to check how the 
authentication capabilities
 
More specifically, people from both 
considered mandatory to test the effect of several human factors, like gender
recordings. On the other hand,
30 years old. Mainly, the individuals have a good background regarding games and IT 
technologies too. 
 
 
: Biometric Sample vs. Biometric Feature Sample 
unbalanced when the number of examples 
The unbalanced datasets can cause seriously negative 
to the participants of the 
rs are asked to interact with the 
 The dissertation’s intention is to gradually 
3-5-10). This way, multiple experiments can
built model reacts to this increase and thus
. 
sexes participate in the experiments. It 
 the dominant age in the users group 
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Regarding the users device, it can be either an android smart phone or tablet. The 
RoboCombat’s controller’s design incommodes players using a small sized smart 
phone. Basically, an above 4.2 inches screen size is required for a smooth game play 
and thus a minimum size threshold is set. For this reason, the participants are also 
allowed to use a tablet instead of their phones.  
 
The RoboCombat’s edited version (i.e. to record interaction data) is sent to each user 
via email for the installation process. In other words, a robocombat.apk file is 
generated as the application is built. Essentially, it includes the whole game and the 
users need to load it in their phones. Primarily to this, they had to download an apk 
installer application and change some phone’s safety configurations so as to enable 
the “Unknown Sources” option. Subsequently, they are able to set up the apk file 
and play the game.  
 
Finally, there aren’t any time or place constraints regarding the game play. So, every 
person is allowed to play independently of spatiotemporal factors.  
 
 
3.5 BIOMETRIC FEATURES 
 
The next step after acquiring biometric samples is to implement some functions in 
order to process them and extract interesting information for every player. So, each 
developed method represents the notion of a behavioural biometric feature. 
Moreover, it is stated that a biometric feature sample consists of 10 different 
biometric features plus an identifier. The collected samples are stored in a text file 
(different from the biometric samples file - log file) which is going to be returned by 
the players as soon as it contains at least 50 rows of data. The proposed recognition 
system constitutes the users’ profiles based on their datasets.   
 
Subsequently, the implementation of those functions is described and their scope is 
highlighted.  
 
 
3.5.1 Shoots Per Second  
 
A simple function, called shootsPerSecond(), calculates the player’s shooting rate. 
Initially, it elaborates the tempList and counts the entries with nameAction 
parameter equal to “SHOOT”. Then, the list’s first and last entry’s actionTime 
parameters are retrieved and the session’s duration is calculated in milliseconds by 
subtracting the extracted timestamps. The first entry corresponds to a “Start” game 
state whereas the last one refers to either a “Game over” or “Game win” situation. 
The total number of Shoot actions is divided by the session’s duration and thus a 
player’s shooting rate is measured in milliseconds. Finally, the result is converted to 
seconds by multiplying it with 1000.  
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The idea behind this method is to check a player’s shooting strategy. Moreover, 
information regarding a user’s shooting rate is stored in this behavioural biometric 
feature. Spamming rockets as the robot proceeds in the map will result in a high 
shootPerSecond() returned value. Contrary to this, a player that shoots only due to a 
new enemy’s spawn will be marked with a lower shooting rate. In addition, this 
metric is almost independent of the session’s duration and expresses a user even if 
they lose in the early steps of a map. A player’s total number of shooting actions is 
proportional to a game’s duration and thus the duration’s decrease will also reduce 
the number of Shoot actions.   
 
 
3.5.2 Rights Per Second (Speed of Right Action) 
 
This behavioural biometric feature relies on the rightsPerSecond() function which is 
similarly implemented to the shootPerSecond() method. To begin with, it counts the 
Entry objects that contain their nameAction parameter equal to “RIGHT”. 
Subsequently, the game’s duration is calculated in milliseconds by subtracting the 
Start state’s timestamp from the finishing game state’s timestamp (i.e. game win or 
game over). Then, the total number of the session’s Right actions is divided by its 
period of time and the outcome is converted to seconds. It is worth noting that the 
numerator rises faster than the denominator during an individual’s session. 
 
This function is going to measure the rate of a player’s Right touches during a game. 
It can also be defined as the speed of pressing the Right action. Its basic scope is to 
gather information regarding a user’s speed-way of progressing in the map 
independently of their advance in it. This means that a reflected value will be 
generated even if the individual looses early in the game. In addition, the robot’s 
moving speed is closely related to the player’s Right aspect. Usually, the more 
frequent Right touches used, the slower a robot will proceed in the displayed path. It 
is assumed that a player marked with trivial number of Right actions will hold the 
corresponding touch down event for a decent amount of time. Likewise, a great rate 
of Right actions per second will entail low touch down events’ durations.  
 
Moreover, the considered biometric feature holds some hidden knowledge 
regarding a player’s gaming behaviour. The users can be split in 3 basic categories 
according to their playing style, namely a) the cautious b) the hasty and c) the 
normal player.  
 
In general, the cautious player will probably be marked with a higher rate of Right 
actions than the hasty one and thus a slower progress speed. On the other hand, a 
normal player will usually be associated with rate values between the above 
concealed boundaries. Yet, in some cases a player may release the Right action 
touch as soon as it is pressed and subsequently remain inactive for some time. This 
will lead to a deceptive right per second value. As a conclusion, in order to fully 
understand a player’s strategy, more features need to be combined and thus, 
analysed.  
 For instance, in Figure 8, the light red and pink colours are clearly describing a hasty 
strategy whereas the grey, blue, light blue and red colours correspond to a cautious 
strategy. The remaining ones cannot be accurately classified as they are equally split 
in both categories.   
 
Finally, the habituation factor may affect this metric because as the players get used 
to the game, they will become more careless and thus
rightPerSecond() returned 
latter period of the recording phase. 
 
 
3.5.3 Average X Co
 
It constitutes a biometric feature 
the proposed function is counting the number of entries
nameAction parameter equal to “
coordinate x value and sums them. An average output
arises from dividing the measured sum by the total
 
The presented feature’s main scope is to gather information about the 
during a game play. More specifically, the player’s touch screen is divided into two 
equal parts, one for each moving action (i.e
initialized at the center of the
The users may touch in different spots of the screen according to their
strategy. Some of them are
while others are going to use 
coordinates is expected to be recorded in the players biometric
 
An average number is measured indep
considered that every extracted tempList will at least contain one Right aspect 
player cannot lose without moving forward. Thus, a
value will always be returned by the avg
 
Figure 15: rightPerSecond() – Players  
 in some cases
value is expected to experience some decrease on the 
 
ordinate of Right Actions 
extracted by the avgRightX() method. To begin with, 
 in the tempList
RIGHT”. Subsequently, it retrieves each ones 
, regarding the x coordinate, 
 found items.  
. Left, Right). The Right x coordinates are
 phone’s screen and obtain values up to its right border. 
 expected to touch the far end points 
interior spots. Thus a small variation of the x 
 feature
endently of the session’s duration. It is 
n indicative x coordinate average 
RightX() function. Moreover, the proposed
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feature seems to be resistant to the individual’s habituation. Even if the players 
become familiar with the RoboCombat’s concept, the x coordinates of their Right 
actions won’t significantly change.     
 
 
3.5.4 Average Y Coordinate of Right Actions 
 
The considered biometric feature is associated with the class Entry avgRightY() 
function which development is similar to the above avgRightX() implementation. In 
more details, it counts the tempList’s entries with nameAction parameter equal to 
“RIGHT” and in the intervening time stores their coordinate y value in a “sum” 
parameter. Consequently, the result of dividing the sum parameter by the 
appropriate number of entries in the tempList constitutes the average y coordinate 
of a player’s Right actions.  
 
This feature is semantically related with the average x coordinate of the player’s 
right actions. The combination of these coordinates composes the exact spot of each 
Right touch down event. The higher y value, the closer to the bottom of the screen 
did the touch event occur.  Furthermore, the individual’s preferences on y 
coordinate will most likely be as a result of the Right action’s “width”.  
 
Most of the gaming tactics will include such y values that will facilitate the user’s 
vision of the upcoming enemies. So, some players are expected to combine high x 
coordinates with y numbers that correspond to the screen’s top and bottom edges. 
This way a new helicopter’s spawn will be easily noticeable. On the other hand, 
moderate y coordinates are expected to be followed by lower x coordinates in order 
for the user to check the newly appeared enemies.  
 
Obviously, the “average coordinate Y” behavioural biometric feature holds the 
“average X coordinate” feature’s properties. Thus, not only is it independent of the 
session’s duration but also it isn’t affected by the habituation’s ramifications. 
 
 
3.5.5 Average Time to Defeat an Enemy  
 
This behavioural biometric feature relies on the Entry class’ avgTimeToKill() function. 
Particularly, the implemented method calculates the period of time between a 
helicopter’s spawn and its corresponding annihilation event. Therefore, it returns an 
average value taking into account all the defeated enemies in the tempList.  
 
For this reason, a timestamp is extracted for each Entry accompanied with 
nameAction equal to “ENEMY +j APPEARED”. Basically, the parameter “j” constitutes 
the foe’s id. In case of a Spawn aspect, the presented method will also try to find the 
timestamp of a tempList’s Entry with nameAction set as “ENEMY DIED +j” that 
matches the previously considered Entry object. As a result to a successful matching 
pair, a time period, namely “timeTokill”, is initialized by subtracting the gathered 
timestamps (i.e. timeToKill=deathTime - spawnTime). Furthermore, a parameter, 
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called “sum”, stores all the extracted time periods and thus, the average time to 
defeat an enemy arises from dividing the sum parameter by the total number of 
defeated helicopters in the tempList.  
 
The average time of defeating an enemy is considered, in order to gather 
information about the players’ strategy while facing an upcoming enemy. The lower 
its value, the faster a player defeats a helicopter. In other words, the robot rapidly 
fires successful rockets against foes once they spawn in the phone’s screen. 
Obviously, such users can be classified as hasty players. On the other hand, great 
avgTimeToKill() returned values will usually mark a cautious player because their 
main priority is to protect the robot’s health points. Thus, possible Duck aspects are 
going to increase the average time to defeat an enemy.   
 
Moreover, a session’s bypassed-ignored enemy (i.e. it was ignored during the game) 
will significantly affect this biometric feature. In some rare cases, a player proceeds 
in the map without killing a helicopter. As mentioned in the Process of Collecting 
Raw Data section, the id parameter of an annihilation event assumes that every foe 
is killed based on its spawn sequence. Provided an ignored helicopter, the 
Annihilation’s id will match the previously appeared foe for the rest of the occurred 
Annihilation aspects in the tempList. So, a greater, than the expected one, average 
time to defeat an enemy will be extracted. This impact may produce additional 
information regarding the player’s game play because a huge increase will mark a 
strategy that includes ignored helicopters. It is expected that the average time to kill 
an enemy will be significantly bigger than the one produced by a cautious player. 
Consequently, the users will be clearly distinguished. However, if this phenomenon 
comes up too scarcely in a dataset, it might instead add noise in the classification 
process which should be handled.  
 
For instance, consider the following table which represents a session accompanied 
with an ignored enemy (i.e. Enemy 1). Its left part is describing the actual player’s 
scenario whereas the right one is describing the tempList’s stored version of the 
same scenario.    
 
Game Aspect Time Game Aspect Time 
Enemy 1 Appeared 0.1 Enemy 1 Appeared 0.1 
Enemy 2 Appeared 0.5 Enemy 2 Appeared 0.5 
Enemy 2 Died 0.7 Enemy 1 Died 0.7 
Enemy 3 Appeared 0.9 Enemy 3 Appeared 0.9 
Enemy 3 Died 1.2 Enemy 2 Died 1.2 
Enemy 4 Appeared 1.6 Enemy 4 Appeared 1.6 
Enemy 4 Died 1.8 Enemy 3 Died 1.8 
Game Over 1.9 Game Over 1.9 
 
Table 7: Game Scenario 
The actual avgTimeToKill outcome is: (0.7 – 0.5 + 1.2 – 0.9 + 1.8 – 1.6)/3 = 0.23 
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The tempList’s avgTimeToKill outcome is: (0.7 – 0.1 + 1.2 – 0.5 + 1.8 – 0.9)/3 = 0.73  
 
Still, on the occasion that the bypassed enemy is eventually defeated, the “average 
time to defeat an enemy” behavioural biometric feature will not be affected. To 
prove this, an extra row is added in the previous table for presenting the ignored 
helicopter’s annihilation aspect: 
  
Game Aspect Time Game Aspect Time 
Enemy 1 Appeared 0.1 Enemy 1 Appeared 0.1 
Enemy 2 Appeared 0.5 Enemy 2 Appeared 0.5 
Enemy 2 Died 0.7 Enemy 1 Died 0.7 
Enemy 3 Appeared 0.9 Enemy 3 Appeared 0.9 
Enemy 3 Died 1.2 Enemy 2 Died 1.2 
Enemy 4 Appeared 1.6 Enemy 4 Appeared 1.6 
Enemy 4 Died 1.8 Enemy 3 Died 1.8 
Enemy 1 Died 2.2 Enemy 4 Died 2.2 
Game Over 2.3 Game Over 2.3 
 
Table 8: Game Scenario 
Actual avgTimeToKill: (0.7 – 0.5 + 1.2 – 0.9 + 1.8 – 1.6 + 2.2 – 0.1)/4 = 2.8/4 
TempList’s avgTimeToKill: (0.7 – 0.1 + 1.2 – 0.5 + 1.8 – 0.9 + 2.2 – 1.6)/4 = 2.8/4  
 
The proposed metric is interrelated with the “Shoot Per Second” biometric feature. 
Usually, a robot’s high shooting rate will be combined with low average time to 
defeat a helicopter. More specifically, spamming rockets will most likely conclude to 
a foe’s annihilation event immediately after its spawn.  
 
In addition, this feature is partially independent of the session’s duration. In fact, a 
user that looses in the early steps of a map will probably have defeated some 
enemies first. Hence, a representative avgTimeToKill() value is going to be calculated. 
Lastly, the users’ possible habituation might decrease the average time to kill an 
enemy because they are expected to learn the helicopters’ spawn spots and thus 
shoot earlier in the game.   
 
 
3.5.6 Additional Enemy 
 
This biometric feature is related to the Entry class extraMobsAppeared() function. 
Basically, it counts the additional appeared enemies in the map without having 
defeated a previously spawned helicopter. Consequently, it sums and returns the 
number of extra appeared enemies for each faced foe in the player’s session.  
 
In more details, the implemented function checks the lifetime of each helicopter in 
the tempList. Therefore, two id numbers are considered, namely “w” for matching 
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each helicopter’s spawn event ("ENEMY "+w+" APPEARED") with the appropriate 
annihilation aspect ("ENEMY DIED"+" "+w) and “z” for pointing out possible spawn 
aspects inside those boundaries (i.e. foe’s lifetime). More specifically, the method 
tries to find Entry objects with nameAction equal to "ENEMY "+z+" APPEARED" 
where the “z” parameter is initialized to point out greater than “w” ids. A count 
parameter increments whenever an extra spawn event is appeared inside the 
predefined tempList’s space intervals.  
 
In case of a non defeated enemy, the proposed function determines the foe’s 
lifetime to last up to the game session’s final game state. Thus, the count parameter 
is capable of measuring the number of the additional helicopters even when the 
previously spawned foe stays undefeated.  
 
Consider the following example:  
 
Game Aspect Time 
Game Start 0 
Enemy 1 Appeared 0.5 
Enemy 1 Died 0.7 
Enemy 2 Appeared 0.9 
Enemy 2 Died 1.2 
Enemy 3 Appeared 1.6 
Enemy 4 Appeared 1.8 
Enemy 3 Died 2.2 
Game Over 2.3 
 
Table 9: Game Scenario 
The foes lifetimes are:  
• Enemy 1: 0.5 – 0.7 
• Enemy 2: 0.9 – 1.2  
• Enemy 3: 1.6 – 2.2 
• Enemy 4: 1.8 – 2.3  
 
Thus, the extraMobsAppeared() function will measure 1 additional enemy (i.e. 
Enemy 4). 
 
The idea behind this biometric feature is to gather information regarding the player’s 
proceeding strategy. To begin with, it is expected that its most frequent recorded 
value in a biometric feature sample will vary from 0 up to 2. As mentioned in the 
Game Overview section, each map contains several empty spaces that a player 
needs to jump in order to avoid them. Some of these spots are combined with an 
enemy’s spawn. Consequently, the player may ignore the upcoming helicopter in 
order to safely skip the map’s empty blocks. As the user keeps moving forward, a 
 new foe may appear before defeating the previously
“additional enemy” feature will 
 
 
In addition, this metric retrieves information regarding the players
cautious players’ biometric
enemies. On the other hand, both normal and hasty 
non-zero values. The more frequent 
hastier a player is.   
 
The bypassed enemy factor
Consider the table 7 and table 8
equal to three foes in both situations.
value, constitutes a sign for a 
enemies.   
 
However, the proposed behavioural
duration. A game over situation in th
to a zero value of additional appeared enemies 
face all the map’s blocks and helicopters
 
Finally, the individual’s habituation may
users become more careless and thus proceed faster in the map. 
considered as an insignificant 
feature but also because of its scarce 
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increase.  
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3.5.7 Average Time Period Between Consecutive Enemies 
 
A developed method, called avgTimeToSpawn(), is responsible for calculating the 
average waiting time of a new spawn event. This is equivalent to measuring the time 
period between an enemy’s annihilation aspect and the next ones’ spawn event.  
 
To begin with, the implemented function extracts the timestamp of the first 
annihilation event ("ENEMY DIED"+" "+w) in the tempList. According to its id, a new 
pointer is created in order to find the session’s next appeared enemy ("ENEMY "+ 
(w+1) +" APPEARED") and thus extract its action time. In this way, a time period is 
calculated in milliseconds by subtracting the enemy’s defeated timestamp from the 
next helicopter’s appeared timestamp. Consequently, an average time value is 
returned by taking into consideration all the similar pairs of Entry objects in the 
tempList.      
 
Initially, the “Rights Per Second” biometric feature extracts general information 
regarding a player’s speed of progress in the whole map. However, more valuable 
data need to be gathered in order to achieve an accurate description.  For this 
reason, the main concept of the presented biometric feature is to examine the 
players’ behaviour at specific map spots. Basically, it takes advantage of the 
helicopters’ standard spawn positions. Thus, calculating the time period between an 
enemy’s annihilation and the next one’s spawn can be translated as measuring the 
player’s speed of progress in several parts of a map. The average value is considered 
in order to achieve partial independency of the session’s duration.  
 
Furthermore, a great variation of the returned value is expected between hasty and 
cautious players. The lower calculated time periods, the faster is a player proceeding 
whereas greater outcomes can be associated with more watchful approaches. 
 
Provided an ignored helicopter, the returned average time period between 
successive foes is going to be less than the expected one. In fact, even a negative 
value may be created in cases of many out of sequence appeared enemies.  
 
Again, consider the example in the table 7: 
• The actual player’s scenario outcome:  
avgTimeToSpawn = (0.9 - 0.7 + 1.6 – 1.2)/2 = 0.6/2 
• The tempList’s version of the same scenario:  
avgTimeToSpawn = (0.5 – 0.7 + 0.9 – 1.2 + 1.6 – 1.8)/3 = -0.7/3    
 
On the other hand, the occasion of an eventually defeated enemy will conclude to 
similar results. Check the table 8:  
• The actual  player’s scenario: avgTimeToSpawn = -1.5/3 
• The tempList’s version of the same scenario: avgTimeToSpawn = -0.7/3  
 
The negative outcomes are considered as additional information. Particularly, the 
tempList’s format benefits this biometric feature because it becomes capable of 
describing rare strategies that include ignored helicopters. As a conclusion, it is 
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inversely proportional to the “Additional Enemy” feature. Many additional foes will 
conclude to a low (negative values are included) average period between 
consecutive helicopters.  
 
Finally, the habituation factor influences the proposed biometric feature. The players 
are expected to learn the map’s design, avoid easier some barriers-blocks and thus 
increase their proceeding speed. For this reason, the average waiting time of a new 
spawn event can also be defined as a user’s performance indicator.  
 
 
3.5.8 Average Bends per Shooting Enemy 
 
It constitutes a behavioural biometric feature derived from the class Entry 
duckPerShootingMob() function. Its main operation is to count the player’s Duck 
actions for every helicopter in the session that fires rockets against him. 
Subsequently, the final outcome stores the percentage of the robot’s bends during 
that game.  
 
At start, the implemented method elaborates the tempList in order to find Entry 
objects related to a helicopter’s spawn aspect. Subsequently, it searches for the 
corresponding annihilation aspects based on the previously extracted enemies’ ids. 
In case of a non defeated enemy, its death event will be substituted with the end of 
the user’s session. Conclusively, the tempList is fragmented in several parts that 
include the lifetime of each enemy in the game.  
 
For each one, the function will look for at least one Entry object with nameAction 
equal to “ENEMY SHOOTS”. As a result of a successful search, a count parameter 
numbers the following possible robot’s Duck actions. Finally, an outcome is returned 
holding the proportion of the robot’s bends in the game.    
 
For instance, consider the following example: 
 
Game Aspect Time Game Aspect Time 
Enemy 1 Appeared 0.1 SHOOT 0.75 
SHOOT 0.2 SHOOT 0.77 
SHOOT 0.212 SHOOT 0.8 
SHOOT 0.214 SHOOT 0.82 
SHOOT 0.215 SHOOT 0.9 
SHOOT 0.222 Enemy 2 Died 1.2 
SHOOT 0.244 RIGHT 1.21 
Enemy 1 Died 0.3 Enemy 3 Appeared 1.4 
RIGHT 0.34 ENEMY SHOOTS 1.42 
Enemy 2 Appeared 0.7 DUCK 1.48 
DUCK 0.721 RIGHT 1.54 
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ENEMY SHOOTS 0.733 Game Over 1.6 
 
Table 10: Game Scenario 
 
The considered tempList’s fragments are:  
1. Enemy 1 Appeared – Enemy 1 Died 
2. Enemy 2 Appeared – Enemy 2 Died 
3. Enemy 3 Appeared – Game Over  
 
In each part, the implemented function counts the “DUCK” aspects only if at least 
one “ENEMY SHOOTS” event was previously performed. Consequently, the total 
number of the robot’s bends is equal to 1, whereas the total number of shooting 
enemies is equal to 2. Thus, the final outcome is 0.5.    
 
The purpose of the presented biometric feature is to examine the player’s reaction 
on the upcoming enemies’ rockets. In more details, a player may either just shoot 
the appeared helicopter and thus ignore its rockets, or bend and subsequently shoot 
the spawned enemy. So, a high duckPerShootingMob() returned value will possibly 
mark a cautious player whereas low outcomes will most likely be recorded by a hasty 
user.  
 
Furthermore, the “Average Bends per Shooting Enemy” biometric feature is partially 
independent of the session’s duration. A represented value will be extracted if the 
player faces enough enemies in the map. For this reason, a theoretical threshold of 5 
enemies is consulted. The more appeared enemies, the more accurate outcome will 
be measured. Finally, the proposed biometric feature may be decreased on account 
of the habituation factor too. It is expected that the players are going to reduce the 
number of Duck aspects as they get used to the game.    
 
 
3.5.9 Double-Jump Event 
 
This biometric feature is associated with the class Entry doubleJumpCount() function. 
More specifically, it counts the player’s possible consecutive “Jump” actions during a 
game session.  A Double-Jump event occurs, whenever, two Jump actions are 
recorded in the tempList without any other Player’s aspects intercepting within them.   
 
To begin with, the method searches the tempList for an Entry object accompanied 
with nameAction parameter equal to “JUMP”. Subsequently, it temporally stores its 
position in the list, and keeps looking for additional Jump actions from that point on. 
As a result of a new Jump aspect, another pointer will be initialized in order to gather 
the object’s index. Thus, an interval is created taking into consideration the 
previously extracted spots as boundaries. A Double-Jump event will occur if the 
generated fragment doesn’t contain any other player’s aspect. This means that it 
may only hold enemy’s aspects, namely, Spawn, Annihilation and Enemy Shoot. Then, 
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the process continues from the last considered Jump entry. Finally, the total number 
of Double-Jump events is returned as soon as the tempList’s scan is over.  
 
For instance:  
 
Game Aspect Time Game Aspect Time 
Game Start 0 JUMP 0.74 
RIGHT 0.1 SHOOT 0.75 
JUMP 0.19 SHOOT 0.77 
Enemy 1 Appeared 0.212 SHOOT 0.8 
SHOOT 0.214 SHOOT 0.82 
SHOOT 0.215 SHOOT 0.9 
SHOOT 0.222 Enemy 2 Died 1.2 
SHOOT 0.244 RIGHT 1.25 
SHOOT 0.25 JUMP 1.3 
Enemy 1 Died 0.3 Enemy 3 Appeared 1.4 
RIGHT 0.34 ENEMY SHOOTS 1.42 
JUMP 0.5 JUMP 1.48 
JUMP 0.52 RIGHT 1.54 
Enemy 2 Appeared 0.733 Game Over 1.6 
 
Table 11: Game Scenario 
The considered intervals are:  
 
1. 0.19 – 0.5: It doesn’t constitute a Double-Jump event as there are several 
player’s aspects inside it (i.e. Shoot). 
2. 0.5 – 0.52: Obviously, a Double-Jump has occurred.  
3. 0.52 – 0.74: It constitutes a Double-Jump event as it contains only enemy’s 
aspects (i.e. Enemy Spawn). 
4. 0.74 – 1.3: Again it isn’t considered as a Double-Jump event as some player’s 
aspects have been occurred.  
5. 1.3 – 1.48: It constitutes a Double-Jump event because it contains only 
enemy’s aspects. 
 
Thus, the total number of Double-Jump events is 3.  
 
The idea behind this biometric feature is to gain information regarding the player’s 
strategy in the appeared map’s blocks. In more details, it basically describes the 
robot’s way of avoiding the map’s empty spaces. A Double-Jump event will usually 
be associated with passing the appeared blocks without hesitation. Thus, a hasty 
player will probably be marked with high values in the Double-Jump biometric 
feature. On the other hand, a more cautious player will use a combination of Right 
 and Jump actions in order to carefully pass the empty spaces. So, 
metric will most likely be equal to
 
In addition, the presented biometric feature depends on the session’s duration. An 
accurate value will be returned if the robot faces the map’s empty blocks. So, some 
noise is expected to appear in the generated biometric feature samples whenever a 
hasty player looses in the early steps of a level. A generally cautious player’s 
biometric feature samples will not be affected 
Double-Jump values anyway
 
Finally, the individual’s habituation is going to affect the doubleJumpCount() 
returned values. For instance,
result of many failed attempts.
recorded. In contrast, the cautious users may
blocks as they become familiar with the map’s path. 
feature is expected to be increased.
 
 
3.5.10 Map Id 
 
It constitutes an integer that points 
values are among 1 to 3. There 
because every Entry object in the tempList contains the 
easy to initialize this biometric feature by simply extracting an entry’s particular 
parameter. For this reason, t
(i.e. Game Start aspect).   
 
 
the Double
 a lower number. 
Figure 17: Double Jump vs. Right & Jump 
because they are combined with low 
.  
 the initially hasty players may change their tactic as a 
 Therefore, a decrease of Double-Jump events will be 
 try to pass quickly the appeared empty 
Thus, the particular biometric 
 
out the tempList’s map level
isn’t any function related to this biometric feature 
map’s id value. Thus, it is 
he implemented system uses the tempList’s first object
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Initially, the main idea was that every player should play the same map or the 
players’ matching is done by using the same map. For this reason, two approaches 
were considered. 
 
The first one restricts that every extracted tempList should contain raw data only 
from the first map. Consequently, a biometric sample will be recorded only when a 
Game state occurs in level 1. However, this affects the quality of the recorded 
biometric samples as additional information can be gathered from the remaining 
maps. 
 
On the other hand, the second approach defines that every extracted tempList 
contains raw data from all maps at the same time. This means that a biometric 
sample will be recorded only when a Game state occurs in level 3. Nevertheless, this 
time, the quantity of the biometric samples is going to be affected as well, because 
the system specifies that every player wins the first two levels which isn’t considered 
as an easy task. Also, the participants are expected to get bored or become nervous 
and thus affect their strategy.  
 
The proposed recognition system is implementing a more relaxed approach. As 
mentioned before, its basic scope is to examine an almost independent of the user’s 
interaction time process. Thus, a biometric sample is recorded whenever a Game 
state occurs free of the map’s level. The map id biometric feature is included inside 
each biometric feature sample in order to achieve the highest possible distinction 
among the users’ data samples. It is assumed that the map id may contribute in the 
data separation by marking each extracted biometric feature sample with an integer 
that corresponds to the tempList’s map level.  
 
Moreover, the map id relies on the player’s performance. The better player, the 
more frequent level 3 values will be recorded in their final dataset. So, this biometric 
feature can be defined as a performance indicator too. The habituation factor will 
most likely affect this metric because the player will get used to the game’s concept 
and thus improve their “Game Win” rates.  
 
All in all, the map’s level is going to affect most of the implemented biometric 
features and thus introduce further information regarding a player’s strategy. The 
proposed system tries to build a unique profile for every user, based on their 
recorded data from all the available maps in the game. Consequently, the classifier’s 
accuracy is expected to be increased.  
 
 
3.5.11 Identifier  
 
Every behavioural biometric feature sample contains a string as a typical username 
for labelling the players’ data. Its value, namely Player_1, Player_2 etc., is associated 
with a specific participant of the system’s recording phase. Moreover, the system’s 
performance is tested via predicting the value of this metric. 
 
 3.6 GAME MALFUN
 
The RoboCombat’s initial
during the application’s running tests which 
phase. Thus, several measures are taken in order to handle them:
 
 
3.6.1 Left Aspect  
 
The RoboCombat’s controllers are not clearly separated in 
stated in the Game Overview section, the playe
with specific screen’s spots, which are 
limits. Every touch event contains coordinates (
appropriate action is performed
 
Basically, the particular malfunction is pointed out as miss
The Jump, Duck and Shoot events are marked with
correspond to the Left action
an x value close to the intended
action may instead be performed.
the controllers’ icons. For this reason, the user’s screen size is very important
The bigger the size, the less miss
the wider controllers’ icons
 
 
 
CTIONS  
 way of implementation introduced some malfunctions 
subsequently could affect the recording 
 
a smart phone screen.
rs’ available actions are associated 
formed by initializing some coordinate (
x, y) as well, 
 based on these values.   
-clicks of the Left aspect. 
 such x values that
’s x range value. If a touch down event is 
 aspect’s x boundaries (i.e. Jump, Duck, Shoot)
 This is as a result of an inaccurate
-clicks during a game, as the user’s finger 
.     
Figure 18: Player's Aspects Relationships 
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 As 
x, y) 
and thus, the 
 also 
initialized with 
, a Left 
 separation of 
, too. 
fits easily 
 
 Conclusively, the extracted biometric feature
strategy. However, many participants complained about miss
and thus the chance of a related feature to 
to provide useful information in the classificat
recognition system doesn’t tak
recorded in the biometric samples
 
 
3.6.2 Game State In
 
Another malfunction is likely 
whenever a game state (i.e. game win or game over) occurs, a new interface is 
displayed which points out the player’s score and subsequently 
down event so as to load the next session. For 
nullify(), is enabled in order to prepare the player’s upcoming map. 
 
 
However, sometimes an individual
affecting the application’s process because the nullify() method was called more 
than a single time. More specifically, the game state’s produced interface was 
covering the whole screen and thus a player’s touch down event would proceed the 
application independently of its coordinates (x,
game win or game over situation could conclude not only to an immediate 
application reset but also to several nullify() activations.  
 
Consequently, the enemy
method’s calling times. So, instead of a list 
doubled or even tripled (i.e. 40, 60). This situation 
game’s spawn or annihilation event
to be performed more than 
So, basically, it didn’t significantly affect the proposed recognition system’s process
as the produced entries’ timeAction
the other hand, the multiple appeared annihilation aspects were associated with
 
s must clearly describe 
-clicking the Left action 
introduce noise is becoming greater than
ion process. Therefore
e into consideration this aspect, even though it is 
.  
terface 
to be produced during a game’s reset. In more details, 
waits
this reason, a function, namely 
 
Figure 19: Game Win Interface 
’s frequent and massive touch down events w
 y). So, spamming an action close to a 
 
’s list size could be multiplied according to the nullify() 
size of 20 items, the new 
would probably affect 
s. More specifically, every Spawn aspect is going 
once, containing equal both timestamps and enemy’s ids
 and id parameters were remaining the same
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an individual’s 
 
, the proposed 
 for a touch 
 
ere 
one could be 
either the 
. 
, 
. On 
 
 different timestamps as the remove() function was enabled several times during the 
session for every defeated foe.
matching to the enemy’s spawn event because the helicopters’ initial list size was 
altered (id = 20-heliArray.size()
would be affected.   
 
Figure 20: Double Spawn & Annihilation Aspects Malfunctions
    
Hence, three resolution measures are implemented
function is edited to create
20 in order to deter from constructing 
defines the total permitted number of items in a list
the number of cells that contain
 
Subsequently, the game’s
whenever a touch event occurs in the middle of the screen. In other words, the user 
must tap in a smaller screen area than before
vs. (inBounds(event, 300, 0, 150, 300))
affected by possible spamming
 
 In addition, the annihilation event’s pointer wasn’t 
).Thus, most of the implemented biometric features 
 
    
. To begin with, the nullify() 
 a new list of helicopters with initialized capacity equal to 
lists with size more than 20. The capacity 
, whereas, the size constitutes 
 initialized enemies.  
 state interface is edited so as to proceed the application 
 (i.e. (inBounds(event, 0, 0, 800, 480)
 ). This way, the application’s
 of a player’s actions. 
-64- 
 
) 
 reset isn’t 
  
 
Finally, a new function, called checkList(), is implemented to check the tempList
possible double Spawn or Annihilation aspects. In case this situation comes true, the 
application won’t extract a biometric sample from the corresponding game session. 
 
 
3.6.3 Smart Phone 
 
Lastly, the smart phone’s lock screen operation constitutes a problem regarding the 
application’s progress. More specifically, if a player turns off the device’s screen 
during a session, they will be able to 
point but from the beginning of the map. In addition, the appeared helicopters are 
going to be multiplied. This means that both possible spawn and annihilation events 
are going to be doubled or even 
biometric features will not
 
 
Figure 21: New Tap Area 
Lock Screen  
resume the same game not from the stopping 
tripled in the tempList records. Thus, the extracted 
 properly function.  
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 for 
 
  
The corresponding solution
initial source code. Instead, a simple warning to the participants of the recording 
phase is considered as an efficient measure against the presented malfunction. 
 
 
 
3.7 DATA PROCES
 
The last step before initiating the system’s experiments is 
biometric feature samples in an appropriate form
 
 
3.7.1 Text File 
 
Each biometric feature sample contains 10 features plus the user’
initialized as a session is finished. For this reason, an implemented function, namely 
calculateStats(), is responsible for gathering the calculated biometric features and 
create a simple string out of their values.
feature sample. Subsequently, t
constructed string so as to label the biometric feature sample. In addition,
included float metric contains exactly three decimal digits ("%.3f") and all the 
considered biometric features are distinguished by a comma.
created in order to store the specific player’s biometric feature samples. 
 
 
Figure 22: Double Enemies 
 couldn’t be achieved via alerting the 
SING IN WEKA 
to convert the extracted 
 ideal for processing 
s identifier and is 
 Basically, this string constitutes a biometric 
he player’s username is added in the
 Finally, a text file
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RoboCombat’s 
 
in Weka. 
 end of the 
 each 
 is 
 
  
 
3.7.2 Arff file 
 
Later on, an arff file is 
specifically, it is defined as an ASCII text file that describes a list of instances sharing 
a set of attributes. It consist
 
The Header contains general information regarding the data instances. In more 
details, it includes: a) the name
biometric feature names) and c) their types of values. Usually, the last defined 
attribute name corresponds to the dataset’s identifier. 
 
On the other hand, the Data section is composed of information that 
from all the players’ text files. 
definition of attributes and thus
attributes order.   
 
 
Figure 23: Biometric Feature Samples 
developed out of the players’ recorded text files. More 
s of two main parts: a) the Header and b) the 
-relation of the dataset, b) the attributes names (i.e. 
 
Every row in this section must match the Header’s 
 its features positions need to follow the Header’s 
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Data.  
is retrieved 
 The system’s arff file contain
(i.e. the identifier). The numerical parameters consist of either real or integer 
numbers whereas the nominal one describes all the possible string values of the 
identifier.    
  
 
 
3.7.3 Classification
 
Once the arff file is correctly formed, it will be passed on 
phase. The proposed recognition system uses the Weka
needs of a supervised machine learning process.
 
 
s 10 numerical attributes and only 1 nominal attribute 
Figure 24: Arff file 
 – Machine Learning 
Weka for the classification 
 Explorer v. 3.6.10 for the 
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 Figure 
The term “Machine Learning” refers to a set of algorithms that are taking into 
consideration some data and subsequently build a model 
information. It is considered as a data driven process in which the 
overall performance of the built model. 
Supervised Learning and b) Unsupervised Learning. 
 
The Supervised Learning 
instance in the dataset is marked with a corresponding output value
supervised algorithm is trained by the collected data
to predict the class variables of other unseen 
Unsupervised Learning consists
vectors. Its main purpose 
of data – clusters.  
 
Obviously, the presented recognition system implements a 
Learning approach as the recorded data are ma
username parameter. Moreover, the dissertation’s main scope is
classification algorithm with 
subsequently measure its
reason, several classifiers 
Naïve Bayes, b) Random Forest and c) LMT
 
 
 
 
25: Weka Explorer Interface (Preprocess) 
 
based on 
input
There are two basic approaches: a) 
 
elaborates on labelled data which means that, every 
 (i.e. training set)
inputs. On the other hand, the 
 of data accompanied with unknown output class 
is to find relations among the dataset so as to form groups 
Supervised 
rked with the player’s 
the players biometric feature samples (i.e. 
 accuracy of the correctly predicted instances.
are tested among which the following three are selected: a) 
 (Logistic Model Tree). 
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the extracted 
 affects the 
-class. The 
 and then tries 
Machine 
appropriate 
 to train a 
arff file) and 
 For this 
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a) Naive Bayes 
 
The Naïve Bayes classification represents a probabilistic model based on the Bayes 
theorem and assumes independence among the features of the dataset. This 
constitutes that the value of a particular feature is unrelated to the presence or 
absence of any other feature, given the class variable. So the system’s extracted 
biometric features contribute independently in predicting the player's username.  
 
Generally, the Naive Bayes classifier not only does provide high accuracy results but 
also is robust to possible noise in the training set.  
 
The Bayes Theorem: P(A|B) = P(B|A) * P(A) / P(B). 
 
P(A|B): Probability of an instance B (i.e. a biometric feature value) being in class A 
(i.e. identifier). 
P(B|A): Probability of creating an instance B given the class A. 
P(A): Probability of class A to appear in the dataset. In the proposed system’s dataset 
all the identifiers contain the same occurrence probability as they label equal 
number of samples (i.e. 50 rows per user).  
P(B): Probability of instance B to occur. Again it is the same for all classes because 
every biometric feature sample contains the same number of features.   
 
 
b) Random Forest 
 
The Random Forest algorithm can be considered as a random collection of several 
developed decision trees which are used in order to perform a classification process. 
The main idea behind this technique is to combine different learning models so as to 
increase the classification accuracy (i.e. Bagging). In more details, it creates random 
subsets of the initial training dataset and builds the corresponding decision trees. 
 
Create random subsets: 
 
   	 	 
 
	 	 	 	  
	 	   
   
 
     
  
 
      
 
     
  
 
 
Consequently, the final classification decision depends on the outputs of the smaller 
developed trees.    
 
 Figure 
The Random Forest classifier is accompanied with high accuracy performance
Moreover, it is very efficient on large data sets
In addition, it can output some estimates regarding which features are considered as 
important ones in the classification process. 
“black-box” supervised learning algorithms. 
 
 
c) LMT 
 
This classifier builds classification trees th
methods at their leaves-nodes
two complementary classification approaches: a) the logistic regre
induction tree and subsequently 
logistic regression functions
categorical dependent label (i.e. the player’s username) and the available 
independent features.  
 
Generally, the LMT provides high lev
the proposed system, most of the implemented biometric features are continuous 
numbers which favours the logistic regression algorithm’s performance. 
 
 
 
 
 
 
 
 
 
26: Random Forest Implementation 
 
 and robust to noise at the same time
All in all, it constitutes one of the best 
 
at implement linear logistic regression 
. The main idea behind this algorithm is to combine 
ssion and b) the 
produce a single decision tree. In more details, t
 (i.e. LogitBoost) measures the relationship between a 
el accuracy with little data preparation.
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 Also, in 
  
 3.7.4 Classification
 
The classification process computes the accuracy of the correctly classified instances 
via using the Weka Cross Validation (CV) option with 10 folds. Initially, the CV 
technique randomly splits the provided dataset into 10 equal parts, namely folds.
Then, each created subset is used for testing the model 
consideration the remaining folds as training set
the folds are used for testing
measured and thus, the final classification
generated performance outputs in
 
It is generally recommended to avoid evaluating the classification process by 
activating the Weka “Use training set” o
optimistic approach due to the 
the CV operation will most likely conclude to more accurate results. For this reason, 
the proposed recognition system alters the Rando
around 5 CV checks for each classifier. 
 
 
Finally, it is worth noting that the order of the instances in the 
classifier’s accuracy. At start, the provided data are randomly allocated to the 
training and testing sets according to the CV algorithm. 
or the seed parameter will conclude to different data sets
a different ordering of data
using the same row indexes f
in different positions and thus the outcome
 
 Accuracy 
that is built by taking into 
s. This operation is repeated
 the classifier. Every time, the model’s performance is 
 accuracy arises by combining the 
to a single average value.  
ption because it is considered as an 
over fitting phenomenon. In addition, several runs of 
m Seed parameter and performs 
 
Figure 27: Classification Process 
arff 
So, changing
 formations.
 along with constant seed and fold values
or the training sets. However, this time, the data will be 
-performance will be affected.
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 until all 
 
file affects the 
 either the fold 
 Consequently, 
 will result in 
 To 
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conclude, all the dissertation’s experiments include arff files that contain the players’ 
data sorted by their username.  
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4.  EXPERIMENTS & RESULTS  
 
 
4.1 INTRODUCTION 
 
In this section, the dissertation’s experiments along with their results are presented. 
Each experiment uses a dataset (i.e. arff file) that contains the players’ biometric 
feature samples and then it is uploaded in Weka for the classification process.  Also, 
every individual is marked with the same username-class for all the presented tests. 
Subsequently, the Weka provides the classifier’s accuracy and some additional 
validation metrics namely, a) TP rate, b) FP rate, c) Precision, d) Recall, e) F-Measure 
f) ROC (Receiver Operating Characteristic) Area.  
 
• Precision: It is like a positive predictive value that measures how many of 
the tuples that the classifier assigned as positive are actually positive. It 
can be calculated by this formula:  Precision   TPTP  FP 
TP stands for true positive values and more specifically instances correctly 
identified whereas FP stands for false positive values and in more details 
instances incorrectly identified. 
• Recall: It is a measure like sensitivity. It shows how many tuples are 
labeled as positive. It can be measured by using this formula:  Recall   TPTP  FN 
FN stands for false negative values.  
• F-score: It is a harmonic mean of precision and recall values. It can be 
measured by using this formula:  
                      F   2 %  Precision % RecallPrecision  Recall  
• TP Rate: It defines how many correct positive instances are predicted 
among all the available positive instances in the current experiment. This 
metric is also known as sensitivity (100% sensitivity leads to no false 
negative results).  
• FP Rate: It defines how many false positive instances are produced among 
all the available negative instances in the current experiment. This metric 
is also known as specificity (100% specificity leads to no false positive 
results). 
• ROC Area: It represents the probability that a classifier will rank a 
randomly picked positive instance higher than a randomly chosen 
negative instance.    
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Usually, precision and recall values cannot be both maximized as there is an inverse 
relationship between them. 
Finally, each classification algorithm produces a Confusion Matrix, which outputs the 
predictions for every player, made by a CV task.   
 
 
4.2 EXPERIMENT #1 
 
The first experiment tests the system’s performance by using two and three players. 
Each one of them contributes to the classification process by providing ~30 biometric 
feature samples. The main scope is to check if the system is capable of distinguishing 
the users based on their playing strategy. So, the attempt with two players contains 
58 samples in total while the next attempt with three players contains 88 samples.  
 
Experiment With Two Players With Three Players 
Classifier 
Correctly 
Classified 
Instances 
Incorrectly 
Classified 
Instances 
Correctly 
Classified 
Instances 
Incorrectly 
Classified 
Instances 
Naïve Bayes 58 - 100% 0 – 0% 88 – 100% 0 – 0% 
Random Forest 57 – 98.28% 1 – 1.72% 87 – 98.86% 1 – 1.14% 
 
Table 12: Experiment #1 Performance 
 
Subsequently, the validation metrics are calculated: 
 
 
 
 
 
 
 
 
 
 
Detailed Accuracy By Class – Two Players 
 TP Rate FP Rate Precision Recall F-Score ROC Class 
Naïve 
Bayes 
1 0 1 1 1 1 Player_1 
1 0 1 1 1 1 Player_2 
Average 1 0 1 1 1 1  
        
Random 
Forest 
1 0.036 0.968 1 0.984 1 Player_1 
0.964 0 1 0.964 0.982 1 Player_2 
Average 0.983 0.018 0.983 0.983 0.983 1  
 
Table 13: Experiment with two players - Validation Metrics 
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More analytically, the confusion matrixes for the two attempts are the following:  
 
Confusion Matrix with Two Players 
Classifier a b Classified as 
Naïve Bayes 
30 0 a = Player_1 
0 28 b = Player_2 
Random Forest 
30 0 a = Player_1 
1 27 b = Player_2 
 
Table 15: Experiment with two players - Confusion matrix 
 
Confusion Matrix with Three Players 
Classifier a b c Classified as 
Naïve Bayes 
30 0 0 a = Player_1 
0 28 0 b = Player_2 
0 0 30 c = Player_3 
Random Forest 
30 0 0 a = Player_1 
0 28 0 b = Player_2 
1 0 29 c = Player_3 
 
Table 16: Experiment with three players - Confusion matrix 
The LMT algorithm is not tested in this experiment as the system’s performance is 
already 100% and thus there is no need for further processing. In addition, the main 
target is just to prove the system’s functionality. For this reason, both tests use a CV 
option accompanied with 10 folds and a Random Seed equal to 1.   
 
All in all, it is expected that with only two and three players, the system should be 
able to distinguish them with success rates close to 100%.  
Detailed Accuracy By Class – Three Players 
 TP Rate FP Rate Precision Recall F-Score ROC Class 
Naïve 
Bayes 
1 0 1 1 1 1 Player_1 
1 0 1 1 1 1 Player_2 
1 0 1 1 1 1 Player_3 
Average 1 0 1 1 1 1  
        
Random 
Forest 
1 0.017 0.968 1 0.984 1 Player_1 
1 0 1 1 1 1 Player_2 
0.967 0 1 0.967 0.983 0.999 Player_3 
Average 0.989 0.006 0.989 0.989 0.989 1  
 
Table 14: Experiment with three players - Validation Metrics 
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4.3 EXPERIMENT #2 
 
The second experiment checks the system’s performance on predicting the identity 
of instances provided by four people. Initially, the classification process uses a 
dataset that includes ~30 biometric feature samples per user and thus 120 rows of 
data in total. Subsequently, the same classifiers are trained and tested via using ~50 
samples per user, and thus 203 rows of data in total. It is expected that the more 
data provided, the more specific profiles will be generated. Consequently, the 
system’s predicting accuracy is going to be increased.  
 
Experiment With 120 Instances With 200 Instances 
Classifier 
Correctly 
Classified 
Instances 
Incorrectly 
Classified 
Instances 
Correctly 
Classified 
Instances 
Incorrectly 
Classified 
Instances 
Naïve Bayes 117 – 97.50% 3 – 2.50% 203 – 100% 0 – 0% 
Random Forest 118 – 98.33% 2 – 1.67% 200 – 98.53% 3 – 1.48% 
 
Table 17: Experiment #2 Performance 
The validation metrics are calculated for both approaches: 
 
Detailed Accuracy By Class – 120 Instances 
 TP Rate FP Rate Precision Recall F-Score ROC Class 
Naïve 
Bayes 
1 0.022 0.938 1 0.968 1 Player_1 
1 0 1 1 1 1 Player_2 
0.933 0.011 0.966 0.933 0.949 0.998 Player_3 
0.967 0 1 0.967 0.983 1 Player_8 
Average 0.975 0.008 0.976 0.975 0.975 1  
        
Random 
Forest 
1 0.011 0.968 1 0.984 0.999 Player_1 
0.967 0 1 0.967 0.983 1 Player_2 
0.967 0 1 0.967 0.983 0.998 Player_3 
1 0.011 0.968 1 0.984 0.999 Player_8 
Average 0.983 0.006 0.984 0.983 0.983 0.999  
 
Table 18: Experiment with 120 instances - Validation Metrics 
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In more details, the corresponding confusion matrixes are presented: 
 
Confusion Matrix with 120 Instances 
Classifier a b c d Classified as 
Naïve Bayes 
30 0 0 0 a = Player_1 
0 30 0 0 b = Player_2 
2 0 28 0 c = Player_3 
0 0 1 29 d = Player_8 
Random 
Forest 
30 0 0 0 a = Player_1 
0 29 0 1 b = Player_2 
1 0 29 0 c = Player_3  
0 0 0 30 d = Player_8  
 
Table 20: Experiment with 120 instances – Confusion Matrix 
Confusion Matrix with 203 Instances 
Classifier a b c d Classified as 
Naïve Bayes 
50 0 0 0 a = Player_1 
0 51 0 0 b = Player_2 
0 0 51 0 c = Player_3 
0 0 0 51 d = Player_8 
Random 
Forest 
48 0 2 0 a = Player_1 
0 51 0 0 b = Player_2 
1 0 50 0 c = Player_3  
0 0 0 51 d = Player_8  
 
Table 21: Experiment with 203 instances - Confusion Matrix 
Detailed Accuracy By Class – 203 Instances 
 TP Rate FP Rate Precision Recall F-Score ROC Class 
Naïve 
Bayes 
1 0 1 1 1 1 Player_1 
1 0 1 1 1 1 Player_2 
1 0 1 1 1 1 Player_3 
 1 0 1 1 1 1 Player_8 
Average 1 0 1 1 1 1  
        
Random 
Forest 
0.96 0.007 0.98 0.96 0.97 0.999 Player_1 
1 0 1 1 1 1 Player_2 
0.98 0.013 0.962 0.98 0.971 0.998 Player_3 
1 0 1 1 1 1 Player_8 
Average 0.985 0.005 0.985 0.985 0.985 0.999  
 
Table 19: Experiment with 203 instances - Validation Metrics 
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It is observed that the increase of the biometric feature samples per user improves 
the system’s performance. This is mainly presented in Naïve Bayes classifier where 
the accuracy is increased from 97.5% up to 100%. On the other hand, the Random 
Forest algorithm is marked with a small accuracy improvement (98.33% to 98.52%). 
However, generally, big datasets may also conclude to worse results because the 
more instances considered the more likely for noise to appear.  
 
The LMT classification process isn’t utilized as the number of participants in the 
recording phase is small and the other classifiers achieve almost perfect predictions. 
In addition, in both tests, the CV option uses 10 folds and Random Seed parameter 
equal to 1. 
 
 
4.4 EXPERIMENT #3 
 
This experiment tests the system’s accuracy by using 6 players’ biometric feature 
samples. Every one of them provides ~50 rows of data and thus a final dataset of 305 
tuples is created. A small decrease of the correctly predicted instances accuracy is 
expected. So, it worth utilizing the LMT classifier as well as the previous presented 
algorithms.  
 
Experiment With Six Players 
Classifier 
Correctly Classified  
Instances 
Incorrectly Classified 
Instances 
Naïve Bayes 295 – 96.72% 10 – 3.28% 
Random Forest 290 – 95.08% 15 – 4.92% 
LMT 294 – 96.39% 11 – 3.61% 
 
Table 22: Experiment #3 Performance 
   
Similarly, the validation parameters are calculated for every considered classifier.  
 
Detailed Accuracy By Class – Naïve Bayes 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
1 0.004 0.98 1 0.99 1 Player_1 
1 0 1 1 1 1 Player_2 
0.98 0 1 0.98 0.99 1 Player_3 
0.962 0.028 0.877 0.962 0.917 0.99 Player_4 
0.86 0.008 0.956 0.86 0.905 0.988 Player_6 
1 0 1 1 1 1 Player_8 
Average 0.967 0.007 0.969 0.967 0.967 0.996  
 
Table 23: Naive Bayes - Validation Metrics 
 
 
  -81- 
 
 
Detailed Accuracy By Class – Random Forest 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
0.96 0.008 0.96 0.96 0.96 1 Player_1 
1 0 1 1 1 1 Player_2 
0.961 0.008 0.961 0.961 0.961 0.999 Player_3 
0.923 0.028 0.873 0.923 0.897 0.992 Player_4 
0.86 0.016 0.915 0.86 0.887 0.992 Player_6 
1 0 1 1 1 1 Player_8 
Average 0.951 0.01 0.951 0.951 0.951 0.997  
 
Table 24: Random Forest - Validation Metrics 
 
Detailed Accuracy By Class – LMT 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
0.96 0.008 0.96 0.96 0.96 0.998 Player_1 
1 0 1 1 1 1 Player_2 
0.961 0.012 0.942 0.961 0.951 0.998 Player_3 
0.962 0.016 0.926 0.962 0.943 0.988 Player_4 
0.92 0.008 0.958 0.92 0.939 0.989 Player_6 
0.98 0 1 0.98 0.99 1 Player_8 
Average 0.964 0.007 0.964 0.964 0.964 0.995  
 
Table 25: LMT - Validation Metrics 
 
Moreover, the confusion matrix of each classifier is generated:  
 
Confusion Matrix – Naïve Bayes 
a b c d e f Classified as 
50 0 2 0 0 0 a = Player_1 
0 51 0 0 0 0 b = Player_2 
1 0 50 0 0 0 c = Player_3 
0 0 0 50 2 0 d = Player_4 
0 0 0 7 43 0 e = Player_6 
0 0 0 0 0 51 f = Player_8 
 
Table 26: Naive Bayes - Confusion Matrix 
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Confusion Matrix – Random Forest 
a b c d e f Classified as 
48 0 2 0 0 0 a = Player_1 
0 51 0 0 0 0 b = Player_2 
2 0 49 0 0 0 c = Player_3 
0 0 0 48 4 0 d = Player_4 
0 0 0 7 43 0 e = Player_6 
0 0 0 0 0 51 f = Player_8 
 
Table 27: Random Forest - Confusion Matrix 
 
Confusion Matrix – LMT 
a b c d e F Classified as 
48 0 2 0 0 0 a = Player_1 
0 51 0 0 0 0 b = Player_2 
2 0 49 0 0 0 c = Player_3 
0 0 0 50 2 0 d = Player_4 
0 0 0 4 46 0 e = Player_6 
0 0 1 0 0 50 f = Player_8 
 
Table 28: LMT - Confusion Matrix 
 
The system’s performance is reduced from 100% to 96.72%, which is the best result 
provided by Naïve Bayes classifier. Still, it is considered as a solid output for the 
purpose of authenticating an individual based on his game-play strategy.  
 
In addition, all the utilized classification algorithms use a CV option with 10 folds and 
Random Seed parameter equal to 1.  
 
The displayed outputs extract some similarities among the users’ strategies. More 
specifically, Player_4 and Player_6 are related in some degree with each other. The 
LMT provides the best predictions regarding their distinction while the Random 
Forest is the worst considered classifier in this experiment. Moreover, Player_2 and 
Player_8 seem to use a unique style of play as all the classifiers extract almost 100% 
correctly predictions accuracy. It is worth noting that Player_2 and Player_8 are the 
only female users in this test.  
 
 
4.5 EXPERIMENT #4 
 
This experiment tests the system’s performance on distinguishing 8 different players. 
Again, every user provides ~50 biometric feature samples and as a result a dataset of 
407 instances is generated. Every considered classifier use a CV option with 10 folds 
and Random Seed parameter equal to 1.  
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Experiment With Eight Players 
Classifier 
Correctly Classified  
Instances 
Incorrectly Classified 
Instances 
Naïve Bayes 364 – 89.43% 43 – 10.57% 
Random Forest 363 – 89.19% 44 – 10.81% 
LMT 375 – 92.14% 32 – 7.86% 
 
Table 29: Experiment #4 Performance 
 
For more details, the classifiers’ metrics are calculated:  
 
Detailed Accuracy By Class – Naïve Bayes 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
0.88 0 1 0.88 0.936 0.993 Player_1 
1 0 1 1 1 1 Player_2 
0.882 0.022 0.849 0.882 0.865 0.994 Player_3 
0.904 0.017 0.887 0.904 0.895 0.991 Player_4 
0.824 0.039 0.75 0.824 0.785 0.974 Player_5 
0.88 0.011 0.917 0.88 0.898 0.99 Player_6 
0.922 0 1 0.922 0.959 0.993 Player_8 
 0.863 0.031 0.8 0.863 0.83 0.988 Player_9 
Average 0.894 0.015 0.9 0.894 0.896 0.99  
 
Table 30: Naive Bayes - Validation Metrics 
 
Detailed Accuracy By Class – Random Forest 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
0.94 0.003 0.979 0.94 0.959 0.986 Player_1 
1 0 1 1 1 1 Player_2 
0.824 0.037 0.764 0.824 0.792 0.965 Player_3 
0.923 0.017 0.889 0.923 0.906 0.993 Player_4 
0.725 0.028 0.787 0.725 0.755 0.979 Player_5 
0.88 0.011 0.917 0.88 0.898 0.986 Player_6 
1 0.006 0.962 1 0.981 0.999 Player_8 
 0.843 0.022 0.843 0.843 0.843 0.983 Player_9 
Average 0.892 0.015 0.892 0.892 0.892 0.987  
 
Table 31: Random Forest - Validation Metrics 
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Detailed Accuracy By Class – LMT 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
0.92 0 1 0.92 0.958 0.979 Player_1 
1 0 1 1 1 1 Player_2 
0.902 0.02 0.868 0.902 0.885 0.992 Player_3 
0.885 0.017 0.885 0.885 0.885 0.979 Player_4 
0.863 0.025 0.83 0.863 0.846 0.966 Player_5 
0.9 0.014 0.9 0.9 0.9 0.981 Player_6 
1 0 1 1 1 1 Player_8 
 0.902 0.014 0.902 0.902 0.902 0.962 Player_9 
Average 0.921 0.011 0.923 0.921 0.922 0.982  
 
Table 32: LMT - Validation Metrics 
 
In addition, the extracted confusion matrices are the following: 
 
Confusion Matrix – Naïve Bayes 
a b c d e f g h Classified as 
44 0 0 0 3 0 0 3 a = Player_1 
0 51 0 0 0 0 0 0 b = Player_2 
0 0 45 0 3 0 0 3 c = Player_3 
0 0 0 47 1 4 0 0 d = Player_4 
0 0 4 0 42 0 0 5 e = Player_5 
0 0 0 6 0 44 0 0 f = Player_6 
0 0 0 0 4 0 47 0 g = Player_8 
0 0 4 0 3 0 0 44 h = Player_9 
 
Table 33: Naive Bayes - Confusion Matrix 
 
Confusion Matrix – Random Forest 
a b c d e f g h Classified as 
47 0 0 0 2 0 0 1 a = Player_1 
0 51 0 0 0 0 0 0 b = Player_2 
1 0 42 0 4 0 1 3 c = Player_3 
0 0 0 48 0 4 0 0 d = Player_4 
0 0 10 0 37 0 0 2 e = Player_5 
0 0 0 6 0 44 0 0 f = Player_6 
0 0 0 0 0 0 51 0 g = Player_8 
0 0 3 0 4 0 1 43 h = Player_9 
 
Table 34: Random Forest - Confusion Matrix 
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Confusion Matrix – LMT 
a b c d e f g h Classified as 
46 0 0 1 2 0 0 1 a = Player_1 
0 51 0 0 0 0 0 0 b = Player_2 
0 0 46 0 3 0 0 2 c = Player_3 
0 0 0 46 1 5 0 0 d = Player_4 
0 0 5 0 44 0 0 2 e = Player_5 
0 0 0 5 0 45 0 0 f = Player_6 
0 0 0 0 0 0 51 0 g = Player_8 
0 0 2 0 3 0 0 46 h = Player_9 
 
Table 35: LMT - Confusion Matrix 
 
In this experiment, both Naïve Bayes and Random Forest produce a significantly 
reduced accuracy, from around 96% in the Experiment #3 down to approximately 
89%. On the other hand, LMT is the best classifier of this test as its performance 
remains higher than 90% (i.e. 92.14). It is considered as a great output and thus the 
players can be distinguished based on their playing behavior.  
 
Moreover, both tree classification algorithms predict perfectly the identities of 
Player_2 and Player_8, who are the only female users of the recording phase. It 
seems that the gender generally affects a gaming strategy-behavior.  
 
Also, Player_5 is accompanied with the worst results of the experiment in all 
considered classifiers (especially in Random Forest). In more details, this user is miss-
classified with either Player_3 or Player_9 reducing the overall classification 
performance. Probably, the Player_5 built profile introduces noise in the 
classification process. Still, LMT generates accepted TP and FP rates (86.3% - 2.5 %).  
In addition, another pair of similar-relative strategies is formed by combining the 
Player_4 and Player_6 instances.  
 
 
4.6 EXPERIMENT #5 
 
It constitutes the last considered experiment and checks the system’s performance 
on predicting the identity of 10 different players. Initially, the results of the three 
classifiers are presented by utilizing a CV option with 10 folds and Random Seed 
parameter equal to 1. The arff file contains ~50 instances per user and thus 509 rows 
of data in total.  
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Experiment With Ten Players 
Classifier 
Correctly Classified  
Instances 
Incorrectly Classified 
Instances 
Naïve Bayes 452 – 88.80% 57 – 11.20% 
Random Forest 452 – 88.80% 57 – 11.20% 
LMT 466 – 91.55% 43 – 8.45% 
 
Table 36: Experiment #5 Performance 
 
Subsequently, the validation metrics for each classifier are presented:  
  
Detailed Accuracy By Class – Naïve Bayes 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
0.92 0.002 0.979 0.92 0.948 0.991 Player_1 
1 0 1 1 1 1 Player_2 
0.882 0.015 0.865 0.882 0.874 0.995 Player_3 
0.827 0.02 0.827 0.827 0.827 0.98 Player_4 
0.804 0.035 0.719 0.804 0.759 0.975 Player_5 
0.88 0.017 0.846 0.88 0.863 0.982 Player_6 
0.961 0 1 0.961 0.98 1 Player_8 
 0.863 0.022 0.815 0.863 0.838 0.988 Player_9 
 0.882 0.004 0.957 0.882 0.918 0.965 Player_10 
 0.863 0.009 0.917 0.863 0.889 0.993 Player_11 
Average 0.888 0.012 0.892 0.888 0.889 0.987  
 
Table 37: Naive Bayes - Validation Metrics 
 
Detailed Accuracy By Class – Random Forest 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
0.98 0.004 0.961 0.98 0.97 0.989 Player_1 
1 0 1 1 1 1 Player_2 
0.843 0.024 0.796 0.843 0.819 0.964 Player_3 
0.904 0.022 0.825 0.904 0.862 0.991 Player_4 
0.706 0.02 0.8 0.706 0.75 0.97 Player_5 
0.86 0.009 0.915 0.86 0.887 0.996 Player_6 
0.98 0.002 0.98 0.98 0.98 1 Player_8 
 0.784 0.031 0.741 0.784 0.762 0.967 Player_9 
 0.863 0.011 0.898 0.863 0.88 0.993 Player_10 
 0.961 0.002 0.98 0.961 0.97 1 Player_11 
Average 0.888 0.012 0.889 0.888 0.888 0.987  
 
Table 38: Random Forest - Validation Metrics 
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Detailed Accuracy By Class – LMT 
 
TP Rate FP Rate Precision Recall F-Score ROC Class 
0.96 0.002 0.98 0.96 0.97 0.998 Player_1 
1 0 1 1 1 1 Player_2 
0.824 0.015 0.857 0.824 0.84 0.99 Player_3 
0.885 0.011 0.902 0.885 0.893 0.989 Player_4 
0.882 0.024 0.804 0.882 0.841 0.985 Player_5 
0.92 0.011 0.902 0.92 0.911 0.989 Player_6 
1 0 1 1 1 1 Player_8 
 0.863 0.011 0.898 0.863 0.88 0.987 Player_9 
 0.863 0.09 0.917 0.863 0.889 0.932 Player_10 
 0.961 0.011 0.907 0.961 0.933 0.983 Player_11 
Average 0.916 0.009 0.917 0.916 0.916 0.985  
 
Table 39: LMT - Validation Metrics 
 
In addition, the corresponding confusion matrices are generated:  
 
Confusion Matrix – Naïve Bayes 
a b c d e f g h i j Classified as 
46 0 0 0 3 0 0 1 0 0 a = Player_1 
0 51 0 0 0 0 0 0 0 0 b = Player_2 
0 0 45 0 3 0 0 3 0 0 c = Player_3 
0 0 0 43 1 6 0 0 0 2 d = Player_4 
0 0 4 0 41 0 0 6 0 0 e = Player_5 
0 0 0 5 0 44 0 0 0 1 f = Player_6 
0 0 0 0 2 0 49 0 0 0 g = Player_8 
0 0 3 0 2 0 0 44 2 0 h = Player_9 
1 0 0 0 4 0 0 0 45 1 i = Player_10 
0 0 0 4 1 2 0 0 0 44 j = Player_11 
 
Table 40: Naive Bayes - Confusion Matrix 
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Confusion Matrix – Random Forest 
a b c d e f g h i j Classified as 
49 0 0 0 1 0 0 0 0 0 a = Player_1 
0 51 0 0 0 0 0 0 0 0 b = Player_2 
0 0 43 0 3 0 0 4 1 0 c = Player_3 
0 0 0 47 0 4 0 0 0 1 d = Player_4 
0 0 5 0 36 0 1 8 1 0 e = Player_5 
0 0 0 7 0 43 0 0 0 0 f = Player_6 
0 0 1 0 0 0 50 0 0 0 g = Player_8 
0 0 5 0 3 0 0 40 3 0 h = Player_9 
2 0 0 1 2 0 0 2 44 0 i = Player_10 
0 0 0 2 0 0 0 0 0 49 j = Player_11 
 
Table 41: Random Forest - Confusion Matrix 
 
Confusion Matrix – LMT 
a b c d e f g h i j Classified as 
48 0 0 0 1 0 0 0 0 1 a = Player_1 
0 51 0 0 0 0 0 0 0 0 b = Player_2 
0 0 42 0 6 0 0 1 2 0 c = Player_3 
0 0 0 46 0 4 0 0 0 2 d = Player_4 
0 0 3 0 45 0 0 2 1 0 e = Player_5 
0 0 0 4 0 46 0 0 0 0 f = Player_6 
0 0 1 0 0 0 51 0 0 0 g = Player_8 
0 0 3 0 3 0 0 44 1 0 h = Player_9 
0 0 1 0 1 1 0 2 44 2 i = Player_10 
1 0 0 1 0 0 0 0 0 49 j = Player_11 
 
Table 42: LMT - Confusion Matrix 
The system’s performance remains almost the same as in the Experiment #4, and it 
is considered an excellent outcome. The LMT is the best classifier with 91.55% 
accuracy while Naïve Bayes and Random Forest follow with 88.8% accuracy. 
However, Naïve Bayes is preferred from Random Forest because it produces better 
threshold results in TP rates. Naïve Bayes lowest TP rate is equal to 80.4% whereas 
Random Forest generates a TP rate down to 70.4% (i.e. for Player_5). Moreover, the 
highest FP rates are similar in both algorithms and thus considered as equal (around 
3%).  
 
In the LMT classification process, Player_2 and Player_8 are marked with perfect 
predictions outcomes. Probably, their style of play is unique and thus easily 
predicted. Also, Player_5 profile seems to be greater identified compared to the 
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Naïve Bayes and Random Forest approaches, as the TP rate almost reaches the 90%. 
On the other hand, a small decrease in the predicted classes (compared to Naïve 
Bayes and Random Forest) is observed in Player_3 profile. In more details, the TP 
rate is reduced from 88.2% (Naïve Bayes) and 84.3 (Random Forest), down to 82.4%. 
Finally, Player_10 experiences a small increase in FP rate, from 1.1% (Random Forest) 
and 0.4% (Naïve Bayes), up to 9%.  
 
Subsequently, the system’s extracted biometric features are ranked in order to check 
the possibility of producing a better accuracy by removing the least significant ones. 
For this reason, a method called Ranker uses an attribute evaluator, namely 
InfoGainAttributeEval: 
 
Attribute Evaluator: Information Gain Ranking Filter 
Ranking Score Attributes 
1.89 avgY 
0.89 rightsPerSecond 
0.78 avgTimeToKill 
0.707 shootsPerSecond 
0.699 avgSpawnTime 
0.61 avgX 
0.6 ducksPerShootingMob 
0.442 doubleJump 
0.22 extraMobs 
0 mapID 
 
Table 43: Attribute Evaluation 
 
The best implemented feature is avgY whereas the mapID seems to contribute very 
little to the players’ distinction. Thus, the classifiers’ performance is initially tested by 
removing the mapID attribute and then by excluding both mapID and extraMobs 
attributes. The CV option uses again 10 folds and Random Seed equal to 1. 
 
Performance – Without mapID 
Classifier Initial Accuracy Final Accuracy 
Naïve Bayes 452 – 88.80% 454 – 89.19% 
Random Forest 452 – 88.80% 458 – 89.98% 
LMT 466 – 91.55% 463 – 90.96% 
 
Table 44: System’s Performance without mapID 
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Performance – Without mapID & extraMobs 
Classifier Initial Accuracy Final Accuracy 
Naïve Bayes 452 – 88.80% 450 – 88.40% 
Random Forest 452 – 88.80% 455 – 89.39% 
LMT 466 – 91.55% 461 – 90.56% 
 
Table 45: System's Performance without mapID & extraMobs 
Obviously, Naïve Bayes and Random Forest improve slightly their performance by 
removing the mapID attribute whereas LMT accuracy is reduced from 91.55% down 
to 90.96%. The extraMobs biometric feature generally reduces the system’s 
performance. All in all, both attributes are included in the classification process as 
the best accuracy (91.55%) is achieved by LMT utilizing all the implemented 
biometric features.   
 
In addition, most of the considered attributes contain several outlying records (i.e. 
outliers) which may affect the system’s performance. So, a supervised attribute filter 
is used on them, namely “Discretization”, in order to discretize a range of numeric 
attributes in the dataset into nominal attributes. The CV parameters remain the 
same (10 folds and seed = 1): 
 
Performance – With Discretization 
Classifier Initial Accuracy Final Accuracy 
Naïve Bayes 452 – 88.80% 461 – 90.57% 
Random Forest 452 – 88.80% 450 – 88.41% 
LMT 466 – 91.55% 469 – 92.14% 
 
Table 46: System's Performance with Discretization 
 
So, the LMT achieves a great accuracy outcome up to 92.14% whereas the Naïve 
Bayes output is improved from 88.80% up to 90.57%. Finally, Random Forest is 
slightly reduced from 88.8% to 88.4%. 
 
At last, in order to present a more accurate-reliable outcome, the classifiers are 
tested via using 5 different seed values and their results are combined to form an 
average performance. To summarize, all the biometric features are included and 
discretized and the CV process uses 10 folds for every utilized seed:  
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Average System Performance 
Classifier Seed = 1 Seed = 2 Seed = 3 Seed = 4 Seed = 5 Average 
Naïve Bayes 90.57% 89% 89.78% 89.19% 89.34% 89.58% 
Random Forest 88.41% 87.23% 90.77% 88.21% 89% 88.72% 
LMT 92.14% 91.75% 90.96% 92.73% 92.34% 91.99% 
 
Table 47: Final Average System's Performance 
 
Conclusively, the system’s final classification performance is 91.99%. 
 
 
4.7 HABITUATION FACTOR 
 
In this section, an interesting attempt to measure the habituation effects is 
presented. Every player provides biometric feature samples which are sorted by time. 
So, in the beginning, a single player’s dataset is splitted into two different equal parts 
based on their recording time. Thus, two different time periods are generated. The 
main idea is to test the system’s performance by comparing those two datasets as if 
they were provided by two different players. The greater accuracy provided the 
greater habituation effects will have been recorded, as the system will be able to 
distinguish the built profiles. The ideal outcome is considered to be around 50% 
correctly predicted instances accuracy because it will mean that the system is not 
able to recognize the player’s identity and thus the habituation didn’t affect the 
user’s strategy during the recording phase.   
 
For this reason, the Player_3 samples are initially divided into two equal parts. The 
initial dataset contains 51 rows of data:  
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Figure 28: Player_3 Initial Dataset 
Subsequently, an arff file is created assuming that the same data are provided by 
two different individuals. So, Player_1 contains the first 25 rows while Player_3 
marks the rest of the recorded instances: 
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Figure 29: The Figure 28 dataset is divided into two different parts 
 
The classifiers performance is measured by utilizing a CV process accompanied with 
10 folds and Random Seed parameter equal to 1:  
 
System Performance 
Classifier 
Correctly Classified  
Instances 
Incorrectly Classified 
Instances 
Naïve Bayes 44 – 86.27% 7 – 13.73% 
Random Forest 41 – 80.39% 10 – 19.61% 
LMT 42 – 82.35% 9 – 17.65% 
 
Table 48: System's Performance by utilizing Figure 29 dataset 
Consequently, the habituation factor significantly affected the Player_3 game play 
during the recording phase as the system is able to distinguish the generated profiles 
with 86.27% accuracy.  
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In order to prove the system’s functionality, the initial dataset is divided into two 
equal parts independently of their recording time. The expected outcome is around 
50% as the built profiles are derived from randomly taken instances. Thus, Player_1 
marks randomly 26 rows of data whereas Player_3 contains the remaining ones: 
 
 
 
Figure 30: The Figure 28 dataset is randomly segmented 
 
Again, the system performance is calculated by using a CV option with 10 folds and 
Random Seed parameter equal to 1: 
 
 
System Performance 
Classifier 
Correctly Classified  
Instances 
Incorrectly Classified 
Instances 
Naïve Bayes 24 – 47.06% 27 – 52.94% 
Random Forest 23 – 45.10% 28 – 54.90% 
LMT 21 – 41.18% 30 – 58.82% 
 
Figure 31: System's performance by utilizing Figure 30 dataset 
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Obviously, the system is not capable of predicting the instances’ correct identity and 
thus the system’s functionality is proved-ascertained. 
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5.  CONCLUSIONS  
 
 
The presented implemented authentication system is based on the user’s strategy in 
an android game and its main scope is to provide additional security to the common 
username/password mechanisms. It is important to be able to recognize the users 
after their initial login in an application. In addition, the sooner the authentication 
process is finished the more secure will the system be as a possible intruder will not 
have enough time to cause any harmful actions in the particular account. Thus, a 
stronger feeling of security is achieved when the users are authenticated almost 
immediately after their login.  
 
However, the accuracy of the behavior biometric authentication system must be as 
high as possible in order to avoid unpleasant situations like either miss identifying 
the real user or recognizing an attacker-hacker as the actual user of the account. The 
proposed behavior based authentication system is tested on a rising number of 
players (i.e. from 2 up to 10 players). The experiments results are really promising as 
the correctly identified instances-users accuracy is almost always above 90% for 
every utilized classification algorithm. To conclude with, Figure 32 summarizes the 
system’s performance by taking into consideration all the implemented experiments: 
 
 
 
Figure 32: An overview of the system's performance 
 
It is observed that LMT algorithm performs greater than Naïve Bayes and Random 
Forest. Moreover, it seems like the system’s performance tends to remain stable 
around 92% in spite of increasing the number of players from 8 to 10.  For future 
work, it is interesting to test the system’s performance by utilizing an increased 
number of participants.  
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