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Abstract
The well known correspondence between even cycles of an undirected graph and polynomials in a binomial ideal associated to a
graph is extended to odd cycles and polynomials in another binomial ideal. Other binomial ideals associated to an undirected graph
are also introduced. The results about them with topics on monomial ideals are used in order to show decision procedures for bipartite
graphs, minimal vertex covers, cliques, edge covers and matchings with algebraic tools. All such procedures are implemented in
Maple 9.5.
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1. Introduction
In this paper we will associate different binomial and monomial ideals to an undirected graph according to the
properties, that we want to study. In particular, we will associate some binomial ideals, whenever we want to study
cycles and partitions, while we will associate monomial ideals, whenever we want to study vertex and edge covers.
In commutative algebra relations between ideals and graphswere studied ﬁrst in order to knowproperties ofmonomial
ideals [19,20,12–14,23,8,16] and sometimes in order to know properties of graphs [15]. Usually to an undirected graph
G there are associated either a monomial ideal, called either edge ideal or graph ideal in the ring K[v1, . . . , vn], where
v1, . . . , vn are the vertices of G, or a binomial ideal called either edge or toric ideal in the ring K[e1, . . . , em], where
e1, . . . , em are the edges of G. This approach to the study of the relations between binomial ideals and graphs is different
from the approaches in [6,22,17], where binomial ideals are associated to directed graphs in the study of some problems
in integer programming and graphical models.
In this paper we will introduce some other ideals. It is well known that a primitive even closed walk of length 2q in a
graph G is determined by a corresponding homogeneous binomial of degree q in the edges. Nothing was known about
odd cycles. Here we deﬁne an ideal called extended edge ideal in the ring K[e1, . . . , em, v1, . . . , vn], that allows one
to detect odd cycles. In fact it is shown that there is a one to one correspondence between an odd cycle of G of length
2q − 1 and a non-homogeneous binomial of degree q + 1 in the edges and in the vertices. This correspondence allows
one to decide if a graph G is bipartite or a tree or a chordal graph, by only looking to a Gröbner basis of the extended
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edge ideal, without using the usual algorithms in graph theory as in [5,18]. The extended binomial vertex ideal and the
binomial vertex ideal allow one to ﬁnd either the partition set of a bipartite graph or a vertex cover. All algorithms can
be optimized by using the similar properties of the linear edge ideals, extended edge ideals, linear vertex ideals and
linear extended vertex ideals, that we can associate to a graph. All ideals are in a polynomial ring with coefﬁcients in a
ﬁeld K of characteristic 0, while the same results do not hold for linear ideals and for arbitrary characteristic of K. By
using some useful results in [23] about the relation between primary decompositions of the monomial edge ideal and
vertex covers of a graph we have an alternative algebraic algorithm for vertex covers and cliques of a graph. Dually by
using the relation between primary decomposition of the monomial vertex ideal and edge covers of a graph we have
an alternative algebraic algorithm for edge covers and matchings. Finally all such algorithms use the Maple packages
Groebner for Gröbner bases and networks for graphs.
2. Toric ideals
In this section we introduce some well known properties of a toric ideal.
Let N0 = {0, 1, 2, . . . , n, . . .} and let X1, . . . , Xn be n variables. Let K be a ﬁeld of characteristic zero, let
A = K[X1, . . . , Xn] and let PP(X1, . . . , Xn) = {Xa11 · · ·Xann : (a1, . . . , an) ∈ Nn0} be the set of power products
in {X1, . . . , Xn}. PP(X1, . . . , Xn) is equal to the set TA of terms of A.
Deﬁnition 1. A term ordering  on TA is a total order such that:
(i) 1<t for all t ∈ TA\{1};
(ii) t1<t2 implies t1t ′<t2t ′ for all t ′ ∈ TA.
If  is a term ordering on TA and a polynomial f =∑i=1,...,s ci ti ∈ A, then M(f ) is the monomial cj tj iff ti<tj
for all i = j , i = 1, . . . , s. tj = T(f ) is the leading term of f, while M(f ) is the leading monomial of f.
Deﬁnition 2. Let f be a polynomial in A, let F = (f1, . . . , fr ) be a ﬁnite subset of A and let  be a term ordering on
TA. If f =∑i=1,...,s ci ti ∈ A, then f is reduced with respect to F iff ti = tT (fh) for all t ∈ TA, all i = 1, . . . , s and
all h = 1, . . . , r .
Deﬁnition 3. Let  be a term ordering on TA and let I be an ideal in A. The monomial ideal M(I )= (M(f ) : f ∈ I )
is the initial ideal of I.
Deﬁnition 4 (Buchberger [4]). Let I be an ideal in A and let  be a term ordering on TA. If I = (f1, . . . , fr ), then
{f1, . . . , fr} is a Gröbner basis of I with respect to  on TA iff M(I ) = (M(f1), . . . ,M(fr)). {f1, . . . , fr} is a
reduced Gröbner basis iff M(fh) = T(fh) and fh is reduced with respect to F\fh for all h = 1, . . . , r .
Every ideal I in A has a Gröbner basis and a reduced Gröbner basis [4].
Deﬁnition 5. Let I be a non-zero ideal in A. The universal Gröbner basis of I is the union of all reduced Gröbner bases
of I.
Here we introduce the notion and some properties of a toric ideal.
Deﬁnition 6 (Sturmfels [21]). LetM=(mij )i=1,...,m,j=1,...,n be a (m, n)-matrixwithmij inZ for all i, j . LetM : Nn0 −→ Zm be the semigroup homomorphism deﬁned by M(u1, . . . , un) = (∑j=1,...,n ujm1j , . . . ,∑
j=1,...,n ujmmj ).
Let expn : Nn0 −→ PP(X1, . . . , Xn) be the semigroup isomorphism deﬁned by expn(u1, . . . , un) =
∏
j=1,...,n X
uj
j
and let expZ : Zm −→ PP(t1, . . . , tm, t−11 , . . . , t−1m ) be the semigroup isomorphism deﬁned by expZ(a1, . . . , am)=∏
i=1,...,m t
ai
j . Let  : PP(X1, . . . , Xn) −→ PP(t1, . . . , tm, t−11 , . . . , t−1m ) be the semigroup homomorphism, that is
induced by M and it is deﬁned by (Xj ) =∏i=1,...,m tmiji for all j = 1, . . . , n.  extends uniquely to the homomor-
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phism of semigroup algebras ′ : K[X1, . . . , Xn] −→ K[t1, . . . , tm, t−11 , . . . , t−1m ] deﬁned by ′(Xj ) = (Xj ) for all
j = 1, . . . , n.IM = ker(′) is an ideal in A = K[X1, . . . , Xn], that is called the toric ideal of M.
It is well known that every toric ideal is a prime binomial ideal. Moreover (Xj −∏i=1,...,m tmiji , j = 1, . . . , n) is
an ideal in K[X1, . . . , Xn, t1, . . . , tm, t−11 , . . . , t−1m ] and IM = (Xj −
∏
i=1,...,m t
mij
i , j = 1, . . . , n) ∩ K[X1, . . . , Xn]
[21]. Other properties of binomial ideals can be found in [7], while properties of toric ideals can be found in [21,11,
Chapter 2].
Theorem 7 (Sturmfels [21]). IM is generated by binomials of the type Xu+ − Xu− , where u+, u− ∈ Zn are non
negative with disjoint support.
Deﬁnition 8. A binomial Xu+ − Xu− is primitive if there exists no other binomial Xv+ − Xv− ∈ IM such that Xv+
divides Xu+ and Xv− divides Xu− . A binomial Xu+ −Xu− in IM is a circuit if supp(u+ − u−) is minimal with respect
to inclusion and the coordinates of u+ − u− are relatively prime.
GrM = {primitive binomials in IM} is the Graver basis of IM .
Theorem 9 (Sturmfels [21]). Let UM be the universal Gröbner basis of IM and let CM be the set of all circuits in IM .
Then:
(i) every binomial in UM is primitive.
(ii) CM ⊆ UM ⊆ GrM for every M.
3. Ideals arising from a graph
Here we will introduce the binomial and monomial ideals, that we will use in the paper. In this paper G =
(V (G),E(G)) will be a ﬁnite undirected graph with V (G) = {v1, . . . , vn}, E(G) = {e1, . . . , em} and no multiple
edges. Every undeﬁned notion in graph theory is as in [1].
3.1. Binomial ideals
We will suppose that all ideals in the paper are in a polynomial ring with coefﬁcients in a ﬁeld K of characteristic
zero.
Let G= (V (G),E(G)) be a ﬁnite undirected graph. First of all we introduce some binomial ideals associated to the
edges of a graph.
Deﬁnition 10. The binomial extended edge ideal of G is the ideal I (G,E) = (eh − vivj : eh = {vi, vj } ∈ E(G)) in
K[e1, . . . , em, v1, . . . , vn]. The ideal I (E)G = I (G,E) ∩ K[e1, . . . , em] is the binomial edge ideal of G.
Remark 11. I (E)G is the toric ideal of the matrix IM(G), that is the incidence matrix IM(G)= (aih)i=1,...,n,h=1,...,m
of G deﬁned by aih = 1 if vi ∈ eh and aih = 0 if vi /∈ eh for every vi ∈ V (E) and eh ∈ E(G). Its deﬁnition can be also
found in [12,10].
Now we introduce some binomial ideals associated to the vertices of a graph.
Deﬁnition 12. The binomial extended vertex ideal of G is the ideal I (G, V )= (vi −∏ eh : vi belongs to the edge eh)
in K[v1, . . . , vn, e1, . . . , em]. The ideal I (V )G = I (G, V ) ∩ K[v1, . . . , vn] is the vertex ideal of G.
Remark 13. I (V )G is the toric ideal of the transpose of the incidence matrix IM(G)T of G.
Example 1. Let G be the graph with V (G) = {v1, v2, v3, v4, v5} and E(G) = {e1 = {v1, v2}, e2 = {v2, v3},
e3 = {v3, v4}, e4 = {v1, v4}, e5 = {v4, v5}}.
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The extended edge ideal of G is I (G,E)= (e1 − v1v2, e2 − v2v3, e3 − v3v4, e4 − v1v4, e5 − v4v5), while the edge
ideal of G is I (E)G = (−e4e2 + e1e3).
The extended vertex ideal of G is I (G, V )= (v1 − e1e4, v2 − e1e2, v3 − e2e3, v4 − e3e4e5, v5 − e5), while the vertex
ideal of G is I (V )G = (−v4v2 + v3v5v1).
Example 2. Let H be the graph with V (H) = {v1, v2, v3, v4, v5} and E(H) = {e1 = {v1, v2}, e2 = {v1, v3},
e3 = {v2, v3}, e4 = {v3, v4}, e5 = {v3, v5}, e6 = {v4, v5}}.
The extended edge ideal of H is I (H,E)= (e1 − v1v2, e2 − v1v3, e3 − v2v3, e4 − v3v4, e5 − v3v5, e6 − v4v5), while
the edge ideal of H is I (E)H = (−e6e3e2 + e4e1e5).
The extended vertex ideal of H is I (H, V )= (v1 − e1e2, v2 − e1e3, v3 − e2e3e4e5, v4 − e4e6, v5 − e5e6), while the
vertex ideal of H is I (V )H = (0).
Deﬁnition 14. Let G be a ﬁnite undirected graph. A walk of length q of G connecting v1 and vq+1 in V (G) is a ﬁnite
sequence of the form W = ({v1, v2}, . . . , {vq, vq+1}) with {vi, vi+1} ∈ E(G), for all i = 1, . . . , q. A walk is closed if
vq+1 =v1. A walk is even ( resp. odd) if q is even (resp. odd).A cycle is a closed walk C= ({v1, v2}, . . . , {vq, v1}) with
vi = vj for all 1 i < jn. A chord of a cycle C is an edge e ∈ E(G) of the form e={vh, vk} for some 1h<kq,
e = {v1, vq} and e = {vi, vi+1} for alli = 1, . . . , q − 1. A cycle is minimal if it has no chords.
Let G be a connected graph. Given an even closed walkC=(e1={v1, v2}, . . . , e2q−1={v2q−1, v2q}, e2q ={v2q, v1})
of G, let fC =∏k=1,...,q e2k−1 −
∏
k=1,...,q e2k be the corresponding binomial in I (E)G.
Here there are some well known results about even closed walks.
Theorem 15 (Ohsugi and Hibi [13]). The toric ideal I (E)G is generated by all binomials fC , where C is an even
closed walk of a connected component of G.
Deﬁnition 16. Let G be a connected graph. An even closed walk C = (e1 = {v1, v2}, . . . , e2q−1 = {v2q−1, v2q},
e2q = {v2q, v1}) of G is primitive if there exists no even closed walk of G of the form C′ = (ei1 , . . . , ei2p ) with
{i1, . . . , i2p} ⊆ {1, . . . , 2q}, 1p<q, such that each i2k−1 is in {1, . . . , 2q − 1}, each i2k is in {2, . . . , 2q} and
i2k−1 = i2l for all 1kp and for all 1 lp.
Theorem 17 (Ohsugi and Hibi [13]). The toric ideal I (E)G is generated by the binomials fC , where C is a primitive
even closed walk of a connected component of G.
Remark 18. The set of all binomialsfC , where C is a primitive even closed walk of G, coincides with the Graver basis
of the toric ideal I (E)G by deﬁnition of Graver basis.
Theorem 19 (Ohsugi and Hibi [13]). A primitive even closed walk C of G is one of the following:
(i) C is an even cycle of G;
(ii) C = (C1, C2), where C1 and C2 are odd cycles of G having exactly one common vertex;
(iii) C = (C1,W1, C2,W2), where C1 and C2 are odd cycles of G having no common vertex and where W1 and W2 are
walks of G both of which combine a vertex v1 of C1 and a vertex v2 of C2.
Theorem 20 (Katzman [10]). Letbea lexicographic order on the set of the powerproducts in {e1, . . . , em, v1, . . . , vn}
with vi > ej for all i and j. Let EC be the set of minimal even cycles of G and let G′EC = {fC : C ∈ EC}. There exists
a subset of G′EC , which is a Gröbner basis of I (E)G.
Corollary 21. If G has at most one odd cycle, thenG′EC ={fC : C is an even cycle of G} is a Gröbner basis of I (E)G.
3.2. Monomial ideals
Now we introduce some monomial ideals associated to a graph.
G. Carra’Ferro, D. Ferrarello / Discrete Mathematics 308 (2008) 287–298 291
Deﬁnition 22. The monomial edge ideal of G is the ideal I (G)E = (vivj : {vi, vj } ∈ E(G)) in K[v1, . . . , vn].
The monomial edge ideal is well known and studied for example in [19,20,12–14,10,23,8]. We will use some known
results in order to have algorithms for minimal vertex covers, while dual properties of minimal edge covers will be
found with the monomial vertex ideal, that we are going to deﬁne.
Deﬁnition 23. The monomial vertex ideal is the ideal I (G)V = (
∏
v∈e e : v is in V (G) and e is an edge in G).
Example 3. Let G be the graph as in Example 1. The monomial edge ideal of G is I (G)E = (v1v2, v2v3, v3v4, v1v4,
v4v5), while the monomial vertex ideal of G is I (G)V = (e1e4, e1e2, e2e3, e3e4e5, e5).
Example 4. Let H be the graph as in Example 2. The monomial edge ideal of H is I (H)E = (v1v2, v1v3, v2v3, v3v4,
v3v5, v4v5), while the monomial vertex ideal of H is I (H)V = (e1e2, e1e3, e2e3e4e5, e4e6, e5e6).
Deﬁnition 24. Let G= (V (G),E(G)) be an undirected graph.A subset V ′ of V (G) with |V ′|=k is said to be a vertex
cover of G, if each edge in E(G) is incident with at least one vertex in V ′. The number k is called the size of V ′. A
vertex cover V ′ of G is called minimal if no subset of V ′ is a vertex cover of G.
Deﬁnition 25. A clique G′ of a graph G is a complete subgraph of G. If |V (G′)| = k, then the number k is called the
size of G′. A maximum clique is a maximal complete subgraph.
An independent set V ′′ in a graph G of size k is a subset of V (G) with k elements, such that there is no edge in G
connecting two vertices of V ′′.
Deﬁnition 26. LetG=(V (G),E(G)) be an undirected graph. The complement G¯ of G is the graph G¯=(V (G¯), E(G¯),
where V (G¯) = V (G) and E(G¯) = {{vi, vj } ∈ V (G) × V (G) : {vi, vj } /∈E(G)}.
The following proposition is well known.
Proposition 27. Let G = (V (G),E(G)) be an undirected graph with |V (G)| = n. Let V ′′ ⊆ V (G) with |V ′′| = k
elements and let V ′ = V (G)\V ′′. The following are equivalent:
(i) V ′′ = V (G′′), where G′′ is a clique of the complement G¯ of G;
(ii) V ′′ is an independent set of size k in G;
(iii) V ′ is a vertex cover of size n − k for G.
Remark 28. If the graph G has no loops, i.e. G is simple, then the ideal I (G)E can be written as ﬁnite intersection of
linear monomial prime ideals Pi , since it is a radical monomial ideal.
The following proposition is the key result for our purposes.
Proposition 29 (Villarreal [23]). Let K[v] = K[v1, . . . , vn] be a polynomial ring over a ﬁeld K and let G be an
undirected graph. If P is the ideal of K[v] generated by A={vi1, . . . , vir}, then P is a minimal prime ideal containing
the edge ideal I (G)E if and only if A is a minimal vertex cover of G.
4. Odd cycles and bipartite graphs
Here we show a theorem, that ﬁlls a gap in the correspondence between ideals and graphs. In fact here we ﬁnd
polynomials in the edges and in one vertex, that characterize odd cycles in an undirected graph. The existence of such
polynomials allows one to have a decision procedure for bipartite graphs, trees and chordal graphs.
First we show the existence of such polynomials.
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Theorem 30. Let G = (V (G),E(G)) be a ﬁnite undirected graph.
(i) The odd cycle C = (e1 = {v1, v2}, . . . , e2q−2 = {v2q−2, v2q−1}, e2q−1 = {v2q−1, v1}) is in G iff the binomial
fC =∏k=1,...,q−1 e2kv21 −
∏
k=1,...,q e2k−1 is in I (G,E).
(ii) Let  be a lexicographic term ordering on the set of the power products in {e1, . . . , em, v1, . . . , vn} with vi > ej for
all i and j and v2q−1>v2q−2> · · ·>v1. If C is minimal, then the binomial fC is in a Gröbner basis of I (G,E)
with respect to .
Proof. (i) Let fh = vhvh+1 − eh for all h = 1, . . . , 2q − 2 and let f2q−1 = v2q−1v1 − e2q−1. We have fh ∈ I (G,E)
for all h = 1, . . . , 2q − 1. Moreover eh = vhvh+1 − fh for all h = 1, . . . , 2q − 2, while e2q−1 = v2q−1v1 − f2q−1.
Now we have
∏
k=1,...,q e2k−1 = v1
∏
h=1,...,2q−1 vh+
∑
k=1,...,q a2k−1f2k−1 and
∏
k=1,...,q−1 e2k =
∏
h=2,...,2q−1 vh+∑
k=1,...,q−1 a2kf2k , where ah are polynomials in K[v1, . . . , v2q−1, e1, . . . , e2q−1] for all h = 1, . . . , 2q − 1. So we
have
∏
k=1,...,q e2k−1 = v1
∏
h=1,...,2q−1 vh + b1 and
∏
k=1,...,q−1 e2k =
∏
h=2,...,2q−1 vh + b2 with b1, b2 polyno-
mials in I (G,E). It follows that the binomial fC = ∏k=1,...,q−1 e2kv21 −
∏
k=1,...,q e2k−1 = v21
∏
h=2,...,2q−1 vh −
v1
∏
h=1,...,2q−1 vh + v21b2 − b1 = v21b2 − b1 is in I (G,E).
(ii) Let  be a lexicographic term ordering on PP(e1, . . . , em, v1, . . . , vn) with vi > ej for all i and j and v2q−1>
v2q−2> · · ·>v1. Let C be a minimal odd cycle and let fC =∏k=1,...,q−1 e2kv21 −
∏
k=1,...,q e2k−1. Let g2q−2 be the
S-polynomial of f2q−1 and f2q−2. We have g2q−2 = v1e2q−2 − v2q−2e2q−1 and it is reduced with respect to the set
F = {f1, . . . , f2q−1}. Let g2q−3 be the S-polynomial of g2q−2 and f2q−3.We have g2q−3=v1v2q−3e2q−2−e2q−1e2q−3
and it is reduced with respect to the set F, because C is minimal and the edge {v1, v2q−3} /∈E(G). Let g2q−4 be the
S-polynomial of g2q−3 and f2q−4. We have g2q−4 =v1e2q−4e2q−2 −v2q−4e2q−3e2q−1 and it is reduced with respect to
the set F. More generally if g2k is the S-polynomial of g2k+1 and f2k , then g2k =v1∏l=k,...,q−1 e2l −v2k
∏
l=k,...,q e2l−1
and it is reduced with respect to the set F for all k = 1, . . . , q − 1. If g2k−1 is the S-polynomial of g2k and f2k−1, then
g2k−1 = v1v2k−1∏l=k,...,q−1 e2l −
∏
l=k,...,q e2l−1 and it is reduced with respect to the set F, because C is minimal and
the edge {v1, v2k−1} /∈E(G) for all k = 1, . . . , 2q − 1. So we have fC = g1 = v21
∏
l=1,...,q−1 e2l −
∏
l=1,...,q e2l−1, that
is in the Gröbner basis of I (G,E) by deﬁnition of the Buchberger’s algorithm for Gröbner bases. 
Remark 31. The theorem as above allows one to detect the existence of odd cycles in a graph. In fact it is sufﬁcient to
compute a Gröbner basis with respect to a term ordering  as in the above theorem. Furthermore by its proof the theorem
as above holds also when  is an elimination term ordering with vi > ej for all i and j and v2q−1>v2q−2> · · ·>v1.
Deﬁnition 32. Let G be an undirected graph. G is bipartite if its vertices can be divided in two sets, such that no edge
connects vertices in the same set. Equivalently G is bipartite iff all cycles in G are even.
Moreover G is acyclic if it has no cycle, while G is a tree if it is connected and acyclic. Finally G is chordal if all
minimal cycles are 3-cycles.
Theorem 33. Let G = (V (G),E(G)) be a ﬁnite undirected graph.
(i) G is bipartite if and only if a Gröbner basis of the extended edge ideal I (G,E) with respect to some lexicographic
term ordering  (respectively, deglex term ordering) with vi > ej for all i and j does not contain a binomial
fC =∏k=1,...,q−1 e2kv21 −
∏
k=1,...,q e2k−1 with v2q−1>v2q−2> · · ·>v1.
(ii) G is acyclic iff (i) holds and the binomial edge ideal I (E)G = (0).
Proof. (i) and (ii) follow by Theorems 15, 17, 20 and 30 and by deﬁnition of bipartite and acyclic graph. 
Example 5. Let G be the graph as in Example 1. The binomial edge ideal I (E)G = (−e4e2 + e1e3) and there is an
even closed walk W in G by Theorem 17. By Theorem 19 we cannot decide if W is an even cycle, since there are
three possible cases. The Gröbner basis of the ideal I (G,E) with respect to the lexicographic term order 1 with
v5>v4>v3>v2>v1>e5>e3>e4>e2>e1 is GBexte= (−e4e2 +e1e3,−e3v5 +e5v3,−v4e1 +v2e4,−v4e2 +
e3v2,−v5e4 + v1e5,−v3e4 + v1e3,−v3e1 + v1e2,−e5 + v4v5,−e3 + v3v4,−e4 + v1v4,−e2 + v3v2,−e1 + v1v2).
By looking at Gbexte we can conclude that there are no odd cycles in G, so G is bipartite.
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Example 6. Let H be the graph as in Example 2. The binomial edge ideal of H is I (E)H = (−e6e3e2 + e4e1e5). The
Gröbner basis of the ideal I (H,E) with respect to the lexicographic term order 3 with v5>v4>v3>v2>v1>
e6>e4>e5>e3>e2>e1 is GBexte = (e3e2e6 − e4e5e1,−e1e2 + v21e3, v1e4e5 − e2e6, v2e2 − v1e3,−e3e6v1+ v2e4e5e1,−e1 + v1v2, v22e4e5 − e23e6, v3e1 − v1e3,−v1e4e5 + v3e2e6,−v2e4e5 + e3e6v3,−e2 + v1v3,−e3 +
v2v3,−e4e5+v23e6,−v1e4+v4e2, v4e3−v2e4, v4e5−v3e6,−e4+v3v4, v5e2−v1e5,−v2e5+v5e3, e4v5−v3e6,−e5+
v5v3,−e6 + v4v5). By looking at Gbexte we ﬁnd the polynomials fC1 = −e1e2 + v21e3 and fC2 = −e4e5 + v23e6. So
H is not bipartite, because in H there are the odd cycles C1 = {e1, e2, e3} and C2 = {e4, e5, e6}.
Now we will show some theorems about ideals in the vertices. In particular the ﬁrst theorem ﬁnds the partition sets
of a bipartite graph and the second one gives a correspondence between a vertex cover of a graph and a polynomial in
the extended binomial vertex ideal.
Theorem 34. Let G = (V (G),E(G)) be a simple undirected connected graph without isolated vertices. If I (V )G
contains an irreducible polynomial p of the form p =∏j∈J vj −
∏
k∈K vk , then G is bipartite and the partition sets
are V ′ = {vj : j ∈ J } and V ′′ = {vk : k ∈ K}.
Proof. We have to prove that V ′ ∩ V ′′ = ∅, V ′ ∪ V ′′ = V (G) and every edge in E(G) connects a vertex of V ′ with a
vertex of V ′′. I (V )G is prime because it is toric, so p irreducible implies that J ∩K =∅ and a fortiori V ′ ∩V ′′ =∅. Let
H ′ = {h′ : vj ∈ eh′ for some j ∈ J} and let H ′′ = {h′′ : vk ∈ eh′′ for some k ∈ K}. Since p is in the toric ideal, then
(p)= 0. We have (∏j∈J vj −
∏
k∈K vk)= 0 ⇔ (
∏
j∈J vj )= (
∏
k∈K vk) and then Pj =
∏
j∈J
∏
ei : vj belongs
to the edge ei) = Pk =∏k∈K (
∏
ei : vk belongs to the edge ei). If an edge ei joins two vertices in V ′ (resp. V ′′), then
e2i divides Pj (resp. Pk) but it does not divide Pk (resp. Pj ), since an edge has only two vertices and V ′ ∩ V ′′ = ∅. So
we have a contradiction by the equality Pj =Pk . Now we have Pj =∏h′∈H ′ eh′ and Pk =
∏
h′′∈H ′′ eh′′ .This means that
every eh′ is also an eh′′ , i.e. it joins a vertex in V ′ with a vertex of V ′′. Finally, we prove that V ′ ∪V ′′ =V (G). Clearly,
V ′ ∪ V ′′ ⊆ V (G), so suppose that there exists v ∈ V (G)\V ′ ∪ V ′′. Since G has no isolated vertices, (v) must be of
the form
∏
l∈L el for a set of indices L ⊆ {1, . . . , m}. First suppose that there exists l ∈ L, such that el joins v with
a vertex v′ of V ′. So there exist h′ ∈ H ′ and h′′ ∈ H ′′ with el = eh′ = eh′′ , i.e. el joins v with a vertex v′′ of V ′′, but
this is impossible because V ′ ∩ V ′′ = ∅. If v is not directly connected to a vertex of V ′, then by connection of G there
exists a path from v to a vertexw, such that w is joined with a vertex of V ′. By using the same proof as above and we
obtain a contradiction. 
A converse of the previous theorem will be obtained in (iii) of the following one.
Theorem 35. Let G = (V (G),E(G)) be an undirected connected graph without isolated vertices.
(i) LetW={vj : j ∈ J } andW ′={vk : k ∈ K} be subsets ofV (G)with J,K ⊆ {1, . . . , n}, such thatW∪W ′=V (G).
If I (G, V ) contains a polynomial f of the form f =∏i∈I e2i ·
∏
j∈J vj −
∏
k∈K vk with I ⊆ {1, . . . , m}, then the
set W ′ is a vertex cover of G.
(ii) Conversely let W ′ be a vertex cover of G. Then a polynomial of the form f is in I (G, V ).
(iii) If G is bipartite, then a polynomial of the form f =∏j∈J vj −
∏
k∈K vk is in I (G, V ), with W and W ′ vertex
covers of G and W ∩ W ′ = ∅.
Proof. (i) LetGbI be a Gröbner basis of I (G, V )with respect to the lexdeg term ordering with the variables v1, . . . , vn
greater than the variables e1, . . . , em. Since f ∈ I (G, V ) then it reduces to zero with respect to GbI . This means that if
we substitute every vertex variable with the product of the edges incident in the vertex, then we obtain the polynomial
zero. So, calling H the set of all indices relative to edges incident in vertices ofW andH ′ the set of all the indices relative
to edges incident in vertices of W ′, we have
∏
i∈I e2i ·
∏
h∈H eh −
∏
h′∈H ′ eh′ = 0 ⇔
∏
i∈I e2i ·
∏
h∈H eh =
∏
h′∈H ′ eh′ .
It follows that every eh is also an eh′ , and every eh′ is either also an eh or is ei . In order to prove that W ′ is a vertex
cover we need to show that every edge is incident to a vertex of W ′. So let e be an arbitrary edge. If e is incident
to a vertex of W ′, then we ﬁnish. So suppose that e is not incident to a vertex of W ′. Since W ∪ W ′ = V (G),
then e is incident to a vertex of W and so it is an edge eh. It follows that e = eh is also an eh′ and we have a
contradiction.
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(ii) Let W =V (G)\W ′, p=∏v∈W v and p′ =
∏
v∈W ′ v. Since p and p′ are terms in the vertices, then (p)=
∏
v∈W
(∏ ei : v belongs to the edge ei) and (p′) =∏v∈W ′ (
∏
ei : v belongs to the edge ei). Since W ′ is a vertex cover,
then (p′) contains as a factor every edge. Let e be a generic edge, that is a factor of (p′). e is incident to a vertex w′
of W ′ and to another vertex w in W ∪ W ′. If w ∈ W then e appears exactly one time in (p) and one time in (p′),
while w ∈ W ′ implies that e2 appears in (p′) and it does not appear in (p). Let E′ = {e ∈ E(G): w ∈ W} and let
E′′ = {e ∈ E(G):w ∈ W ′}.
Now, if G is not bipartite, then there is an odd cycle in G and in this cycle there is an edge covered by two vertices,
so E′′ = ∅. We have ∏e∈E′′ e2(p) = (p′) and then
∏
e∈E′′ e2p = p′ by deﬁnition of the map . Finally we have∏
e∈E′′ e2
∏
v∈W v =
∏
v∈W ′ v and then f =
∏
e∈E′′ e2
∏
v∈W v −
∏
v∈W ′ v is in I (G, V ).
(iii) If G is bipartite, then it is easy to note that the partition sets are vertex covers, because all edges have exactly
a vertex in each partition set. So if V ′ and V ′′ are the vertex covers, then we can take W ′ = V ′′, and with the same
notation as above we have E′′ = ∅ and p = p′. So f ′ =∏v∈W v −
∏
v∈W ′ v is in I (G, V ). Since f ′ ∈ K[v1, . . . , vn],
then f ′ ∈ I (G)V . 
Example 7. Let G be the graph as in Example 1. The Gröbner basis of the vertex ideal I (V )G with respect to the
lexicographic term order 2 with e5>e3>e4>e2>e1>v5>v4>v3>v2>v1 is Gbv = (−v4v2 + v3v5v1). So,
we can conclude that the two partition sets ofG areV1={v2, v4} andV2={v1, v3, v5}. TheGröbner basis of the extended
vertex ideal I (G, V )with respect to the same term ordering 2 is Gbextv(G)= (−v4v2 +v3v5v1,−v5 +e5,−v3v5e4 +
v4e2, v1e2−v2e4,−v1v5e3+v4e1,−e3v2+v3e1,−v4+e3v5e4,−v1v3+v2e4e3,−v1+e1e4,−v3+e2e3,−v2+e1e2).
Example 8. Let H be the graph as in Example 2. The Gröbner basis of the extended vertex ideal I (G, V ) with respect
the lexicographic term order 4 with e6>e4>e5>e3>e2>e1>v5>v4>v3>v2>v1 is Gbextv(H)= (−v1 +
e1e2, e3v1−e2v2,−v2+e1e3,−v5e21v3+e25v2v1v4,−v5e1v3+e25v2v4e2,−v5v3+e25v4e2e3,−e5v4+e4v5, e4e5v2v1−
e21v3, e2e4e5v2 − e1v3,−v3 + e2e3e4e5, e6v3 − e2e3e5v4,−v5 + e5e6,−v4 + e4e6). Now the normal form of the
polynomial f = e22e24v2v5 − v1v3v4 with respect to Gbextv(H) and 4 is 0, so f ∈ I (H, V ) and we can conclude that{v1, v3, v4} is a vertex cover for H.
5. Linear ideals arising from graphs
Here we will introduce some linear ideals, that we can associate to a graph. They are very useful, because our
algorithms become faster. First we have to introduce some deﬁnitions.
Deﬁnition 36. Let M = (mij )i=1,...,m,j=1,...,n be a (m, n)-matrix with mij in Z and let M : Nn0 −→ Zm be the
semigroup homomorphism as in Deﬁnition 6.  extends uniquely to a semigroup homomorphism ′M : Zn −→ Zm
deﬁned by ′M(u1, . . . , un) = (
∑
j=1,...,n ujm1j , . . . ,
∑
j=1,...,n ujmmj ).
Let n :
⊕
j=1,...,n ZXj −→ Zn be the Z-module isomorphism deﬁned by n(
∑
j=1,...,n ujXj ) = (u1, . . . , un). In
similarway letm :
⊕
i=1,...,m Zti −→ Zm be theZ-module isomorphismdeﬁnedbym(
∑
i=1,...,m vi ti)=(v1, . . . , vm).
Let m′Mn :
⊕
j=1,...,m ZXj −→
⊕
i=1,...,n Zti be the corresponding Z-module homomorphism, that is deﬁned by
m
′
Mn(Xj )=
∑
i=1,...,m mij ti for all j = 1, . . . , n. m′Mn extends uniquely to the linear homomorphism of
semigroup algebras  : K[X1, . . . , Xn] −→ K[t1, . . . , tm, t−11 , . . . , t−1m ] deﬁned by (Xj ) = m′Mn(Xj ) for all
j = 1, . . . , n. LIM = ker() is an ideal in A = K[X1, . . . , Xn], that is called the linear ideal of M.
It is easy to show that (Xj −∑i=1,...,m mij ti , j = 1, . . . , n) is an ideal in K[X1, . . . , Xn, t1, . . . , tm, t−11 , . . . , t−1m ]
and LIM = (Xj −∏i=1,...,m mij ti , j = 1, . . . , n) ∩ K[X1, . . . , Xn].
Deﬁnition 37. The ideal LI(G,E)= (eh − vi − vj : eh ={vi, vj } in E(G)) in K[e1, . . . , em, v1, . . . , vn] is the linear
extended edge ideal of G. The ideal LI(E)G = LI(G,E) ∩ K[e1, . . . , em] is the linear edge ideal of G.
Similarly we can deﬁne the linear ideals associated to the vertices.
Deﬁnition 38. The ideal LI(G, V ) = (vi −∑ eh : vi belongs to the edge eh in G) in K[v1, . . . , vn, e1, . . . , em] is
the linear extended vertex ideal of G. The ideal LI(V )G = LI(G, V ) ∩ K[v1, . . . , vn] is the linear vertex ideal of G.
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LI(E)G is the linear ideal of the incidence matrix IM(G) of G, while LI(V )G is the linear ideal of the transpose of
the incidence matrix IM(G) of G.
Example 9. Let G be the graph as in Example 1. The linear extended edge ideal of G is LI(G,E)= (e1 −v1 −v2, e2 −
v2 − v3, e3 − v3 − v4, e4 − v1 − v4, e5 − v4 − v5), while the linear edge ideal of G, is LI(E)G = (e1 − e4 − e2 + e3).
The linear extended vertex ideal of G is LI(G, V )=(v1−e1−e4, v2−e1−e2, v3−e2−e3, v4−e3−e4−e5, v5−e5),
while the linear vertex ideal of G, is LI(V )G = (v1 − v2 + v3 − v4 + v5).
Example 10. Let H be the graph as in Example 2. The linear extended edge ideal of H is LI(H,E) = (e1 − v1 −
v2, e2 − v1 − v3, e3 − v2 − v3, e4 − v3 − v4, e5 − v3 − v5, e6 − v4v5), while the linear edge ideal of G, is LI(E)H =
(−e2 + e1 − e3 + e5 + e4 − e6). The linear extended vertex ideal of H is LI(H, V )= (v1 − e1 − e2, v2 − e1 − e3, v3 −
e2 − e3 − e4 − e5, v4 − e4 − e6, v5 − e5 − e6), while the linear vertex ideal of G, is LI(V )H = (0).
In order to show the relations between the linear ideal and the toric ideal associated to the incidence matrix IM(G)
we need the following deﬁnition.
Deﬁnition 39 (Sturmfels [21]). Let M = (mij )i=1,...,m,j=1,...,n be a (m, n)-matrix with mij in N0 for all i, j and let
M : Nn0 −→ Zm and ′M : Zn −→ Zm be the semigroup homomorphisms as in Deﬁnitions 6 and 36. Ker(M) is
the kernel of the semigroup homomorphism ′M . Moreover if a ﬁnite set B generates Ker(M) as Z-module, then
I (B) = (eu+ − eu− , u ∈ B) is a lattice ideal associated to M.
Remark 40. −1n (Ker(M)) is a Z-submodule of
⊕
j=1,...,n ZXj and it is the kernel of the Z-module homomorphism
m
′
Mn by deﬁnition of the homomorphisms 
′
M , n and m. Finally since
⊕
j=1,...,n ZXj is a Z-submodule of
A = K[X1, . . . , Xn], then −1n (Ker(M)) = ker() ∩
⊕
j=1,...,n ZXj .
The following deﬁnition is also useful.
Deﬁnition 41. Let I be an ideal in the polynomial ring A and let f ∈ A. I : f∞ = (g : gf m ∈ I for some m ∈ N0).
Of course I ⊆ I : f∞ for all f ∈ A.
The relation between the ideals LI(E)G and I (E)G (respectively, LI(V )G and I (V )G ) is given by the following
facts.
First of all in [9,21, p. 114] it is shown that if a ﬁnite set B generates Ker(IM(G)) as Z-module, J0 = I (B)= eu+ −
eu
−
, u ∈ ker(IM(G)) and Ji = (Ji−1 : e∞i ) for all i = 1, . . . , m, then Jm = I (G)E(G).
Furthermore the generators of J0 are in one to one correspondence with the elements of B and then in one to
one correspondence with the elements of −1n (B), that generate the Z-module −1n (Ker(IM(G))) = LI(IM(G)) ∩⊕
j=1,...,n Zej = LI(G)E ∩
⊕
j=1,...,n Zej by Remark 40.
Now we want to show the relation between the ideals LI(G,E) and I (G,E) (respectively, LI(G, V ) and I (G, V )).
Given the (m, n)-matrix M = (mij )i=1,...,m,j=1,...,n with mij in N0 and the homomorphisms as in Deﬁnitions 6, 36
there is a one to one correspondence between the generators of the ideal (Xj −∏i=1,...,n tmiji : j = 1, . . . , n) and the
generators of the ideal (Xj −∑i=1,...,n mij ti : j =1, . . . , n). In fact the set C = {Xj −
∑
i=1,...,n mij ti : j =1, . . . , n} is
a set of generators of the Z-module Ker(M ′), where M ′ is the (n+m,m)-matrix with m′hk in N0 for all h, k, m′hj =mhj
for all j = 1, . . . , n, m′h,n+h = 1 and m′h,n+i = 0 for all i = h and h, i = 1, . . . , m. The corresponding semigroup
algebras homomorphism ′ : K[X1, . . . , Xn, t1, . . . , tm] −→ K[T1, . . . , Tm] is deﬁned by ′(Xj ) =∏i=1,...,n T miji
for all j and ′(ti) = Ti for all i. I (C)= (Xj −∏i=1,...,n tmiji : j = 1, . . . , n) is a lattice ideal associated to M ′ and it
is easy to show that I (C) = ker(′)= (Xj −∏i=1,...,n T miji , ti − Ti : j = 1, . . . , n, i = 1, . . . , m) ∩ K[X1, . . . , Xn,
t1, . . . , tm].
Now let M = IM(G) and let M ′ be the corresponding matrix as above. Let a ∈ Zm, b ∈ Zn and let w = (a, b) ∈
Zm+n. Let C be a set of generators of the Z-module −1m+n(Ker(M ′)) = LI(G,E) ∩ (
⊕
j=1,...,n Zej
⊕
i=1,...,m Zvi).
The lattice ideal I (C)= (ea+vb+ − ea−vb− : w = (a, b) ∈ C) is a subideal of I (G,E). Similarly let M = IM(G)t and
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let M ′ be the corresponding matrix as above. Let z = (b, a) ∈ Zn+m and let A be a set of generators of the Z-module
−1n+m(Ker(M ′))=LI(G, V )∩(
⊕
i=1,...,n Zvi
⊕
j=1,...,mZej ). The lattice ideal I (A)=(ea+vb+ −ea−vb− : z=(b, a) ∈
A) is a subideal of I (G, V ) [3, p. 19–21].
The relations between binomial and linear ideals associated to a graph give also the following theorems.
Theorem 42. Let G = (V (G),E(G)) be a simple undirected graph.
(i) The odd cycle C = (e1 = {v1, v2}, . . . , e2q−1 = {v2q−1, v1}) is in G iff the linear polynomial hC = 2v1 +∑
k=1,...,q−1 e2k −
∑
k=1,...,q e2k−1 is in LI(G,E).
(ii) The even cycle C = (e1 = {v1, v2}, e2q = {v2q, v1}) is in G iff the linear polynomial hC = ∑k=1,...,q e2k −∑
k=1,...,q e2k−1 ∈ LI(G)E .
(iii) Let  be a lexicographic term ordering on the set of the power products in {e1, . . . , em, v1, . . . , vn} with vi > ej for
all i and j and v2q>v2q−1> · · ·>v1. If C is minimal, then the polynomial hC is in a Gröbner basis of LI(G,E)
with respect to .
Proof. The proof of (i)–(iii) is the same as the proof of theorems about the corresponding binomial ideals. 
Theorem 43. Let G = (V (G),E(G)) be an undirected connected graph without isolated vertices.
(i) If LI(V )G contains a polynomial p of the form p =
∑
j∈J vj −
∑
k∈K vk with J ∩K = ∅, then G is bipartite and
the partition sets are V ′ = {vj : j ∈ J } and V ′′ = {vk : k ∈ K}.
(ii) Conversely, if G is bipartite and the partition sets are V ′ and V ′′ then there exists in LI(V )G a polynomial of the
form p.
(iii) If W ={vj : j ∈ J } and W ′ = {vk : k ∈ K} are subsets of V (G) such that W ∪W ′ =V (G) and LI(G, V ) contains
a polynomial f of the form f =∑i∈I 2ei +
∑
j∈J vj −
∑
k∈K vk with I ⊆ {1, . . . , m} , then the set W ′ is a vertex
cover of G.
(iv) If G is not bipartite and W ′is a vertex cover of G, then a polynomial of the form f belongs to LI(G, V ).
Proof. The proof of (i)–(iv) is the same as the proof of Theorems 19 and 20. 
Remark 44. The theorems as above show that the hypothesis on the characteristic of the ﬁeld K is necessary. In fact
the theorems do not hold when the characteristic of K is different from 0.
Example 11. Let G be the graph as in Example 1 and let 1 be the term ordering as in Example 5. The Gröbner basis
of the ideal LI(G,E) with respect to the lexicographic term order 1 is GBexte = (−e4 − e2 + e1 + e3,−v5 + e4 +
v1 − e5,−v3 + e1 + v1 − e2,−e4 + v1 + v4,−e1 + v1 + v2). By looking at Gbexte we can conclude that there are no
odd cycles in G, so G is bipartite.
Let 2 be the term ordering as in Example 7. The Gröbner basis of the ideal LI(G, v)with respect to the lexicographic
termorder2 isGBextv=(−v4−v2+v3+v5+v1, e5−v4+v3−v2+v1,−e3−v2+v3+e1,−v3+e2+e3,−v2+e1+e2).
Once again we can conclude that the two partition sets of G are V1 = {v2, v4} and V2 = {v1, v3, v5}.
Example 12. Let H be the graph as in Example 2. Let 3 be the term ordering as in Example 6. The Gröbner basis of
the ideal LI(H, e) with respect to the lexicographic term order 3 is GBexte = (−e5 + e6 − e4 + e3 − e1 + e2,−e2 +
2v1 + e3 − e1, 2v2 − e3 + e2 − e1, 2v3 − e3 − e2 + e1, 2v4 − 2e4 + e3 + e2 − e1, 2v5 − 2e5 + e3 + e2 − e1). By looking
at Gbexte we ﬁnd the polynomials pC1 = −e1 − e2 + 2v1 + e3 and pC2 = −e4 − e5 + 2v3 + e6. So H is not bipartite,
because in H there are the odd cycles C1 = {e1, e2, e3} and C2 = {e4, e5, e6}.
Let 4 be the term ordering as in Example 8. The Gröbner basis of the ideal LI(H, v)with respect to the lexicographic
term order 4 is GBextv= (−v1 + e1 + e2,−v2 + e1 + e3, 2e5 − 2e1 − v5 + v4 − v3 + v2 + v1, 2e4 − 2e1 + v5 − v4 −
v3 + v2 + v1, 2e6 +2e1 − v5 − v4 + v3 − v2 − v1). Moreover since f =2e6 +2e1 − v5 − v4 + v3 − v2 − v1 ∈ LI(H, v),
then {v1, v2, v4, v5} is a vertex cover of H.
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6. Edge covers and matchings
Here we introduce the notions of edge cover and matching in a graph. By using the monomial vertices ideal, we
prove a statement about minimal edge covers, that corresponds to Proposition 29.
Deﬁnition 45. Let G = (V (G),E(G)) be an undirected graph with no isolated vertices. A subset E′ of E(G) with
|E′| = k is said to be an edge cover of G if each vertex in V (G) is incident with at least one edge in E′. The number k
is called the size of E′. An edge cover E′ of G is called minimal if no subset of E′ is an edge cover of G.
A matching E′′ in a graph G of size k is a subset of E(G) with k elements, such that no two edges of E′′ are adjacent.
A matching E′′ is maximal if E′′ is not a proper subset of a matching of G.
The following proposition is well known.
Proposition 46. Let G = (V (G),E(G)) be an undirected graph with |E(G)| = m. Let E′′ ⊆ E(G) with |E′′| = k
elements and let E′ = E(G)\E′′. The following are equivalent:
(i) E′′ is a matching of size k in G;
(ii) E′ is an edge cover of size m − k for G.
Now we shall prove a theorem about the minimal edge covers of a graph by using the monomial edge ideal I (G)V .
Remark 47. The ideal I (G)V can be written as ﬁnite intersection of linear monomial prime ideals Pj , since it is a
radical monomial ideal.
Proposition 48. Let K[e] =K[e1, . . . , em] be a polynomial ring over a ﬁeld K and let G be an undirected graph. If P
is the ideal of K[e] generated by B = {ei1, . . . , eir}, then P is a minimal prime ideal containing the monomial vertex
ideal I (G)V if and only if B is a minimal edge cover of G.
Proof. Suppose that P = (ei1, . . . , eir ) is minimal prime ideal containing I (G)V . Of course I (G)V ⊆ P and then
every monomial Mj =∏vj ∈ehj ehj in I (G)V belongs to P. It follows that for every j = 1, . . . , n there exists h¯, such
that ejh¯ = eil for some l = 1, . . . , r . In other words vj is in the edge eil and eil covers vj . So B is an edge cover. The
minimality of B follows from the minimality of P. Now suppose that B is a minimal edge cover of G. Since P is prime,
it is sufﬁcient to prove that I (G)V is contained in P. Let Mj =
∏
vj∈ehj ehjbe an arbitrary monomial in I (GV ), where
the ehj ’s are all edges incident in vj . vj must be in a edge of B, call it eil , so every monomial in I (G)V is contained
in P. 
Example 13. Let G be the graph as in Example 1. The monomial edge ideal I (G)E = (v2, v4) ∩ (v1, v2, v3, v4) ∩
(v1, v3, v4) ∩ (v2, v4, v5) ∩ (v1, v2, v3, v5) ∩ (v1, v3, v4, v5) ∩ (v1, v3, v5) ∩ (v2, v3, v4) ∩ (v2, v3, v4, v5) and by
Proposition 29 {v2, v4}, {v1, v3, v4}, {v1, v3, v5} are theminimal vertex covers ofG. Themonomial vertex ideal I (G)V =
(e1, e3, e5) ∩ (e2, e3, e4, e5) ∩ (e2, e4, e5) ∩ (e1, e2, e5) and by Proposition 48 {e1, e3, e5}, {e2, e4, e5}, {e1, e2, e5} are
the minimal edge covers of G. By Deﬁnition 45 and by Proposition 46 {e2, e4}, {e1}, {e1, e3}, {e3, e4} are matchings in
G and {e2, e4}, {e1, e3}, {e3, e4} are maximal matchings.
Finally let G¯ be the complement of G.E(G¯)= {e6={v1, v3}, e7={v1, v5}, e8={v2, v4}, e9={v2, v5}, e10={v3, v5}}.
The monomial edge ideal I (G¯)E =(v1, v2, v3)∩(v1, v3, v4, v5)∩(v2, v3, v5)∩(v3, v4, v5)∩(v1, v2, v5)∩(v1, v4, v5).
By Proposition 27 and by Proposition 29 {v4, v5}, {v1, v4}, {v1, v2}, {v3, v4}, {v2, v3} are the maximal independent sets
of G¯ and then the maximal cliques in G.
Example 14. Let H be the graph as in Example 2. The monomial edge ideal I (H)E = (v1, v3, v4) ∩ (v1, v3, v5) ∩
(v1, v2, v4, v5) ∩ (v2, v3, v5) ∩ (v2, v3, v4) ∩ (v1, v3, v4, v5) ∩ (v1, v2, v4, v5) and by Proposition 29 {v1, v3, v4},
{v1, v3, v5}, {v1, v2, v4, v5}, {v2, v3, v5}, {v2, v3, v4} are the minimal vertex covers of H. The monomial vertex ideal
I (H)V =(e1, e5, e6)∩(e1, e4, e5)∩(e2, e3, e6)∩(e2, e3, e4, e5)∩(e1, e2, e6)∩(e1, e4, e6)∩(e1, e3, e6)∩(e2, e3, e4, e6)
and by Proposition 48 {e1, e2, e6}, {e1, e3, e6}, {e1, e4, e6}, {e1, e5, e6}, {e2, e3, e6}, {e1, e4, e5}, {e2, e3, e4, e6}are the
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minimal edge covers of H. By Deﬁnition 45 and by Proposition 46 {e2, e3, e4}, {e2, e3, e6}, {e1, e4, e5}, {e1, e6},
{e3, e4, e5}, {e2, e3, e5}, {e2, e4, e5}, {e2, e3, e4}, {e1, e4, e5}, {e2, e3, e6}, {e1, e5}, are matchings in H and {e2, e3, e6},
{e1, e4, e5}, {e2, e3, e4}, {e2, e3, e5}, {e3, e4, e5}, {e2, e4, e5} are maximal matchings.
Finally let H¯ be the complement of H.E(H¯ )=e7={v1, v4}, e8={v1, v5}, e9={v2, v4}, e10={v2, v5}. The monomial
edge ideal I (H¯ )E = (v1, v2)∩ (v1, v,v5)∩ (v2, v4, v5)∩ (v4, v5). By Proposition 27 and by Proposition 29 {v3, v4, v5},
{v1, v2, v3} are the maximal independent sets of H¯ and then the maximal cliques in H.
7. Algorithms
Given a simple undirected graph G the theorems in Section 30 allow one to detect the odd cycles in G. This last fact
allows one to decide if G is chordal or bipartite or acyclic. Furthermore if G is bipartite, then the theorems about the
extended vertex ideal allows one to ﬁnd the bipartition. All such procedures are implemented in Maple 9.5 by using
the packages networks for graphs and Groebner for the Gröbner bases.
If G has “many” vertices and edges, then the package networks does not give the entries of the incidence matrix
of G. So the initial steps can be optimized by using the commands “ends” and “incident” of the package networks,
that give, respectively, the vertices deﬁning an edge and the edges containing a vertex. The algorithm that ﬁnds the
binomial edge ideal can be optimized by using either the algorithms in [9,3]. Another optimization follows by using
the Gröbner bases algorithms for the linear extended edge and vertex ideals associated to G. Finally the algorithm for
the computation of the Graver basis of I (E)G as in [21] becomes very useful, whenever we want to detect all even
cycles of G.
The theorems in Sections 3.2 and 6 allows one to detect the minimal vertex covers, the maximum cliques, the minimal
edge covers of a graph with no isolated vertices and the matchings of a graph.
All procedures need the knowledge of the primary decomposition of the monomial ideals I (G)E and I (G)V . The
Maple command gsolve in the package Groebner applied to a radical monomial ideal I computes a collection P
of reduced lexicographic Gröbner bases of ideals generated only by variables. The square free monomial ideal I is
contained in every ideal in P by deﬁnition of the algorithm of gsolve. Finally every ideal in P is prime and P contains
the collection of all minimal primes ideal over I by deﬁnition of the same algorithm as above.
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