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Abstract: The paper deals with the Cauchy problem for Hamilton—Jacobi equation with
discontinuous w.r.t. state variable Hamiltonian. In this case we use the notion of M-solution
proposed by Subbotin. We consider the sequence of auxiliary Cauchy problems for Hamilton—
Jacobi equations with Lipschitz continuous w.r.t. phase variable Hamiltonians. We show that
the sequence of distances between of graphs of solutions for auxiliary Cauchy problems and
graph of M-solution tends to zero in metrics L1.
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1. INTRODUCTION
The paper is concerned with the multivalued solutions for
Hamilton—Jacobi equations and Hamiltonian is discontin-
uous w.r.t. phase variable function. Nowadays the theory
of discontinuous Hamilton—Jacobi equations attracts a
great attention (H.Ishii (1985), G.Barles and B.Perthame
(1987)). First the theory of the Hamilton—Jacobi equa-
tions were studied for the smooth Hamiltonians (Crandall
et al. (1992), Subbotin (1993)). Even in this case the solu-
tion of the Hamilton—Jacobi equation can be nonsmooth
and only continuous function. When the Hamiltonian is
only continuous function it is shown the solution should be
considered in the class of multivalued mappings (Lakhtin
and Subbotin (1998a)).
There are several approaches to definition of generalized
solution for the Hamilton—Jacobi equations with the dis-
continuous Hamiltonian. Ishii (H.Ishii (1985)) introduced
the viscosity approach. Subbotin (Lakhtin and Subbotin
(1998a)) proposed the concept of M-solutions (multival-
ued solutions). This notion involves the viability property
w.r.t. a differential inclusion. Once more approach uses the
link with generalized solution of corresponding quasilinear
equation (M.Coclite and N.Risebro (2007)). There are
several existence and uniqueness theorems concerning the
mentioned approaches.
Furthermore viscosity approach is equivalent the concept
of M-solutions in the following sense: upper (low) envelope
of the M-solution is the viscosity supersolution (subso-
lution) of the Hamilton—Jacobi equations (Lakhtin and
Subbotin (1998b)). The Hamilton — Jacobi equations
with the discontinuous Hamiltonians have application in
optimal control problems, theory of hierarchical systems
of the Hamilton—Jacobi equations (Kolpakova (2017)).
In the paper we examine the approximation of the solution
of the Hamilton — Jacobi equations by the solutions of
the smooth Hamilton — Jacobi equations. We construct
the smooth Hamiltonian using the convolution. Note that
the theory of smooth Hamilton — Jacobi equations is
well-developed. Moreover one can approximate the solu-
tion of smooth Hamilton—Jacobi equations by parabolic
equations or by the solution of the system of ordinary
differential equations (Krasovskii and Kotelnikova (2010),
Averboukh (2016)). This make it possible to use for the
Hamiltonian — Jacobi equation with the discontinuous
Hamiltonian the numerical methods developed in following
works: Subbotin (1993), Kumkov et al. (2017),Falcone and
Ferretti (1994), Quincampoix et al. (1999). We show the
convergence to zero in space L1 the Hausdorff distance
between graphs of M - solution and continuous mini-
max/viscosity solutions. The general result is illustrated
by the model example.
2. STATEMENT
In the paper we study the boundary Cauchy problem for
the first order Hamilton—Jacobi equation
∂w(t, x)
∂t
+H(t, x, s) = 0, w(T, x) = σ(x) (1)
Here t ∈ [0, T ], x ∈ Rn.
We assume that
A1 Function H is Lipschitz continuous w.r.t. t, s and
H(t, ·, s) ∈ L1(Rn), H is Lipschitz continuous function
w.r.t x except the zero measure set of points of discon-
tinuity.
A2 Function |H(t, x, 0)| ≤ ν(1 + |x|), ν > 0 and
|H(t, x, s1)−H(t, x, s2)| ≤ λ(1 + |x|)|s1 − s2|,
∀(t, x) ∈ [0, T ]× Rn, λ > 0.
A3 Function σ is continuously differentiable.
Let us introduce the Hamiltonian Hk as convolution prod-
uct:







dy = H ∗ ηk. (2)
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Here εk > 0, lim
k→∞
εk = 0, ηk is mollifier. We assume that
the family ηk has the following properties








ηk(x)dx → 0 as k → ∞, ∀δ > 0.
Further we shall suppose that ηk ∈ C∞0 , the space of
infinitely differentiable function with compact support.





1−|x/εk|2 , if |x| < εk,
0, if |x| ≥ εk.
(3)
2.1 Properties of Hamiltonian Hk
Claim 1. Hamiltonian Hk has properties
(1) The function Hk is infinitely differentiable w.r.t. x.
(2) The function Hk is sublinear w.r.t. s and Lipschitz
continuous w.r.t. s with the Lipschitz constant λ > 0.
(3) The function Hk is Lipschitz continuous w.r.t. x with
the Lipschitz constant κ > 0.
Proof.
1. Recall that if H ∈ L1(Rn) and the approximate identity
ηk ∈ C∞0 , thenHk = H∗ηk is infinitely differentiable w.r.t.
x (Resnick (1998)).
2. It is obvious that Hk is Lipschitz continuous w.r.t. s.
Let us calculate the Lipschitz constant of function Hk.
Consider
|Hk(t, x, s1)−Hk(t, x, s2)| ≤∫
Rn





















λ(1 + |x|+ εk)|s1 − s2|.
The function Hk is sublinear w.r.t. x. Indeed,






















dy| = ν(1 + |x|).
3. Let us prove a Lipschitz continuity of Hk w.r.t. x.
Consider




























dy, C is the support of
η̇k ∈ C∞0 ; H(t, y, s) is bounded under y ∈ C and fixed
(t, s). Hence Hk is Lipschitz continuous w.r.t. x.
3. SOLUTION OF AUXILIARY PROBLEM
Consider the Cauchy problem for the Hamilton—Jacobi
equation with the Lipschitz continuous Hamiltonian
∂wk(t, x)
∂t
+Hk(t, x, sk) = 0, wk(T, x) = σ(x). (4)
Hamiltonian Hk is defined by (2). Consider the sets.
Ek(t, x, s) = {(f, g) : |f | ≤ λ(1 + |x|+ εk),
g = ⟨f, s⟩ −Hk(t, x, s), ∀s ∈ Rn} (5)
E(t, x, s) = {(f, g) : |f | ≤ λ(1 + |x|),
⟨f, s⟩ − g ∈ [H∗(t, x, s), H∗(t, x, s)], ∀s ∈ Rn}. (6)
Here H∗(t, x, s) = lim inf
ξ→x
H(t, ξ, s),
H∗(t, x, s) = lim sup
ξ→x
H(t, ξ, s).
Remind the definition of a solution for problem (4) (Sub-
botin (1993)). A minimax/viscosity solution of problem (4)
is a continuous function wk : [0, T ] × Rn → R and gr wk
is weakly viable set w.r.t. differential inclusion (ẋ, ż) ∈
Ek(t, x, s), Ek satisfies (5) and wk(T, x) = σ(x), ∀x ∈ Rn.
It follows from (Subbotin (1993)) that under assumptions
A1–A3 there exists and unique the generalized solution of
problem (4) in the class of continuous functions.
Remind the definition of a solution for problem (1)
(Lakhtin and Subbotin (1998a)). The multivalued map
w : [0, T ] × Rn ⇒ R is called an M-solution of problem
(1), if gr w is a maximal weakly viable set w.r.t.the dif-
ferential inclusion (ẋ, ż) ∈ E(t, x, s), E satisfies (6) and
w(T, x) = σ(x), ∀x ∈ Rn.
From (Lakhtin and Subbotin (1998a))the M-solution of
problem (1) exists and it is unique in the class of multi-
valued mappings.
We shall remind the following definition (Resnick (1998)).
An upper limit of sequence of sets Lswk, k → ∞ is a set
such that
Lswk = {(t, x, z) = lim
i→∞
(tki , xki , zki),
where (tki , xki , zki) ∈ gr wki}.
Theorem 2. The M-solution of problem (1) satisfies the
inclusion Lswk ⊂ gr w, k → ∞, where wk is the
minimax/viscosity solution of problem (4).
Proof.
Denote gr w∗ = Ls grwk. At first we show that the set
gr w∗ is not empty. Let B ⊂ [0, T ]×Rn be a compact and
(τ, ξ) ∈ B.
Consider ζk = wk(τ, ξ). By definition of the minimax solu-
tion gr wk is weakly invariant w.r.t. differential inclusion
(5) for any s ∈ Rn. Let s = 0. From (τ, ξ, ζk) ∈ gr wk there
exists a solution (xk(·), zk(·)) of differential inclusion (5)
and (T, xk(T ), zk(T )) ∈ gr wk. Thus zk(T ) = σ(xk(T )).
Remind that
ẋk ≤ λ(1+|xk|+εk), żk = Hk(t, xk(t), 0) ≤ ν(1+|xk(t)|).
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By Gronwall’s lemma we have
|xk(T )| ≤ (1 + εk)(eλ(T−τ) − 1) + |ξ|eλ(T−τ) ≤
2eλ(T−τ) + |ξ|eλ(T−τ),
therefore
|wk(τ, ξ)| = |zk(τ)| = |σ(xk(T )) +
τ∫
T
Hk(t, xk(t), 0)dt| ≤
|σ(xk(T ))|+ ν(1 + |xk(T )|)(T − τ) ≤ r.
We get |wk(τ, ξ)| ≤ r for any k and for any (τ, ξ) ∈ B.
Now we prove that gr w∗ is weakly invariant w.r.t. dif-
ferential inclusion (6). Let us choose (t0, x0, z0) ∈ gr w∗,
s ∈ Rn. By definition gr w∗ there exists a sequence
{(τk, ξk, ζk)} ∈ gr wk, lim
k→∞
(τk, ξk, ζk) = (t0, x0, z0). The
sets gr wk are weakly invariant w.r.t. differential inclusion
(5), hence a solution of differential inclusion (5) exists and
(xk(·), zk(·)) : (t, xk(t), zk(t)) ∈ gr wk, t ∈ [τk, T ].
The sequence (xk(·), zk(·)) is uniformly bounded and
equicontinuous. By Arzeli—Ascoli theorem we choose a




(xki(·), zki(·)) = (x∗(·), z∗(·)).
The limit functions (x∗(·), z∗(·)) are Lipschitz continu-
ous. Therefore we can find such instant τ ∈ [t0, T ] that
(ẋ∗(τ), ż∗(τ)) exists. The sets Ek, E are upper semicon-
tinuous mappings, then for sufficient big number K and
small δ > 0 the following inclusion is valid
Ek(t, xk(t), s) ⊆ E(τ, x∗(τ), s) +Bα, ∀k ≥ K
∀t ∈ [τ − δ, τ + δ], α > 0.
Let τ ′ ∈ [τ − δ, τ + δ], τ ′ ̸= τ . From the inclusion and
convexity of E(τ, x∗(τ), s) +Bα we obtain(xk(τ ′)− xk(τ)




τ ′ − τ
)
∈ E(τ, x∗(τ), s) +Bα.
In the limit as k → ∞ we get
(x∗(τ ′)− x∗(τ)
τ ′ − τ
,
z∗(τ ′)− z∗(τ)
τ ′ − τ
)
∈ E(τ, x∗(τ), s) +Bα.
E(τ, x∗(τ), s) +Bα is a closed set, consequently
(ẋ∗(τ), ż∗(τ)) ∈ E(τ, x∗(τ), s) +Bα.
This inclusion is true for any α, hence
(ẋ∗(τ), ż∗(τ)) ∈ E(τ, x∗(τ), s).
This means that gr w∗ is weakly invariant w.r.t differential
inclusion (6) and w∗(T, x) ⊂ gr σ(x), ∀x ∈ Rn. Thus we
shew that gr w∗ ⊂ gr w.
4. APPROXIMATION OF M-SOLUTION OF
PROBLEM (4)
Let us value the distance∫
[0,T ]×Rn





Here dist(·, ·) denotes Hausdorff distance. Put w̃ is a
measurable selector of the multivalued map w∗. Consider
the expression ∫
[0,T ]×Rn






|wk(t, x)− w̃(t, x)|dxdt = L > 0.











|wk(t, x)− w̃(t, x)| − L/µ(C)dxdt = 0.
Here µ(C) is the measure of the compact set C. By the







|wk(t, x)− w̃(t, x)| − L/µ(C)dxdt < 0,
it is contradiction. Hence L = 0.
5. EXAMPLE
We note that the mollifier can be nonsmooth function.
Consider the example for this mollifier.










= 0, w(T, x) = x.
Here x ∈ R, t ∈ [t0, T ]. It is not difficult to check that the
M-solution of this problem is the following multivalued
map:
w(t, x) =
{−5/4(t− T ) + x, x > 0,
[3/4(t− T ),−5/4(t− T )], x = 0,
3/4(t− T ) + x, x < 0.
The right hand-side of the differential inclusion has the
form
E(t, x, s) = {(f, g), |f | ≤ 1, fs− g ∈ [−s+ 1/4, s+ 1/4]}.
Let us fix a point (t0, x0, z0) and x0 > 0 then
ẋ = 1, ż = −1/4.
Integrating this system of the ordinary differential equa-
tions we get
x(t) = x0 + t− t0, z(t) = z0 − 1/4(t− t0).
If z0 = −5/4(t0 − T ) + x0 then
z(t) = −t0 + 5/4T − 1/4t = −5/4(t− T ) + x(t)− x0.
In the same way we consider another case. If x0 < 0 then
trajectories
ẋ = −1, ż = −1/4
are viable in graph w. Let x0 = 0, z0 ∈ [3/4(t0 −
T ),−5/4(t0 − T )]. We choose
ẋ = 0, ż = 0,
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2eλ(T−τ) + |ξ|eλ(T−τ),
therefore
|wk(τ, ξ)| = |zk(τ)| = |σ(xk(T )) +
τ∫
T
Hk(t, xk(t), 0)dt| ≤
|σ(xk(T ))|+ ν(1 + |xk(T )|)(T − τ) ≤ r.
We get |wk(τ, ξ)| ≤ r for any k and for any (τ, ξ) ∈ B.
Now we prove that gr w∗ is weakly invariant w.r.t. dif-
ferential inclusion (6). Let us choose (t0, x0, z0) ∈ gr w∗,
s ∈ Rn. By definition gr w∗ there exists a sequence
{(τk, ξk, ζk)} ∈ gr wk, lim
k→∞
(τk, ξk, ζk) = (t0, x0, z0). The
sets gr wk are weakly invariant w.r.t. differential inclusion
(5), hence a solution of differential inclusion (5) exists and
(xk(·), zk(·)) : (t, xk(t), zk(t)) ∈ gr wk, t ∈ [τk, T ].
The sequence (xk(·), zk(·)) is uniformly bounded and
equicontinuous. By Arzeli—Ascoli theorem we choose a




(xki(·), zki(·)) = (x∗(·), z∗(·)).
The limit functions (x∗(·), z∗(·)) are Lipschitz continu-
ous. Therefore we can find such instant τ ∈ [t0, T ] that
(ẋ∗(τ), ż∗(τ)) exists. The sets Ek, E are upper semicon-
tinuous mappings, then for sufficient big number K and
small δ > 0 the following inclusion is valid
Ek(t, xk(t), s) ⊆ E(τ, x∗(τ), s) +Bα, ∀k ≥ K
∀t ∈ [τ − δ, τ + δ], α > 0.
Let τ ′ ∈ [τ − δ, τ + δ], τ ′ ̸= τ . From the inclusion and
convexity of E(τ, x∗(τ), s) +Bα we obtain(xk(τ ′)− xk(τ)




τ ′ − τ
)
∈ E(τ, x∗(τ), s) +Bα.
In the limit as k → ∞ we get
(x∗(τ ′)− x∗(τ)
τ ′ − τ
,
z∗(τ ′)− z∗(τ)
τ ′ − τ
)
∈ E(τ, x∗(τ), s) +Bα.
E(τ, x∗(τ), s) +Bα is a closed set, consequently
(ẋ∗(τ), ż∗(τ)) ∈ E(τ, x∗(τ), s) +Bα.
This inclusion is true for any α, hence
(ẋ∗(τ), ż∗(τ)) ∈ E(τ, x∗(τ), s).
This means that gr w∗ is weakly invariant w.r.t differential
inclusion (6) and w∗(T, x) ⊂ gr σ(x), ∀x ∈ Rn. Thus we
shew that gr w∗ ⊂ gr w.
4. APPROXIMATION OF M-SOLUTION OF
PROBLEM (4)
Let us value the distance∫
[0,T ]×Rn





Here dist(·, ·) denotes Hausdorff distance. Put w̃ is a
measurable selector of the multivalued map w∗. Consider
the expression ∫
[0,T ]×Rn






|wk(t, x)− w̃(t, x)|dxdt = L > 0.











|wk(t, x)− w̃(t, x)| − L/µ(C)dxdt = 0.
Here µ(C) is the measure of the compact set C. By the







|wk(t, x)− w̃(t, x)| − L/µ(C)dxdt < 0,
it is contradiction. Hence L = 0.
5. EXAMPLE
We note that the mollifier can be nonsmooth function.
Consider the example for this mollifier.










= 0, w(T, x) = x.
Here x ∈ R, t ∈ [t0, T ]. It is not difficult to check that the
M-solution of this problem is the following multivalued
map:
w(t, x) =
{−5/4(t− T ) + x, x > 0,
[3/4(t− T ),−5/4(t− T )], x = 0,
3/4(t− T ) + x, x < 0.
The right hand-side of the differential inclusion has the
form
E(t, x, s) = {(f, g), |f | ≤ 1, fs− g ∈ [−s+ 1/4, s+ 1/4]}.
Let us fix a point (t0, x0, z0) and x0 > 0 then
ẋ = 1, ż = −1/4.
Integrating this system of the ordinary differential equa-
tions we get
x(t) = x0 + t− t0, z(t) = z0 − 1/4(t− t0).
If z0 = −5/4(t0 − T ) + x0 then
z(t) = −t0 + 5/4T − 1/4t = −5/4(t− T ) + x(t)− x0.
In the same way we consider another case. If x0 < 0 then
trajectories
ẋ = −1, ż = −1/4
are viable in graph w. Let x0 = 0, z0 ∈ [3/4(t0 −
T ),−5/4(t0 − T )]. We choose
ẋ = 0, ż = 0,
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then exists the instant t1 such that for trajectories
x(t) ≡ 0, z(t) ≡ z0
the following equality is valid
z(t1) = −5/4(t1 − T ) or z(t1) = 3/4(t1 − T ).
Further for t ∈ [t1, T ] we go to the previous cases. These
trajectories are viable in graph of the M-solution.
Let us construct the Hamiltonian Hk:





H(t, x+ y, s)dy =
s
|x+ rk| − |x− rk|
2rk
+ 1/4.
Here dk denotes diameter of a ball with center at zero and
radius rk. In detailed the Hamiltonian Hk has the form
Hk(t, x, s) =


s+ 1/4, x ≥ rk,
xs
rk
+ 1/4, |x| ≤ rk,
−s+ 1/4, x ≤ −rk.
The mollifier ηk has the form
ηk(x) =
{
1, x ∈ Brk ,
0, x ̸∈ Brk .
The right hand-side of the differential inclusion in the
definition of the minimax solution has the form
Ek(t, x, s) = {(f, g) : |f | ≤ 1, g = fs−Hk(t, x, s)}.




+Hk(t, x, s) = 0, wk(T, x) = x. (7)
Let us design a = e
t−T
rk . The minimax solution of this












+ rk, rka < x < rk,
xe








− rk, −rk < x < −rka,
3/4(t− T ) + x, x ≤ −rk.
It is not difficult to check that the function wk is the
minimax solution of problem (7).
Further we obtain the value∫
R×[0,T ]
dist (w(t, x), wk(t, k))dxdt.
It is obvious that in the domain {(t, x) : t ∈ [0, T ], x ∈
[rk,∞)} w(t, x) = wk(t, x).
In the domain {(t, x) : t ∈ [0, T ], x ∈ [rka, rk]} we get
rk∫
rka
−5/4(t− T ) + x+ 1/4rk ln
x
rk






−rkdx = −5/4(t−T )x+x2/2+1/4rk(x lnx−x−x ln rk)
−5/4(t− T )x+ 5/4rk(x lnx− x− x ln rk)− rkx|rkrka =





In the domain {(t, x) : t ∈ [0, T ], x ∈ [−rka, rka]} we get
rka∫
0
−5/4(t− T ) + x− xa+ 1/4(t− T )dx =
−5/4(t− T )x+ x2/2− x2/2a+ 1/4(t− T )x|rka0 =
−5/4(t− T )ark + a2r2k/2(1− a) + 1/4(t− T )ark.
In the other domains the values∫
R×[0,T ]
dist (w(t, x), wk(t, k))dxdt
we obtain in the similar way. Hence we see the order of
convergence∫
R×[0,T ]
dist (w(t, x), wk(t, k))dxdt ≈ Crk,
where C > 0.
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