A Multivariate Model for Representing Semantic Non-compositionality by Farahmand, Meghdad
A MULTIVARIATE MODEL FOR REPRESENTING SEMANTIC
NON-COMPOSITIONALITY
Meghdad Farahmand∗
Department of Computer Science
University of Geneva
meghdad.farahmand@gmail.com
ABSTRACT
Semantically non-compositional phrases constitute an intriguing research topic in Natural Language
Processing. Semantic non-compositionality –the situation when the meaning of a phrase cannot be
derived from the meaning of its components, is the main characteristic of such phrases, however, they
bear other characteristics such as high statistical association and non-substitutability. In this work,
we present a model for identifying non-compositional phrases that takes into account all of these
characteristics. We show that the presented model remarkably outperforms the existing models of
identifying non-compositional phrases that mostly focus only on one of these characteristics.
1 Introduction
Non-compositional phrases are those phrases the meaning of which cannot be directly derived from the meaning of
their components, as in soap opera, kangaroo court, and ret tape. Non-compositional phrases are considered to be one
of the most important sub-categories of Multiword Expressions (MWEs) and efficient identification of these phrases can
have a major impact on semantic applications such as Natural Language Understanding, Sentiment Analysis, Natural
Language Generation and Opinion Mining [Berend, 2011].
Semantic non-compositionality (also referred to as semantic idiosyncrasy) is the main characteristic of non-compositional
phrases, however, they have other properties such as high statistical association and non-substitutability. In most studies
of non-compositional phrases, however, only semantic non-compositionality is considered while statistical association
and non-substitutability are widely neglected. Most previous work first specify a distributional representation of words
and phrases (e.g. traditional distributional representations or word embeddings); further, they study different functions,
in order to compose the representations of words into phrases. Phrases for which the distributional representation of the
phrase is considerably different from the representation generated from the representation of their components by the
composition function are then regarded as non-compositional [Mitchell and Lapata, 2008, Reddy et al., 2011, Salehi
et al., 2015]. A small fraction of previous work such as Kiela and Clark [2013] and Lin [1999], on the other hand, try to
identify non-compositional phrases through non-substitutability and statistical association which are general properties
of all types of MWEs and are not specific to non-compositional phrases.
The models that attempt to identify non-compositional phrases only based on their non-compositionality generally
have a high precision and a low recall, while those that attempt to identify non-compositional phrases through general
properties of MWEs such as statistical association and non-substitutability, have a low precision and a high recall. In
this work, we present a multivariate model to identify non-compositional phrases based on their specific and general
characteristics which leads to a high precision and recall. To the best of our knowledge, no other work in the literature
takes into account both specific and general properties of non-compositional MWEs for their identification and hence
unlike the presented model, most available models suffer from either a low precision or a low recall.
∗This research was partly published as part of the PhD dissertation of the author, presented to the Computer Science department
of the University of Geneva in March 2017. The author would like to thank Dr. James Henderson for his valuable input throughout
this work.
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2 Related Work
Some of the earliest works on non-compositional MWEs include Tapanainen et al. [1998] who propose a method to
identify non-compositional verb-object collocations2 based on the semantic asymmetry of verb-object relation and Lin
[1999] which was discussed earlier. Baldwin et al. [2003] present a method that decides about the non-compositionality
of English noun compounds and verb-particle constructions by comparing the vectors of their components against
the vector of the phrase. They create the word vectors by means of Latent Semantic Analysis (LSA). McCarthy
et al. [2003] devise a number of measures for non-compositionality based on the comparison of the neighbors of
phrasal verbs and their corresponding simplex verbs. Venkatapathy and Joshi [2005] present a supervised model that
ranks the MWE candidates based on their non-compositionality. Katz and Giesbrecht [2006] test whether the local
context of an MWE can distinguish its idiomatic use from its literal use. Reddy et al. [2011] employ the additive and
multiplicative composition functions of Mitchell and Lapata [2008] and several similarity-based models to measure the
compositionality of noun compounds. Hermann et al. [2012] present a model that compares the distributional vectors of
a compound and its components and decides about the semantic contributions of different components and subsequently
the lexicality of the compound. Schulte Im Walde et al. [2013] employ various word vector models to decide about the
non-compositionality of German noun compounds. They show that window-based models of distributional semantics
outperform the syntax-based models in identifying non-compositionality. Kiela and Clark [2013] present a model
of detecting non-compositionality based on the hypothesis that the average distance between a phrase vector and its
alternative phrase (created by substituting the components of the original phrase with their similar words) vectors is
related to its compositionality. Their models show a small improvement (+0.014 and +0.007) over their baselines. The
models discussed so far are based on traditional vector representations and predefined composition functions. More
recent work on non-compositionality, however, rely on word embeddings [Salehi et al., 2015], and more complex
composition functions [Yazdani et al., 2015]. An evaluation of a variety of models that are based on distributional
semantics, and the effect of their hyper-parameters on predicting the compositionality of noun compounds in French
and English is carried out by Cordeiro et al. [2016].
3 Method
In Sec. 3.1 and 3.2, we present the datasets and the evaluation measures that were used in this research. In Sec. 3.3, we
discuss general and specific characteristics of non-compositional phrases i.e. statistical association, non-substitutability
and non-compositionality and present different models to independently identify these characteristics. Finally, in Sec.
3.4 and 3.5 we present a multiplicative baseline and a multivariate-distribution-based model that considers all of these
characteristics in order to identify non-compositional phrases.
3.1 Data
We focus on noun-noun compounds due to their high frequency and availability of the respective data sets. We use the
datasets of Farahmand et al. [2015] and Reddy et al. [2011] (DS_FARAHMAND and DS_REDDY hereafter).
DS_FARAHMAND contains 1042 English compounds judged independently by four experts for their statistical id-
iosyncrasy (their components have a high statistical association) and non-compositionality. DS_REDDY contains 90
compounds judged for their compositionality by crowdsourcing through Amazon Mechanical Turk. See Sec. 4 for a
detailed analysis of these datasets.
While in this work we focus mainly on noun-noun compounds, the presented models can be applied to other syntactic
categories of MWEs, such as verb-object combinations and higher order noun compounds with some adjustment.
3.2 Evaluation Measures
To evaluate the presented models, we use precision at k (p@ k) and Spearman’s ρ correlation. p@ k is equivalent to
the precision graphs of n-best lists method of Evert [2005a] that are commonly used to evaluate the quality of MWE
extraction models (for further discussion on the advantages of evaluating the identification of MWEs in this fashion, see
Evert [2005b]).
2The term collocation refers to the statistically idiosyncratic MWEs in recent work [Baldwin and Kim, 2010]. In early work,
however, it referred to all types of MWEs.
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3.3 General and Specific Characteristics of Non-compositional phrases
In Sec. 3.3.1, we present models for identifying semantic non-compositionality (the specific characteristic of non-
compositional phrases). To identify the statistical association and non-substitutability (general characteristics of
non-compositional phrases), we present several Association Measures (AMs) in Sec. 3.3.2, and in Sec 3.3.3 we develop
a ratio for measuring non-substitutability.
3.3.1 Identifying Non-compositionality
In order to measure semantic non-compositionality (the specific characteristic of non-compositional phrases), we choose
the additive model of Reddy et al. [2011] adapted to word embeddings [Salehi et al., 2015] (ADT hereafter); and the
polynomial regression based model of Yazdani et al. [2015] with interactive terms (INTRCT hereafter), both were
shown to outperform the baselines in the related articles. 3
3.3.2 Identifying the Statistical Association
As discussed earlier, high statistical association is a general property of non-compositional phrases and it has been
commonly recognized through AMs. Here, we choose the following six AMs that are commonly used to identity the
phrases whose components have a high statistical association:
1. PMI [Church and Hanks, 1990] 2. normalized PMI (NPMI) [Bouma, 2009] 3. t-score 4. Chi-squared (χ2) 5.
Log-likelihood ratio (G2) [Dunning, 1993] 6. Dice coefficient (Dice) (first applied to MWEs by Smadja et al. [1996]).
The above measures were shown to outperform other AMs in identifying statistically idiosyncratic phrases [Acosta
et al., 2011, Bouma, 2009, Evert, 2005a, Schone and Jurafsky, 2001]. Some of these measures, e.g. NPMI (that is
an attempt to make the interpretation of PMI more meaningful by ranging between 0 to 1, and less sensitive to low
frequency data), χ2 and G2 achieve state-of-the-art performance. For a comprehensive study of AMs see Evert [2005a]
and Pecina [2010].
We evaluate the above AMs on DS_FARAHMAND that comes with annotations for statistically idiosyncratic phrases.
First, we create a vote-based score from the annotations of this dataset. We give a compound that is annotated as
statistically or semantically idiosyncratic by one judge, score 1, a compound that is annotated as such by two judges
score 2 and so on.
Since the majority of the compounds of this dataset are not idiosyncratic at any level, Spearman’s ρ correlation between
the models’ scores and human judgments is not applicable. Hence, we use only p@ k for the evaluations on this dataset.
To measure p@ k, we assume any compound that has a human score of ≥ 2 (annotated as idiosyncratic by at least two
judges) is actually idiosyncratic and regard it as a positive instance in our evaluation. We then rank the compounds
using the described AMs and measure their p@ k for different values of k. The results are shown in Fig. 1. As
seen, χ2 and NPMI generally perform better than other measures, hence, we keep them as baseline for identifying the
statistical association and later integrate them in the downstream multiplicative and multivariate models of identifying
non-compositional phrases.
3.3.3 Identifying Non-substitutability
Similar to the statistical association, non-substitutability is another general property of non-compositional phrases.
Non-substitutability means that the components of an idiosyncratic phrase cannot be replaced with their synonyms
[Manning and Schütze, 1999]. Non-substitutability has been discussed in various works as a salient characteristic of
MWEs [Manning and Schütze, 1999, Schone and Jurafsky, 2001, Pearce, 2001, Baldwin et al., 2003, Ramisch, 2012],
however, unlike statistical association, it is not well-studied especially from a computational perspective except in
a few works that propose models that are limited and labor-intensive [Pearce, 2001] or computationally expensive
[Farahmand and Henderson, 2016]. In the following, we propose a ratio for measuring non-substitutability that we refer
to as Substitution-driven Measure of Association (SDMA). It can be thought of as a measure of statistical association
that takes into account the degree of semantic non-substitutability of the phrase to which it is applied. We develop three
variations of SDMA and evaluate them in comparison with the best AMs from Sec. 3.3.2 as well as non-substitutability
models of Farahmand and Henderson [2016]. It turns out that SDMAs achieve a considerably higher performance than
previous work and AMs in identifying general idiosyncrasy.
3Yazdani et al. [2015] improve the performance of INTRCT through lasso regularization, auto-reconstruction and latent
annotations. However, since the exact parameter setting for these techniques were not available, we only consider the base form of
this model.
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Figure 1: Performance of AMs in terms of p@ k on DS_FARAHMAND.
Let us first define the probability of alternatives as the probability of alternative compounds for the compound w1w2.
We define this probability in three different ways which we refer to as pm (alternatives generated by substituting the
modifier4), ph (alternatives generated by substituting the head) and pc (alternatives generated substituting the head and
the modifier):
pm(w1, w2) =
∑
w′1∈Sw1
C(w′1, w2) + 1
N + L
(1)
where Sw1 is the set of k nearest neighbors to w1 in the word vector space. We use fastText 300d Wikipedia vectors.
We set k equal to 5 after experiencing with different values. We observed that k = 3 leads to missing some plausible
semantically related words and k = 7 leads to the inclusion of irrelevant words. N is the number of all word pairs in
the corpus and C(w1, w2) is the number of times that compound w1w2 appeared in the corpus. L in the denominator
and addition by one in the numerator represent a Laplace smoothing with parameter 1. Note that in order to ensure a
well-defined distribution where
∑
w1,w2∈T pm(w1, w2) = 1, a hard clustering must be applied to ensure that words do
not appear in more than one semantic cluster. Analogously, we can define ph and pc as follows:
ph(w1, w2) =
∑
w′2∈Sw2
C(w1, w
′
2) + 1
N + L
(2)
pc(w1, w2) =
∑
w′1∈Sw1
∑
w′2∈Sw2
C(w′1, w
′
2) + 1
N + L
(3)
In summary, pm, ph, and pc are defined as the sum of the probabilities of those bigrams that can semantically substitute
w1w2. For example, for the compound weather forecast, substitution is defined by pm as substitution of the modifier
(e.g. climate forecast), substitution of the head by ph (e.g. weather prediction), and substitution of both constituents by
pc (e.g. climate prediction). Subsequently, we define SDMAs as follows:
SDMAm(w1, w2) = log
p(w1, w2)
pm(w1, w2)
(4)
SDMAs, in simple terms, are equal to the log of the joint probability of a word pair reduced by a factor of the probability
of alternative pairs. SDMAm assumes that the probability of alternatives is defined by pm. The next two variations, i.e.
SDMAh and SDMAc are defined in the same way but they assume that the probability of alternatives is defined by ph
and pc, respectively.
SDMAh(w1, w2) = log
p(w1, w2)
ph(w1, w2)
(5)
4Since our focus is on English noun compounds and the majority of these compounds are right-headed, we refer to the left (first)
word as the head and the right (second) word as the modifier.
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SDMAc(w1, w2) = log
p(w1, w2)
pc(w1, w2)
(6)
Advantages of measuring non-substitutability in this fashion are low computational costs, wide coverage, and no need
for human involvement that can be costly and slow. Previous work on modeling non-substitutability lack one or more of
the above.
Evaluation of SDMAs
To evaluate SDMAs, we follow the same method described for the evaluation of AMs in Sec. 3.3.2. We use the
discussed AMs and log-linear based non-substitutability models of Farahmand and Henderson [2016] (H1 and H2).
The results are shown in Fig. 2. As can be seen, SDMAm performs considerably better than other models outperforming
the best performing AMs and best previous non-substitutability measures. SDMAh and SDMAc on the other hand,
while performing poorer than the baselines for small k, at around k = 200 they gain on the baselines and outperform
them thereafter. Differences between performance of SDMAs show the effects of the directionality of noun compounds.
Superiority of SDMAm shows the important role of the head in shaping the idiosyncrasy and fixedness of a compound.
Performing well at higher values of k for SDMAh and SDMAc shows the role of the modifier in forming idiosyncratic
compounds with less degree of fixedness and consequently a less significant idiosyncrasy.
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Figure 2: Performance of SDMAs in terms of
p@ k in comparison with AMs, H1, and H2 on
DS_FARAHMAND.
3.4 Hybrid Baseline for Identifying Non-compositionality
In the previous section, we introduced various measures to identify general and specific characteristics of non-
compositional phrases. In particular, we presented AMs to identify statistical association, SDMAs to identify non-
substitutability, and ADT and INTRCT to identify non-compositionality. Let us now introduce a simple multiplicative
baseline that takes into account all of the above characteristics in order to identify non-compositional phrases. We refer
to this baseline as MLT.
To formulate MLT, we chose INTRCT due to its superior performance from among the non-compositionality models.
Analogously, we choose the best performing AMs and non-substitutability measures, i.e. NPMI and SDMAm. We then
combine these measures through multiplication:
MLT = INTRCT×SDMAm×NPMI (7)
As we will see in the evaluation ofMLT in Sec. 4, while jointly considering different characteristics of non-compositional
phrases through multiplication can improve their identification, this approach has several drawbacks. For instance, a
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candidate that has a very high NPMI can still get a high MLT score regardless of its non-compositionality score (cf.
Kiela and Clark [2013] and Lin [1999]). More specifically, compositional MWEs with relatively high values of AMs
and/or SDMAs and a low degree of non-compositionality can still have a high MLT.
3.5 Multivariate Distribution-based Model for Identifying Non-compositionality
Non-compositional phrases, in addition to their non-compositionality have the general properties of idiosyncratic
phrases. In other words, they are non-compositional, statistically idiosyncratic, and non-substitutable. That means
for non-compositional phrases, the corresponding scores of all of these characteristics should have a high value. This
implies that non-compositional phrases must appear more densely to the right of the mean of any of the above scores,
assuming the distribution of that score is (approximately) normal.
In addition to the value of different scores, we can take advantage of their probabilities. Meaning that we can estimate
the probability of a score and take this probability into account for the identification of a non-compositional phrase.
This leads to a remarkable advantage over working with plain values only.
Let us first look at the distribution of AMs, SDMAs, and INTRCT on DS_FARAHMAND that can be more representative
due its larger size compared to DS_REDDY (1042 vs 90).
The distributions of the best performing AMs and SDMAs on DS_FARAHMAND are shown in blue in Fig. 3 and 4,
respectively. While NPMI scores are approximately normally distributed5, χ2, has a spiky distribution that is far form
normal. Although it might be possible to transform the distribution of χ2 into normal, we do not investigate it any
further. SDMAm, SDMAh and SDMAc on the other hand are all near-normally distributed. For every measurement,
the fraction of non-compositional instances (any instance that has a human non-compositionality score of at least 2
out of 4) in each bin is shown in red. As we have already discussed, for almost all scores, most non-compositional
instances appear in the right side of their mean. Additionally, referring back to the previous discussion about taking
the probability of a score into account in addition to its value, we can establish that the lower this probability is, the
higher the chance of being non-compositional becomes. In the distribution of a single score, these conditions can be
true for many non-idiosyncratic and compositional phrases as well, however if we take into account more scores, each
representing a different characteristic of non-compositional phrases, on the resulting multivariate distribution, fewer
and fewer compositional phrases satisfy these conditions as we extend this distribution along relevant dimensions.
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Figure 3: Distributions of NPMI and χ2 in DS_FARAHMAND.
The distribution of INTRCT on this dataset can be seen in Fig. 5. As seen, this distribution is right skewed, however, it
becomes near normal via a log-transformation. In the log-transformed distribution, again non-compositional instances
are more densely gathered to the right side of the mean.
3.5.1 Model Development6
Assume any given phrase d can be represented by v ∈ Rn where each dimension of v corresponds to one of the
discussed scores that represents a general or specific characteristic of non-compositional phrases. If each element of
this n-dimensional representation vi is (near) normally distributed i.e. vi ∼ N(µi, σ2i ), by making the independence
5Normality of the distributions were tested by Jarque-Bera test. While most of the distributions are not perfectly normal, they are
either skewed and hence easily transformable to a normal distribution or near normal and hence can be directly exploited by the
proposed model.
6The implementations of the presented models are available at: https://github.com/meghdadFar
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Figure 4: Distributions of SDMAs in DS_FARAHMAND.
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Figure 5: a: Distribution of INTRCT in DS_FARAHMAND. b: Distribution of log− INTRCT in DS_FARAHMAND.
assumption between vi7, a multivariate probability for d can be estimated with respect to the values of its various
characteristics as follows:8
p(v) = p(v1)p(v2)..p(vn)
= p(v1;µ1, σ
2
1)p(v2;µ2, σ
2
2)..p(vn;µn, σ
2
n)
=
n∏
i=1
p(vi;µi, σ
2
i )
(8)
The parameters µ1..µn and σ21 ..σ
2
n of this multivariate distribution can be estimated by maximum likelihood estimation
over m phrases as follows:
µi =
1
m
m∑
j=1
vji (9)
σ2i =
1
m
m∑
j=1
(vji − µi)2 (10)
Having estimated the parameters, the multivariate probability of d represented by v ∈ Rn with respect to vi can be
estimated as follows:
p(v) =
n∏
i=1
p(vi;µi, σ
2
i ) =
n∏
i=1
1√
2piσ2i
exp
(
− (vi − µi)
2
2σ2i
)
(11)
7The assumption of independence was made because vi are generated through independent processes.
8If vi distribution is not perfectly normal for some i ∈ n, the model presented above still works though based on the assumption
of normality.
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To identify non-compositional phrases with respect to their characteristics measured by various scores we develop a
multivariate score that is in a direct relationship with the value of the characteristic scores -while ensuring that they
are greater than mean, and in an inverse relationship with the probability of the scores. We refer to this score as
Multivariate Measure of Non-compositionality (MMN) and define it as follows:
MMN =
n∏
i=1
r(vi − µi)(1− p(v)) (12)
r is a rectifier function that maps a negative input to zero while leaving a positive input unchanged. The second term in
this equation guarantees an inverse relationship with the probabilities. Rectifier r and smooth rectifier rs are defined as
follows:
r(x) = max(0, x) (13)
rs(x) = ln(1 + e
x) (14)
In Eq. 12, by replacing p(v) with the right side of Equation 11, MMN can be expanded as follows:
MMN =
n∏
i=1
r(vi − µi)×
[
1−
n∏
i=1
1√
2piσ2i
exp
(
− (vi − µi)
2
2σ2i
)]
(15)
The smooth version (MMNs) with a smooth rectifier can be defined as follows:
MMNs =
n∏
i=1
ln(1 + exp(vi − µi))×
[
1−
n∏
i=1
1√
2piσ2
exp
(
− (vi − µi)
2
2σ2i
)]
(16)
An illustration of the region where MMN score is high in a bivariate distribution for hypothetical variables vi and vj is
presented in Fig. 6. The the region of interest that is most densely populated by non-compositional phrases is highlighted
in green. As we move further from the mean of this distribution towards the tail, the degree of non-compositionality of
the phrases increases. MMN and MMNs guarantee to assign high scores to the phrases that are located on the tail of
this distribution and increasingly lower the scores as we move toward the mean.
0
µi
1 0
µj
1
0
0.5
1
vi
vj
p
(v
)
Figure 6: A multivariate normal distribution with hypothetical variables vi and vj . Assuming that vi and vj represent
different characteristics of non-compositionality, most of non-compositional phrases are located in the highlighted
region.
4 Evaluation and Experiments
In this section, we evaluate our core models i.e. MMN and MMNs on DS_FARAHMAND and DS_REDDY and compare
their performance against ADT, INTRCT, and MLT baselines.
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4.1 Evaluation on DS_FARAHMAND
We calculate a vote-based score to represent the degree of non-compositionality, analogous to what was described
in Sec. 3.3.2, but this time only based on the non-compositionality judgements. For evaluation on this dataset, we
use p@ k (see Sec. 3.2 for more details). The performance of different models for different values of k are shown in
Fig. 7. We saw that ADT and INTRCT are two strong baselines from previous work that identify non-compositional
phrases based only on their specific characteristic i.e. non-compositionality. MLT improves on the performance of
these baselines implying the advantages of considering statistical association and non-substitutability as complementary
pieces of information for the identification of non-compositional phrases.
The multivariate models MMN and MMNs outperform MLT for most values of k while they outperform ADT and
INTRCT for almost all values of k by a relatively large margin. MMN performs better than MMNs (the smooth version)
at lower values of k, while MMNs performs better at higher values of k. This implies that the smooth version has a
higher recall. This is because MMN assigns zero to any phrase for which at least one dimension had a value that is even
slightly smaller than its corresponding mean while MMNs only slightly lowers the overall score of such phrase. On the
other hand, evidently, in this dataset the value of at least one dimension for some of the non-compositional phrases fall
below their corresponding mean. Such phrases are identified by MMNs and hence it reaches a higher recall.
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0.4
0.5
0.6
0.7
k
p
@
k
ADT
INTRCT
MLT
MMN
MMNs
Figure 7: Performance of MMN and MMNs in comparison with the best previous models (ADT and INTRCT) and
MLT, in terms of p@ k on DS_FARAHMAND.
4.2 Evaluation on DS_REDDY
DS_REDDY comprises 90 English compounds that are annotated with a compositionality score. Compositionality is
defined as the property of a compound whose semantics is composed of the semantics of its components. They ask
human judges to score (between 0 and 5) the compositionality of the compounds. We create the inverse of this score
and regard it as non-compositionality score. For the dataset to incorporates sufficient number of non-compositional
and compositional compounds, the compounds were selected manually and not through a random selection unlike the
compounds of DS_FARAHMAND. But this led to an unnatural distribution where there are many non-compositional and
compositional compounds and few compounds in between as seen in Fig. 8. This is often not expected when we look at
the natural distribution of compositionality. We often expect to see a left-skewed distribution for a compositionality
score and a right-skewed distribution for a non-compositionality score. Since the compounds of DS_REDDY were not
selected via random selection, they do not follow the expected distribution. Therefore, the multivariate model that is
based on the normality assumption and natural distribution of the scores will have difficulty on this particular dataset.
Nevertheless, we employ a complex transformation method i.e. the iterative method of Laparra et al. [2011] to transform
the distribution of the scores of this dataset to normal. Nevertheless, the above issue will not be eradicated. The
result of the transformation can be seen in Fig. 9. To illustrate how compositional vs non-compositional compounds
are distributed, we assume any compound with a human non-compositionality score of above the mean of human
scores is non-compositional and it is compositional otherwise (criterion A). The normalized distribution of human
non-compositionality scores, INTRCT, ADT, NPMI, and SDMAm are shown in Fig. 10 in blue. For each distribution,
the non-compositional compounds (derived with respect to criterion A) are highlighted in red.
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Figure 8: Distribution of non-compositionality (inverse human compositionality) scores in DS_REDDY. We expect to
see a right-skewed distribution but ensuring that the dataset is balanced led to a clear bias that can be seen here.
4 3 2 1 0 1 2 3 4
0
2
4
6
8
10
12 Human non-comp score
Figure 9: Gaussianized distribution of non-compositionality (inverse human compositionality) scores in DS_REDDY.
We evaluate the performance of different models on this dataset by means of Spearman’s ρ. The correlations between
human non-compositionality scores and the scores of different models is shown in Table 1. As seen, NPMI and
SDMAm have a negative correlation with human non-compositionality scores. This is expected because as discussed
earlier, the compounds of this dataset were selected ensuring that they are idiosyncratic at some level. Even the highly
compositional compounds of this dataset (e.g. bank account and end user) have high statistical associations and hence,
Model Spearman ρ p-value
ADT 0.387*** 0.00016
INTRCT 0.433*** 2.02e-5
NPMI -0.227 0.031
SDMAm -0.555*** 1.29e-8
MLT 0.473*** 3.16e-5
MMNs 0.530*** 7.43e-8
*** Significance at the 0.001 level
Table 1: Correlations bet. human non-compositionality scores and various characteristic scores in terms of Spearman ρ.
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Figure 10: Distribution of characteristic and human scores in DS_REDDY after being transformed into normal.
have a high NPMI and SDMA score. In other words, there are no (or very few) compounds that have a low statistical
association or a low degree of non-substitutability in this dataset. Therefore, in this dataset, unlike in a randomly selected
set of compounds, high association and non-substitutability are not discriminant features. This can also be confirmed by
looking at Fig. 10 where most non-compositional compounds are gathered in the right side of the distributions of ADT
and INTRCT, but in the left side of the distributions of NPMI and SDMAm.
In theory, high NPMI and SDMAm is a signal for non-compositionality, however, as discussed above, this is not the
case in this particular dataset. Hence, we accordingly adjust MLT and MMNs to incorporate only the scores with
positive correlations with human scores i.e, ADT and INTRCT. The performance of these two models in terms of
Spearman ρ correlation with human non-compositionality scores can be seen in the bottom section of Table 1. As seen,
combining the relevant scores through multiplicative and multivariate model leads to an improved identification, such
that the correlation with human judgements increases from 0.433 (best previous baseline) to 0.473 for MLT and 0.530
for MMNs.
5 Conclusions and Future Work
We defined the identification of non-compositional phrases as a multivariate problem, for which we presented a
multivariate distribution-based model. We argued that taking into account general characteristics of non-compositional
phrases, in addition to their non-compositionality, can considerably improve the identification of these phrases. We
studied general and specific characteristics of non-compositional phrases and presented a multivariate model for their
identification that takes into account all those characteristics. The proposed multivariate model can be expanded along
different dimensions by taking into account other properties of non-compositional phrases, in future work. We focused
only on noun compounds but in future work, the presented model can be applied to other syntactic categories of non-
compositional MWEs. We made the assumption of independence between different characteristics of non-compositional
phrases because they were measured by independent processes. In future work, the dependence and covariance between
these characteristics can be studied and integrated into the multivariate model. Moreover, combining the mentioned
characteristics through regression and similar techniques can be studied and compared with the proposed model.
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