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Bivariate Markov Processes of Intervals 
DAVID OAKES 
Department of Statistics, Harvard University, Cambridge, Massachusetts 02138 
Bivariate Markov interval processes were introduced by Cox and Lewis as 
natural bivariate analogs of renewal processes. The two-state semi-Markov 
process and the superposition of two independent renewal processes are each 
recovered as special cases. The present paper investigates the dependency 
structure of the B.M.I.P. and gives some of its simpler properties. An applica- 
tion is given to a simple non-Markovian pure loss queueing system. 
1. INTRODUCTION 
For the usual univariate renewal process {N(t)} the backward recurrence 
time U(t)  ~- t - -  inf{r: N(t )  = N(r)} defines a Markov process in continuous 
time. A natural generalization is to a bivariate point process {Nl(t), AT,,(/)} in 
which the joint backward recurrence times {Ul(t), U2(t)} form a Markov 
process. Cox and Lewis (1972) introduce such processes, calling them 
bivariate Markov interval processes (B.M.I.P.). Following Cox and Lewis 
we define the complete intensity functions 
),~(u~, u2) = lind(I/A) Pr{N~(t, t @ A) > 0 ] Uj( t  --  0) = u, (j = 1,2)}, (1) 
for i = 1, 2. It is assumed that these functions exist and are piecewise 
continuous. The defining property of the process then ensures that they are 
complete intensities, i.e., that the conditioning event in (1) may be replaced 
by the entire history of the process in (--o% t). The BMIP will be strictly 
stationary if and only if { Ul(t), U2(t)} is strictly stationary. 
In this paper some of the simpler properties of the process are discussed. 
An application to a two-server queueing system with server priority is given. 
Cox and Lewis' terminology for bivariate point processes i used throughout. 
Unless otherwise stated, the suffixes i and j refer to the type of an event and 
take only the values 1 and 2. 
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2. EQUATIONS FOR THE STATIONARY DISTRIBUTION 
Following Cox and Lewis (1972) we shall assume that the BMIP is regular 
(or orderly), in the sense that simultaneous occurrences, even of events of 
different types, are ruled out. Let Ul(t ) = u 1 and U2(t ) = u 2 . I f  there are 
no events in (t, t %- A) then U~(t + A) = u~ %- A (i = 1, 2). The probability 
of this is 1 --  h(u 1 , u~)A 47 o(A), where )t(ul, u~) = hi(u1, u2) %- A2(ul, u2). 
I f  there is a single event which is of type i in (t, t %- A) then Ui(t %- A) <~ A 
and Uj(t %- A) = uj %- d ( j  :/: i). The corresponding probability is 
hi(Ua, u2)A %- o(A). The regularity assumption implies that any other 
transition has probability o(A). 
Let pt(ua, u2) denote the joint density of Ul(t), U2(t), supposing that this 
exists. Then, by considering transitions in (t, t %- A), we find that 
pt+~(u~ %- A, u2 + A) = [1 - -  A(u~ , u2)A ] pdua , u~) %- o(A) 
pt+,a(u 1 , 0) = A2(u~, u2)pt(u~, u2) + o(1) 
Zt2=0 
f7 p~+~(o, u~) = ad,~ , u2)pdu~, u~) du~ + o(1). ~1=0 
Letting A ~ 0 we obtain 
(e/at + e /e~ + e/e.2) p , ( . :  , u2) = -A(.1, u~)p,(~, ~), 
pdu~, o) = A~(,,~ , u~) pdu l  , u~) du~ , 
u2=O 
pdO, u~) = ~du~ , ~)  pdu~ , u2) dul . 
1=0 
(2) 
If the process {Ul(t), U2(t)} is stationary, then p(u l ,  u2) = pt(ul ,  u2) does 
not depend on t, and satisfies the equations 
(~/~u I + 3/~u2) p(ul , uz) = --A(ul, u2) P(ul , u2), (3) 
p(0, u2) = Al(Ul, uz) p(u l ,  u2) dul ,  (4) 
1=0 
p(ua , O) = ~2(ul , u2) p(ul , u2) du2 , (5) 
u2=O 
which are given (without proof) in Cox and Lewis (1972, p. 425). 
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However, it is clear that not all functions hi(u1, u2) can define stationary 
BMIP's. For example, if, for all u 1 and u 2 , 
foh(Ul + t, + t) dt < U 2 O% 
then the process will eventually terminate. It is also possible to choose the 
hi(Ux, u~) so that the process explodes, giving infinitely many events in a 
finite interval. Other types of nonstationary behavior may occur. 
Oakes (1972) proves that sufficient conditions on the Ai(ul, u2) for the 
existence of a stationary distribution are that 
(i) the functions Ai(ul, u2) are bounded on compact sets, and 
(ii) there exist functions i~i(u) (i = 1, 2) nonnegative, monotonic 
nondecreasing, and not identically zero, such that A~(u 1 ,u2)>~ i~(ui) 
(i = 1, 2). 
The general solution of (3) is 
p(ul , u2) = f)(ul , uz) g(ul -- u2), 
where g( ' )  is an arbitrary differentiable function and p(ul,  u2) is the particular 
solution 
[)(ul'u2) = (exp l - -  fo ~h(t + ul - -u~, t)dt I (u 1 >/us). 
Let gl(x) =g(- -x)  (x ~0)  and g2(x) =g(x) (x >0) .  Then (4) and (5) 
give the two simultaneous integral equations 
f[~ ~(' , ,  ,,s) ~(u, ..,) g~(-s - u) 
gl(u~) = =o 
du 
~- hi(//, UZ) f)(u, U~) gs(U -- U.Z) du, (7) 
'gl 
f~ as(u,, u) f,(ul, u) g2(u, - u) du gs(ul) = =o 
+ ~(u~, ,,) b(u~, u) g~(u - u~) au. (8) 
A solution of (7) and (8) for general A~(u~, u2) has not been found and is 
unlikely to exist in closed form. Solutions corresponding to known results 
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can be obtained if each A~ is a function of u i alone, or if each A,(u 1 , u2) is a 
function of min(u 1 , u~) alone. These correspond to the important special 
cases of two independent renewal processes and the two-state semi-Markov 
process, respectively. 
A solution may also be found if the A,(ul, us) satisfy 
(~Al(ul, u2)/Ou2) --  (gA2(ul, u~)/~Ul) =- O, (9) 
for then there exists a function A(u 1 , us) for which 
;~(Ul , u2) = (~A(u l  , u~)/~u~) (i = ~, 2), 
and 
p(ul ,  u2) = exp{--A(ul,  u2)} (10) 
satisfies (3), (4), and (5). Of course, it may not be possible to normalize (10) 
to give a probability density. In particular, if each Ai(u 1 , ue) is linear, 
ai(ul , us) = ~,, ai,uj + c, (i = 1, 2) 
J 
(a , ,  c~ > 0), then (9) holds if and only if a12 = a~t, and then 
A(ul , us) -- ½(allul ~ ~- 2a12ulu2 + a22u~ z) + qut  + c~u2. 
The stationary distribution exists as a truncated bivariate normal distribution 
if a12 ~ ana22. 
Reverting to the general case, the joint p.d.f, of the backward recurrence 
times from an arbitrary type i event is given by 
~i(~Al' u2)P(Ul' U2) ( l l)  
The denominator isjust the marginal (unconditional) rate Pi of type i events. 
The densities of intervals in each marginal process may be found by inte- 
grating out the unwanted variable in (11). 
The marginal densities of the semisynchronous backward recurrence 
times may also be found from (11). In fact, the pdf of the backward recurrence 
time from an arbitrary type i event to the last event of the opposite type turns 
out to be 
du~/p~ 
= (1/m)g~(u,) ( j  =/: i), 
giving a probabilistic interpretation of the functions gi('). 
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3. ALTERNATING PROCESSES--THE PROCESS OF LAST EVENTS 
I f  hdul, us) = 0 (u, < u,: i =~ j), then the events alternate in type. Let 
% = 12 or 21 according as the nth interevent interval X~ in the superposed 
process is measured from an event of type 1 to an event of type 2 or vice-versa. 
Then (X~, 7~) is a Markov chain governed by the transition densities 
and 
P(x, 21;y, 12) = hl(x + y,x)exp l-- f ;  hl(u + y,u)du I
= h21(x; y) say 
p(x, 12;y, 21) = A2(y,x +y)  exp l - -  ~ A~(u, u + y) du I 
= h12(x; y) say. 
The chain is periodic since z n alternates between 12 and 21. 
I f  the chain has a stationary distribution, then this must give the two types 
of interval equal probability 1/2, and their unconditional p.d.f.'s ki~(x) must 
satisfy 
f0 k~,(x) = h~j(x; y) k~j(y) ay (i ¢ j). 
When the means i~ij = f xki~(x ) dx are both finite, the interevent sequence 
can be imbedded in ~ to give a stationary bivariate point process. 
For the general BMIP it is convenient o define conditional interval 
densities fit(x; u) by the equations ffij(x; u) clx = 1 and 
pl,(u)fl,(x; u) = Aj(x, x + u) exp - -  h(t, t + u) dt , (12) 
p2~(u)f2j(x; u) = hj(x q- u, x) exp -- l(t + u, t) dt . (13) 
Then pi~-(u) is the probability that an event of type / is followed by an event 
of type j, when the semisynchronous backward recurrence time at the first 
event is u. The conditional density of the length of the interval between the 
two events given this configuration is f~(x; u). I f  the functions pij(u), fit(x; u) 
are specified, the h~(', ") may be recovered by formulas uch as 
pl~(u) fa~(x; u) 
k,(x, x + u) --- f~=~ {pn(u) fn(t; u) + pl=(u) fx~(t; u)} dt 
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The integrals in (12) and (13) must diverge as x -+ o% else the process might 
terminate. 
An event of the BMIP is said to be a last i-event if it is of type i and if the 
next event is of the opposite type. 
X O0 OX O0 X XX o BMIP 
" " X 0 v " - PLE 
FIO. l. The process of last events. 
LEMMA 2. 
transition densities h~j(x; y) given by 
h~/x; y)  = L , (~;  y) p~(x) 
where 
The process of last events (P.L.E.) is an alternating BMIP, with 
(i : / : j )  (14) 
z.(~; y) = f.(x; y) + r io h.(~; y) p,;(~)f.( .  - ~; ~) d~. (15) 
Proof. It is clear that the events of the P.L.E. alternate in type, and that the 
sequence of intervals between successive last events enjoys the Markov 
property. To derive Eqs. (14) and (15) note that fiij(x, y) dx is the probability 
that a typej  event, not necessarily a last event, occurs in (x, x + dx), and that 
no last event occurs in (0, x), given that a last/-event occurs at the origin, 
and that the last j-event before 0 is at --y. The two terms on the rhs of (15) 
arise according as there is no event in (0, x), or there is a type j event at z 
(0 < z < x) and no event in (z, x). 
In general, the BMIP does not have regeneration points. In fact, the P.L.E. 
is the simplest embedded process that can be found. As a result, calculation of 
the counting properties of the BMIP is difficult. For example, to calculate the 
second-order intensities 
h}J)(t) = ~m(1/A) Pr{Event of type j  in (t, t -]- A) I Event of type i at 0} 
(cf. Cox and Lewis, 1972, p. 416) it would be necessary to solve the time- 
dependent equations (2), subject to initial conditions corresponding to 
Ui(O) = 0. It is also worth noting that even if Al(ul, u2) = )h(ul) does not 
depend on u 2 , so that the type i events form a renewal process, these events 
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will not generally be regeneration points for the entire BMIP. So renewal- 
theoretic arguments can be applicable only in very special cases. One such 
example is discussed below. 
4. THE M/D~2 QUEUE WITH NO HOLDING FACILITY 
The 3/I/D/2 queue with with server priority and no waiting room can be 
considered as a BMIP. Customers attempt o enter the system in a Poisson 
process of rate a. I f  both servers (call them I and II) are busy, the incoming 
customer is lost from the system. Otherwise the customer will go to server I, 
unless I is busy, when he will go to server II. All service times are determin- 
istic with length I. We shall be concerned with the bivariate process of arrivals 
to the two servers. 
The equilibrium rates v 1 and v 2 of the two processes can be determined 
easily from known results. In fact, the type 1 events (arrivals to I) form a 
renewal process with mean interarrival time (l @ l/a), so that 
v 1 = ~/(1 + ~l). (16) 
Moreover, Erlang's loss formula applies (see, e.g., Takacs, 1969) yielding 
1 - -  (Vl + v2)/o~ = p~ { incoming  customer  is lost)  = 1 + ~l -t- ½~212 " 
Thus 
~(~l + ½~t ~) 
v~ = (1 + ~l)(1 + al + ½c~2l ) " (17) 
FIG. 2. The queueing process. 
I 
The bivariate process of arrivals is a BMIP with complete intensities 
~tl(Ul ' US ) = I0 if 1ll < l, (18) 
t~ if ul > l, 
(18) 
10 if gl  ) /o r  1"/2 ~ l, 
Z2(Ul, Us) ifua < landu2>l .  
Note that h(ul, us) = Al(ul, u2) @ A2(ul, us) is symmetric in u 1 and u~. 
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Here, the basic equilibrium equations (7) and (8) can be solved explicitly. 
From (6) the particular solution#(ul, us) is, for u 1 > u2, 
~(u 1 , u~) = 1 (u 1 < 1), 
= e -~%-0 (u, - -  u s < l < u~), (19) 
= e -~ (u ,  - -  u 2 > l ) ,  
and for ul < us, 
~)(Ul, us) = 1 (u s < l), 
= e -~(u2.O (u s - -  u 1 < 1 < us), (20) 
= e -~1 (u l  - -  us  > l ) .  
It is convenient to define incomplete Laplace transforms 
g*(s) = e-*'~gi(u) du (--oo < s < oo), 
g*(s) = e-S~gi(u) du (0 <~ s < or), 
U=Z 
for i = 1, 2. Four equations in the g*(s) can be obtained by taking incomplete 
transforms of the rhs of (7) and (8). One simplification is immediate. Since 
As(Ul, us) = 0 for u 1 > l, (8) gives gs(ul) = 0 for ul > 1 and g*2(s) =~ O. 
After some manipulation, the other equations give 
(~ + s)g*(s) = ~e-Z~{g*l(--s ) --g*l(~)} (--oo < s < oo), (22) 
(c~ + s)gg~(s) = o~e-Z*{g*(--s) -- g*(a)} q- e~{1 --  e -~(~+*)} g*(O) 
(--oo <s< or), (22) 
(a q- s) g*(s) = o~e-'S{g~(o~ ~- s) -~ e-Z~g*(,) + g*(a)} 
(O~<s< m). (23) 
At first sight these equations contain a dauntingly large number of unknown 
constants. However these can be determined (up to an overall proportionality 
factor) from the regularity properties of the transforms. Substitution of 
g*(--s)  from (22) into (21) gives, on simplification 
s=g**(s) = a~g* (a) -q- ~{e -z~ -- e -zs} g* (O) q- o~(o~ -- s)g*(e~) e -z*. (24) 
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Since g~(s) < oo for all s, the rhs and its derivative must vanish at s = 0. 
This allows the unknowns g~(~) and g~+2(0) to be eliminated from (24) which 
becomes 
I -? ~l el o(0). (25) 
A double application of L'Hospital's rule yields 
g~(O)/g~(O) = ~l~/(1 + ~l). 
To complete the solution for g~(s), note that (16) gives 
(26) 
~/(1 + ~l) = ,'1 = f f  ~(.~ , u~) p(u~ , u~) du~ ,tu2 
f; fo ° = p(0, .3) a.~ = g~(.~) d.~ 
Thus 
= g~(O) + g~(O).  (27) 
g*(0)  = (1 ~- cd)(1 + ~l + ½~212) ' (28) 
gl~.(O) = 1 -+- al -? ½o~¢ z" (29) 
The remaining unknown constants 
mined. We find 
in (21), (22), and (23) can now be deter- 
o~(1 - e -~'z - ~le-~)  
g~(~)  = (1 + 2 ,~(~-~-~T~1~)  ' (30) 
g~(a) = (l -[- =1)(1 + al q- ½c~zl~) ' (31) 
~(al + 1a21z) (32) 
g~(o) = (1 + ~)(1 + ~i + ½~l~) • 
Note that Erlang's loss formula for this system is a consequence of these 
equations and, in particular, that (32) verifies (17). 
The other transforms are found to be 
g~*(s) ~ oP(e-~ -~ ls - -  1) + a~s(1 - -  e -~)  
(1 + ~l)(! + ~1 + k~1 ~) s~ 
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and 
[~Se-*~{~ + ~l(~ + s)}/(= + s) s 
(1 + ~d)(1 + ~ + ~,~l~) (33) 
The transforms g*(s) and g*(s) can be inverted immediately. In fact, for 
O~u~l ,  
and 
gl(u) = 
g~( . )  = 
(~Su 
(1 + cd)(1 -[- =l + ½as/a) '
~(l-u)  +~2 
(1 + ~/)(1 + ~l + ½aSl2)" 
An explicit form for gl(U) (u > l) could be obtained using the result that 
a + s - -  ow -(~+s)~ 
- -  e -n~ae-n~s  
is the transform of an infinite weighted sum of displaced gamma 
densities. It turns out that gl(u) is analytic only in strips k ~< u ~< (k + 1)/ 
(k = 0, 1, 2,...). 
When u 1 < l, u2 < l, both servers are occupied. The joint p.d.f, p(u l ,  us) 
is then 
tgl(u~ -- Ul) (ul < us < l), 
P(u l '  u2) = Ig2(ul u~) (u s < u 1 < I), 
since (19) and (20) imply#(ul ,  us) = 1. Thus, 
(1 + cd)(1 + o:l + ½aZlS)p(ul, us) 
= t~3(.2 - ~)  (ul < .s  < l) (34) 
Note that the joint p.d.f, of the two holding times u 1 , u 2 (u 1 , u 2 < l) when 
the servers are not distinguished is proportional to ½{ p(u a , u2) + p(u s , ul) } 
which does not depend on u I and u 2 . This corresponds to holding times 
independently and uniformly distributed over (0, l) (see, e.g., Takacs, 1969). 
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However  it is easily verified in (34) that the marginal densities of u 1 and u 2 
conditional on u 1 , u 2 < l, are respectively 
ul + ½~l 2 
p(ul) - -  ~Z(1 + ~l) ' 
p(u~) = ½od~ + l - -  u~ 
½Z(1 + ~Z) ' 
showing that u 1 and l -  u 2 are identically distributed. 
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