In the literature there are several methods for comparing two convergent iterative processes for the same problem. In this note we have in view mostly the one introduced by Berinde in [Picard iteration converges faster than Mann iteration for a class of quasicontractive operators, Fixed Point Theory and Applications 2, 97-105 (2004)] because it seems to be very successful. In fact, if IP1 and IP2 are two iterative processes converging to the same element, then IP1 is faster than IP2 in the sense of Berinde. The aim of this note is to prove this almost obvious assertion and to discuss briefly several papers that cite the mentioned Berinde's paper and use his method for comparing iterative processes.
Introduction
In the literature there are several methods for comparing two convergent iterative processes for the same problem. In this note we have in view mostly the one introduced by Berinde in [12, Definition 2.7] because it seems to be very successful. This was pointed out by Berinde himself in [15] : "This concept turned out to be a very useful and versatile tool in studying the fixed point iterative schemes and hence various authors have used it". However, it was pointed out by Popescu, using [57, Example 3.4] , that Berinde's method is not consistent. The inconsistency of Berinde's method is mentioned also by Qing & Rhoades in [58, page 2] . Moreover, referring to Berinde's method, Phuengrattana & Suantai say in [55, page 218] : "It seem not to be clear if we use above definition for comparing the rate of convergence". In fact, if IP 1 and IP 2 are two (arbitrary) iterative processes converging to the same element, then IP 1 is faster than IP 2 (and vice-versa) in the sense of Berinde ([12, Definition 2.7] ).
The aim of this note is to prove this almost obvious assertion and to discuss briefly several papers that cite [12] and use Berinde's method for comparing iterative processes.
Definitions and the main assertion
First, we quote from [12, pages 99, 100 ] the text containing the definitions which we have in view; these are reproduced in many papers from our bibliography. "Definition 2.5. Let {a n } ∞ n=0 , {b n } ∞ n=0 be two sequences of real numbers that converge to a and b, respectively, and assume that there exists l = lim n→∞ an−a bn−b . (a) If l = 0, then it can be said that {a n } ∞ n=0 converges faster to a than {b n } ∞ n=0 to b.
(b) If 0 < l < ∞, then it can be said that {a n } ∞ n=0 , and {b n } ∞ n=0 have the same rate of convergence." "Suppose that for two fixed point iteration procedures {u n } ∞ n=0 and {v n } ∞ n=0 , both converging to the same fixed point p, the error estimates u n − p ≤ a n , n = 0, 1, 2, ... "This concept turned out to be a very useful and versatile tool in studying the fixed point iterative schemes and hence various authors have used it, see [1] - [5] , [18] , [22] , [23] , [28] , [32] - [34] , [37] - [41] , [40] , [43] - [46] , [55] - [57] , [66] , [68] - [72] Note that Definition 9.1 from [13] is equivalent to Definition 2.5 from [12] ; replacing u n , v n , p, u n − p and v n − p with x n , y n , x * , d(x n , x * ) and d(y n , x * ) in (2.7), (2.8) and Definition 2.7 from [12] , one obtains relations (5), (6) from [13, page 201] and an equivalent formulation of [13, Definition 9.2], respectively. Note that these definitions from Berinde's book [13] are presented in the lecture [14] .
Because of the parentheses in "(converging to zero)" in the preamble of [12, Definition 2.7] (and [13, Definition 9.2], [15, Definition 1.2]), the convergence to 0 of (a n ) and (b n ) seems to be optional. This is probably the reason for the absence of this condition in [25, page 3] ; note that (a n ) is a constant sequence in [68] .
In the next result we use the version for metric spaces of [12, Definition 2.7] (see [13, Definition 9.2 
]).
Proposition 1 Let (X, d) be a metric space and (x n ) n≥1 , (y n ) n≥1 be two sequences from X converging to x * ∈ X. Then (x n ) converges faster than (y n ) to x * .
Proof. For each n ≥ 1 let us consider
It follows that a n → 0, b n → 0,
and a n /b n = √ a n for sufficiently large n; it follows that lim n→∞ a n /b n = lim n→∞ √ a n = 0. Therefore, (x n ) converges faster to x * than (y n ) does.
From our point of view, the preceding result shows that Berinde's notion of rapidity for fixed point iterative schemes, recalled above, is not useful, even if Berinde in [15, page 35] sustains that "Of all concepts of rapidity of convergence presented above for numerical sequences, the one introduced by us in Definition 1.2 [14] appears to be the most suitable in the study of fixed point iterative methods". Berinde (see [15, page 36] ) mentions that he "tacitly admitted in Definition 1.2 that the estimates (1.7) and (1.8) taken into consideration are the best possible". Clearly, "the estimates are the best ones available" and "the estimates ... are the best possible" are very different in meaning. 2 Of course, the best possible estimates in relations (1.7) and (1.8) from [15] (that is in relations (2.7) and (2.8) from [12] recalled above) are
Assuming that d(x n , x * ) → 0, getting (better) upper estimates for d(x n , x * ) depends on the proof, including the author's ability to majorize certain expressions. Surely, the best available estimates are exactly those obtained by the authors in their proofs.
The use of Berinde's method for comparing the speeds of convergence is very subjective. It is analogue to deciding that a/b ≤ c/d knowing only that 0 < a ≤ c and 0 < b ≤ d! Taking a n and b n defined by (1) [57] is not cited in [17] and [27] .
Even if in [12] it is not defined when two iteration schemes have the same rate of convergence, Dogan & Karakaya obtain that "the iteration schemes {k n } ∞ n=0 and {l n } ∞ n=0 have the same rate of convergence to p of ℘" in [23, Theorem 2.4]. The proof of [23, Theorem 2.4] is based on the fact that one obtained two sequences (a n ) and (b n ) converging to 0 such that k n+1 − p ≤ a n , l n+1 − p ≤ b n for n ≥ 0 and lim n→∞ a n /b n = 1.
Accepting such an argument, and taking a n := b n := d(x n , x * ) + d(y n , x * ) + 1 n in the proof of Proposition 1, one should obtain that any pair of sequences (x n ) n≥1 , (y n ) n≥1 ⊂ (X, d) with the same limit x * ∈ X have the same rate of convergence.
Recall that Rhoades in [59, pages 742, 743] says that having "{x n }, {z n } two iteration schemes which converge to the same fixed point p, we shall say that {x n } is better than {z n } if |x n − p| ≤ |z n − p| for all n". It seems that this definition is too restrictive (see for instance [12, Example 2.8] ). In this context we propose the following definition.
Definition 2 Let (X, d) be a metric space, and let (x n ) n≥1 , (y n ) n≥1 ⊂ (X, d) and x, y ∈ X be such that x n → x, y n → y. One says that (x n ) converges better to x than (y n ) to y if there exists some α > 0 such that d(x n , x) ≤ αd(y n , y) for sufficiently large n; one says that (x n ) and (y n ) have the same rate of convergence if (x n ) converges better to x than (y n ) to y, and (y n ) converges better to y than (x n ) to x. Example 3 Consider the sequences (x n ) n≥1 , (y n ) n≥1 ⊂ R defined by
Using the conventions
Clearly lim n→∞ x n = lim n→∞ y n = 0, and it is very natural to consider that they have the same rate of convergence; this is confirmed using Definition 2. It is obvious that neither 3 Remarks on the use of Berinde and Popescu's notions in papers citing [12] Practically, all the papers mentioned in the sequel were found on internet when searching, with Google Scholar, the works citing Berinde's article [12] . and {l n } ∞ n=0 have the same rate of convergence to p of ℘" in [23, Theorem 2.4] because lim n→∞ a n /b n = 1, where the sequences (a n ) and (b n ) are such that k n+1 − p ≤ a n ,
It is worth repeating that Popescu (in [57] [4] , "prove" that certain iteration processes are faster than other ones.
