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The perception of faces involves a large network of cortical areas of the human brain.While
several studies tested this network recently, its relationship to the lateral occipital (LO) cor-
tex known to be involved in visual object perception remains largely unknown. We used
functional magnetic resonance imaging and dynamic causal modeling (DCM) to test the
effective connectivity among the major areas of the face-processing core network and LO.
Speciﬁcally, we tested how LO is connected to the fusiform face area (FFA) and occipital
face area (OFA) and which area provides the major face/object input to the network. We
found that LO is connected via signiﬁcant bidirectional connections to both OFA and FFA,
suggesting the existence of a triangular network. In addition, our results also suggest that
face- and object-related stimulus inputs are not entirely segregated at these lower level
stages of face-processing and enter the network via the LO.These results support the role
of LO in face perception, at least at the level of face/non-face stimulus discrimination.
Keywords: dynamic causal modeling, face perception, effective connectivity, fusiform face area, lateral occipital
cortex, occipital face area
INTRODUCTION
The neural processing of faces is a widely researched topic of
cognitive science. Based on functional imaging studies,single-cell
recordings,and neuropsychological research it has been suggested
thatface-processingisperformedbyadistributednetwork,involv-
ing several cortical areas of the mammalian brain (Haxby et al.,
2000; Marotta et al., 2001; Rossion et al., 2003a; Avidan et al.,
2005; Sorger et al., 2007). While the extent of this face-processing
network is currently under intensive debate (Ishai, 2008; Wiggett
and Downing,2008) most researchers agree that there are numer-
ous cortical areas activated by face stimuli. The most inﬂuential
model of face perception, based on the original model of Bruce
and Young, 1986; Young and Bruce, 2011) proposes a distinction
between the representation of invariant and variant aspects of
faceperceptioninarelativelyindependentmanner,separatedinto
a “core” and an “extended” part (Haxby et al., 2000). The most
important regions of the“core network”are areas of the occipital
and the lateral fusiform gyri (FG). The areas of these two anatom-
ical regions seem to be specialized for distinct tasks: while the
occipital face area (OFA), located on the inferior occipital gyrus
(IOG)seemstobeinvolvedinthestructuralprocessingoffaces,the
fusiform face area (FFA) processes faces in a higher-level manner,
contributing for example to the processing of identity (Sergent
et al., 1992; George et al., 1999; Ishai et al., 1999; Hoffman and
Haxby, 2000; Rossion et al., 2003a,b; Rotshtein et al., 2005). In
addition, the changeable aspects of faces (such as facial expres-
sions, direction of eye–gaze, expression, lip movements (Perrett
et al., 1985, 1990), or lip-reading (Campbell, 2011)s e e mt ob e
processed in the superior temporal sulcus (STS; Puce et al., 1998;
HoffmanandHaxby,2000;Winstonetal.,2004).Thethreeabove-
mentioned areas (FFA,OFA,STS) form the so-called“core”of the
perceptualsystemofface-processing(Haxbyetal.,2000;Ishaietal.,
2005). While basic information about faces is processed by this
core system complex information about the others’mood,level of
interest, attractivity, or direction of attention also adds informa-
tiontofaceperceptionandisprocessedbyanadditional,so-called
“extended”system(Haxbyetal.,2000).Thissystemcontainsbrain
regions with a large variety of cognitive functions related to the
processing of changeable facial aspects (Haxby et al., 2000; Ishai
et al., 2005) and include areas such as the amygdala, insula, the
inferior frontal gyrus as well as the orbitofrontal cortex (Haxby
et al., 2000, 2002; Fairhall and Ishai, 2007; Ishai, 2008).
Interactions of the above-mentioned areas are modeled in the
present study using methods that calculate the effective connec-
tivity among cortical areas. Dynamic causal modeling (DCM) is a
widelyusedmethodtoexploreeffectiveconnectivityamongbrain
regions. It is a generic approach for modeling the mutual inﬂu-
ence of different brain areas on each other,based on fMRI activity
(Friston et al., 2003; Stephan et al., 2010) and to estimate the
inter-connection pattern of cortical areas. DCMs are generative
modelsof neuralresponses,whichprovide“aposteriori”estimates
of synaptic connections among neuronal populations (Friston
et al., 2003, 2007). The existence of the distributed network for
face-processing was ﬁrst conﬁrmed by functional connectivity
analysis by Ishai (2008), who claimed that the central node of
face-processing is the lateral FG, connected to lower-order areas
of the IOG as well as to STS, amygdala, and frontal areas. The
ﬁrst attempt to reveal the face-processing network in case of real-
istic dynamic facial expressions was done by Foley et al. (2012).
They conﬁrmed the role of IOG, STS, and FG areas and found
that the connection strength between members of the core net-
work (OFA and STS) and of the extended system (amygdala) are
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increased for processing affect-laden gestures. Currently, several
studies elaborated our understanding on the face-processing net-
workandrevealedadirectlinkbetweenamygdalaandFFAandthe
role of this connection in the perception of fearful faces (Morris
etal.,1996;Marcoetal.,2006;Herringtonetal.,2011).Finally,the
effect of higher cognitive functions on face perception was also
modeled by testing the connections of the orbitofrontal cortex to
thecorenetwork(Lietal.,2010).Itwasfound(Lietal.,2010)that
the orbitofrontal cortex has an effect on the OFA, which further
modulates the information processing of the FFA.
While prior effective connectivity studies revealed the details
of the face-processing network related to various aspects of face
perception, they ignored the simple fact that faces can also be
considered as visual objects. We know from a large body of
experiments that visual objects are processed by a distributed
cortical network, including early visual areas, occipito-temporal,
and ventral–temporal cortices, largely overlapping with the face-
processing network (Haxby et al., 1999, 2000, 2002; Kourtzi and
Kanwisher, 2001; Ishai et al., 2005; Gobbini and Haxby, 2006,
2007; Haxby, 2006; Ishai, 2008). One of the major areas of visual
object processing is the lateral occipital cortex (LOC), which can
be divided into two parts: the anterior–ventral (PF/LOa) and the
caudal–dorsal part (LO; Grill-Spector et al., 1999; Halgren et al.,
1999). The LOC was ﬁrst described by Malach et al. (1995),w h o
measured increased activity for objects,including famous faces as
well, when compared to scrambled objects (Malach et al., 1995;
Grill-Spector et al., 1998a). Since then, the lateral occipital (LO)
is considered primarily as an object-selective area,which is never-
thelessinvariablyfoundtohaveelevatedactivationforfacesaswell
(Malachetal.,1995;Puceetal.,1995;Lerneretal.,2001),especially
for inverted ones (Aguirre et al., 1999; Haxby et al., 1999; Epstein
et al.,2005;Yovel and Kanwisher, 2005).
Thus,itisrathersurprisingthatwhileseveralstudieshavedealt
with the effective connectivity of face-processing areas, none of
them considered the role of the LO in the network. In a previ-
ous fMRI study we found that LO has a crucial role in sensory
competition for face stimuli (Nagy et al., 2011). The activity of
LO was reduced by the presentation of simultaneously presented
concurrentstimuliandthisresponsereduction,whichreﬂectssen-
sorycompetitionamongstimuli,waslargerwhenthesurrounding
stimulus was a face when compared to a Fourier-phase random-
ized noise image. This result also supported the idea that LO
may play a speciﬁc role in face perception. Therefore, here we
explored explicitly, using methods of effective connectivity, how
LO is linked to FFA and OFA, members of the proposed core net-
work of face perception (Haxbyetal.,1999,2000,2002;Ishaietal.,
2005).
MATERIALS AND METHODS
SUBJECTS
Twenty-ﬁve healthy participants took part in the experiment (11
females, median: 23years, min.: 19years, max.: 35years). All of
them had normal or corrected to normal vision (self reported),
noneof themhadanyneurologicalorpsychologicaldiseases.Sub-
jects provided their written informed consent in accordance with
theprotocolsapprovedbytheEthicalCommitteeof theUniversity
of Regensburg.
STIMULI
Subjects were centrally presented by gray-scale faces, non-sense
objects, and the Fourier randomized versions of these stimuli,
created by an algorithm (Nasanen, 1999) that replaces the phase
spectrum with random values (ranging from 0˚ to 360˚), leav-
ing the amplitude spectrum of the image intact, while removing
any shape information. Faces were full-front digital images of 20
young males and 20 young females. They were ﬁt behind a round
shape mask (3.5˚ diameter) eliminating the outer contours of the
faces (see a sample image in Figure 1). Objects were non-sense,
rendered objects (n =40) having the same average size as the face
mask. The luminance and contrast (i.e., the standard deviation
of the luminance distribution) of the stimuli were equated by
matching the luminance histograms (mean luminance: 18cd/m2)
using Photoshop. Stimuli were back-projected via an LCD video
projector (JVC, DLA-G20, Yokohama, Japan, 72Hz, 800×600
resolution) onto a translucent circular screen (app. 30˚ diame-
ter), placed inside the scanner bore at 63cm from the observer.
Stimulus presentation was controlled via E-prime software (Psy-
chological Software Tools, Pittsburgh, PA, USA). Faces, objects,
and Fourier noise images were presented in subsequent blocks of
20s, interleaved with 20s of blank periods (uniform gray back-
ground with a luminance of 18cd/m2). Stimuli were presented
for 300ms and were followed by an ISI of 200ms (2Hz) in a
random order. Each block was repeated ﬁve times. Participants
were asked to focus continuously on a centrally presented ﬁxa-
tion mark. These functional localizer runs were part of two other
experiments of face perception, published elsewhere (Nagy et al.,
2009, 2011).
DATA ACQUISITION AND ANALYSIS
Imaging was performed using a 3-T MR Head scanner (Siemens
Allegra, Erlangen, Germany). For the functional series we con-
tinuously acquired images (29 slices, 10˚ tilted relative to axial,
T2∗ weighted EPI sequence, TR=2000ms; TE=30ms; ﬂip
angle=90˚; 64×64 matrices; in-plane resolution: 3mm×3mm;
slice thickness: 3mm). High-resolution sagittal T1-weighted
images were acquired using a magnetization EPI sequence (MP-
RAGE; TR=2250ms; TE=2.6ms; 1mm isotropic voxel size)
to obtain a 3D structural scan (For details, see Nagy et al.,
2011).
FIGURE 1 | Sample stimuli of the experiment. All images were
gray-scale, same in size, luminance, and contrast. Left panel shows a face,
gender speciﬁc features (such as hair, jewelry etc.) was hidden behinds an
oval mask. Middle panel shows a sample non-sense geometric object,
while right panel shows the Fourier-phase randomized version of objects,
used as control stimuli.
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FIGURE 2 |The 28 analyzed models. Black lines mark the division between the three families, having different A matrix structures. For details, see Section
“Materials and Methods.”
Functional images were corrected for acquisition delay,
realigned, normalized to the MNI space, resampled to
2mm×2mm×2mm resolution and spatially smoothed with a
Gaussian kernel of 8mm FWHM (SPM8, Welcome Department
of ImagingNeuroscience,London,UK;fordetailsof dataanalysis,
see Nagy et al.,2011).
VOI SELECTION
First, volumes of interests (VOI) were selected, based on activ-
ity and anatomical constraints (including masking for relevant
brainregions).Face-selectiveareasweredeﬁnedasanareashowing
larger activation for faces compared to Fourier noise images and
objects. FFA was deﬁned within the Lateral Fusiform Gyrus,while
OFA within the IOG. LO was deﬁned from the Object>Fourier
noiseandfaceimagescontrast,withintheMiddleOccipitalGyrus.
VOI selection was based on the T-contrasts adjusted with F-
contrast, (p <0.005 uncorrected with a minimum cluster size of
15 voxels). VOIs were spherical with a radius of 4mm around
the peak activation (for individual coordinates, see Table A1 in
Appendix). The variance explained by the ﬁrst eigenvariate of the
BOLD signals was all above 79%. Only right hemisphere areas
were used in the current DCM analysis as several studies point to
the dominant role of this hemisphere in face perception (Michel
et al.,1989; Sergent et al., 1992).
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EFFECTIVE CONNECTIVITY ANALYSIS
Effective connectivity was tested by DCM-10, implemented in
SPM8 toolbox (Wellcome Department of Imaging Neuroscience,
London, UK), running under Matlab R2008a (The MathWorks,
Natick, MA, USA). Models of DCM are deﬁned with endogenous
connections,representingcouplingbetweenbrainregions(matrix
A),modulatoryconnections(matrixB),anddrivinginput(matrix
C). Here in the A matrix we deﬁned the connections between the
face-selective regions (FFA and OFA) and LO. Images of faces and
objects served as driving input (matrix C) and at this analysis step
we did not apply any modulatory effects on the connections.
Model estimation aimed to maximize the negative free-energy
estimatesofthemodels(F)foragivendataset(Fristonetal.,2003).
This method ensures that the model ﬁt uses the parameters in a
parsimonious way (Ewbank et al., 2011). The estimated models
were compared, based on the model evidences p(y|m), which is
the probability p of obtaining observed data y given by a partic-
ular model m (Friston et al., 2003; Stephan et al., 2009). In the
present study we apply the negative free-energy approximation
(variational free-energy) to the log evidence (MacKay, 2003; Fris-
ton et al.,2007). Bayesian Model Selection (BMS) was carried out
onboththerandom(RFX)andﬁxed(FFX)effectdesigns(Stephan
etal.,2009).BMSRFXismoreresistanttooutliersthanFFXandit
does not assume that the same model would explain the function
for each participant (Stephan et al., 2009). In other words RFX is
lesssensitivetonoise.IntheRFXapproachtheoutputoftheanaly-
sis is the exceedance probability of the model space, which is the
extent of which one model is more likely to explain the measured
data than other models. The other output of the RFX analysis is
the expected posterior probability, which reﬂects the probability
that a model generated the observed data, allowing different dis-
tributionsfordifferentmodels.Bothof theseparametervaluesare
reduced by the broadening of the model space (i.e., by increasing
thenumberof models),thereforetheybehaveinarelativemanner
and models with shared features and implausible models may dis-
tort the output of the analysis. Therefore,in addition to the direct
comparison of the 28 created models we partitioned the model
space into families,having similar connectivity patterns,using the
methods of Penny et al. (2010).
Since several previous DCM studies point to the close bidirec-
tional connection between FFA and OFA (Ishai, 2008; Gschwind
et al., 2012) in our analysis these two areas were always linked to
each other and LO was connected to them in every biologically
plausible way. The 28 relevant models were divided into three
model-families based on structural differences (Penny et al.,2010;
Ewbank et al., 2011). Family 1 contains models with linear con-
nections among the three areas,supposing that information ﬂows
from the LO to the FFA via the OFA. Family 2 contains models
with a triangular structure where LO sends input directly to the
FFA and the OFA is also directly linked to the FFA. Family 3 con-
tains models, in which the three areas are interlinked, supposing
a circular ﬂow of information (Figure 2). In order to limit the
number of models in this step of the analysis the inputs modu-
latedsolelytheactivityof theirentryareas.Thethreefamilieswere
compared by a random design BMS.
Second, the models from the winner family were elabo-
rated further by creating every plausible model with modulatory
FIGURE 3 | Results of BMS RFX on the level of families. (A)The
expected probabilities of family-based comparison are shown, with the joint
exceedance probabilities (B).
connections, applying three constraints. First, both faces and
objects modulate at least one inter-areal connection. Second, in
case of bidirectional links the modulatory inputs have an effect on
both directions. Third, if face gives a direct input into OFA then
we assume that it always modulates the OFA–FFA connection as
well(seeTable A2 inAppendix).Thesemodelswereenteredintoa
secondfamily-wiserandomBMSanalysis.Finally,membersof the
winner sub-family were entered into a third BMS to ﬁnd a single
model with the highest exceedance probability.
RESULTS
Bayesianmodelselectionwasusedfordecidingwhichmodelfam-
ily explains the measured data best. As our results show the third
family out-performed the other two, having an exceedance prob-
ability of 0.995 compared to the ﬁrst family’s 0.00 and the second
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family’s 0.004 (Figures 3A,B). The winner model family (Fam-
ily 3; Figure 2, bottom) contains 12 models, having connections
between the LO and FFA,OFA and FFA,and LO and OFA as well,
but differing in the directionality of the connections as well as in
the place of input to the network.
Asasecondstep,allpossiblemodulatorymodelsweredesigned
for the 12 models of Family 3 (see Table A2 in Appendix; Mate-
rials and Methods for details). This led to 122 models, which
were entered into the BMS family-wise random analysis, using
12 sub-families. As it is visible from Figures 4A,B, model sub-
family4out-performedtheothersub-familieswithanexceedance
probability of 0.79. As a third step, the models within the winner
FIGURE 4 | Results of BMS RFX on the level of sub-families. (A)The
expected probabilities of family-based comparison are shown, with the joint
exceedance probabilities (B).
sub-family 4 [corresponding to the A matrix of Model 20 of the
ﬁrst BMS (Figure2),however,with different modulatory connec-
tions] were entered into a random effect BMS. Figure 5 presents
the 18 tested variations of Model 20. The model with the highest
exceedanceprobability(p =0.75)wasmodel4(seeFigure6).This
means that the winner model contains bidirectional connections
between all areas and face and object inputs, surprisingly, both
enter into the LO. In addition, faces have a modulatory effect on
the connection between LO and FFA, while objects modulate the
connection between LO and OFA.
FIGURE 5 | Models of sub-family 4. All models have the same DCM.A
structure (identical with model 20 in Family 3), DCM.B structure differs
from model to model. Dashed arrows symbolized face modulatory effect,
while dotted square-arrows shows object modulation.
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FIGURE 6 | Results of BMS within sub-family 4. (A)The expected
probabilities of family-based comparison are shown, with the joint
exceedance probabilities (B).
For analyzing parameter estimates of the winner model across
thegroupof subjectsarandomeffectapproximationwasused.All
the subject-speciﬁc maximum a posteriori (MAP) estimates were
enteredintoat-testforsinglemeansandtestedagainst0(Stephan
et al., 2010; Desseilles et al., 2011). The results indexed with an
asterisk on Figure 7 differed signiﬁcantly from 0 (p <0.05).
DISCUSSION
The major result of the present effective connectivity study sug-
gest that (a) LO is linked directly to the OFA–FFA face-processing
FIGURE 7 |The structure of the winner model. Simple lines signify the
object and face input stimuli to the system (DCM.C). Black arrows show
inter-regional connections (DCM.A) while the red arrows stand for the
modulatory connections (DCM.B): face modulation is signiﬁed with dashed
arrows, while object modulation is signiﬁed with square-head dashed
arrows. Group-level averages of MAP estimates and 95% conﬁdence
intervals are illustrated.The averages were tested against 0 and signiﬁcant
results are signiﬁed with ∗ if p <0.05.
system via bidirectional connections to both areas; (b) non-face
and face inputs are intermixed at the level of occipito-temporal
areas and enter the system via LO;(c) face input has a modulatory
effect on LO and FFA connection, while object input modulates
the LO and OFA connection signiﬁcantly.
The role of LO in object perception is well-known from previ-
ousstudies(Malachetal.,1995;Grill-Spectoretal.,1998a,b,2000;
Lerner et al., 2001, 2008). However, in spite previous studies usu-
ally found an increased activity for complex objects, as well as for
faces in LO, the area is usually associated with objects and rela-
tively less importance is attributed to its role in face-processing.
In the present study, effective connectivity analysis positioned the
LOinthecorenetworkof faceperception.Thedirectlinkbetween
OFA and FFA has been proven previously both functionally and
anatomically (Gschwind et al.,2012). However,as there is no cur-
rent data available regarding the role of LO in this system, we
linked it to the other two regions in several plausible ways.
TheﬁrstrandomBMSshowedthatinthewinnermodelfamily
LO is interconnected with both FFA and OFA and the connec-
tions are bidirectional. Therefore, it highlights that LO may have
a direct structural connection to FFA. With modeling all the pos-
sible modulatory effects we found that a sub-family of models
won, where both object and face inputs enter the system via
the LO, supposing that the LO plays a general and important
input region role. Since previous functional connectivity stud-
ies all started the analysis of the face-processing network at the
level of IOG, corresponding to OFA (Fairhall and Ishai, 2007;
Ishai, 2008; Cohen Kadosh et al., 2011; Dima et al., 2011; Foley
et al., 2012) it is not surprising that they overlooked the signif-
icant role of LO. However, faces are actually a distinct category
of visual objects, suggesting that neurons sensitive to objects and
shapes should be activated, at least to a certain degree, by faces
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as well. Indeed, single-cell studies of non-human primates sug-
gest that the inferior-temporal cortex, the proposed homolog of
human LO in the macaque brain (Denys et al., 2004; Sawamura
et al., 2006) has neurons responsive to faces as well (Perrett et al.,
1982,1985;Desimoneetal.,1984;Hasselmoetal.,1989;Youngand
Yamane,1992;Sugaseetal.,1999).Theintimateconnectionof LO
to OFA and FFA, suggested by the present study could underline
the fact that faces and objects are not processed entirely sepa-
rately in the ventral visual pathway, a conclusion supported by
recent functional imaging data as well (Rossion et al., 2012). The
modulatory effect of face input on the LO–FFA connection sug-
gests that LO must play a role in face-processing, most probably
linked to the earlier, structural processing of faces, a task previ-
ously put down mostly to OFA (Rotshtein et al., 2005; Fox et al.,
2009). Finally, the group-level parameters of the winner model
show that the link between the LO,OFA,and FFA are mainly hier-
archical and the feedback connections from FFA toward OFA and
LO play a weaker role in the system, at least during the applied
ﬁxation task.
In conclusion, by modeling the effective connectivity between
face-relevant areas and LO we suggest that LO plays a signiﬁcant
role in the processing of faces.
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APPENDIX
TableA1 |The MNI coordinates of the respective maximal activations within FFA, OFA, and LO of our subject sample.
FFA (x, y, z)O F A ( x, y, z)L O ( x, y, z)
1. 42 −58 −14 36 −74 −18 54 −70 −2
2. 48 −48 −26 48 −76 −18 50 −74 −8
3. 40 −58 −20 38 −86 −84 0 −84 −8
4. 48 −48 −22 44 −76 −16 54 −70 −2
5. 48 −50 −20 46 −74 −10 52 −68 −4
6. 38 −50 −22 38 −72 −16 44 −76 4
7. 4 0 −48 −22 38 −86 −18 56 −68 −8
8. 42 −42 −24 38 −86 −18 56 −68 −8
9. 46 −58 −18 48 −76 −12 56 −70 −4
10. 40 −62 −20 44 −84 −84 4 −82 −10
11. 40 −56 −24 42 −84 −12 48 −80 −6
12. 44 −52 −20 40 −76 −84 6 −82 −2
13. 48 −62 −28 36 −84 −12 50 −80 4
14. 38 −54 −22 46 −82 −10 40 −78 2
15. 42 −64 −18 56 −66 −25 4 −68 −2
16. 52 −52 −30 46 −76 −20 46 −80 −4
17. 44 −50 −16 40 −80 −10 50 −72 2
18. 46 −60 −14 44 −78 −12 52 −76 −2
19. 48 −58 −20 42 −82 −14 40 −80 −4
20. 40 −50 −24 36 −74 −18 44 −82 −10
21. 40 −54 −22 44 −74 −14 54 −74 −6
22. 40 −58 −16 40 −78 −40 50 −76 −2
23. 46 −52 −18 42 −74 −12 48 −80 0
24. 42 −44 −26 44 −70 −16 34 −78 −2
25. 48 −48 −24 46 −74 −10 52 −70 −4
Mean 43.6 −53.44 −21.2 42.48 −77 .68 −14.08 48.56 −75.44 −3.44
St. Dev. 3.9 5.8 4.1 4.7 5.4 6.9 5.9 5.3 4.0
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TableA2 |All possible modulatory models of Family 3.
LO to FFA (object) LO to OFA (object) OFA to FFA (face)
17_1 0 1 1
17_2 1 0 1
17_3 1 1 1
LO to OFA (object) LO to OFA (face) LO to FFA (object) LO to FFA (face) OFA to FFA (face)
1 8 _ 1 0011 0
1 8 _ 2 0110 0
1 8 _ 3 0111 0
1 8 _ 4 1001 0
1 8 _ 5 1011 0
1 8 _ 6 1100 0
1 8 _ 7 1110 0
1 8 _ 8 1101 0
1 8 _ 9 1111 0
1 8 _ 1 0 0011 1
1 8 _ 1 1 0110 1
1 8 _ 1 2 0111 1
1 8 _ 1 3 1001 1
1 8 _ 1 4 1011 1
1 8 _ 1 5 1100 1
1 8 _ 1 6 1110 1
1 8 _ 1 7 1101 1
1 8 _ 1 8 1111 1
OFA to FFA (face) LO to OFA (face) LO to OFA (object) LO to FFA (object)
1 9 _ 1 1001
1 9 _ 2 1011
1 9 _ 3 1101
1 9 _ 4 1111
1 9 _ 5 1001
1 9 _ 6 1011
1 9 _ 7 1101
1 9 _ 8 1111
LO to OFA (object) LO to OFA (face) LO to FFA (object) LO to FFA (face) OFA to FFA (face)
20_1 0011 0
20_2 0110 0
20_3 0111 0
20_4 1001 0
20_5 1011 0
20_6 1100 0
20_7 1110 0
20_8 1101 0
20_9 1111 0
20_10 0011 1
20_11 0110 1
20_12 0111 1
20_13 1001 1
20_14 1011 1
20_15 1100 1
20_16 1110 1
20_17 1101 1
20_18 1111 1
(Continued)
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TableA2 | Continued
LO to FFA (object) LO to OFA (object) OFA to FFA (face)
21_1 0 1 1
21_2 1 1 1
21_3 1 0 1
OFA to FFA (face) OFA to FFA (object) LO to FFA (object) LO to FFA (face)
22_1 1 0 1 0
22_2 1 0 1 1
22_3 1 1 0 0
22_4 1 1 1 0
22_5 1 1 0 1
22_6 1 1 1 1
OFA to FFA (face) OFA to LO (object) OFA to FFA (object) LO to FFA (object)
23_1 1 0 0 1
23_2 1 0 1 0
23_3 1 0 1 1
23_4 1 1 0 0
23_5 1 1 0 1
23_6 1 1 1 0
23_7 1 1 1 1
OFA to FFA (face) OFA to LO (face) OFA to LO (object) OFA to FFA (object) LO to FFA (object) LO to FFA (face)
24_1 1 0001 0
24_2 1 0001 1
24_3 1 0010 0
24_4 1 0011 0
24_5 1 0010 1
24_6 1 0011 1
24_7 1 1001 0
24_8 1 1001 1
24_9 1 1010 0
24_10 1 1011 0
24_11 1 1010 1
24_12 1 1011 1
24_13 1 0100 0
24_14 1 0101 0
24_15 1 0100 1
24_16 1 0101 1
24_17 1 0110 0
24_18 1 0111 0
24_19 1 0110 1
24_20 1 0111 1
24_21 1 1100 0
24_22 1 1101 0
24_23 1 1100 1
24_24 1 1101 1
24_25 1 1110 0
24_26 1 1111 0
24_27 1 1110 1
24_28 1 1111 1
LO to OFA (face) OFA to FFA (face) LO to OFA (object) LO to FFA (object) LO to FFA (face)
25_1 0 1010
25_2 0 1011
25_3 0 1100
25_4 0 1110
25_5 0 1101
(Continued)
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TableA2 | Continued
25_6 0 1 1 1 1
25_7 1 1 0 1 0
25_8 1 1 0 1 1
25_9 1 1 1 0 0
25_10 1 1 1 1 0
25_11 1 1 1 0 1
25_12 1 1 1 1 1
OFA to FFA (object) OFA to FFA (face)
26_1 1 1
OFA to FFA (face) OFA to LO (face) LO to OFA (object) LO to FFA (object) LO to FFA (face)
27_1 1 0 0 1 0
27_2 1 0 0 1 1
27_3 1 1 0 1 0
27_4 1 1 0 1 1
27_5 1 0 1 0 0
27_6 1 0 1 1 0
27_7 1 0 1 0 1
27_8 1 0 1 1 1
27_9 1 1 1 0 0
27_10 1 1 1 1 0
27_11 1 1 1 0 1
27_12 1 1 1 1 1
OFA to FFA (face) OFA to FFA (object) OFA to LO (object) OFA to LO (face)
28_1 1 0 1 0
28_2 1 0 1 1
28_3 1 1 0 0
28_4 1 1 1 0
28_5 1 1 0 1
28_6 1 1 1 1
The existence or non-existence of the modulatory effects are coded binary, the names of the models are in accordance to Figure 1.
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