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SUMÃRIO 
Este trabalho tem como finalidade: 
1) Revisão da Li ter atura sobre OPeração EVolutiva (OPEV), 
uma técnica de Otimização Experimental. 
2) Descrição da técnica numa forma didática. A técnica 
é pouco empregada no Brasil e o texto poderia servir de roteiro p~ 
ra difusão da mesma. 
3) Urna aplicação prática onde os conceitos assimilados 
pudessem ser empregados. 
4) Simulação de um processo para treinamento de pessoas 
durante um curso. Isso sanaria a dificuldade de treinamento no pr~ 
prio processo. 
No Capítulo 1 ê dada uma idéia de sistemas e rnodelos.De 
pois e caracterizada a técnica OPEV como uma Otimização Experime -
tal. 
No Capitulo 2 sao apresentados os princípios estatísti-
cos necessários·à OPEV. 
Nos Capítulos 3 e 4 sao detalhados os procedimentos da 
OPEV para delineamentos fatoriais 2 2 e 23 • 
No Capitulo 5 é apresentado um exemplo de aplicação da 
OPF.V na Otimização de uma Centrifugaw 
No Capitulo 6 e proposto o jogo da OPEV. 
No apêndice 1 estão contidos alguns comentários e indi-
caçoes sobre uma referência bibliográfica mais completa. 
No apêndice 2 aparece o manual de uso do programa que 
reali;ta o jogo. 
SUMMARY 
The scope of this work is: 
1) To review the literatura on Evolutionary Operation, 
an experimental optimization technique. 
2) TO describe the technique in a didactical way as it 
is of little use in Brazil and the text could become a mean of 
spreading its use. 
3) A practical application in which the EVOP technique 
is used. 
4) Simulation of a process for personnel training in an 
EVOP course. This would avoid problerns of training in the phys-
ical process itself. 
In the 15 t chapter an idea bf systems and models is 
presented and then EVOP is introduced as an experimental optimiza-
tion technique. 
In the 2nd chapter the statistical principles on which 
EVOP is based are presented. 
In the3rd and 4th chapters the EVOP procedure is detail 
ed for 
2 2 and 23 factorial designs. 
In the 5th chapter an application is rnade using EVOP in 
the optimization of a centrifugai purnp. 
The 6th chapter is the EVOP game. 
The lst Appendix contains comments on the bibliography. 
The 2nd Appendix is a manual of the EVOP garoe program. 
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1 - SISTEMAS E MODELOS 
Ao termo sistema, usado numa grande variedade de maneiras 
e significados, inferiremos o conceito de um conjunto organizado 
de objetos, estruturados de forma interativa ou interdependente. 
Modelar um sistema é representá-lo convenientemente para 
permitir o seu estudo. Modelos podem ser utilizados na otimização 
ou apenas na previsão do sistema em estudo. Muitos tipos de mode-
los tem sido usados para o estudo de sistemas. Podem ser classifi-
cados em: 
físicos e matemáticos 
estáticos e dinâmicos 
analíticos e numéricos 
contínuos e discretos 













Com a evolução da PESQUISA DE OPERAÇÚES (P.O.) e o ap~ 
recimento dos computadores, a otimização conheceu um novo desenvol 
vimento: com a programação matemática, tem sido possível resolver 
problemas até então sem solução pelos métodos clássicos de cálculo. 
Os,problernas tratados pela programação matemática são ligados -a 
área de economia, indústria, planificação, etc.; os problemas tra-
tados pelos métodos clássicos de otimização são mais apropriados 
à física e à geometria. 
Resolver um modelo consiste em determinar ou estimar 
os valores das variáveis controladas que o otimizam segundo algum 
critério pré-fixado, ou que prevêem seu comportamento nas situa 
ções em estudo. Os métodos da matemática clássica podem ser usados 
em alguns casos para se obter soluções por dedução. Quando issonão 
é possível, poderão ser obtidas por indução, através de algum méto 
do numérico, por exemplo. 
Seguindo o diagrama, quando o modelo é matemático, di-
nâmico e numérico, a técnica empregada para resolver o modelo é co 
nhecida como simulação de sistemas. A simulação é útil no estudo 
dos processos onde há valores de transição, para estimar valores 
dos parâmetros do modelo e para analizar linhas de ação que nao 
possam ser incorporadas ao modelo. 
Ainda seguindo o diagrama, quando o modelo é matemáti-
co, estático ou dinâmico, e analítico, temos caracterizada uma fun 
ção a ser otimizada segundo um critério de decisão estabelecido na 
fonuulação do problema. Essa função, conhecida corno função objeti-
va 0u função critério, pode ser otimizada com ou sem restrições 
' 
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sendo que a região em que não existe violação das restrições é co-
nhecida como região factível ou região admissível. 
Existem, na programação matemática, vários métodos pa-
ra otimizar nossa função critério na região admissível. Esses rnéto 
dos,podem ser classificados em 3 categorias: 
a) Os métodos usando somente valores funcionais, chamados métodos 
diretos. 
b) Os métodos que também fazem uso das derivadas de primeira ordem. 
c) Os métodOs que também requerem conhecimento das derivadas de se-
gunda ordem. 
Em situações onde nao se podem construir modelos, mas 
é possível realizar experiências, é aplicável a otimização experi-
mental, desde que o sistema seja estatisticamente estável. Parauma 
função objetivo que seja desconhecida, e/ou tenha incorporados a 
ela erros aleatórios não despreziveis, existe um conjunto de técni 
cas possiveis de se utilizar na melhoria da mesma. 
Suponhamos proposto o seguinte problema: estudar asaon 
dições de sobrevivência de uma colônia de determinada espécie num 
certo ambiente. Para efeito de estudo, o sistema consistirá da po-· 
pulação e do meio em que ela se encontra. Pela maneira como o pro 
blema é proposto, faz-se necessário um modelo que possa prever o 
comportamento do sistema. Tal modelo deve relacionar o crescimen-
to da população com as condições ambientais do sistema. Fixadas e~ 
sas condiçÕes. haverá uma variabilidade genética (mutação} e, pela 
própria seleção natural, os individues que melhor se adaptarem a 
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essas condições terão maiores chances de sobrevivência. E, à medi-
da que ocorrem variações nas condições ambientais, acontecerão no-
vas seleções de indivíduos. 
Vejamos outro sistema: urna cidade. Ela sofre constan-
tes alterações no número de habitantes, no número de velculos, etc. 
Com sua infraestrutura afetada, precisa ser modificada. A equipe 
de Planejamento Urbano pondera as várias alternativas de mudança 
e seleciona as variações favoráveis. Isso é realizado continuamen-
te, pois a própria execuçao das mudanças acarreta alteração no am-
biente do sistema. Mais urna vez temos variação - seleção,sendo ago 
ra artificial essa seleção. 
Vamos considerar ainda um outro sistema: uma fábrica 
química. Um processo industrial em implantação passa por vários es 
tãgiosde desenvolvimento.Ern primeiro lugar tem-se um trabalho de 
laboratório, frequentemente prolongado. Após isso, ternos uma esti-
mativa das proporções entre insumos utilizados e produtos obtidos. 
Os resultados de laboratório fornecem uma idéia preliminar de pra-
ticabilidade, permitindo objetivos realisticos a serem definidos,e 
conduzindo a um esboço de um processo industrial. Esse esboço pode 
então ser usado para construir um modelo físico dinâmico do que 
qu.c..._-.;:!mos produzir: a planta piloto. Nessa etapa ele é otimizado 
quase sempre experimentalmente. Agora, com as condições "ideais"de 
oparaçao obtidas em escala reduzida na planta piloto, a fábrica 
começa a operar em escala real. 
A experimentação em pequena escala fornece importantes 
infcrm~~ões acerca do processo, bem como primeiras indicações so-
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bre as condições de operaçao em escala real. Não obstante, caracte 
risticas como fluxo, transmissão de calor, mistura, etc., não se-
rão mantidas com a mudança da escala de operaçao, e as técnicas de 
engenharia utilizadas na compensação se apresentam imperfeitas. 
Não são esperadas, ê claro, características completa-
mente diferentes na escala real; caso isso ocorresse, os esforços 
empregados durante a etapa em pequena escala seriam inúteis. Na 
transferência do processo de pequena escala para a escala real sao 
preservadas as principais característ.icas desse comportamento, mas 
existem diferenças em detalhes que sao importantes econômicamente. 
Urna ilustração é dada na fig. 1.2. Ela mostra as curvas de nível * 
dorendimento para uma mesma reaçao química conduzida em {a) escala 
reduzida e (b) escala real. Notamos que as curvas de nível do ren-
dimento em urna fábrica, em geral, são distorcidas e deslocadas quan 
do comparadas com as curvas de nível da planta piloto, muito embo-
ra as características básicas sejam muito semelhantes. A melhor 
combinação de tempo e concentração na escala pequena ~onto P) da-
rã rendimento mais baixo na escala completa. Esforços para mover 
* Urna função que relaciona o nosso critério com as variáveis envol 
vidas no processo em consideração caracteriza a conhecida super-
fície de resposta. Nos sistemas onde os modelos que os represen-
tam são de natureza aleatória e/ou não tenham representação ana-
lítica, somente alguns pontos são disponíveis, e não se sabe ao 
certo qual a forma dessa superfície. Pontos onde a função crité-
rio {pontos da superfÍcie de resposta) tem o mesmo valor numérico 
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Fig. 1.1 Possível aparência da superfície de rendimento, 
mostrando contornos de rendimentos percentuais, 
para processos conduzidos. 
a) pequena escala 
b) escala de fábrica 
o Ótimo P· da pequena escala para o ótimo Q na escala real de-
vem, necessariamente, ser feitos na própria fábrica, já que a pes-
quisa em pequena escala irá sempre retornar a P. 
O diagrama ilustra esse ponto, mas, naturalmente, euma 
simplificação do problema. Na prática, temos distorção e desloc~ 
to devidos ao aumento proporcional não em um espaço bi-dimensional, 
mas em um espaço multi-dimensional. Quase inevitavelmente o produ-
to estará sendo industrializado a taxas de produção mais baixas 
com rendimento mais baixo, e com uma qualidade inferior àquela de 
que a fábrica é capaz. 
O processo de sintonização (refinamento) ainda estâpor 
s~r feito, e com ele iremos nos preocupar. Embora o trabalho de 
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ajustamento seja uma tarefa importante, não é simples. Em muitas 
organizações industriais, as equipes de pesquisa e desenvolvimento 
efetuam esforço considerável para aperfeiçoar os processos, com es 
tudos especiais efetuados no laboratório, na planta piloto e no 
processo em escala real. A não disponibilidade de pessoal qualifi-
cado para a tarefa limita a quantidade de investigação especial 
dessa natureza. Discutiremos um método adicional que poupa o uso 
de capacidade técnica e ajuda a completar as investigaçÕes já men-
cionadas. 
~ uma técnica simples, mas potente, chamada OPeração 
EVolutiva- OPEV (EVolutionary OPeration- EVOP). Tem sido larga-
mente aplicada (infelizmente pouca é a sua difusão no Brasil), e 
com sucesso, nas indústrias químicas, mas sem dúvidas seria útilem 
outros tipos de indústria, como alimentos, plásticos, etc. OPEV é 
aplicada à fábrica ·em escala completa, de forma continua e sistemã 
tica. Não requer nenhuma tarefa difÍcil de coleta de dados sendo 
que esta pode ser executada por um operário comum da fábrica apos 
um período breve de treinamento. Operação Evolutiva não substitue 
a investigação básica. Entretanto, indica areas para as quais as 
tentativas fundamentais poderiam ser dirigidas de forma mais pro-
vei tosa. 
Já está claro que a fábrica precisará refinar as condi 
çoes de operação do processo, isto é, encontrar outros valores pa-
ra algumas das variáveis envolvidas de modo a obter um melhor de-
sempenho do sistema. Algumas compensações são obtidas por ajusta-
menbJS empíricos na ocasião da elaboração do projeto em escala real 
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e sua construção. A introdução de OPEV na própria fábrica aumenta 
a velocidade com que ocorrem as melhorias. Mesmo onde não há difi 
culdade na passagem da escala reduzida para a real, poderia ser~ 
pendioso desenvolver um processo de operação por experirnentaçãoape 
nas em pequena escala. Demanda laboratórios suficientemente gran-
des, instalações piloto e capacidade técnica para o desenvolvimen-
to ae todos os processos sumul tâneos, o que poderia se tornar im-
praticável por ser proibitivarnente caro. Já que existe agora a pro 
pria planta .e o pessoal para operá-la, por que não utiliz~los para 
a experimentação, na própria rotina de produção, objetivando me-
lhorar as condições de operação ?. 
A produção de rotina normalmente é conduzida operando 
a fábrica em condições rigidamente definidas, chamadas processo de 
trabalho. O processo de trabalho incorpora as melhores condiçÕES de 
operação até então conhecidas. Este procedimento de fabricação -e 
chamado método de operação estática. Na prática estamos interessa 
dos não somente na produtividade do processo, mas também nas pro-
priedades fisicas do produto que é manufaturado. Tais propriedades 
poderiam cair fora dos limites de especificação caso desvios arbi-
trãrios fossem permitidos. Nosso método de operação deve incluir 
salvaguardas que tornem aceitavelmente pequeno o risco de obtenção 
de quantidades apreciáveis de produtos com qualidade insatisfatória. 
o método OPEV consiste, inicialmente, em planejar um 
ciclo de pequenas variações nas condições de operação. Dessa manei 
rn nós usamos a ·prÓpria rotina 4 para gerar nao apenas o produto,mas 
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também informações necessárias para melhorá-lo*. Tendo então sido 
introduzida a variação controlada, os resultados devem ser submeti 
dos ao superintendente do processo em uma forma facilmente compre-
ensível. Isso permite a ele ver que mudanças deveriam ser feitas 
para melhorar a fabricação. Mais uma vez temos variação-seleção. 
Espera-se alguma produção abaixo dos padrões, e deve-se 
eventualmente fazer previsão de custo para tal. Operação Evolutiva, 
entretanto, é um método quase permanente de operar a .planta, e ir~ 
portanto, exigir poucos recursos e instalações especiais. Por essa 
razão podern.ser permitidas mudanças nos níveis das variáveis cujos 
efeitos sejam indetectáveis em corridas individuais, podendo ser 
empregadas somente técnicas simples o bastante para serem utiliza-
das continuamente. 
* Contrastando com um sistema que encerra uma colonia e seuhabitat, 
onde a variação e a seleção sao naturais, vemos agora que a va-
riação tem que ser introduzida artificialmente, e a seleção das 
variações que melhorem o processo é o nosso objetivo. 
2 - PRINC!PIOS ESTAT!STICOS 
Os cálculos requeridos na operaçao de um esquema OPEV 
sao bastante simples. ~ altamente desejável, entretanto, que aque 
les responsáveis por essa operaçao tenham alguma compreensao dos 
princípios estatísticos elementares nos quais os cálculos são ba-
seados. Além desses conceitos estatísticos sao a seguir apresenta-
dos diversos termos de uso comum em OPEV. 
Corrida - Será chamada urna corrida o período de operaçao em que as 
condições do processo são mantidas em níveis fixos. Em alguns pro-
cesses onde a inércia do sistema e alta, o tempo para equilibrar 
(transitório) pode ser demasiado longo. Entre uma corrida e outra 
deve ser esperado tempo suficiente para o equilíbrio ser atingido. 
Variação nos Resultados - Mesmo quando as condições do proc~ sao 
mantidas constantes, os resultados observados variam de corrida p~ 
ra corrida. Essa variação provém de muitas fontes diferentes. Exis 
tem erros de medidas e erros analíticos, mas a maior causa da va-
riação é a impossibilidade de reproduzir precisamente as condições 
pretendidas durante qualquer corrida em particular. 
Ciclo e Fase- Urna Única execuçao de um conjunto pré-determinado de 
corridas é denominada ciclo. Por causa da variabilidade dos resul-
tado~. é conveniente repetir o mesmo ciclo um número suficiente de 
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vezes que permita indicar qual mudança, (se houver), nas condições 
de operação, é aconselhável para melhorar o processo. Temos então 
caracterizada uma fase. 
Dispondo os Dados em DPdem - Suponharros que para algum processo químicn par 
ticular, as observaçÕes de rendimento para 10 corridas sucessivas 
tenham sido as seguintes: 66.1, 63.7, 65.8, 64.8, 65.7, 66.3,64.8, 
65.2, 64.2, 64.3, 65.3. Esses resultados são mapeados na fig. 2.1 
na ordem em que foram obtidos, o que as vezes permite detetar ten-
dências ou outros fenômenos importantes. 
' 61 
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Fig. 2. 1 Dez obse rvaçoe s de rendimento dispostos 
na ordem em que foram obtidos. 
Suposição de Aleatoriedade e Independência - Doravante vamos assu-
mir situações onde os resultados variam aleatoriamente em torno de 
algum valor médio. Suporemos também que a probabilidade do desvio 
do valor médio exceder um tamanho especificado não é afetado pelo 
valor de outra observação. Quando isso é verdade, dizemos que os 
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desvios sao estatisticamente independentes. A suposição de a~eato-
riedade, embora nem sempre possa ser assumida com rigor, fornecerá 
uma aproximação adequada na maioria das vezes. 
O Diagrama de Pontos - Quando pode ser assumida a independencia en 
tre as observações, a sequência no tempo é irrelevante, nada se 
perdendo por ignorá-la. Com essa suposição, o mapa da fig. 2.1 po-
de ser refeito conforme a fig. 2.2 - chamada de diagrama de pontos. 
• • : .. 
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Fig. 2.2 Diagrama de pontos para rendimento percentual. 
O diagrama de pontos é útil para representar a distri-
buição de um corpo de dados com até 20 observaçÕes aproximadamente. 
Em particular, ele nos chama a atenÇão. para: 
1 - Localização geral das observações (no exemplo podemos ver que 
os rendimentos estão mais próximos de 65% do que 85% ou 35%). 
2 -A dispersão das observações (no exemplo sua amplitude cobreoer 
ca de 3 unidades percentuais. 
Distribuição de Frequência - Quando um grande corpo de dados está 
sendo estudado, os pontos individuais em um diagrama de pontos se 
apresentam de forma ba3tante confusa. ~ mais fácil apreciar os da-
dos construindo uma distribuição de frequência. Para isso, podemos 
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subdividir o eixo das abcissas em intervalos iguais, com algum ta-
manha escolhido, e cravamos os pontos que caem em cada intervalo 





























DISTRIBUIÇÃO DE FREQUENCIA DE 
100 OBSERVAÇÕES 
no respectivo valor central. Em cada um deles podemos construir um 
retângulo cuja altura é proporcional ao número de observações na-
quele intervalo. Geralmente, é adequado o uso de 10 a 20 deles ' 
chamados classes, cobrindo uma amplitude relevante. A fig. 2.3 mos 
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tra a distribuição de frequência para 100 observações de rendimen-
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Fig. 2.3 Distribuição de frequência para 100 
observações de rendimento. 
intervalos selecionados conforme mostrado na Tabela 2.1. O número 
de observações em cada classe é chamado frequência da classe. En-
tão, para esse exemplo, duas observações se situam na primeira de-
las que tem intervalo 62.5-63.0, tal que sua frequência é 2. 
A distribuição de frequência da fig. 2.3 mostra a loca-
lização e dispersão dos valores observados. Se fôssemos trabalhar 
com um número muito grande de observações, poderíamos nos dar ao 
luxo de tornar as classes de frequência mais estreitas e numerosas, 
e ainda manteriamos uma quantidade razoável de observaçÕes em cada 
classe. Se o número total de observações fosse muito grande, os i~ 
tervalos poderiam ser estremamente pequenos e a forma do diagrama 


















62 63 64 65 66 67 68 




arranjarmos uma escala vertical tllque a área sob essa curva seja 
unitária, a curva é chamada função densidade de probabilidade ou 
mais simplesmente densidade. A densidade, com alguma característi-
cas que veremos depois,identifica a variável aleatória associada 
às observações. 
População e Amostra - Uma grande coleção (conceitualmente infinita) 
de todos os resultados possiveis de ocorrer ao efetuarmos alguma 
operaçao particular é chamada população. Uma variável aleatórta,oorn 
densidade como a da fig. 2.4, descreve uma população dizendo as 
frequências relativas com que os resultados de diferentes tipos p~ 
dem ocorrer. 
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Em muitos casos, uma população completa de possíveis re 
sultados não é disponivel. Não obstante, a idéia de uma população 
subjacente em uma dada operação é um conceito bastante importante. 
Quando nós efetuamos uma corrida e determinamos o rendimento em al 
gum conjunto de condiçÕes, agimos como se fôssemos participarde mm 
grande sorteio. Podemos imaginar uma enorme urna de loteria conte~ 
do um número infinito de bilhetes. Cada bilhete é marcado com um 
valor de percentagem de rendimento que poderia ser obtido quando 
nós tentássemos operar a aparelhagem nas condições escolhidas. A 
função densidade de~ probabilidade descreve o número relativo de bilhe 
tes na urna, inscritos com os vários resultados de rendimento. Ca-
so suponhamos que a operação com que estejamos envolvidos tenha os 
resultados estatisticamente independentes, nada se pode dizer so-
bre o valor particular de resultado que será obtido, mesmo conhe -
cendo valores observados anteriormente. Não obstante, se nós conh~ 
cermos a função densidade de probabilidade para a população em que_§ 
tão, nós poderemos fazer afirmações probabilisticas acerca dos po~ 
siveis resultados. Por exemplo, a escala vertical da fig. 2.4 foi 
preparada de forma que a área total sob a curva é igual a um. A 
área sob a curva para a direita de qualquer valor de rendimento re 
presenta a proporção de rendimentos de uma população que exceda es 
se valor; A área à direi ta de 66 ;,5 (sombreada na fig. 2. 4) é 8. 5% 
da área total sob a curva. Isso poderia implicar, em nossa analogia, 
que do número total de bilhetes, 8.5% teriam números mais altos 
que 66.5. Supondo que os valores dos rendimentos variam aleatoria-
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mente em torno da média, então a probabilidade de obter um valor 
de rendimento maior que 66.5, naquele conjunto fixado de condiçÕes, 
é 8.5%. De forma equivalente, a área sombreada entre 65.5 e 66 -e 
17.5% da área total sob a curva na fig. 2.4, de forma que a proba-
bilidade de obter um rendimento entre 65.5 e 66 é 17.5%. 
Agora suponhamos que tudo o que nós temos são as obser-
vaçoes dispostas na fig. 2. 2. Do ponto de vista estatístico, -nos 
olharíamos essas observações corno urna amostra aleatória de urna 
(hipotética) população infinita descrita por uma (desconhecida) fun 
ção densidade de probabilidadei nós poderiamos imaginar que nossos 
10 resultados constituem 10 bilhetes tirados da urna. Embora tudo 
que nós tenhamos seja uma amostra de 10 observações do processo, 
nos gostariamos de poder fazer afirmações acerca seu comportamento 
em geral, isto é, de poder fazer afirmações acerca da população. 
Qualquer afirmação dessa natureza cer~amente será indutiva. O pri~ 
cipal objetivo da Estatistica é raciocinar do particular para o g~ 
ral, isto é, de uma amostra que seja disponivel para uma população 
não disponivel. 
Medidas CaractePisticas: média e variância - Para discutir a popu-
lação hipotética e sua função densidade de probabilidade, nós pre-
cisamos ter maneiras de medir suas caracterlsticas. Uma caracteris 
tica muito importante e aquela que possa medir sua posição geral 
ou locação. Na figura 2.5, nós vemos duas densidad~s idênticas na 
forma, mas com locação diferente. 
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30 40 50 60 70 
Duas densidades tendo diferentes 
locações. 
A média ~: uma medida de locação - a medida mais útil para o nosso 
propósito é a média da função densidade. Para urna população que co~ 
tenha um número infinito de observações, a média geralmente é defi 
nida em termos de uma integral. Nós evitamos essa sofisticação su-
pondo que a população contém N observações e que N é muito grande • 
. 
Supomos que y 1 , y 2 , ... , yN sao as obervações abrangendo a popula-
ção e nós denotamos a média por ~ (a letra grega mi ) . Então 
+ •• o 
N 
N y. 
E __ 1 
i=l N 
A média ~ localiza fisicamente aquele eixo vertical em torno do 
qual a função de densidade balançaria {o centro de massa) . 
• 
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O desvio padrão o: uma medida de dispersão -A médiau informa acer-
ca da locação, mas outros tipos de informação também sao importan-
tes; por exemplo, se soubéssemos apenas que o rendimento médio do 
processo é 50%, o que poderia ser afirmado acerca de o rendimento 
ser 50% durante todo o processo ou de ser 100% em metade do prece~ 
so e zero na outra metade? Certamente será importante para compre-
ender o que é a população em questão se, além de sua média, souber 
mos alguma medida de dispersão. Na fig. 2.6, nos vemos duas variá-
veis aleatórias que tem a mesma locação, mas uma é mais 
que a outra. 
:50 40 50 60 70 
Fig. 2.6 Duas densidades tendo diferentes 
dispersões 
dispersa 
Como uma medida de dispersão, empregamos a média dos q~ 
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Ela é chamada a variância da população. A raíz quadrada positiva 
dessa quantidade, que tem as mesmas unidades que as observações, é 
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chamada desvio padrão, e, como nós já indicamos, é denotado pela 
letra grega sigma. Então, 
/
N (yi 
a = l: ~"--c,----
N i=l 
A média e a variância de uma variável aleatória nos informam as ca 
racterísticas importantes de locação e dispersão, ,respectivarrente.Entretanto 
elas não caracterizam de todo a função densidade àessa variãvelalea 
tória. ~ necessário saber algo a respeito de sua forma, caso quei-
ramos fazer afirmações probabilísticas precisas. Temos sorte de po 
dermos predizer, aproximadamente, a forma que, via de regra, ocor-
rerá nas situações com que quase sempre nos depararemos em experi-
mentes industriais. 
Variável aleatôria Normal - Conforme mencionamos, as Observações 
em um processo industrial variam inevitavelmente. Os desvios e=y-~ 
da média verdadeira ~ podem ser provenientes de uma grande varied~ 
de de fontes, incluindo, por exemplo, erros analíticos, variações 
na qualidade da matéria prima e aditivos, erros em medida de quan-
tidades do produto, erros nas medidas de taxas de fluxo, vazamen-
to no encanamento, efeito de mudança de temperatura no ambiente,eE 
ros de medida de peso do produto final, etc. O erro global e que 
ocorre em uma observação é, necessariamente, alguma função 
dos erros componentes, que são denotados por Se 
2l 
os erros componentes variam regularmente em pequenas amplitudes, i~ 
so pode ser escrito aproximadamente por 
onde os K. sao constantes. Há um teorema da estatística matemática, 
1 
chamado teorema central do limite onde, grosseiramente falando, se 
diz que: sob a influência proveniente de várias fontes de erro de 
magnitude compável , a função de densidade de e tende à da No r-
mal quando o número de componentes é aumentado, independente de 
qual densidade os ei individuais possam ter. Para ilustração, a 
função densidade de probabilidade de uma variável aleatória Normal 
é mostrada na fig. 2.7 c, e tem um número de propriedades que dis-
cutiremos resumidamente. 
Um exemplo do efeito do teorema central do limite é ilus 
trado na fig. 2.7. Suponha que urna Única componente de erro e. pu 
1 -
desse tomar os valores -5, -3, -1, 1, 3 1 5 com igual probabilida 
de. Então a ocorrência de erros aleatórios dessa fonte poderia ser 
simulada pelo arremessmo de um dado com -5, -3, -1, 1, 3, 5 ins-
critos nas seis faces. A função de probabilidade do erro dessa 
Única fonte poderia ser representada pela fig. 2.7 a. A função pro 
habilidade dos erros agregados e = e 1 + e 2 + e 3 + e 4 para quatro 
componentes igualmente importantes e 1 , e 2 , e 3 , e 4
, cada um tendo 
esse mesmo tipo de distribuição, poderia ser simulado pela soma to 
tal das quatro faces de dados do tipo mencionado, e é mostrado na 
fig. 2. 7 b. A função de probabilidade do erro agregado é muito se-
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rnelhante à forma da densidade da Normal mostrada por comparaçao na 
fig. 2. 7 c . Quanto mais erros componentes são inclui dos, mais a 
densidade de sua soma se aproxima da Normal. Na prática, a densida 
de do erro e não será exatamente Normal. Não obstante, tal supos.:!:_ 
ção fornece uma aproximação que e bem adequada para nossos propósl 
tos. 
I I I I I I I 
-5 -3 -I 3 5 
(a l 
1-
-20 -10 o lO 20 
( b) 
( c ) 
Fig. 2.7 O efeito do teorema central do limite 
e a densidade Normal: 
a) função de probabi 1 idade de erro e 1 
proveniente de uma Única fonte. 
b) função de probabi J idade do erro 
e ~ e1 + e2 + e 3 + e~ provenien-
te de quatro fontes independentes. 
c) função de densidade Normal. 
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Qualquer variável aleatória com função densidade Normal 
e completamente especificada por duas medidas: a média ~ e o des-
vio padrão a. A fig. 2.8 ilustra esse ponto, onde vemos que a Nor 
mal é simétrica em torno de sua média 1J • Também veremos corno odes 
via padrão a mede a sua dispersão. O valor o mede a distância do 




/Ponto de Inflexão 
}J= 120 




o 10 20 '3Q 40 50 60 70 80 90 100 
( d) 
Fig. 2.8 Função Densidade Normal 
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ponto de inflexão é aquele onde a curva muda de convexa para conca 
va. As Figs. 2. 8 h , 2. 8 c e 2. 8 d mostram densidades com médias e 
desvios padrões respectivamente dados por ~ = 40, o= 10; ~= 120, 
o = 10; ll = 50, a = 20, e que tem a mesma forma. 
Conforme ternos v~sto, probabilidades podem ser medidas 
por áreas sob a curva da função densidade. Para a Normal, cerca de 
um sexto das observações na população excederá a média por um des-
vio padrão ou mais. Isso significa que a área sob a curva para a 
direita da linha vertical marcada com lJ+O contém cerca de um sex 
to da área total sob a curva (fig. 2.9 a). 
Ajpcox;madamente ~ 
Aproximadamente Aproximadamente 
Ap cox i ~a d_a_m=e=n=t:.e~ ;L_i_!2;i;?22,__ dõ ---.._:-"Z< __ _,_ __ U>.;.J__ J-o 
~:f't:T fJ )J+a 
(a) 
,., + 2 O' ,., 
( b) 
F i g. 2. 9 Areas sob a função densidade Normal. 
Uma outra maneira de dizer isso é que a probabilidade de 
uma única observação y exceder o valor ~+a e cerca de um sexto. 
Por causa da simetria, também é verdade que cerca de um sexto das 
observações tem um valor menor que ~-o , com afirmações inteira-
mente paralelas. 
Aproximadamente 1/40 das observações em uma popul -~~ 
normal excedem a média por dois desvios padrÕes ou mais. Isso 
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nifica que a area sob a curva e para a direita da linha vertical 
marcada por ~ + 2o contam cerca de 1/40 da área total sob a cur-
va. Urna outra maneira de dizer isso é que a probabilidade de que 
qualquer observação simples y exceda o valor ~ + 2cr e cerca de 
1/40. Então, para as funções de densidade (b), (c) e (d) da fig. 
2.8, as probabilidades de se observar um valor que excede 60, 140 
-e 90, respectivamente, tem para cada uma delas um valor muito pro-
ximo a 1/40 ou 2,5%. 
Se nós considerarmos desvios da média em ambas as dire-
çoes, nos podemos dizer que, para uma variável aleatória Normal, 
cerca de 1/3 (= 1/6 + 1/6) das observações desviam da média, emuma 
ououtra direção, por um desvio padrão ou mais. Também cerca de 
1/20(= 1/40 + 1/40) desviam da média em uma direção ou em outra 
por dois desvios padrÕes ou mais. Quando ambas as direçÕes ·são con 
sideradas, as probabilidades são ditas bi-caudais, caso contrário, 
mono-caudais. 
Frequentemente nós precisamos de probabilidades associa 
das com desvios da média diferentes daqueles de um ou dois desvios 
padrões. 
Probabi I idade de que uma observaç-~o 
a mêd i a por :z desvios padrão 
ou mais. 
Fig. 2.10 Probabilidade mono-caudal observdda 
na tabela 2.2 
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A tabela 2.2 mostra a probabilidade, expressa com um decimal, de 
uma observação individual y se afastar da média ~ na direção posi-
tiva por z desvios padrões ou mais, para vários valores positivos 
de z. Então a tabela registra a área sombreada na fig. 2.10, e for 
TÁBE LA 2,2 - Di~ribuiçâ'o Normal (mono-caudal} 1 
Proporção (A) da érea total que está é direita da ordenada X = Jl + z a [ 2 :::: ( X - Jll I q J 
Dewio PF6fixo o.oo O. OI 0.02 0.01 '·" 0.05 0.06 0.07 0.08 0.09 Prefixo Desvio 
0.0 0.3 = 9W '" •w "' '" "' "' "' M> 0.4 '·' '·' '·' "' "' "' "' "' "' "' '" ~· '" 0.4 '·' '·' '·' '" "' "' "" 052 "' '" "' '" "' '·' 0.2. '·' '·' "' '" "' '" "' "' 3" 3" 3>0 
.., '·' 0.4 ... "" "' 336 300 "' "' '" "' "' '·' 0.4
0.3 0.3 "' 
,, 
'" '" '" "' "' '" '" "' '·' '·' 0.6 ' ' '" '" '" M> '" "' "' 3>< '" "' M '·' "' "' "' "' 296 '"' ~36 '" "' "' '·' '·' '' ,, "' "' '" '" 003 "' '" m "" '" '·' '·' M '·' "' 4 "' '" "' "' '" "' 635 '" '·' 
'·' "' "' "' "3 "' "' ... '" '" "' LO '·' m "' '" '" "' 2Si "' "' "' 110 '·' 1.1 .., '·' "' "' "' '" 0'3 "' "' "' 003 '" 0.0 ,, .., 0.0 ... '" '" '" '" '" ... 633 '" '" ,., ... "' "' "' "4 "' 735. "' "' ... "' L4 .., '" '" '" ·~ "' ~ 39< "' "' 339 >.3 •• "' "' ~26 3" 303 "3 "3 <>3 <63 "' •• '·' "' .,, "' "' "' "' "' 3 .. m 367 1.3 '·' "' "' "' 336 "' "' "' 303 3" "' '·' " m '" ,. "' '" '" '" "' '" "' ..
" '" m "' "' '" '" '" "' , .. "' ,, u '" "' "" >M '" "' '" '" "' "' ,, , "' "' "' m 1~5 122 "' "' m "' 0.0 , "' . 0.0 "' >M '" ~ "' '" '" ... "' '" '·"' 3.3 H '·"' 820 "' "' "' '" "' '" "' '" '" 3.6 2> '" "' '" "" "' '" "' '" "' .. , 3.3 ... ... "' "' "' "' "' "' "' "' "' 2.6_ Ll '" "' '" "' '"' '" '" '" "' '" " " "' , .. "' '" 216 '" '" "3 "' '" '·' , 0.00 "' "' "' '" ·~ "' '" "' '" "' 0.00 '·' 
1 • Adaptado de Davies {1956}, condensado e adaptado da Pearson e Hart)ey (1954). 
27 
nece uma probabilidade mono-caudal. Nota-se que quando z=l, nos te 
mos p = 0,1587, que é aproximadamente um sexto, e quando z=2, nós 
obtemos p = 0,0228, que é cerca de 1/40, conforme dito anteriorrnen 
te. 
A tabela pode ser usada para outros propósitos;por exe~ 
plo, se nós precisarmos da probabilidade de que uma observação caia 
entre z1 e z 2 desvios padrÕes da média, nós queremos a área sornbrea 
da na fig. 2.11 a. Essa área pode ser encontrada na tabela da Nor-
mal, como a diferença entre a área sombreada na fig. 2.llb e a 
area sombreada na fig. 2.11 c. Neste exemplo, os desvios são ambos 
positivos. Quando são negativos, o mesmo cálculo pode ser feito co 
mo se ambos fossem positivos. 
( o) 
(b) 
Fig. 2.11 Area (a) como a diferença entre 
áreas (b) e (c). 
A probabilidade de que uma observação caia entre 
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lJ- z a 
l 
e ~ + z 2a é obtido somando as áreas obtidas da tabela, corno ilUs-
trado na fig. 2.12 b e 2.12 c. 
~ ~+ZLó' ~ ..-+z2 o 
( b) !c l 
sombreada (a) - da> -Fig. 2. 12 A are a em e a soma areas 
sombreadas em . ( b) e (c) . 
Estimativa da média e desvio padrão - Vemos que para ter completo 
conhecimento de uma população com densidade Normal, nós temos de 
conhecer somente sua média lJ e seu desvio padrão a. Também chama-
mos a atenção para o fato de que na prática, nunca temos disponi -
vel a população dos resultados e assim nós nunca conhecemos lJ e a. 
O que nos ternos e uma amostra de umas poucas observações com as 
quais nos gostaríamos de fazer afirmações probabilÍsticas acerca 
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da população ou equivalentemente (se assumida normal) acerca de ~ 
e a. Nós podemos fazer isso calculando estimativas de ~ e a atra-
vés de nossa amostra limitada de observaçÕes. 
Suponhamos que nós tenhamos uma pequena amostra de n ob 
servaçoes y 1 , y 2 , ... ,yn. Então, uma estimativa da média~ da pop~ 
lação é fornecida pela média amostra!. 




n E Yi 
i=l 
2 





O desvio padrão amostra!, chamado s, e a raíz quadrada positiva da 
variância amostrai. 
cáLculo de y e s - Para ilustrar os cálculos da média amostra! e 




yi y y.- y (y i - y) 1 
66.1 65.2 0.9 0.81 
63.7 65.2 -1.5 2.25 
65.8 65.2 0.6 0.36 
64.8 65.2 -0.4 0.16 
65.7 65.2 0.5 0.25 
66.3 65.2 1.1 1.21 
64.8 65.2 -0.4 0.16 
65.2 65.2 0.0 0.00 
64.3 65.2 -0.9 o. 81 
65.3 65.2 0.1 0.01 
0.0 
10 - 2 
Soma 652.0 652. o 6.02= E (y1
-y) 
i=l 
TABELA 2.3 - cálculo de Y e 
Para a média amostral, nós t~mos 
n = 10 L yi = 652 
de forma que g = 
652 65.2 lif = 
. - amostral e, para a var1.ancia ' ,. 
9 
- 2 s2 6.02 - 0,67 n-1 = E(yi-y) = 6.02 = -9- = 
e portanto S = 0,82 
Um cálculo curto para estimar o desvio Padrão - Com OPEV, deseja-
se simplificar os cálculos ao máximo. Cálculos de y sao bastante 
simples, e, embora o cálculo para S nao seja dificil, é mais fá-
cil, e suficiente para o nosso propósito, usar o método baseado na 
amplitude (a diferença numérica entre a maior e a menor observação 
na amostra). Por exemplo, a amplitude da amostra 
20, 4, 37, 15, 18, 39 
e 39-4 = 35. {Ver fig. 2.13a). Quando os números negativos ocorrem, 
o sinal já estará sendo levado em conta. Por exemplo, a amplitude 
da amostra 20, -4, 37,-15, 17,-39 e 37-(-39)= 76 (Verfig2.13b). 
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lei I • I • •• I ••I o lO 20 30 40 
76 lbl 
-40 -30 -20 -10 o lO 20 30 40 
Fig. 2.13 As amplitudes de duas amostras. 
Supondo que as observações provem de uma Normal, nós ~ 
demos estimar a multiplicando a amplitude por um fator w que va 
ria de acordo com o número de observações na amostra . Os valores 
de w para número de observações entre 2 e 12 são dados na tab.2.4. 
Tabela 2.4. Para estimar o desvio padrão de urna 
Normal, multiplique a amplitude da amostra de n 












11 o o 315 
12 00307 
1Note que, para 2 < n < 10, w é aproximadamente 
igual a l/in. f': útil tal lembrança, pois per-
mite que os cálculos sejam feitos quando a ta-
bela de w não está disponivel. 
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Nós usamos esse método para as 10 observações da tabela 
2.3. A maior observação é 66.3 e a menor é 63.7; a amplitude da 
amostra é então 66.3- 63.7 = 2.6. Da tabela 2.4, w = 0,325 quan-
do n = 10. 
Urna estimativa do desvio padrão da população é, então 
2o6 (0,325) ~ 0,84 
que está bem próximo da estimativa S 0.82 obtido pelo uso 
fórmn i"' de 2 s o 
de 
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Punção densidade de Probabilidade para uma média amostrat - Quando 
sao calculadas as médias de resultados sujeitos a erro, nós esper~ 
mos que a precisão da média aumente quando também é aumentado o nú 
mero de observações em que se baseia o cálculo. Supondo que as ob-
servaçÕes são estatisticamente independentes, a maneira corno a pr~ 
cisão deve aumentar pode ser estudada considerando a densidade da 
média amostra!. Para compreender o significado da densidade de uma 
média amostra!, vamos mais uma vez imaginar que os resultados de 
uma populaç~o hipotética são escritos em bilhetes de uma urna. Se 
existe independência para as observações,a tiragem de uma amostra 
de n observações é simulada pela retirada aleatória dos bilhe-
tes da urna. Suponhamos que nós estejamos interessados na densida-
de da média de amostras de tamanho n = 4. 
NÓs podemos imaginar que tiramos urna amostra de 4 bilhe 
tes, calculamos a média, recolocamos a amostra na população ( os 
quatro bilhetes na urna), tiramos outra amostra de 4 bilhetes, cal 
culamos a média dessa amostra, e assim por diante, até que tenha 
sido tirado um número muito grande de amostras de tamanho quatro. 
Suponhamos agora que à rreàida. que cada média amostral é obtida, seu 
valor é escrito em outro bilhete, e que esses bilhetes com as rnê-
dias são colocadas em uma segunda urna. Esses bilhetes representam 
a população das médias de quatro retiradas da primeira população. 
Que tipo de densidade teria essa segunda população? Como as carac-
terísticas dessa densidade amostral dependeriam da original? Vamos 
supor que a média da população original fosse ~ e a sua variância 
2 a • Então, independente da forma da densidade das observações ori 
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1 - A média da função densidade das médias amostrais seria ~' a 
mesma que a média da população original. 
2 - A variância da função densidade de probabilidade das médias 
. amos trais seria 2 a /n, um n-ésimo da variância da população 
original (no caso, a
2 
/4). Em sÍmbolos, se V(y) = a 2 , então 
- 2 V(y) = cr /n, onde V denota variância, y denota uma única ob 




, •.. ,yn.R~ 
sulta, naturalmente, que o desvio padrão de Y (a raiz quadrada 
da variância) será a;;n-. 
Se a população original tivesse densidade Normal, a me-
dia amostral também teria. A medida que é aumentado o número de ob 
servações independentes na amostra, a média amostral utilizada co-
mo estimativa de 11 tem a sua precisão aumentada. Vejamos, como ex~ 
plo, o caso em que o rendimento individual em algum processo é urna 
variável aleatória Normal, com média 11 = 65 e desvio padrão a= 1. 
A fig. 2.14a mostra a função densidade Normal original para os re-
sultados individuais, a função densidade Normal resultante da me-
dia de 4 observações (oorn desvio padrão igual a 1/2) e da média de 16 ob 
servações (com desvio padrão igual a 1/4}. 
Na ilustração anterior, a densidade original era assumi 
da Normal. Suponhamos agora que não seja! Então a densidade de y, 
embora tenha média 11 e desvio padrão vj;n- 1 não sera exatamente 
Normal. Entretanto, tenderá rapidamente à forma Normal com o aumen 
to do tamanho da amostra. A razao e que: 
• • 
62 63 64 
62 63 64 






Densidade das médias de 4 observações 
66 67 66 69 
medias de 4 y 1 s 
dos y 1 s individuais 
66 67 66 69 
a) Função densidade Normal para observações indi~iduais, médias de 
4 e de 8 observações de um processo de produçao. 
b) Densidade de observações individuais e médias de 4 observações. 
n 
onde todos os Ki sao iguais a 1/n. Então, o teorema central do li-
mite anteriormente mencionado garante que a densidade de y se 
aproxima da forma Normal com o aumento do tamanho da amostra. Isso 
é ilustrado na fig. 2.14b. A densidade das observações individuais 
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(com média ~ = 65 e desvio padrão cr = 1) nao é Normal. A corres 
pendente densidade das médias de quatro observações tem a mesma mé:li.a 
com metade do desvio padrão, conforme esperado, e sua forma já é 
bastante próxima à de uma Normal. 
Felizmente, em nossas aplicações, nos quase sempre que-
remos fazer afirmações probabilisticas a respeito de médias e -nao 
de resultados individuais. Por causa do efeito observado no teore-
ma central do limite mesmo nos casos em que população dos resulta-
dos não é exatamente Normal, sua tabela dá boas aproximações para 
a densidade das médias. 
Média e Variância de Variáveis AleatÓrias -. Essas médias nao sao 
fixas, mas variam aleatoriamente de um ciclo para outro. Quantida-
des com esse comportamento tem uma função de densidade e são chama 
das "variáveis aleatórias". Vamos supor que haja p variáveis alea 




é chamada "combinação linear" das variáveis aleatórias y1 ,y2, •.. yp , 
sendo que ·L também ê urna variável aleatória. 
Devemos nos lembrar da importância da suposiçao de inde 
pendência estatística. As variáveis aleatórias y 1 ,y2 , .•. ,yp sao es 
tatisticamente indepenàentes se a probabilidade de que yi exceda 
algum valor particular não depende dos valores dos outros y's!. 
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A média de uma variável aleatória que seja combinação 
linear de outras é a mesma combinação linear das médias das respeE 






Em mui tas de nossas aplicações de. OPEV nós podemos assumir que os 
y
1 
são independentes. Se for possível tal simplificação, então a 
variância da combinação linear 
L .l.lyl + .1.2y2 + ... + .l.py p 
é dada por 
V (L) 
2 2 2 2 .~_2 0 2 ~ .1.1°1 + !2a2+. • .+ 2.3 p p 
Frequentemente nos precisamos conhecer a média e a va-
riância da soma ou diferença de duas quantidades que variam alea-
toriarnente. Sejam y e Z duas variáveis aleatórias independentes, 
com médias ~ e ~ e com variâncias y z 
2 2 




~ ~y + ~z ~y-z 
~ ~ - ~z y 
2.4 
2 2 2 2 2 2 
"y+2 
~ 
" + "2 " ~ "y + "2 y y-z 
Essas fórmulas sao casos especiais da combinação linear das varia-
veis Y e z. 
y - z 
~y-z 
~ 
V(y-z) ~ " 
(l) y + (-1) z, tal que 




" + y 
Erro padrão - Em particular, se as variâncias dos yi 
ig,uais, 




Se oy nao é precisamente conhecida, podemos substitui-lo por uma 
estimativa sy e nós nos referimos então ao desvio padrão estimado 
de L 
( t~ + t; + . . . + 2.7 
com o erro padrão e nos o escrevemos como E.P.(L). Para escrever 
uma expressao para o erro padrão de uma dada quantidade de interes 
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se, nós procedemos como segue: 
1 - Escrevemos o desvio padrão da quantidade de interesse em ter-
mos do desvio padrão a de observações individuais (usando 2.3) 
2 - substituímos a estimativa de a nessa expressão. Por exemplo, 
.vamos supor que precisamos do erro padrão da diferença de duas 
médias amostrais y 2 - y1 , cada qual baseada em n obser~s 
independentes, e suponhamos que nós temos uma estimativa s de 









O erro padrão de _Y2 - y 1 e, portanto, 1.414s 
tes de dois erros.padrão para - + sao -
/.fil, e os 




Testes de significância - Vamos supor que nos tenhamos examinado 
um produto que há bastante tempo vem sendo fabricado sob condições 
padrões. Essa experiência anterior nos revela que as observaçÕes 
individuais do rendimento y variam independentemente com uma den 
sidade Normal com média 1-1
0 
= 65 e com desvio padrão a= 1. 
Vamos admitir que a fábrica paralizou por um período du 
rante o quril é feita uma modificação, na esperança de que o rendi-
mente seja -3.umentado. ApÓs o reinício da fabricação, são feitas 
algumas ob . :..ervações para questionar se a respectiva densidade tem 
• 
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a mesma média ~O = 65 como anteriormente ou o valor verdadeiro da 
nova média ~l maior que ~O = 65 ? Vamos supor podermos 
que o desvio padrão seja essencialmente o mesmo. 
esperar 
Um estatístico expressaria o problema dizendo que há 
duas suposições acerca do processo modificado: uma hipótese onde a 
densidade das novas observações é Normal com média ~ = 65 e des-
via padrão a= 1, e uma alternativa,onde a função de densidade se 
deslocou para uma nova média ll maior que lJo = 65, mas com o mes-
mo desvio padrão o = 1. Vamos supor que nós temos uma amostra de 
n=4 observações após a modificação, e que a média dos rendimentos 
da amostra é y = 65.4. NÓs usaremos essas observações para testar 
a hipótese de que a média u da densidade das novas observações era 
~O' contra a alternativa de que mudou para algum outro valor ~l 
maior que ~O = 65.0. Para testar a hipótese, nós a supomos verda-
deira. Se, assim procedendo, os resultados se tornarem razoavelmen 
te coerentes, não há nenhuma razão para duvidar da hipótese e nós 
dizemos que ~l > ~O não é estatisticamente significante. Se, por 
outro lado, a adoção da hipótese conduzir a resultados pouco acei-
táveis, deveremos abandonar a hipÓtese em favor da alternativa, e 
nós dizemos que ~l > ~O e estatisticamente significante. 
Se a hipótese é olhada como verdadeira, então as quatro 
observações feitas após a modificação têm cada uma, densidade Nor-
mal com média ~O = 65.0 e um desvio padrão a = 1. A média amos-
tra! das n=4 observações tem portanto uma densidade Normal com mé 
dia ~ = 65.0 e desvio padrão a= 0.5 (já que o o/In~ o/14 ~ 0.5). 
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A fig. 2.15 a mostra a média amostral observada de 65.4 (indicada 
por um ponto) em relação à função de densidade Normal de referên -
cia, centrada em 65.0 e com desvio padrão 0.5. Seria razoável con-
siderar y = 65.4, com um membro típico dessa população, sob a hi-
pÓtese ? Desde que a média y = 6 5. 4 caia sob a parte mais central 
da densidade de referência, nossa resposta deve ser "sim". A diver 
gência aparente de Y = 65.4 de nossa média não é estatisticam~nte 
significante. Se a média Y fosse igual a 67.0, por exemplo, nossa 
resposta deveria ser "não", e nós poderíamos ter di to que houve uma 






66 67 63 64 65 
(b) 
a) densidade de referência 
66 67 
b) densidade de referência mostrando 
ârea de 2.5% na cauda superior. 
Para tornar essas idéias mais quantitativas, podem ser 
introduzidos niveis formais de significância. Isso e geralmente 
feito considerando a probabilidade específica de conseguir desviar 
y acima de ~O por z desvios padrão . Do nosso conhecimento da 
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Normal, nós sabemos, por exemplo, que as discrepâncias maiores que 
1. 9 6 desvios padrão ocorrem 2. 5% das vezes. Na fig. 2-15 b , o va-
lor Y = 65.98 (onde (65.98- 65)/0.5 = 1.96) separa na cauda supe-
rior uma área de 2.5%, e então corresponde a um valor que é signi-
ficativamente alto a um nivel de significância de 2. 5%. o valor 
y ~ 66.29 onde [(66.29- 65)/0.5 ~ 2.58] seria significante ao ni 
vel de O. 5%. 
Intervalos de Confiança - Testes de significãncia são ferramentas 
estatisticas muito usadas. O molde formal do teste de hipótese es-
boçado anteriormente não é o Único que se ajusta a muitas. situações 
reais. O investigador, atento como ele e a possibilidade de sua m~ 
dia Y observada estar errada, pode estar mais interessado no inter 
valo em torno de Y onde se espera estar incluida a média verdadei-
ra ~. O problema de encontrar um tal intervalo pode ser abordado 
como segue. Nós discutimos anteriormente a questão de testar a hi-
pótese de que a média~ seja. igual a ~o = 65.0 com um dado nivel 
de significância de, digamos, 2.5%, contra uma alternativa mono-
caudal de que u > u 0 
• Equivalentemente, poderíamos ter testado 
a hipótese de que a média verdadeira ~ seja igual a um outro va-
lor hipotético u
0 
contra uma alternativa bi-caudal de que ).1 >l-lo ou 
Extendendo a idéia ilustrada na fig. 2.16, -nos podemos 
imagin~r a função densidade usada como referência se deslocando p~ 
ra a frente e para trás no eixo horizontal, com sua média u toman-
do v~~-~--;:. valores hipotéticos. Haveria um intervalo de valores deu 
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para os quais pareceria que y poderia aceitavelmenteprovir da refe 
rência centrada em ~. Se nos considerarmos como aceitável aquela 
amplitude de valores de ~ que falharam ao fazer o valor de y sign~ 
ficante ao nível de 2.5% em cada lado, então essa amplitude é cha-
mada um intervalo de confiança de 95% para ~ e seus extremos sao 




Ponto final : 







Intervalo de confiança 95 °/0 
654 66.38 
Ponto final 
supenor JJ + 
Fi~. 2.16 Intervalo de confiança de 95% para ll . 
Da fig. 2. 16 a e b nós vemos que os limites de um intervalo de con 
fiança poderiam ser os valores ~ 
+ . e ll , para os qua1s 
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+ y ~ + 1.96 y - ~ = e = - 1.96 
oy oy 
Então + valores ~ e ~ sao os 
y ± 1.96 ay 
Para nosso exemplo, esses limites sao 65.4 ~ 1.96X 0.5, tal que o 
intervalo de confiança de 95% se extende desde 64.42 até 66.38. Um 
































I I I I 
• : I 
I I I I 




I . . I 
I i I 
' 
F lg. 2.17 A rn:opJrcão do terrpJ em que 11 nao está contido oo intervalo de con-
cr e a ( probabilidade de não = a ) . 
,.n 
Em geral, o intervalo de confiança 100 (l-a)% para ll se 
ria dado por 
Y ± z(l-o/2) o/In' 
onde z(l-a/Z) e o desvio da Normal que corta a área do lado direi 
to da cauda em 1/2 a%. Um tal intervalo de confiança tem aproprie 
dade de que, em repetidas tentativas, cobrirá o valor 11 numa pro-
porçao l-a do tempo. 
3 - OPERAÇÃO EVOLUTIVA 
Operação Evolutiva (OPEV) foi proposta por Box(l957) [1] 
e Box e Draper (1969) f2I corno urna técnica de melhoria para rotina 
de processos industriais. Essa técnica usa um ciclo de pequenas v~ 
riações num processo de trabalho cuidadosamente planejado; o pro-
cedimento de rotina consiste em alterar, por turnos, cada uma das 
variáveis e, continuamente, repetir o ciclo. Quase sempre,os efei 
tos dessas mudanças deliberadas nas variáveis são mascarados pe-
los grandes erros inerentes às unidades de produção em larga es-
cala. Entretanto, desde que a produção continue, um ciclo de va-
riações que não afete a produção de modo significativo pode ser 
operado seguidamente e, por causa da constante repetição, o efei-
to de pequenas mudanças pode ser detectado. 
As condições do processo que podem ser alteradas sao de 
finidas por variáveis (ou fabOres) de duas espécies - qualitativa 
e quantitativa. Variáveis qualitativas são relacionados com atri-
butos e não podem sofrer variações em uma escala contínua. Temos, 
como exemplo: tipo de catalizador, tipo de matéria prima, opera-
dor, etc. Variáveis quantitativas, corno temperatura, pressão,con-
centração, velocidade de agitação, etc., podem sofrer variaçõesde 
forma contínua. 
Delineamentos fatoriais são configurações particularmeE 
te úteis e que podem ser utilizadas tanto para variáveis qualita-




examinamos duas variáveis, cada uma delas em dois níveis. Num 
delineamento fatorial 2 3 , examinamos três variáveis, cada uma de 
las em dois níveis. 
Consideremos o seguinte delineamento fatorial 2 x 2: 
.. 
"' " 1-.. 
m "' ... ._ 
"' ... 1-
F i g. 3. 1 
CONCENTRAÇÃO 
A 
Um delineamento fatorial em variáveis 
concentraçao e temperatura 
Um efeito simples é a diferença em resposta entre dois niveis dis 
tintos de um fator quando o outro fator é mantido constante. No 
delineamento da fig. 3.1., y
3 
- y 1 é o efeito simples da conce~ 
tração no nível mais baixo de temperatura. Um efeito principal e 
a medida de dois possíveis efeitos simples. Isto ê, o efeito de 
concentração é: 
A 
O ef€ito principal de temperatura é: 
Interação e a medida da dependência da resposta com a variação si 
47 
multânea dos valores de ambos os fatores A e B. E definida como 
a metade da diferença entre as somas diagonais: 
O seguinte exemplo ilustra a importância da interação 
Suponha que nós obtivemos os seguintes dados de custos unitários 
para nosso exemplo de concentração e temperatura: 
concentração concentração média 
1 2 
temperatura 2 0.50 0.25 0.375 
temperatura 1 0.25 0.50 0.375 
média 0.375 0.375 o. 375 
Se nós limitarmos nossa análise somente aos efeitos principais,t~ 
remos: 
Efeito de temperatura 
- 1 ( Efeito de concentraçao =2 y 2 
Entretanto: 
Efeito de Interação 
Em outras palavras, os efeitos principais são zero devido à média 
de eÍeitos iguais de sinais opostos. Neste caso, somente a intera 
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ção indica o efeito de dois fatores nos custos unitários. 
Erros Padrão para os Efeitos - Os efeitos principais e de intera-
ção são sujeitos a erros provenientes da variabilidade dos valo-
res amostrais. Podemos obter o erro padrão para essas quantidades. 
Por exemplo, a variância do efeito principal é: 
V (A) 
Usando 2. 3. 
V(A) 
+ l -y -
2 3 
Se as amostras sao de n observações, 
2 a /n, 
de forma que 
V(A) = 
Se nós ternos uma estimativa S de a, então 
E.P. (A) = Sj/n 
n 
Na prática, interpretanos os efeitos aparentes apenas se seus er-
ros padrÕes indicarem que tal interpretação é valida. Haverá, por 
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exemplo, dificuldade em considerar um possível significado da in-
teração AB = 5.0 + se os limites de 2 E.P. forem- 7.0. 
Os efeitos principais são obtidos tirando as médias dos 
efeitos simples. Quando esses efeitos simples indicam fenômenos 
marcadamente diferentes (quando há uma forte interação), suas mé-
dias consideradas sozinhas tem pequeno significado, e devem ser 
interpretadas conjuntamente com a interação relevante. Um procedi 
menta seguro para interpretar uma análise fatorial é conforme se-
gue: Suponha que tenhamos um efeito principal A= 5.0 + 2.0, onde 
+ 
- 2.0 se refere aos limites de 2 erros padrão. NÓs imediatamente 
inspecionamos todos os efeitos de interação a dois fatores que e~ 
volvem A. (Para um modelo fatorial 22 haveria somente a intera-
çao AB, mas para um fatorial 2
3
, por exemplo, nós deveriarnmcon 
siderar tanto AB corno AC).Se todos os efeitos de interação envol-
vendo A sao desprezíveis ou estão-absorvidos pelos respectivos 
erros padrão , então podemos interpretar o efeito principal dire-
tamente. Podemos dizer que, para B, C, etc., dentro das amplitudes 
testadas, o efeito de mudar A de um nlvel baixo para um alto é 
5.0 ~ 2.0 havendo um efeito substancial de interação AB=4.0 ±2.0, 
por exemplo, devemos dizer que o efeito do fator A depende do 
nivel de B. 
Referência Periódica às Condições Atuais de Operação - Uma modifi 
cação do delineamento fatorial é a inclusão de um 59 ponto expe-
rimental. Esse ponto é usado para representar as atuais condiçÕes 
do processo corno condições de referência. No início do programa , 
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tais condições serao aquelas dadas nas especificações de operaçao. 
A medida que as melhorias são incorporadas, as condições de opera 
ção deverão mudar. Potencialmente, cada nova fase pode estabei~ 
um novo conjunto de condições. Ao iniciarmos uma nova fase,é útil 
podermos comparar os resultados diretamente com uma referência 
apropriada. Isso pode ser feito retornando à referência uma vez 
por ciclo. Em alguns casos isso significará que um ponto adicional 
é incluído no delineamento, e em outros casos poderá ocorrer que 
as condiçÕe? atuais de operação correspondern a um dos pontos pa-
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I @+Melh~r~s condtçoes 
---2 até então 
conhecidas 
(c) 
' Um delineamento fatorial 2 em relação 
as melhores condições c~nhecidas. 
r 
Para uma resposta em lucro por unidade de material pro-
duzido, e considerando os fatores concentração e temperatura con-




18 21 24 
C O N C E N T R A Ç Ã O (%) 
Fig. 3.3- Amostras de pontos de uma superficie de resposta 
(lucro), onde as variáveis (concentração e tempera-
tura) são fixadas em niveis segundo um esquema fato 
torial 22 com ponto central de referência. 
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Condição concentração temperatura 
o c 


















Tab. 3.1, Lucro {$),para um delineamento fatorial 2
2
, com condi-
ção adicional de referência. 
uma configuração conforme a fig. 3.3. Essa configuração nos dá uma 
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idéia de como se a~resenta a superfície de resposta. Não obstante, 
esse ciclo de variações deve ser repetido um número suficiente de 
vezes para detectar variabilidade das medições em larga escala. Pa 
ra se decidir que a condição mais adequada de operação para uma no 
va fase, é necessário investigar os efeitos de mudanças nos níveis 
da variáveis. 
Quando as condições atuais de operaçao sao incluídos em 
cada ciclo como uma referência, é instrutivo comparar os rendimen-
to médio encontrado durante a operação do esquema OPEV, com o ren-
dirnento que haveria sido obtido se todas as corridas tivessem sido 
feitas nas condições de referência. Independente de onde o ponto 
de referência esteja localizado, uma tal comparação é sempre for-
necida pelo contraste: 
"Resposta média sobre todas as corridas de tun esquema OPEV 11 
menos 
"Resposta média nas condições de referência" 
Esse contraste é chamado efeito de mudança na média. Suponhamffique 
n ciclos tenham sido completados tal que, para cada conjunto de 
condições, podemos calcular uma resposta média baseada em n re-
sultados. Então, como o número de pontos mostrados na fig. 3.2, te 
mos, para o arranjo {a) da fig 3.2. 
Mudança na média 
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Para os arranjos b e c da fig. 3.2 
mudança na média = 
= 
A mudança na média fornece uma medida de custo direto 
acarretado por obtermos informação em qualquer fase particular.Ela 
mede se as condições operadas na presente fase renderam um resulta 
do médio melhor ou pior que as condições de referência.Supondo que 
não tivéssemos operado em um esquema OPEV, e que estivessernos ope-
rando estatisticamente nas condições de referência, a mundança na 
média avalia o custo direto temporário, se houver, de operar o es-
quema e obter informação durante a presente fase. 
Média na fase - Uma quantidade adicional que será útil ao superin-
tendente do processo é a média na fase. t a resposta média sobre 
to&s as condições operadas na presente fase, sendo calculada como 
a média dos resultados em todos os conjuntos de condições. Então, 
para um esquema fatorial sem condição adicional de referência, 
a estimativa da média na fase e (Y1+Y2+Y3+y 4)/4 e, para o delinea-
mento com condição adicional de referência, a estimativa da média 




+Y2+Y 3+Y4 >/S. A mudança na média é, em todos os 
casos, igual a "média na fase" - "média nas condições de referência". 
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Mudança na média para delineamento fatorial 
2 
2 com ponto central de 
referência - Quando as condiçÕes de referência estão no centro de 
um esquema fatorial, corno mostrado na fig.3.2 C, há um pequeno 
custo direto. A razão para isso pode ser vista ao se observar a 
fig. 3.4. Ela mostra a seção de uma possivel superfície de custo 
para a variação na temperatura T. Por causa de sua concavidade, o 
custo nas condições de referência é ligeiramente mais baixo que a 
média entre os níveis mais baixo e mais alto de ternperatura.Então, 
operar nos três níveis custa um pouco mais do que manter as condi-
ções de referência. 
Seção de corte da 
superfície de 
resposta 
Custo di reto de. 





NTvel inferior dU!--J--~,.!!_ível superior de T 
Nível de T para 
a referência 
F i g. 3. 4 Custo direto de OPEV; seção de uma superfície 
de resposta. 
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Corno vemos na fig. 3.4, um ganho potencial permanente , 
via de regra, excederá em muito esse custo temporário. Por causa 
da concavidade de uma tal superfície, a mudança na média será nor-
malmente positiva e estimará um pequeno acréscimo local no custo. 
Semelhantemente, por causa da convexidade de urna superfÍcie típica 
de rendimento, a mudança na média seria quase sempre negativo e es 
timaria uma pequena perda local no rendimento. 
Em geral, para um esquema fatorial 2
2
, com ponto cen-
tral de referência, a mudança na média é uma medida da curvatura 
da superfície, à parte do efeito do erro experimental, será positi 
va próxima a um rninimo e negativa próximo a um máximo. Um efeito 
de mudança na média que exceda seus dois limites de erro e numéri-
camente seja do mesmo tamanho que os efeitos principais, pode in-
dicar que o máximo ou o mínimo estejam bem próximos. 
Quadro de Informações - Com a variação controlada introduzida no 
processo de fabricação, o efeito de seleção é introduzido agrupan-
do os resultados, que sao apresentados continuamente ao superinte~ 
dente do processo numa forma facilmente compreensível. O fluxo de 
informações relativo às várias condições de fabricação é sintetiza 
do em um "Quadro de Informações''. Tal quadro, cuja disposição e 
do tipo apresentado na fig. "3. 5 " pode ser preenchido com giz em 
um quadro negro, com lápis de cera em um quadro plástico branco,l~ 
tras e números magnéticos em um quadro de ferro, etc. o essencial 
é ser fácil substituir suas informações pelas mais recentes. O su-
perintendente do processo pode ver que peso de evidência existe p~ 
Ul -
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fase: 2 m 
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8 lO 12 
terrpo de ej"<ão (S) 
r.á:lias Atuais 
Limites de 2. E.P. 
Médias na fase 
Efeitos OJffi limites Terq:o de EjEÇão 
para 2. E.P. Intervalo entre Ejeções 
T. X I 
Mudarça na Média 
I:esvio pcidrão p:rra as observações individuais 
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Fig. 3. 5 Aparência ào Quadro de Infornações ro fim de 4 ciclos 
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ra mover o esquema de variáveis, quais tipos de mudanças sao inde-
sejáveis pela produção de material com qualidade inferior, quanto 
custa o esquema etc. 
Necessidade de uma comissão OPEV - No capítulo 1 nos vimos como 
OPEV pode ser comparada com um procesSo evolutivo natural. Na natu 
reza, as variações ocorrem expontâneamente, mas em nosso processo 
evolutivo artificial temos de introduzi-las artificialmente. Para 
o processo se tornar realmente eficiente, mais uma circunstânc~ se 
faz necessária, Nós devemos estabelecer uma situação real em que e2 
tejam sempre surgindo novas idéias Úteis. A melhor maneira de indu 
zir uma atmosfera para a geração de tais idéias -é reunir, com in-
tervalos convenientes, pessoas com formação técnica diferente, mas 
que possam opinar sobre peculiaridades do processo. Tais pessoas 
for~ariam uma comissão OPEV. A existência de tal comissão garante 
que os resultados sejam revistos de maneira adequada. Também ga-
rante que a relação das idéias para estudo adicionais esteja dis-
poní~e seja sempre atualizada. A própria revisão gera .novas 
idéias. 
Para uma fábrica química, por exemplo, além do pessoal 
da planta e do superintendente do processo, candidatos a membros 
de tal comissão poderiam ser: 
1) quimico ou engenheiro quimico que possuam algum conhecimento e~ 
pecializado do tipo particular do processo em estudo. Na revi-
são de um programa OPEV, devem ser levados em conta proprielldes 
fisicas equímicas dos produtos principais e subprodutos. A anã-
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lise estatística do "Quadro de in:Êorrnações 11 revela as mudanças 
que ocorrem em todas essas propriedades quando são feitas altera 
ções nas variáveis da operação. Tais mudanças podem sugerir, pa-
ra uma pessoa familiar com a química básica do processo, uma ex-
p~icação do que está ocorrendo. Essas conjeturas podem gerar 
idéias para serem exploradas em fases posteriores. Essas idéias 
podem envolver novas maneiras de manipular variáveis já conside-
radas ou completamente novas. As vezes acontece que um único in-
dício pre9ede toda uma sequência de investigações produtivas ao 
longo de linhas não previstas anteriormente. 
2) Representante do departamento do controle de qualidade, que terá 
a responsabilidade de ver quais mudanças incorrem, potencial ou 
efetivamente, em produção de material fora das especificaçCes ofi 
cialmente instituídas. 
3) Um estatístico, ou pelo menos uma pessoa com algum conhecimento 
de estatística, pode ~judar a interpretar questões estatísticas 
mais difÍcies. Algumas vezes, quando vários fatores produzem in-
terações complicadas, ele pode sugerir o uso de um programa esta 
tistico mais complexo, empregando as idéias da metodologia de 
superfície de resposta. Pela sua formação matemática, também po-
de sugerir direções de melhoria, baseado na medida de curvatura 
da superfície indicada pela mudança na média e respectivo 
padrão. 
erro 
Dificilmente, sem uma comissão OPEV atuante, a técnica 
--.tinuada e levada a bom termo. t; a existência dessa comissão 
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que faz com que o pessoal de gerência e supervisão estabeleça uma 
linguagem comum, dissipe desentendimento, e aceite de forma natu-
ral a continuação da aplicação OPEV. Por mais ênfase que se dê ela 
nunca será suficiente para realmente traduzir quao essencial é o 
bom andamento dessa comissão para o sucesso do uso da Operação Evo 
lutiva. 
FOLHA VE TRABALHO PARA PROGRAMAS OPEV COM VUAS VARIÁVEIS 
Após o estudo do quadro de informações ao final de um 
ciclo, o superintendente do processo pode tomar duas decisões bâsi 
cas: 
1} Permitir que o esquema prossiga sem mudança e esperar informa-
ção adicional do próximo ciclo. 
2) Modificar a operação de alguma maneira, começando então uma no 
va fase do esquema O~Ev~ 
O procedimento dos cálculos que sao utilizados para es-
quemas com duas e três variáveis usa o método da máxima amplitude 
para fornecer uma estimativa facilmente calculável do desvio pa-
drão a. A seguinte convenção é empregada quando se usa o delinea 
menta 2
2
• Depois do primeiro e segundo ciclo de cada nova fase é 
empregada uma estimativa a priori de cr obtida das fases anterio 
res. ApÓs completar o terceiro ciclo, interrompe-se o uso da esti-
mativa a priori e o desvio padrão é estimado dos dados da fase em 
curso. 
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No início da primeira fase, não há nenhuma estimativa"a 
prior!'' disponível. Para começar, é calculada uma estimativa do 
desvio padrão a partir de dados históricos. 
Os cálculos diferirão ligeiramente caso um dos conjun-
tos seja uma condição de referência. Nesse caso, o cálculo da rnu-
dança na média se faz necessário, caso contrário não. Se urna condi 
ção de referência for incluída, então fará alguma diferença se es-
sa condição é uma do esquema fatorial ou se é adicional. 
Vamos passar aos cálculos feitos na folha de trabalho 
para um delineamento 2
2 
com condição adicional de referência. Pa 
ra ilustração, mostramos nas fig. 3.6, 3.7 e 3.8 os cálculos fei-
t 2a_ fase d os na e um esquema OPEV aplicado a um processo de ob-
tenção de levedura de cerveja. Nesse processo é investigado o efei 
to de variar o tempo em que a centrifuga libera liquido clarifica-
do e tempo em que a centrífuga libera líquido concentrado, ·usando 
um delineamento fatorial 2
2 
com condições adicionais centrais de 
referência, conforme mostrado no topo da fig. 3.6*. 
Nas folhas de trabalho as condições de referência sao 
mostradas no centro do esquema, e no exemplo utilizado para ilus-
tração, as condições de referência estavam assim localizadas. En-
tretanto, a mesma folha de trabalho e cálculos idênticos poderiam 
ser usados independentes da localização de um ponto adicional de 
referência. 
* O objetivo é maximizar a proporçao entre a concentração do cen 
trifugado e a concentração original da suspensão de células. 
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FATORIAL 2
2 
COM CONDIÇÃO ADICIONAL DE REFER!NCIA 
8 e O 
I 3 I 
n= i 
Projeto ~~ 
l.. Cid o Fase 
--A- Resposta {<r«-e~ Data 6/6/1 g 
CÁLCULO DAS M~DIAS CÁLCULO DO DESVIO PADRÃO 
Condições de Operação (O) (I) (2) (3) (4) Estimativa a priori de a = "-0.3{,) 
Q) Soma do ciclo anterior Soma anterior S = 
I 
fti) Média do ciclo snterior Média anterior S = 
(,)r i.g3 6.f9 5.65 8 .j L/ -(ili) Novas observações Novos = amplitudes X fS,n = 
(iv) Diferenças (ii)- (iii) g .IL( Amplitude = 
U9 G.g9 ~.65 (v) Novas somas ~.H Nova soma S = 
6.21 t.R1 /;,ff r;. 65 
g.tf nova soma S 
(vi) Novas Médias: y1 Nova médias = = n. I 
•" 
CÁLCULO DOS EFEITOS CÁLCULO DOS LIMITES DE 2 ERROS PADRÃO . 
Média na Fase =·1/5(5'0 + Yt + Yz + Y3- + Y4) = 6.7·6 '] ;I-2 =i o. 'tJ'! 1-ParanovamédiaS:± Vn s· . 
(A) Efeito = I/2IY2 + Y3 - YJ - l'4l = _i,)i/3 
.. 
1.2'-13 2 · = ± o. P'I'J (B) Efeito = I/21Yz + Y4- YJ - l'iJ = Para novos efeitos: ±--s vn . 
(AB) Efeito = I/2IYI + fz - Y3 - Y~ = - 1.79 =i{}, 61J8 f Para mudança na média: ± ~ S 
o.lJ9 7- •• Efeito·demud:utçanamédia =Média na fase- )10 = 
. 
TABELA DE FATORES DE MULTIPLICAÇÃO · 
• I 2 3 4 5 6 1 8 9 lO 
. 
f5,n 0.30 0.35 0.37 0.38 0.39 0.40 0.40 0.40 0.41 
1/n 1.00 0.50 0.33 0.25 0.20 0.17 0.14 0.12 O .li 0.10 
1/(n ·I) 1.00 0.50 033 0.25 0.20 0.17 0.14 0.12 0.11 
2/vn 2.00 1.41 I.IS 1.00 0.89 0.82 0.76 0.71 0.67 0.63 
1.79/yn 1.79 1.26 1.03 0.89 0.80 0.73 0.68 0.63 0.60 0.57 
Fig. 3.6 - Folha de Trabalho para um programa OPEV com 2 variáveis. 





CÃLCUW DAS MIÔDIAS 
Condições de Operação (O) (I) (2) 
Q) Soma do ciclo anterior (,.J.t (,.f9 r;,rg 
fü) Média do ciclo anterior 6J I u~ í.eq 
(üi) Novas observaçõe.s H) e .ijS e.fs 
(iv) Diforenças Qi)- Ctii) -J.s-/, _J,s6 _j.Sb 
(v) Novas somas il{./0 is.Jlj {r;.Jq 
(vi} Novas Médias: fi f-05 j.bi t.bl 
. 
CÃLCULO DOS EFEITOS 
MédianaFase= l/5fY0 +Y1 +Y2 +Y3 +Y~ 
(A) Efeito ~ l/2cY 2 + Y 3 - Y 1 - Y ~ 




COM CONDIÇÃO ADICIONAL DE REFER!NCIA 




CÃLCÍJLO DO DESVIO PADRÃO 
(3) {4) Estimativa a priori de a - ""O. 3 {,f. 
5.4r !1.UI Soma anterior S = 
õ.6s . 8.1 'I 
Média anterio~ S = 
5.65 9.01 Novos = amplitudes x fS,.n 0.1/6~ = 
- _o.q3 iJ5 Amplitude = 
JJ.30 jf.JD Nova soma S J. /IÜ; = 
5.6 'i 8-bO Nova médias = nova soma S o.fbÍ = 
n-1 
CÃL(ULO DOS LIMITES DE 2 ERROS PADRÃO 
= t. 32 g 2 _-ro.51J* 
Para nova média S: :f T S 
=·_J,f!H - n 
t 
i.'/15 2 +O. sJJ = Parn novos efeitos: ± s =-- . ,Yn 
{AB) Efoito = l/26'1 + y2 - y3 - ·~ . - (). H f 1.79 . f 1' =:!: o.fs Para mudança na média: ± V n .S 
Efeito de mudança na média = Média ns fase _:. Y 
0 
o. J_.g.(} = . . .. 
TABELA DE FATORES DE MULTIPLICAÇÃO . . -. 
•· I 2 3 4 5 6 7 8 .9 lO . 
. 
f5,n 030 035 031 038 039 0.40 0.40 0.40 0.41 .. 
1/n 1.00 050 033 0.15 0.20 0.17 Ó.l4 0.12 0.11 0.10 
ií(n -I) 1.00 050 033 0.25 0.20 0.17 0.14 . 0.12 0.11 
2/-./n 2,00 1.41 1.15 1.00 0.89 0.82 0.76 0.71 0.67 0.63 
' 1.79/-./n 1.19 1.26 1.03 0.89 ~.80 0.73 0.68- . 0.63 . 0.60 051 
Figura 3.7 Folha de Trabalho. para. um programa O?EV com 2 variáveis 
cãtculo para o ciclo 2 
' 
' 
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FATORIAL 2
2 
COM CONDIÇÃO ADICIONAL DE REFER~CIA 
8 •o 
I 3 I Projeto &,j,;p.?t 3 :_ Cicio n= Faoe 
--A- Resposta ~ Data 13/ot/l<f' 
CÁLCUW DAS MÍDIAS CÁLCULO DO DESVIO PADRÃO 
Condições de Operação (O) (I) (2) (3) (4) Estimativa a priori de a =~o-36:1_ 
(i) Soma do ciclo anterior Í~-10 t5.31( J >3f 1!.30 H.JO Sorna anterior S = {),!ftb 
(ti) Média do ciclo anterior f.os 1.0 H/ 5./,[ ~.foo Média anterior S = O .f( 6 Í 
(ili) Novas observações 1.lo bJ1 6.5g s.qt /.51 Novos = amplitudes X fS,n = o. 5Cj f 
- 0,/5 J.~O 1-0~ -~· l i. O~ 1. tO .f (;v) Dif•renços ('u)- ('tii) Amplitude = 
(v) Novas somas li-JO ~Hl JJ.q~ l1.Jb lf.ll Nova soma S L06f = 
j-.(0 1.JO t-3J s. 15 g,Jlf nova soma S iJ, S31.. (vi) Novas Médias: fi Nova médias = = 
n-1 
CÁLCULO DOS EFEITOS CÁLCULO DOS LIMITES DE 2 ERROS PADRÃO 
Média na Fase= 1/5(5'0 + Yt + Yz + Y3 + Y4) = 1.1JJ 2 =±o.GJf Para nova média S: ± .../ n S 
. -Lt11 (A) Efeito = l/26'2 + Y3 ~ Y'1 ~ Y' ~ = . . 
. +0.6if t .Jrf 2 
(B) Efeito = l/26'2 + Y4 ~ Y'1 ~ Y';Jl = Para novos efeitos: ±-S vn 
(AB)Efeito = 1/26'1 + Y2 ~ Y3 ~ Y' ~ = o. J 59 1.79 ± rJ. PrJ • Para mudança na média: ± -::.;-- S = 
n . 
Efeito·demud:mçanàrnédia =Média. na fase- Y
0 
= o.oJ l 
. 







I 2 3 4 5 6 7 8 9 lO 
0.30 0.35 0.37 0.38 0.39 0.40 0.40 0.40 0.41 
1.00 050 0.33 0.25 0.20 0.17 0.14 0.12 0.11 0.10 
1.00 050 033 0.25 0.20 0.17 0.14 0.12 0.11 
2.00 1.41 1.15 IDO 0.89 0.82 0,76 0.71 0.67 0.63 
1.79 1.26 1.03 0.89 0.80 0.73 0.68. 0.63 0.60 057 
Figura 3.8 - Folha de Trabalho para um programa OPEV com 2 variáveis 
Cálculos para o ciclo 3 
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VETALHES VOS CÃLCULOS NAS FOLHAS VE TRABALHO 
Examinaremos uma folha de trabalho preenchida após com-
pletado o primeiro ciclo. Desde que não há observações disponíveis 
anteriormente, as linhas (i), (ii) e (i v) dessa folha são deixadas 
em branco. As 11 novas observações" do ciclo 1 para cada conjunto de 
condições de operação são inseridas na linha (iii). Esses mesmos 
números são também escritos nas linhas (v) e (vi) porque, corno há 
urna única observação, "Novas Somas" e"Novas Médias" são as próprias 
observações. o desvio padrão a nao pode ser estimado dos dados de 
um Único ciclo, e o que deveria estar no "Cálculo do Desvio Padrão 11 
é deixado em branco, exceto a estimativa previa do desvio padrão 
(0.362), que e inserida na primeira linha. As entradas sob "Cálcu-
lo do Efeitos" podem ser feitas usando os números na linha (vi)que, 
para o primeiro ciclo, são as próprias observações. As entradas no 
"Cálculo dos limites àe2E .P." são obtidos substituindo a estimativa 
a priori de cr = 0.362 por S. (O asterisco na folha indica o 
uso da estimativa prévia). As constantes z;;n- e 1.79/;n-, neces 
sãrias para esses cálculos, são dadas em uma tabela no lado infe-
rior da folha. 
As médias, efeitos e os limites de 2 E. P. podem ser trans 
feridos para o quadro de informações para exibir a situação em que 
se encontrava o programa OPEV no fim do ciclo 1. 
Tão logo os dados do ciclo 1 estejam disponiveis, nós po 
demos formar uma primeira estimativa de o baseado nos dados da fase 
atual. A folha de trabalho preenchida para o segundo ciclo se encon 
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tra na fig. 3. 7. Os cálculos para todos os ciclos subsequentes se 
guem o mesmo algori tim:>; 
Passo 1: Os dados da linhas (v) e (vi) da folha de trabalho do ci-
elo anterior são transferidos para as linhas (i) e (ii) da 
de trabalho do presente ciclo. 
folha 
Passo 2: As observações para o presente ciclo sao inseridas na li-
nha (iii). 
Passo 3: caaa entrada na linha (iii) é subtraída da entrada na li-
nha (ii) e o resultado com o respectivo sinal é inserido na linha 
(iv). Essas diferenças indicam quanto cada observação atual difere 
da média da experiência até então. 
Passo 4: O resultado obtido pela soma da linha {i) com a linha(iii) 
entra na linha (v}. 
Passo 5: A "nova média" na linha (vi) é obtida dividindo o regis-
tro da linha (v) por n (número do ciclo). 
Passo 6: o "cálculo dos efeitos" é realizado no espaço 
usando novas médias da linha (vi). 
designado 
Passo 1: A maior e a menor diferença observada na linha (iv) sao 
sublinhadas. A diferença entre esses valores sublinhados é a ampli 
tude (1.55 para o ciclo 2) e entra no lado direito da linha (iv). 
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Passo 8: A amplitude na linha (i v) é multiplicada por um fator f,Sn* 
para obter a estimativa S de cr dada por esse ciclo. Essa esti-
mativa entra na linha (iii) como "Novo S". 
Jã que ao fim do ciclo 2 nenhuma estimativa prévia do 
desvio padrão era disponível a partir dos dados, os ítens "sorna an 
terior S" e "média anterior S" são deixados em branco e os regis-
tros para "Nova soma S" e "Nova média S" são idênticos àqueles da 
linha (iii) . 
Essa estimativa do desvio padrão após o segundo ciclo 
nao e muito confiável e não é usada ainda. Ela é, registrada e com 
binada com uma estimativa semelhante da fase seguinte antes de ser 
utilizada para calcular os limites de 2. E.P. Os limites para o 
ciclo 2 são normalmente obtidos da estimativa a priori de a=0,362J 
conforme indicado por asterisco. 
As médias ~tualizadas, os efeitos e os limites de 2.E.P. 
mostrando as situações no fim do segundo ciclo são agora transferi 
dos para o quadro de informações. 
No fim do terceiro ciclo já podem ser efetuados todosos 
cálculos para registro na folha de trabalho. Os passos adicionais 
sao como seguem: 
Passo 9: o valor 11 Novo S" na linha (iii) é somado a "soma anterior 
S 11 na linha (i) e o resultado é registrado na linha (v), como "No-
*Ver cálculo rápido do desvio padrão amostrai no capitulo 2. Em 
fS,n 5 se refere ao número de condições investigadas e n se re 
fere ao número do ciclo. 
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v a sorna S". Essa quantidade é então di vi di da por n - 1 para dar 
uma "Nova média S" na linha (vi). 
Passo 10: Os limites de 2.E.P. para as médias e os efeitos usando 
essa estimativa são obtidos substituindo S na equação pelo valor 
em "Nova somaS". As médias, efeitos e seus limites de 2 E.P. sao 
agora transferidos para o quadro de informações para mostrar a si-
tuação no fim do ciclo 3. 
FOLHA VE TRABALHO PARA UM ESQUEMA FATORIAL 22 
SEM CONVIÇDES AVICIONAIS VE REFERÊNCIA. 
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Para um esquema fatorial 22 , o cálculo direto dos efei-
tos e tão simples, que o ·vso do algoritmo de Yates * deixa de ser 
vantajoso. Uma folha de trabalho para tal uso é mostrada na fig. 
3.9. Nessa ilustração, os dados anteriores para o primeiro ciclo 
foram utilizados com a omissão das condições centrais, e supondo 
que as cond~ções para o vértice 2 são as condições de referência • 
Os cálculos procedem essencialmente como antes. As únicas diferen-
ças sao: 
1 - Os fatores f sao aqueles apropriados para conjunto de qua 4,n 
tro condições, ao invés de cinco. Valores apropriados de 
sao mostrados em uma tabela no canto superior esquerdo da 
lha de trabalho. 
f 4,n 
f o-
2 - Como sempre, o efeito de mudança na nlédia é dado por "média s~ 
bre todas as condições" - 11 média nas condições de referência" . 
No exemplo particular, isso poderia corresponder ao contraste 









). Os limites para o erro podem ser calcu-
lados como: 
V (nun) 
* Ver capítulo 4. 
• 
2 FATORIAL 2
2 SEM CONDIÇÃO ADICIONAL DE REFERi!NCIA 
a do 
lksposta. 






• CÁLCULO DAS Ml:DIAS CÃLCULO DO DESVlO P ADRÀO 
Condições de Opemçõcs (I) (2) (3) (4) Estim::Jth>a a priori de o -~o.J(,,) 
f>) Soma do ciclo_anterior Soma anterior s " . . 
(il) Média do ciclo anterior Mérlia anterior S • 
(iü) ~o.vas observ~õe~ G,.gg U!J s.6 5 R.!f Noro S "' amplitttde x f4,n " . 
(i v} Diferenças (i i)· (iil.') Amplitude • 
(v) Nows somas h·fl b·rl 5.6 5 R.JI( NoVll. soma s • 
noVll som.s S 
(\i) Nons mEdias 6. ílq 6.qq H5 Wi Nma m&Ha s = = --n-. 1- - -
CÁLCULO DOS_ EFEITOS USANDO O ALGORffiliO DE YATES CÁLCULO DOS LL\tlTES DE 2 ERROS PADIÜO 
. 
y G) (ii) Divisor Efeito l to. W! • Pura nova média S: ± -- S = 
(I) b .€9 Jl.SJ{ Jl.ll 4 ,,g~ (MI<lo=M!dún>F.,.) i/n . . 
(3> s.b5 li~ 
-)~l l. L.i45(..) 
2 to. rJf~ . Para novos efeitos: ± -- S = 
(4) S.l~ Ll1 -J.lq l -L~~j{B) 
.. vn . 
. . 
(2) (.i'J j,J' .o.e l l (AB) 1.73 -f &.6qr . - Para mudança n:J. ml!clia: ± -s = . . yn 
· Verifi-_ -~-
• ~.ÍOSJ Mud:mçil na Mfdia caçilo ,q,,!6b:'> 
~.s~- G X3- o •.. . S de Q (@ t • ' • -
. . . . · . 
TABELA Df FATORES mJLTIPUCADOR.ES . 
n I 2 3 4 5 6 7 • 9 lO 
f,4n 034 0.40 0.42 0.43 0.44 0.45 0.45 0.46 0.46 
1/" I.OO 0.50 0.33 0.15 0.:!0 0.17 0.14 0.12 0.11 0.10 
J/(n·l) l.OO 050 033 O.:!S O.JO 0.17 0.14 0.12 O.H 
2/Vn 2.00 1.41 1.15 l.OO 0.89 O.E2 0.76 0.71 0.67 0.63 
1.73/.,J n 1.73 1.22 1.00 0$1 0.77 0.71 0.65 Obl 058 055 
---
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Fig. 3.9. Folha de trabalho para um esquema fatorial 2 x 2 sem con-
dição adicional de referência. Cálculo para o ciclo 1 . . 
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1 o2 02 2 2 2 = 16 ( - + +o- +o- + 
gO_ ) = n n n n n 
12 2 3 2 o o = = 16 n 4 n 





Para um intervalo de confiança 95%, temos que o Efeito 
de Mudança na média = mudança na média :!: 2 E.P. (nun). (ver Fig.3.9). 
Quando as condições de referência são um dos pontos do 
delineamento fatorial, o efeito de "Mudança da Média" não será in-
dependente dos outros efeitos. 1!:, de f a to ,urra rorrbinação linearexplici 
ta daquelas quantidades, o que não significa ser desnecessária sua 
avaliação. De fato, tal ava1iaçã9 permite que seja apreciado um 
aspecto diferente dos dados. A mesma folha de trablho pode ser usa 
da quando nenhum dos pontos é incluido como referência. Neste cas~ 
nós simplesmente omitimos os cálculos de Mudança na Média e seus 
limites de 2 E.P. 
4 - O DELINEAMENTO FATORIAL 23 
A dificuldade em operar um esquema fatorial num programa 
OPEV aumenta com o número de fatores. Entretanto, é perfeitamente~ 
rnissivel um esquema que examine simultaneamente 3 variáveis. Como 
antes, os fatores envolvidos podem ser qualitativos e quantitativos. 
3 -As respostas para um delineamento fatorial 2 sao representados pe-







• • 35 • ~.. 
5 
Um delineamento fatorial 
3 
2 
Estimativas dos efeitos principais - Para ilustração vamos conside-
rar um esquema fatorial 2 3 usado para estudar os efeitos de temper~ 
tura A, concentraçao B e pressão C na resposta rendimento de produ-
to. os oito conjunto de condições, que incluem todas as combinações 




















































TABELA 4.1 - Os oito conjuntos de condições de um delineamen-
to fatorial 23 • 
Suponha que nos queiramos obter o efeito de mudar a tem-
peratura A de um nível baixo para um nivel alto, sob condiçÕes fi-
xas de outras variáveis. Urna tal·rnedida é fornêcida pela diferença 





= 4.8 - 3.9 = 0.9. Notar-se-á que nas corridas 1 e 2 tanto 
a concentração como a pressão são mantidas fixas em seus níveis bai 
xos, e essas condições diferem apenas em seus níveis de temperatura. 
Duas outras corridas em que somente tempera.tura é mudada são as cor 





; 3.6- 2.9 = 0.7. Ao todo há 4 tais pares e esses conjun-
~0s são mostrados na tabela 4.2. Como no caso de duas variáveis, a 
m~nia desses efeitos simples é chamado efeito principal. Então , o 
Medida do Efeito 





























TABELA 4.2 - O efeito principal de temperatura A 
-efeito principal de temperatura e 
De forma análoga, nós vemos que por comparaçao dos ren-
dimentos para as corridas 3 e 1, 4 e 2, 7 e 5 e 8 e 6, nós obtemos 
quatro medidas separadas do efeito da concentração B. Cada uma des 
sas comparações é novamente feito sob condições idênticas dos ou-
tros dois fatores A e c. Especificamente, o efeito principal da con 
centração B e 
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Da mesma maneira o efeito principal da pressao C e 
0.15 4 • 3 
Interação de dois fatores AB~ AC e BC - A interação entre quais-
quer dois fatores tais como temperatura A e pressão C é dada por 
AC ~ 1 2 [(efeito médio do fator A no nivel alto C) - (efeito 
do fator A no nível baixo C)] 
ou, identicamente, 
médio 
AC = ~ [(éfeito médio do fator C no nível alto A) - (efeito médio 
do fator C no nível baixo A)] 
Efeito Médio de Temperatura (A) Pressão C 
l -
y1) (y4 y 3) l 0.8 Baixo 2 [ (y2 + - ~ 
1 - l'5 l (y8 y7) l 1.6 Alto 2 [(y 6 - + - ~ 
Interação 1 AC ~ 2(1. 6 - o. 8) ~ 0.4 
TABELA 4.3 - Cálculo da interação AC entre temperatura e 
Pressão. 
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Genericamente, a interação entre dois fatores é defini-
do como metade da diferença entre o efeito médio de um fator, do 
nivel alto para o nivel baixo do outro. {veja folha anterior, tabe 
la4.3). 
~ 
Se nós considerarmos a manipulação das várias quantida-




= 4[(y6 - y ) 5 o . 4 • 
Argumento semelhante pode ser usado para definir as in-





= 4 [ (y 7 
- y ) 
5 
- y ) 
5 
4 • 4 
4. 5 
0.2 4 .6 
Uma estimativa da intePação a três fatoPes ABC - A interação a três 
fatores ABC pode ser definido como metade da mudança na interação 
AB resultante da mudança AC. 
Considerando como os vários resultados contribuíram para 
os cálculos da interação ABC na tabela 4.4, será encontrado que es-
sa interação pode ser escrita corno o contraste entre duas médias de 
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quatro resultados. 
Interação ABC Nível de C 
- 0.1 Baixo 
0.0 Alto 
Interação l ABC~-2 [O .0- (-0 .l) I 0.05 
TABELA 4.4 - Cálculo da Interação ABC 
ABC 0.05 4. 7 
Algoritmo de Yates -Os cálculos dos efeitos principais e intera-
ções diretamente das fórmulas anteriores pode ser tedioso. Um rnéto 
do simples que -pode ser aplicado a qualquer delineamento 
senvolvido por Frank Yates. Sua aplicação ao arranjo 2~ 
cic~o, está ilustrado na tabela 4.5. 
2P foi de 
em cada 
Os 2P conjuntos de condiçÕes para as variáveis A,B, ..•• 
são inicialmente escritas usando o sinal - para indicar o nível 
baixo e o símbolo + para indicar o nível alto. Para um fator qual~ 
tativo como catalizador, nós arbitrariamente assinalamos um sinal 
- para um e um sinal + para o outro. 
Para empregar o algoritmo, devemos garantir que os re-
snl ta dos serão escritos em uma ordem particular. Para realizar essa 
Fator de 
Combinação Resposta Coluna Divisor Efeito Natureza do 
Linha A B c Média 1 2 3 coluna 3/divisor Efeito 
1 3.9 8.7 15.2 31.0 8 3.875 Média 
2 + 4.8 6 . 5 15.8 4.8 4 l. 20 A 
3 + 2.9 8.6 1.6 -3.6 4 -0.90 B 
4 + + 3.6 7.2 3.2 -0.2 4 -0.05 AB 
5 + 3.5 0.9 -2.2 0.6 4 0.15 c 
6 + + 5.1 o. 7 -1.4 1.6 4 0.40 AC 
7 + + 2.8 1.6 -0.2 0.8 4 0.20 BC 
8 + + + 4.4 1.6 0.0 0.2 4 0.05 ABC 
Verificação S de S 125.8 1000.64 
TABELA 4~5 - cálculo dos efeitos para rendimento usando Algoritmo de Yates~ 
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ordem, a coluna para o qg fator é escrita alternando 2q-l sinais ne 
gativos e 2q-l sinais positivos até preencher as 2P linhas. Isso é 
• 
feito para todos os p fatores. (no nosso caso , p = 3 e zP = 8). En 
tão, são inseridas as respostas médias associadas a essas condições. 
A ordem assim obtida é chamada ordem padrão. As oito linhas da tab~ 
la são marcadas por linhas horizontais para formar quatro pares su-
cessivos da maneira mostrada. Os primeiros quatro numeres na coluna 
1 são as somas dos pares (fig. 4.2). Então, 8.7 = 3.9 + 4.8 ' 
6.5 = 2.9 + 3.6, 8.6 = 3.5 + 5.1, 2.2 = 2.8 + 4.4. Os Últimos qua-
tro numeras na coluna 1 sao as diferenças dos pares. Então, 
0.9 = 4.8- 3.9, 0.7 = 3.6- 2.9, 1.6 = 5.1- 3.5, 1.6 = 4.4- 2.8. 
A coluna 2 é agora formada usando os pares na coluna um e cornumpr~ 





Fig. ~.2 Sequência de preenchimento das colunas, 
utilizando o algoritmo de Yates. 
Final-
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• mente a coluna 3 é calculada da mesma maneira que a coluna 2 • Os 
registros na coluna 3, divididos pelos divisores •• que são 8 para 
o primeiro registro e 4 para os remanescentes, fornecem os efeitos. 
Esses efeitos também ocorrem em uma ordem padrão. Para identificar 
os efeitos escreve-se na última coluna as letras que coincidem com 
sinal rrais. Então, na linha 2 a combinação de fatores mostrada é 
(+ , -) e o efeito correspondente indicado na Última coluna e -~A. A 
combinação de fatores na linha 4 é AB, e assim por diante. o efei 
to na primeira linha correspondente a (-,-) e a média das oito res 
postas. Os efeitos então indicados são idênticos àqueles obtidos 
previamente. 
Verificando o AZgorttmo de Yatea - a mais segura verificaçãO dos 
cálculos de Yates é fornecida pelo que se chama Verificação da So-
ma dos Quadrados ou Verificação S de Q. Suponhamos que a soma de 
* Genericamente, teremos tantas colunas quanto ao número de fatores. 
a ** Se observarmos os resultados na 3- coluna, vemos que na primeira 
linha temos um valor que é a sorna de todas as respostas médias, 
de forma que um divisor 8 transforma esse valor na média de to-
das as observações até então. E as demais linhas são combina-
ções de sorna e subtração das respostas médias. Um divisor 4 trans 
forma essas combinações nas mesmas que as das equações 4.1 a 4.7. 
Para um problema genérico com p fatores, os divisores serão 2P 
para a primeira linha e 2p-l para as demais. 
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quadrados dos elementos na coluna dos dados é S. Então, se os cãl-
culos são feitos corretamente, as somas dos quadrados dos elemen-
tos das colunas 1,2 e 3 são exatamente 2S, 4S e BS,respectivamente.* 
Na prática, nós geralmente procedemos calculando as somas dos 
quadrados da coluna de dados e da coluna 3 somente. Se a Última é 
exatamente oito vezes a de dados, pode ser assumido que é o câlcu-
lo está correto. Caso contrário, a soma de quadrados para a coluna 
2 e, se necessário, coluna l, pode ser verificada para encontrar a 
coluna onde o erro está localizado. No exemplo anterior, 
1000.64 = 8. x 125,08 e a verificação foi satisfeita. 
Erro Padrão dos Efeitos para Fatoriais a dois Ntveis - Se realizaE 
mos n ciclos de um delineamento 2P-com p fatores, cada efeitoprin 
cipal e interação será um contraste entre a média da metade das ob 
servaçoes e a média da outra metade. 
Se cr
2 é a variância das observações individuais supostas 
independentemente distribuidas, então a variância de uma média de 
~(n x 2P) é 2 cr 2/n2P. Cada efeitO principal e interação é a dife-
rença de duas tais diferenças independentes e, portanto, tem vari-
ância 
+ = 
o erro padrão para cada efeito será obtido tirando a raiz 
quadrada dessa quantidade e substituindo o desvio padrão pela 
sua estimativaS, conforme os resultados mostrados na Tabela 4.6. 
* Genericamente, para a p-ésima coluna, a soma dos quadrados seria 
zP*s. 
Delineamento 2p 22 23 
4o 
2 2 2 
Variância(efeito) o o 
n2p n 2n 
E.P. (efeito) 2S s s 
;,;;P rn /2n 
TABELA 4.6 - Variâncias e erros padrão para efeitos 
Principais e interaçóes estimados de um 
delineamento fatorial 2P, após n ciclos. 
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Interpretação dos Efeitos para o Fatorial 2
3 
Antes de olharmos 
oefeito principal de um dado fator, devemos ver se há qualquer in-
teração apreciável que envolva esse fator. Se houver, então os fa-
tores que interagem devem ser interpretados juntos ao invés de se-
paradamente. 
A tabela 4.7 mostra os resultados conforme deveriam es-
tar dispostos em um quadro de informações. As médias dos rendirnen-
tos após 3 ciclos são mostrados nos vértices do cubo. Os efeitos 
principais e interações estimados, com seus respectivos limites de 
2 E.P. são dados abaixo do cubo. 
Nos vemos no caso da concentração B que, embora haja 
um grande efeito principal B =-0,90, as interações AB =-0,05 e 
BC = 0,20 que envolvam B são pequenas, ambas de magnitude compará-
vel aos seus erros padrão. Por outro lado, embora haja · 'l.UU grande 





















Concentração x Pressão BC 
ABC 
l. 20 ± 0.31 
-0.90 ± 0.31 
0.15 ± o. 31 
-0.05 ± o. 31 
0.40 ± o. 31 
0.20 ± 0.31 
0.05 ± 0.31 
TABELA 4.7- Os limites de 2 E.P. Para médias individuais: 
± 0.44. 
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apreciável interação AC = -0,5 entre a temperatura e a pressao. O 
efeito da temperatura e pressão deve, portanto, ser avaliado con-
juntamente, ao invés de individualmente. 
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Dividindo. o Esquema FatoPial 2 3 em 2 Blocos - o uso do delinearnen 
to 2
3 
nos permite estudar os efeitos principais e interações entre 
três variáveis com a mesma precisão que seria obtida do mesmo núme 
ro de corridas aplicadas a somente dois fatores. Por outro lado , 
obtemos a informação acerca do terceiro fator e suas interações c~ 
mo um "bonus". O mesmo argumento sugere que seria sempre mais van-
tajoso estudar quatro ou mais fatores simultaneamente, mas a expe-
riência indica que o estudo de três· variáveis simultanearrente representa o 
limite prático sob as circunstâncias de um programa OPEV genuino. 
o argumento de que três variáveis podem ser examinadas 
tão economicamente quanto duas variáveis, assume que o erro de urna 
corrida individual é o mesmo, tanto para o delineamento 2 2 quanto 
para o 2 3 . Essa suposição é menos "inócua" do que aparenta à pri-
rneira vista. Será relembrado que estamos operando duas ou três va-
riáveis, diferenças sistemáticas entre ciclos são automaticamente 
eliminadas. O erro S que estimamos e que determina nossos limites 
de 2 E.P. é uma estimativa da variação que poderia ocorrer dentro 
de um ciclo se não fosse feita nenhuma mudança deliberada. Espera-
se que tal oportunidade para variação ocorresse mais para um ciclo 
com 2
3
=8 corridas do que em um ciclo com 2
2
=4 corridas. Felizmente, 
podemos ganhar todas as vantagens do menor tamanho de ciclo com o 
delineamento maior 2 3 , operando-o em duas metades., isto é, em dois 
blocos de quatro corridas cada. Isso pode ser feito de tal maneira 
que todos os efeitos e interações de interesse sejam calculados das 
comparaçoes feitas dentro de um bloco. 
A idéia pode ser compreendida imaginando a situação on 
de pudéssemos fazer quatro das oito corridas em um dia, e quatro 
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corridas no dia seguinte. Podemos propor a questão: "como arranj~ 
riamos as oito corridas de forma que as possíveis diferenças sis-
temáticas de um dia para o outro nao afetassem as comparações de 
interações a dois fatores. A interação a três fatores ABC geral-
mente será pequena e a de menor interesse, sendo que podemos usá-
la para acomodar a diferença dia a dia. 
Nosso plano de formar blocos consiste, então, de correr 
2, 3, 5 e 8 em um dia e 1, 4, 6 e 7 no dia seguinte (fig. 4.3). 
Então temos: 
dia 1 - dia 2 
Em outras palavras, o contraste que mede o efeito ABC 
também mede o efeito do dia 1 dia 2. Diz-se que esses dois fato 
res são confundidos. Se pretendermos estimar a interação ABC, o 
que realmente obteremos é o efeito ABC mais o contraste entre o 
dia 1 e o dia 2, e será impossível saber quanto do efeito é prod~ 
zido pela interação e quanto pela diferença de dia a dia. Por es-
se sacrifício de informação acerca da interação e três fatores ' 
nós podemos manter todos os outros efeitos livres da diferença de 
um dia para outro. Isto pode ser visto da seguinte maneira: vamos 
supor que os valores das observações do dia 1 sao, em média,x uni 







denotarem os resultados que seriam obtidos se todas 
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as corridas tivessem sido conduzidas no dia 2, os resultados seriam: 
y]_ ~ yl Ys 
~ 
Y5 + X 
y' ~ y2 + X y' ~ y6 2 6 
Y) ~ YJ + X Y} y7 
Y,j ~ y4 Yg ~ Ys + X . 
·Agora calculando o efeito principal de A a partir des 
ses resultados, teremos: 
1 A ~ 
4 
+ y I + y I + y 1) = 
3 5 7 
Vemos que dois dos x aparecem no primeiro colchete com 
sinal + e os outros dois aparecem no segundo colchete com sinal -. 
O efeito de um dia para o outro é cancelado. -Isso acontece nao so-
mente para o efeito A mas para todos os outros efeitos principais e 
interações a dois fatores, só não ocorrendo para a interação ABCon 
de todos os quatro x aparecerão no primeiro colchete. Essa propri~ 
dade prové~ da chamada ortogonalidade do delineamento. Poderíamos 
{deixar de considerar alguma} interação a dois fatores ou algum 
efeito principal sem afetar as outras estimativas? ~, obviamente, 
mais sensato sacrificar a informação que se espera ser a menos 
86 
importante no uso , a interação ABC. 
Embora nossa discussão tenha sido em termos de observa 
çoes simples de um único ciclo, resultados semelhantes se aplicam 
caso sejam usadas as médias obtidas dos n ciclos de operação. 
Inclusão das condições de refererência com esq'!femas 2 3 - Para um es 
quema 2 3 , da mesma maneira que para duas variáveis, é gratificante 
e Útil voltar periodicamente ao conjunto de condições de referên-
cia .. Como antes ' seriam as melhores condições até então em 
curso. As condições correspondentes a um dos pontos do delineamen-
to, a um ponto fora-do delineamento, ou a um ponto interno ao deli 
nearnento. Também podemos voltar às condições de referência uma vez 
por ciclo, ou com maior ou menor frequência. Em qualquer caso, uma 
comparaçao de mudança na média, isto é, (média de todas as condi-
çõ~s operadas na atual fase do esquema OPEV) ~enos (média nas con-
dições de referência), pode ser calculada e será estimada corno cus 
to temporário, se houver, de informação obti:da, em termos de mate-
rial, qualidade, ou $. 
Num caso especial, onde as condições de referência es-
tão no centro do delineamento, a mudança na média, adicionalmente, 
fornecerá uma medida da curvatura na superfície de resposta. 
Um delineamento f a to1•ia l com 2 pontos cen-trais operados em dois 
blocos - Um delineamento desse tipo, de interesse particular, é 
aquele mostrado na fig. 4.3, na qual as oito corridas do delinea 










c c o 
.2 
BLOCO l BLOCO Ir 
Fig. 4.3 Modêlo de um esquema OPEV com tres 
variâveis. e pontos centrais. 
a) um unico ciclo em 2 blocos 
(numeração da sequência) 
b) Os dois blocos do de! ineamento 
(numeração da sequência) 
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teriormente descrito, e um ponto central é associado a cada bloco. 
Enfatizamos novamente que esse não é o único -arranjo que pode ser 
usado, mas é aquele em que, aparentemente há mais conveniênciaspr~ 
ticas. As condições no centro do primeiro bloco são aâsinaladaspar 
O (zero) e no segundo por ~ (zero barra). 
Ainda que consideremos o efeito de possível correlação 
serial entre erros, muito pouco se perde por usar esse padrão sis-
• 
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temático ao invés de um esquema aleatório. Do delineamento da fig. 
4.3, podem ser calculadas duas medidas de mudança média, sendo uma 
para cada bloco. Para o bloco I, em termo de observação simples, 
mudança na média 1 ~ 5 
Para o bloco II , 
mudança na média 1 ~ 5 
A média 
fornece uma medida da mudança global na média, livre dos efeitos 
dos blocos. ~ precisamente a mesma interpr~tação que no caso de 
duas variáveis e, corno sempre, e igual à média na fase menos a mé-
dia nas condições de referência. 
Dois limites do ePFO padrão paPa a mudança global na média - Depois 
de n ciclos a mudança global na média seria 
4 
- 10 Yo 
Consequentemente, usando equaçao 2.3, a variância da 












Segue que o desvio padrão para a mudança global na me-
dia é 0,632 ajlii. Se a estimativa de a é S, os limites de 2 E.P. se 
rão mudança global na média ± 2(0,632)--ª--
rn 
FOLHA VE TRABALH& PARA PROGRAMA OPEV COM TRES VARIÃVEIS 
Para eliminar as variações estranhas que ocorrem dura~ 
te a operação de um programa OPEV com três variáveis, a primeira e 
a segunda metade de um dado ciclo sao arranjadas de tal maneira gE 
correspondarn aos dois blocos de um delineamento 23 , conforme já de~ 
cri to. 
As folhas de trabalho para os programas com três variá 
. 
veis sao muito semelhant~s à9uelas para programas com duas variá-
veis, mas serão utilizadas duas folhas de trabalho para cada ciclo~ 
,.,A A 
(Pára cada bloco, pós o primeiro ciclo, uma nova estimativa do des 
via padrão a estará disponível ao final de cada novo bloco (depois 
de cada meio ciclo). As novas estimativas dos efeitos estarão dis 
poníveis somente apos completado cada ciclo. Como antes, as folhas 
de trabalho e os cálculos diferirão ligeiramente dependendo de as 
condições de referência estarem incluídas ou não no esquema e se 
essas condições correspondem a uma corrida do delineamento ou a l..liTB. 
corrida adicional. 
Inicialmente, veremos com detalhe o uso da folha de tra 
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balho apropriado quando a condição de referência nao é uma das cor 
ridas fatoriais. Em nosso esquema de modelo, a condição de referên 
cia é operada uma vez em cada bloco, (isto é, duas vezes por ciclo). 
Também, no exemplo particular usado, essa condição de referência 
ocorre no centro do delineamento fatorial. As mesmas folhas de tra 
balho e cálculos seriam, é claro, usados independente de onde se 
situa a condição adicional de referência. Depois será mostrada a 
pequena modificação que é necessária se não houver referência. 
FOLHA DE TRABALHO PARA UM ESQUEMA FATORIAL DISPOSTO 
EN VOIS BLOCOS, COM UMA CORRIDA VE REFERtNCIA EM CA 
DA BLOCO. 
A seguinte ilustração do uso das folhas de resposta e 
baseada nos· dados provenientes da terceira fase de um programaOPEV 
aplicado à manufatura de um antibiótico. Nessa fase·, estão sencb ~ 
vestigaCbs terrp:> de residencia, temperatura da reação e ph. A resposta 
seguida era rendimento, que era extremamente variável. A fig. 4.4 
mostra a disposição do delineamento. Os números se referem ·.-a se-
quência em que as corridas eram efetuadas. As corridas O, 1,2, 3 e 
4 mostradas por pontos cheios compreendem o bloco I e as cor:tidas 
~. 5, 6, 7 e 8 mostradas por pontos abertos, compreendem o bloco 
II. Os dados na tabela 4.8 são os rendimentos resultados -apos os 




C pH ® 
3 
Fig. 4.4 Um delineamento 2 com pontos 
centrais, usados em um esque-
ma OPEV com 3 variãveis. 
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Os cálculos incluídos nas folhas de resposta se assem~ 
lham bastante àqueles usados em um esquema com duas variáveis, e os 
registros ·nas folhas· (fig. 4.5 a 4. 7) são auto-explicativas. Dev~ 
rã, entretanto, ser notado que desde que há 10 conjuntos de condi-
çoes de operação (as condições de operação O e ~ ao centro do cubo 
sao, de fato, idênticas, mas são tratadas em separado já que -sao 
efetuadas em blocos diferentes), devemos manter· sob controle as 10 
médias acumuladas tal que, por exemplo, a soma precedente para a 
condição O será encontrada na folha de trabalho precedente para o 
bloco I e não na folha de trabalho para o bloco II. 
Do ciclo n = 2 em diante, é calculada uma estimativa do 
desvio padrão dos dados de cada bloco e é combinada com as estima-
tivas dos blocos anteriores. Como antes, urna estimativa a priori de 
a é usada até (ao fim do bloco II) duas estimativas atuais estarem 
disponíveis para se tirar a média. (Como antes, o asterisco indi-
causo da estimativa a priori no primeiro ciclo). 











C&lculo das Moldias . 
• Condiçlles de Operaç:fo 
Som!! anterior para o Bloco I 
M.klia anterior para o Bloco I 
Neva• ob..,.....uyôe.<;para o Bloco I 
Oiferen:;:a )ij)'rrnmos (iii) 
N<:ms somas pera o Bloco I 















6.) 81 I· RR 
b 81 gfi 
~~ íl. K!l. 
Data -~ 
Clllculo d<;> DeSIIIo Padrfo 
· Estimativa a priorl de a 
Some anterior 1 !todos os Bloc:os) 
. 
Novo s • emplltude ~ f5,n 
Amplitude 
Nova soma s !todos os Blocos) 
TABELA DE FATORES DE MULTIPLICAÇÃO 
" 2 ' ' 5 6 
ffi,o O.» 0,35 0, 0,38 o,, 
• 1/n o.w 0,33 0,25 0.20 0,17 
1/(l(n ·1)] 0,50 0,,. 0,17 0,12 0,10 
2/V n · ,. 1.41 1,15 1,00 0.89 0,62, 
1,41/Vn 1,41 1!JO ,., 0,71 '·" 0,5B 1;26/V n 1,06 ,., ~.73 '·" 0,57 '"' 
FATORIAL ;!3 EM 26LOCOS COM OPERAÇAO DE REFERENCIA EM CADA BLOCO 
Bloco U 
~ 7 Cldon• i frojeto K " "' TIME '·~ 3 ., ..... ~J"Mfau:Z 1 A "'• 
~lrulo das Médias . Cálrulo do Oes.tio f'~dr!o 
Ccfld içõe.; de Opernçlio IOI 151 161 171 IBJ Estimativ8_8 prior i de a 
,,, Soma ~nterior I>""' o BIÓCO 11 - ·Som!'! Bnrerlor • (rodo•oo 81ow•) · . 
-liil Média anterior para o Bloco 11 
"!iiil N!Mlsobse-vaçõesparno Bloco U 85 '19 " 78 6'1 
NOY<J s • amplitude >< f5,n 
(iv) Oi!em->ç.o (ii) menos (iiil Amplitude 
M N!MlsomaparaoBiooo 11 5 1 115 glj ~· 
NO'ola 110ma s (tt..dososBiowsl 












cALCULO DOS EFEITOS USANDO 0 ALGORfTMO 'oE V ATES cALCULO DOS LIMITES DE2 ERROSPAORAO 
v -60 (i) (i i) liiil M.Jitiplkador Eleito 
111 J> "' 
,, 
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2 BLOCOS COM OPEAA.ÇAO DE REFER[NCIA EM CADA IILOCO 
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BLOCO I BLOCO II 
CondiçÕes o 1 2 3 4 91 5 6 7 8 
Ciclo 1 78 82 63 81 88 85 79 75 78 67 
Ciclo 2 82 75 79 96 77 69 77 80 70 84 
Ciclo 3 65 82 68 85 79 87 96 66 82 72 
TABELA 4.8- Rendimentos de corridas individuais para três 
ciclos OPEV. 
Completando cada ciclo (cada par de blocos) , os efei-
tos podem ser recalculados usando o algoritmo de Yates. A folha de 
trabalho para o bloco II fornece um formato adequado para esse cál 




1/n, 1/ [2(n-1)], 2/lil, 
1.41 In e 1.26/l:n, que são necessários em vários estágios, são lis 
tados para n = 1,2, ... ,6, nas folhas para o bloco I. Então, por 
exemplo, a quantidade "Média s" é obtida multiplicando "Nova Soma 
S 11 pelo multiplicador l/[2(n-l)] que está listado na terceira li-
nha da tabela de fatores multiplicadores. 
No extremo inferior direito do bloco mr estão expostos 
os cálculos para a média na fase, média de referência e a mudança 
na média. Novamente a apresentação é auto-explanatória. 
O quadro de informações, como deveria estar no fim do 
ciclo 3, depois de transferir as várias quantidades calculadas atra 
vês da folha de resposta apropriada, é mostrado na fig. 4.8 . 
FASE: 3 










Limites de 2 E.P. para as médias individuais: ± 10.0 
Rendimento Outras Res12ostas 
Objetivos Maximizar 
Média na fase 78.2 
Efeitos 
Tempo -2.90 ± 7.1 
com Temperatura 
limites 
-7.10 ± 7.1 
de 2E.P. ph 6.40 ± 7.1 
terrp:>xterrperatura -3.05 ± 7.1 
tempoxph o. 75 ± 7.1 
terrperatura x ph -1.05 ± 7.1 
mudança na rrédia 0.58 ± 6.3 
Fig. 4. 8 - Parte de um quadro de informações para um esquema 
OPEV, após 3 ciclos. 
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Verificações - Uma filosofia válida é tratar todos os cálculos co-
mo provavelmente errados, até que se prove o contrário. Essas ver~ 
cações feitas podem ser f@rmais corno aquelas da soma dos quadrados 
no algoritmo de Yates ou apenas informais. Como um exemplo de uma 
verificação informal, consideremos o quadro de informações apos os 
três ciclos mostrados na fig. 4. 8 . De acordo com os registros mo~ 
trados aqui, um efeito negativo de temperatura e um efeito positi-
vo de ph estão começando a se distinguir do erro. Eles deveriam, 
entretanto, ser evidentes nas médias dispostas nos vértices do cu-
bo imediatamente acima para análise. Uma inspeção dos valores aprQ 
priados no cubo confirma isso. Por outro lado, se algum grande e-
feito tivesse sido encontrado, que não fosse evidente na inspeção 
dos dados dispostos no cubo, deveríamos suspeitar de um erro nos 
cálculos. 
FOLHAS VE TRABALHO PARA UM MOVELO FATORIAL 23 COM DISPOSIÇÃO 
EM VOIS BLOCOS, SEM CONVIÇÃO AV!ClONAL VE REFERENCIA. 
Folhas de trabalho para um delineamento 2
3 
sem corri 
das adicionais de referência são um pouco diferentes daquelas mos-
tradas anteriormente. Um formato conveniente e mostrado na fig.4.9 
onde estão mostrados 06 cálculos para o primeiro ciclo,usan 
do dados anteriores. A diferença principal é o uso do fator f 4,n 
ao invés de t
5 
na estimação do desvio padrão pela amplitude.Tam ,n 
bém não foi tornada nenhuma iniciatica no sentido de calcular a mé-
dia na fase. Isso pode ser adaptado, mas devemos notar o seguinte: 
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Fig. ~nlhas de trabalho para um esquema OPEV com três variáveis, 
sem ponto adicional de referência. Cálculos·para o ciclo 1. 
99 
se uma das corridas fatoriais é uma condição de referência e e op~ 
rada em somente um bloco, a mudança global na média pode ser calcu 
lada como de costume , mas é influenciada pela variação de bloco 
para bloco. Se uma das corridas fatoriais é uma condição de refe-
rência e é operada em todos os blocos, a mudança global na média é 
livre da variação de bloco para bloco, mas a corrida "extra 11 de re 
ferência, isto é, aquela que está em um bloco a que ela não perten 
ce, seria ignorada quando os efeitos fatoriais fossem calculados. 
Embora essas variações OPEV sejam um pouco mais complexas do que 
as anteriores, elas ainda podem ser manipuladas usando os princí--
pios descritos até aqui. 
5 - OTIMIZAÇÃO DE UMA CENTR1FUGA 
MOTIVAÇÃO -Separador Centrifugo é bastante empregado nas indústri-
as químicas (Usina de acúcar e de álcool~ fábrica de cerveja, fá-
brica de fermento, etc), e de alimentos (laticinios ~3], etc). 
Com o semeio de levedUra em uma cultura apropriada, a fermenta-
çao se propaga formando um "mosto" . A separação das células des-
se "mosto" pode ser feita por decantação_, o que na maioria das ve-
zes é desaconselhado.pela lentidão do processo. 
Na utilização do separador centrifugo, vários fatores 
afetam as características do(s) produto (s) de interesse. 
Com o propósito de observar as influências de tais fa-
tores, realizamos experiências em nível de laboratório, utilizando 
um separador de laboratório Alfa Laval LAPX 202. 
MAT~RIAIS E ~TODOS - Realizamos o experimento com os equipamentos 
abaixo relacionados, segundo o diagrama da fig. 5.1. 
A + Tanque de Aço Inox, capacidade 100 i+ agitador Vi-
bratório CHEMAPEC. 
B + Separador Centrífugo com ejeção de sólidos, a-laval 
LAPX 202, 
C + Bomba Mono SB-15 e painel + bomba de deslocamento 
positivo. 
D e E +Frascos para o recolhimento das amostras. 
1 + Concentrado Original 
4 + Corrente de Clarificado 
6 + Corrente de Concentrado 
8 + Dreno 
15 e 16 + Líquido de Operação 























Válvula de Controle 
Soquete 
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Fig. 5.1 D I A G RAMA D O P R O C E S S O 
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Diluímos um pacote de levedura (.200 g base úmida) no 
tanque (A) contendo 70 litros de água. Em constante homogeinização 
pelo agitador, a suspensão de células de levedura é bombeada (B) 
até a centrífuga (C) . Tal suspensão chega à centrífuga por ci-
ma e flue, através de um distribuidor, para os intervalos entre 
os discos do tambor da centrífuga. Pela açao da "força centrífuga", 
as partículas sólidas se movem ao longo e para fora dos discos, em 
direção à periferia do tambor, ali sedimentando.A "corrente de ela 
rificado" prossegue em direção ao centro do tambor e e descarreg.ê:_ 
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da através de orifícios na zona próxima ao eixo da centrífuga, p~ 
ra o frasco E. Os sÓlidos (a corrente de concentrado de células) 
são expelidos por uma abertura na parede do tambor, de maneira in 
termitente para o frasco~, pela operação do sistema de ejeção de 
sÓlldos. Entre as ejeções, o tambor é mantido fechado.O anel de 
vedação cobre uma pequena fenda entre as bordas do tambor e damiD 
pa. Tal anel é expandido contra a tampa, pela pressão do líquido 
de operação que atua em seu lado inferior, sendo erguido durante 
a rotação por causa da "força centrífuga". O lÍquido de operação 
atua segundO uma "válvula operada por piloto interno" {fig. 5-3 a 
e 5-3 b). Essa válvula é equipada com um orifício piloto e um de 
3 1 3 
' 
Fig. 5. 2 Corte longitudinal do rotor (rrúdêlo básioo) em posição fechada, 
rrostrando, em preto, o líquido de manobra que mantém o fillldO rróvel premido 
contra a capa.4 indica a entrada do líquido de manobra para abertura e f.!:_ 
charrento.No rrodêlo estanque ao gás, o líquido de manobra forma um sêlo hi 
drâulico rotativo, o qual imcede a :r:enetração de gases na caixa de engre-
nagens .A capa do rotor é oonstruída oara sur:ortar uma pressão de gás iner 
te de O. 7 kg/011 (lO psig) . 
l. Alimentação 
2. Salda para o líquido concentrado 




sangramento, e utiliza a própria linha de pressao para operação. 
Quando o solenóide está ativado, abre o orifÍcio piloto e libera 
pressão do topo do pistão da válvula ou diafragma para o lado da 
saída da válvula. Isso resulta em uma pressão desbalanceada que 
faz a pressão da linha erguer o pistão ou diafragma do 
principal, abrindo portanto a válvula. 
orifício 
Quando o solenÓide está desativado, o orifício piloto 
e fechado e a pressão da linha é aplicada no topo do pistão ou dia 
o ENVÓLUCRO 
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fragma através do orif!cio de sangramento, portanto fechando com-
pletamente a válvula. A ativação do solenÓide é comandada por um 
relê de tempo, eletrônico, cíclico, com dois tempos ajustáveis,i~ 
dependentes e repetitivos. Após receber a alimentação inicia-se o 
primeiro ciclo; quando se esgota o tempo pré-ajustado, inicia-se 
novamente o primeiro ciclo, e assim sucessivamente. 
HEDIDAS F!SICAS: 
RP:r-1 da CentrÍ-fuga: Cravados o número de RPM da centrífuga vazia. 
Estimamos esse número em 5000 através de um Estrolocópio Strobo~. 
Este ajuste permaneceu por toda a experiência. 
Concentração das amostras: Utilizamos um Espectrofotômetro 
Spectronic 20 Baush Lamb. Com luz incidindo sobre- água, ele e ca-
librado para zero, assumindo que nenhuma luz incidente é transmi-
tida. Fizemos uma calibração da porcentagem de célula desidratada 
para se obter concentrado em rng de célula seca /100 mi. As célu-
las foram desidratadas a vácuo (28" de Hg), a 609C. Obtivemos en-
tão, pelo método dos ~llnimos Quadrados, a reta 
y = -1.54214 + 85.32091 X, 
onde X = 1og (absorvância) 
y = concentração (mg célula seca (100 mt) 
"e o ajuste foi de boa qual i da de" . 
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Medida de Vazão: Com a bomba mono SB15 entre 400 e 1200 RPM, est1:, 
roamos a vazão da suspensão de células para a centrífuga em inter-
valos de 100 RPM. Ajustamos os dados pelo Método dos Minimos Qua-
drados, à 
y ~ -17.29563 + 0.0599X, 
X = RPM da bomba 
Y ~ vazão (mi{/S) 
"também com bom ajuste" • 
Delineamento do Experimento: Utilizamos um delineamento fato-
rial 2x2 com condiçÕes centrais de referência. Nas três primeiras 
fases, os fatores foram tempo de ejeções e tempo entre ejeções (S ). 
A vazão foi calibrada para 36.7 m.l/S. Os fatores ~-stavam dispos-
tos conforme fig. 5.4 
.o 
•. 1 • ? 
Fig. 5.4- Delineamento do experimento de otimização 





e o tempo de ejeção e T 2 o tempo entre ejeções. 
- - . Como a vazao de concentrado de celulas para a centr1fu 
ga estava fixado, certamente seria obtida uma combinação entre os 
tempos que maximizasse a concentração da corrente de concentrado 
colhida no frasco 6. Para as fases sucessivas, fixamos o tempo e~ 
tre ejeções e o fator introduzido foi vazão da suspensao de célu-
las de levedura para a centrífuga (mi/S) . 
A disposição dos fatores era conforme a fig. 5.5 
T .z 
Fig. 5.5 - Delineamento do exPerimento de Otimização 
da centrífuga que foi utilizado para as 
f ases 4, 5 e 6 . 
onde ~ é a vazão em m{/S e T o tempo entre ejeçÕes.(S) 
PROCEDH!ENTOS DA OPERAÇÃO 
o método de absorvãncia para estimar a concentração so 
é válido para células lavadas. Usamos Fermento Itaiquara, onde as 
células são lavadas e relativamente uniformes, facilitando a cen-
trifugação. Para cada fase, com o tanque tendo aproximadamente 70! 
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de água, utilizamos um pacote de 200 g (base úmida) de levedura ; 
apos a homogeneização, eram retiradas duas amostras do tanque, di 
luídas a 1/10 e medidas suas absorvâncias. 
Em cada conjunto de condições de operaçoes eram tira&E 
amostras de concentrado e clarificado. Este não necessitava dilui 
çao para se poder medir sua absorvância, mas o concentrado neces-
sitava diluição l/100. As medidas de interesse eram a proporçao 
entre concentração das amostras coletadas nos frascos D e E e a 
concentração da suspensão de células no tanque. 
RESULTADOS E DISCUSSÃO 
Para a primeira fase investigamos o tempo de ejeção nos 
níveis (10, 20, 30) e o tempo entre ejeções nos níveis (70,30,90). 
O quadro de Informações para essas condições, após quatro ciclos, 
é mostrado na Tab. I. Até as casas decimais consideradas os ní-
veis dos tempos utilizados não influiram na concentração do clar~. 
ficado. A célula de levedura tem, em média, 10 micra ( partícula 
considerada grande). Como é baixa a viscosidade da água, o arras-
to não é suficiente para reter as células, havendo elevada veloci 
dade de sedimentação. O campo centrífugo aplicado é ocioso e a se 
paraçao das células não e afetada pelo tempo de residência no tam 
bar da centrífuga. Para o concentrado, existe um acentuado efeito 
negativo de T
1
, e um pequeno efeito positivo de T2 . Verificamos en 
tão que, quando T
1 
é maior que o necessário para expelir células 




fase: 1 ID 
.l:Joo • 
§ 
1 ~~ • • 
-~ i 
1Õ 2Ó I 30 
terrpJ de ejeção 
!"L"<lias Atwis 
Lirr~tes de 2. E.P. 
r.~as na fase 
Efeitos rom li.rnites TeJf;XJ de Eja;ilo 
PJra 2. E.P. Intervalo entre EjEÇÕes 
T X I 
s 
D3svio p.3.drão para as obseL-vações .i.11ài '\:id: . .:.3is 
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Úl tliro ciclo cr.mpletacb: 4 
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Tab. I - Aparência Cb Quadro de Inforrrações ro fim de 4 ciclos 
fase: 2 
!-Êdias Atw.is 
Limites de 2. E.P. 
I-1§dias na fase· 
Efeitos mm !irrites 
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Tab. III - Aparência Cb Que.dro de Inforneções no fim de 4 ciclos. 
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o • • • 
!!J, ;::j 
fase; 4 ,g o o 
!) 
.., 




.lj "' • • 
i I I I 
Vazão (rnl/S) 
O:mcentrado Clarifica.OO 
3 ..,21 L:!.U olJI/ ,g,&/; 
M§dias Atua.is IM1 !PIN 
j.rS Ui! O.íll/ Ml[; 
Limites de 2. E.P. -1 l.151f "! J.()O 2 
M3dias na fase 0 .. 18 O. O f 5 
Efeitos mm limites vazão 2..613 ± !.51~ O ..Oi St. {JJ)O? 
para 2. E.P. Intervalo entre EjEÇÕes J.rtJ :t l.5Jf &.ool :t rf,tJo;:_ 
T X I 0.3f6"t.. í.Slf o. oo1 :t o.w;: 
~a na Média _o.J;s :1: 1.3r> o.{lo' t act?i' 
s 
De-svio padrii:l pn-a as obsenrações individuais J .C03 #.o o 3 
Tab. IV- Aparência do Quadro àe Informções no f:im àe 7 ciclos. 
1~ 
fluindo a sua concentração. Para a vazao utilizada, T
1 
deve ser d~ 
minuido e T
2 
deve ser aumentado. 
Para a segunda fase, investigamos T
1 
nos níveis (8,10, 
12) e T2 nos níveis (80, 90, 100). O quadro de infonmações pa-
ra o ciclo 4 dessa fase é mostrado na tab. II. A concentração do 
clarificado ainda não depende do nível dos fatores utilizados. T
1 
ainda deve ser diminuido, e T
2 
aumentado. Como o Relé de tempo u-
tilizado não conseguia comandar tempos abaixo de 8 s, para a fase 
seguinte: utilizamos os mesmos niveis para ~l aumentando os níveis 
de T2 . 
Para a terceira fase investigamos os fatores nos se-
guintes níveis: T1 (8, 10, 12) e T2 (90, 100, 110). O quadro de in-
formações para essa fase é mostrado na tabela III. 
A clarificação é boa para todas as combinações de tem-
po até então utilizados. Para a ~edimentação,os intervalos de con 
fiança dos efeitos principaiS, de interação e de mudança na média 
já contém o zero. As médias se confundem pelo erro padrão a elas 
associados. Para essa vazão, o processo deve ser realizado nas a-
tuais condiçÕes de referência. 
Para a quarta fase, decidimos fixar o tempo de ejeção 
no mínimo permitido pelo Relé de tempo, e investigar os efeitos de 
mudança em níveis de: intervalo de tempo entre ejeções (T) e va-
zao nos níveis (30.7, 36.7 e 42.7) e T nos niveis {90, 100, 110). 
Foram necessários 7 ciclos para obtermos uma indicação dos 
efeitos dessas variáveis. A tabela IV mos-
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tra o Quadro de Informações para o 79 ciclo dessa fase. Pela gra~ 
de flutuação dos resultados, observada durante toda a fase, sus-
peitamos que alguma variável influente no processo estivesse fora 
de controle. Constatamos a existência de um transitório nas mudan 
ças dos níveis da vazão. Seria necessário um tempo médio de lO mm 
para haver urna estabilização na vazão. 9_ptamos . por repetir o de 
lineamento, na próxima fase, sem mudança nos níveis. Para tal, um 
intervalo de 15 minutos seria observado entre as medidas onde hou 
vesse mudança de nível para vazão. 
A tabela V mostra o 49 ciclo da sê fase. 
Observamos que houve um aumento na concentração do ela 
ri ficado, para as vazões 36. 7 e 4 2. 7. O efeito de T é "pouco sign!_ 
ficativo': Com o aumento da vazão, o tempo médio de residência das 
células no tambor da centrífuga é diminuído, caindo o rendimento 
da clarificação. Também, para maior vazão, mais células são sedi-
mentadas nas imediações da parede do tambor e se obtém urna maior 
densidade de células na "corrente de concentrado". Porém,o espaço 
entre a borda dos discos e a parede é gradativamente diminuído .Ne§_ 
sas condiçÕes, temos mais células que chegam ao tambor na unidade 
de tempo, e o tempo de estadia no tambor é menor, o que torna a 
clarificação menos eficiente. Hais células conseguem escapar com a 
corrente de clarificado. 
Para o concentrado existe um pequeno efeito positivo 
do intervalo de tempo entre ejeções, e um grande efeito decorren-
te do alll7lento da vazão. Com o aumento do número de células pelo 
aumento da vazão, houve grande sedimentação, mesmo com a queda de 
- ~ •• • 
!!l 
fase: 5 o 
·~ ::l • 
·n ru o 
"' • • 
30.7 36.7 42.7 
Vazão (ml/S) 
!-1édias Atuais 
Limites de 2. E.P. 
~dias na fase 
Efeitos mm limites vazão 
para 2. E.P. Inter"\lcllo entre EjEÇÕes 
T X I 
Hu::lvça na r-@J.a 
s 
Desvio padrão p:u:-a as observações indi vidtnis 
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J.n ± J. :r a 
J.otrt nr1 




0. 03 o. o~ 
D.OJb ±O.Ofl-
--
-O.oot i 0.011 
r9 ,í}O 3 
O.Of) 
Tab. V - :r:.parência Cb Quadro de Info~ no :fim de 4 ciclos . 
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eficiência da clarificação. 
Para a sexta fase, decidimos investigar a vazao nos 
niveis (42.7, 48.7, 54.7) e T nos n!veis (100, 110, 12). O quadro 
de Informações para essa fase está na tabela 6. com o clarificado 
verificamos o mesmo que na 5~ fase. Existe evidência de perda de 
eficiência na clarificação com aumento da vazão. Para o concen -
trado, um efeito positivo da vazão indicou um aumento da sedimen-
tação. Aumentar a vazão, entretanto, não seria possível devido -a 
impossibilidade de aumentar acima de 1 200 o número de RPM da bom 
ba. Não há 'efeito significativo"para Te interação, e o efeito de 
umdança na média pode ser empregado para se avaliar a forma da su 
perflcie de resposta nessas imediaçÕes. Para o concentrado, ape-
sar das características de otirnalidade da região investigada, a 
sexta fase foi, em números absolutos, inferior à 5~ fase. Certa 
mente existe mais alguma variável influente no processo e que está 
fora de controle. Isso vem evidenciar a necessidade de uma pessoa 
com conhecimento sobre os vários fatores que influem no processo, 
para ponderar sobre a condução da experiência e opinar sobre as 
decisões. 
Como na o houve padronização do número de RP!-1 da cen trí 
fuga, sua eficiência pode diminuir. Além disso, o transitório pa-
ra a centrífuga é bem maior que o considerado para a bomba. Outra 
variável fora de controle, que influiu nos resultados é a concen-
- - a tração original da suspensao de celulas. Para a 5- fase era 1,63 
g/i e para a 6~ fase :.23 g/! . Como a caracter!stica medida era 
fase: 6 
Médias Atwis 
Limites de 2. E.P. 
M&±ias na fase 
Efeitos mm limites 






42.7 48.7 54.7 
vazão (ml/S) 
Intervalo entre Ejeções 
T X I 
1-Rrla.:rça na. Mé::lia 
Desvio padrOO p3ra as observações individuais 
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o.et t J.663 
i}. O 5 
0,! 3 o.o 6 
:' f). 00 7 
o. o f 5 
D.l43 ± l. 663 -O.!XJ3 '!: otrH 
-L6GJ ! Lf{f _ O.to3! Oi'O!J 
{)I} (( 
&.ool 
Tab. VI - Aparência éb Quadro de In.fo:rrraçÕes no fim de 4 ciclos_ 
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a proporçao entre a concentração da "corrente de concentrado" e a 
concentração da suspensão de células original, a eficiência da se 
dimentação para a 5~ fase esteve bastante aumentada. 
o fato de termos tido melhores resultados na fase 5 
com respeito à fase 6 se deve ao seguinte: 
O tempo entre as ejeções é suficiente para sedimentar 
um número muito grande de células. A corrente de concentrado te-
ve para ambas as fases e nos níveis comparáveis, a mesma concen-
tração. Mas, a quantidade medida era a proporção entre a concen--
tração dessa corrente e da suspensão de células original. Com~ p~ 
ra a 5~ fase, a concentração da suspensão original foi bem infer! 
- a • or a da 6- fase, os resultados aparentaram contraditarias. 
CONCLUSÕES 
Para a clarificação, a variável dentre as investigada~ 
que influe ·decisivamente é a vazão. O tempo médio de residência 
(no tambor da centrífuga) da suspensão original também e afetado 
principalmente pela vazão. 
Para _o concentrado, influiram todas as variáveis. O 
tempo de ejeção deve ser o suficiente para expelir as células se-
dimentadas com um mínimo de líquido. A vazão deve ser conjugada 
com o tempo entre as ejeções de forma a evitar a formação de tur~ 
bulência, que rouba células para o clarificado, reduzindo a densi 
dade de células na corrente de concentrado. 
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Em cada mudança de vazao, deve-se calibrar o numero de 
RPM da centrífuga, e então esperar tempo suficiente para sua es-
bilização. A menos que a concentração da suspe~são original no~ 
que possa ser controlada, os valores absolutos das quantidades de 
interesse nao devem ser olhadas como indesejáveis. 
6 O JOGO DA OPEV 
Para que a OPEV possa ser aplicada com sucesso em uma 
indústria, é necessário que as pessoas envolvidas em tal aplicação 
possam ser devidamente treinadas. Em um curso de OPEV, que poderia 
ser de curta duração, as pessoas aprenderiam os fundamentos bási-
cos da estatistica necessária à OPEV (já que um maior conhecimento 
poderia ficar a cargo do estatístico membro da comissão).. Aquelas 





. Após esse curso seria interessan-
te que as pessoas pudessem ser treinadas em um processo simulado . 
Para esse treinamento é que propomos o jogo da OPEV. 
Corno proponentes, sabemos a forma analítica de uma fun-
ção objetivo desconhecido pelos jogadores. Tal função representa 
um processo que descrevemos detalhadamente antes do jogo. Descrev~ 
mos os fatores com os respectivos intervalos de variação e também 
as caracteristicas do produto obtido pela operação do processo em 
determinadas condições. Perturbamos a função objetivo por meio da 
2 
geração de amostras aleatórias N(O,cr ) , e tal função perturbada 
será uma amostra da caracteriStica de interesse em cada condição de 
operaçao. 
Para a realização desse jogo, elaboramos dois programas 
(OPEVTY e OPE~VR). Os programas devem ser executados em terminal 
impressor com 80 caracteres. Tais programas, bem como o manual de 
uso dos mesmos, então disponíveis na Biblioteca de programas do 
l 
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CCUEC (Centro de Computação da Universidade Estadual de Campinas). 
o manual está contido no Apêndice II. Descrevemos a seguir, dois 
processos de produção que podem ser utilizados durante o jogo. 
PROCESSO DE EXTRUSÃO DE FARINHA 
Extrusão de alimentos é um processo de importância cre~ 
cente. O diagrama da fig. 6.1 ilustra uma planta para produção de 
l 
" 
1 - Arm~zcnng~m de farinha 
2 - Sapnrndor (cyclone) 
3 - Area intarmcdiãria (temporãrin) e ali~cntador 
4 - Adicionndor de 5gua ou vapor para acertar umidade 
5 - Mieturador para homogeinizar O produto 
6 - E:xtrusor 
7 - tlatrh: 
g - Faca (com motor para ajustar velocidade} 
9 - Esteira 
10 ScC;\dOr 
11 Rcsfriador 
12 - Sifter - (para ~tirar o rroduto esfartnhado} 
13 - Aplicador de cheiro e gosto 
14 - Silo de empacotamento 
15 - Mã~uina de empacotamento 
Figure 6.1 - ~yout Ce planta ?Ara ~rodu~no do 
•puffod snacks• • 
Pro!. Dr. Àhmcd A. El-D~ah 




"puffed snacks". As tres variáveis de controle que afetam as carac 
terísticas do produto a extrusão -apos sao: 
a) Umidade da farinha antes da extrusão x1 
b) Temperatura interna no extrusor x2 
c) Abertura da matriz x3 
Para o jogo são observadas duas características do pro-
duto extrudado: 
1) Textura (valor entre zero e dez). 
Os coeficientes da função objetivo sao: 
2.275 0.425 0.375 -0.875 .0825 0.25 -0.425 0.025 -0.25 -0.3 1.375 
B1223 
0.8 
e a perturbação e N{0,0.2). 
2) Umidade .apos a ext:r>usão (%) • 
Os coeficientes da função objetivo sao: 
Bo B1 B2 B3 B22 Bl2 Bl3 B23 sl23 B122 B322 B1223 
7.85 1.05 -2.075 1.35 -0.025 -0.225 0.55 -0.175 -0.175 -0.425o1.175 -0.425 
e a perturbação é N (O, O. 4) • 
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O modelo empregado e: 
onde x1 = (% Hzo - 17.5)/2.5 
x2 (T (°F) - 400)/50 . ' 
x3 = (Diâmetro (rom) -2) 
Para a textura, os valores que aparecem aos jogadores 
sao transladados por y = 10. - 2x y 
Dependendo dos níveis das variáveis, o produto tem ou-
tras características: cor, produto quebradiço, produto chamuscado, 
etc. Por exemplo, se a abertura da matriz (graduada entre .1 mm e 
3 mrn) for pequena (próxima de 1 nun) e a temperatura interna (variá-· 
e 450°F) for próxima de 450°F, deve ocorrer o se 
guinte: quando o produto está próximo da matriz fica sob alta pre~ 
são e alta temperatura. A água do produto fica sob a forma lÍquida 
e quando ele passa pela matriz, a pressao cai à ambiente rápidame~ 
te. Então possivelmente teremos uma situação de produto quebradi-
123 
ço, leve, dourado. 
Na descrição do processo para os jogadores, devemos es-
tabelecer que tipo de produto queremos obter. E as características 
textura e umidade após a extrusão devem indicar combinações das 
tres variáveis que possam favorecer o produto a ser obtido. 
OBTENÇÃO DE PÃO COM ELEVADO TEOR PROTEICO 
Para a fabrfcação de pao, com elevado teor proteico e 
boas características., (nutricionais, visuais, gustativas) podemos 
adicionar 3 tipos de proteínas: 
a) Proteína de Leite 
b) Proteína de Soja 
c) Proteína de Peixe 
X 
2 
Dependendo da combinação das percentayens desses tres tipos de pro 
teinas adicionados à massa do pão, podemos obter produto com as se 
guintes características: 
1) Volume (litPoJ/Kg 
Os coeficientes da função objetivo sao: 
Bo 
5.508 
B1 B2 e3 B11 B22 B33 
-0.4492 -0.6354 -0.338 0.3364 ~o.]062 0.01564 






2) Impressões gerais (entre zero e dez). 
Os coeficientes da função objetivo sao: 
So s1 s2 s3 Su s22 833 812 sl3 823 
5.033 o -0.75 -1.13 0.046 0.046 0.0456 0.125 0.125 0.125 
e a perturbação é N(O,O.l). 
O modelo empregado é: 
onde: 
xl = (% proteína de leite -4)/4 
x2 = (% proteína de Soja -4)/4 
x3 = (% proteína de Peixe -4)/4 
Cada tipo de proteína pode ser adicionado em até 8%. O 
mínimo teor de proteína admissivel é 12%. O objetivo dos jodadores 
é maximizar a soma (volume + impressões gerais) , sujeita às restri 
ções de mínimo teor total e máximo teor individual. Quando os joga 
dores admitirem que o processo está otimizado, o programa se utili 
za da subrotina TESTE, que otirniza analiticamente a função objeti-
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FLUXOGRAMA DO JOGO 
Um fluxograma do jogo está detalhado na fig. 6.2. O pr~ 
grama pode ser empregado em várias etapas do jogo, e com finalida-
des diversas. Na etapa em que os jogadores estão aprendendo a pre-
encher folha de resposta e quadro de informações, dados conhecidos 
de outros trabalhos podem ser introduzidos pelo terminal. (Caso al 
guém jã saiba como fazer o preenchimento da folha de respostas e 
quadro de informações, mas comodamente quer se valer do computador 
para efetuar e disr:or os cálculos., pode utilizar essa etapa do progr~ 
ma OPEVWR). 
Quando os jogadores jã_puderern tentar decidir (como se 
fossem superintendente do processo ou membro de uma comissão OPEV) 
olhando o quadro de informações e/ou folha de resposta, devem se 
valer dos dados gerados pelo programa, e investigar os efeitos de 




Box [1] recomendou que EVOP fosse conduzido em ciclos 
de duas ou três variáveis e propos esquemas fatoriais 2 2 e 
completos, com a introdução de um ponto central para referência. 
Tem sido introduzidos arranjos alternativos_ como OPEV SIMPLEX [ 3] 
ROVOP e REVOP [4] Esses esquemas foram descri tos brevemente por 
Boxe Draper [ 2] e em grande detalhe por Lowe [4]. Lowe caracte-
riza vantagens e desvantagens dos vários métodos. Por exemplo, a 
OPEV de Box pode investigar efeitos que envolvam tanto variáveis 
quantitativas quanto qualitativas, mas apresenta dificuldades em 
considerar delineamentos com mais de três variáveis. Já a OPEV 
Simplex poderia considerar qualquer quantidade de fatores, nao po-
dendo 1 entretanto, considerar em seu delineamento fatores de natu-
reza qualitativa. 
HUnter et al. [ 5], em 1966, fez urna "coletânea" da ex-
tensiva literatura relativa ao OPEV durante seus 10 primeiros anos. 
Após a publicação de EvoZution Operation [ 2 ] em 1969, 
OPEV tem sido mais largamente empregada, e vários trabalhos tem 
mostrado exemplos de aplicação [ 6] , [ 7] 1 avaliação de resultados 
de aplicação através de "pesquisa" entre os usuários [ 8] ou ainda 
comentários sobre vantagens e desvantagens das diferentes técnicas 
[ 7 l . 
Nesse trabalho nao se tentou fazer um levantamento bi-
bliográfico completo sobre Operação Evolutiva, o que pode ser en-
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O PROG~AMA ARHAZENA, INICIALMENTEt .OS Vl\LORES 
SAO UTILizaDOS PARA ESTIMAR O DESVIO PADRA0Pí:LO 
AflPLITUDE:. OEi?OzS, O PROGRAMA ARHAi.E>IA os· . COEFICIENTES DAS· 
FUNCOES o8.tETIVo pROPOSTAS COMO ALTERNATIVAS DE fROCESSàS DE ". " 
PRODUCAD. EXISTEM 4 fUNCOES OE,!ETIVD," DIÍÀS : PARA ··· .. CADA. 
PROCESSO: _,_. - ---. ~ :\!ti.:t~.:~~:-·:·-- ·(_:_.,(~,:~ - _., ~:'. . 
PR8DUCAO DE pAQ c~H ALTO TEOR 
H;Tf.:RtsSE Sb.0:-
1 ••> VDLUt<E/KG . 
.,. . :\.; -~ .. ~- :; 
PRDTErco;''iiill'llt As CARÍICTERISTICÀS DE 
' : \:. ,; ,_" '• ;-t··:: ··' ----- ·\-_ ,;', 
\ 














=•> VMIDÁDS hPOS A'EXTRUSAO 
A t-1ATR'{Z GAr{CJ;:Z(I,.J,K) E UTILTZl!.DA PARA 
COEflCIEltTES DESSAS f'UNCOES DBJETIVr}, ONDE: 
t:•l •• :10 SE i<EFERE AOS COEFICHNTES 
il~!, ? SE REFERE AS CARACTERISTICAS DE 
IfJ"fEt;;~SSE t:~l C.~DA PROCt::SSO --
!=1, 1 SE n.CFE?.E AOS PROCESSOS 
ARMA~ENAR os ; 
DEPJIS OS 
AR;>lAZf.:N~DOS EH 
Ai~ TE;?. lO~ ;,iEJirS • 
DeSVIOS PADRAO PARA CAnA f'IINCAO ORJETIVO SAO 
~~G~~(I,J), ONDE I E J SAO CONFOR~E EMPREGADOS 
JA Nl ~UBR0TlilA TESTE, SAO Ll~&S AS RESTRICOES PARA AS 
\';..RIAVEIS nE U;~ DOS PROCESSOS (n nE F~-BRICACAO DE PAO COM 
ELEVADO :Eo~ PROTFICO). NESSA ET~pA, O PROGRA~A OTIMIZA 
A~~~IT!Ck•~c~!S A fUijCAO OBJETIVO PRnpnSTA NO JOGO (MAXIMIZA A 
SD~k [VOLUMRIKG + lMPR~SSOES GERAISl) E COMPARA COM AQUELA 















-, ' -,;· 
"' · •. 
--\ ;, 
•oPCAO UH: NESSE VnC,E :!~;1~~!~~~l·~~~f~~~~~~~~~~ vnCE OuER 
no:GISTàPS ·· 












·vnCE QuER QUE O .• ~o•·'' 
RpSPDS'!'A _'COM OS ,:RESPt;CTIVnS. REGISTROs\.· .. ·. 
vnCE QUEQ INSERIR OS DAOós pELO TERM 
VnCE EsTJI NA PRIMEIRA FASo: , 
y.,CE QUER QUE O PROGRAMA rMpRIMA AS FOLHAS DE' 
RRSPOS:tA COM OS RESPECTIVoS RÉGISTROS , . . ·: •.·· 
VnCE QuEÍl QU!: OS DADOS SEdÁM GERADOS pELO PROGRAMA>''" 
vnCE NíO ESTA MAIS l<A PRI-,trRA FASE),·•·•· ,. · · ;·_,: ·.• · 
ynCE QuER QU!i' ,ó PROGRAMA IMPRHlA APENAS OS '·, '·' 
F.I'GlSTROS . ' .. · i,,:.'.,. . :<'': ... ;f,:' ... ": .. 
ynC!: QuEr. INSERIÍ(DS OADóf'pELÔ TERMINAL 
V.'lCE NAO ESTA MAIS NA PRIMEIRA FASE~--- . 
ynCE OuER QUE O PROGRAMA j~.~RI.MA APENAS DS. 
RFGISTROS 
VnCE Q~ER QUE 05 DADOS SE.JAM. GERADOS PELO PROGRA% 
VnCE ••o ESTA MAIS IA PAioErRA FASE 
ynCE ~UER QUE O PROGRAMA TMPRIMA AS FOLHAS DE 
P.~SPOSTA COM OS RESPECTIVnS REGISTROS 
VnCE QuER INSERIR OS DADB~ pELO TERMINAL 
vnCE NAO ESTA ~AIS HA PRIMEIRA FASE 
v~CE QuER QUE O PROGRAMA !oPRIMA AS FOLHAS DE 
R;--SPOSTA COl~ OS RESPECTIVtlS REGISTROS 
y,,çE QuER QliE OS DADOS SEJAM GERADOS PELO PROGRA'~A 





SE A riSE N10 FOR A 
"QUAL FASE EST~Mns?• 
']. fA>E<CR> (fúP.~ATO LIVRE PAliA ;~-~~:El:H:~~i~ci~:Jl~~&; 
. · -..QUAL O V ALQR DA EST .c·•c•'l'ic 
PRlDRHJl'l . · 
] 
"QUAIS SAO OS DAnOS PARA O CICLO 
(DWOS(M,I),I:0,4l<CR;. (FORM~TO LIVRE 











SE l\ o;CAO TIVER SIDO 3 OU 7~ 
vE 'RESPOSTAS PREE"CHÍDA PARA O 
-·:__ IMPRlt.\E O Qn!I.DRO DE lNf'ORMACDES~'' 
', '- ~ ' 




: .. "' - --- . 
o pBÓGRJÚ!A IMPRIME . APIENliS 
-·-·; .. -
::-,; "'~; ":_-, ·_:_-
-_. ~ < 
u• DADOS GERADOS I',ELÓ 1~RnGRAMA >fn (OPCAO PAR) 
~:x T~ u sH.R!~ ~,_(~}.~~A;~:~:~f~-;7~:~\:.·~~::_:;·-~,=: : ___ · --··-~ 
(*) ---~---~------~~---------------:~--------------~---------
NO FRutiCHI:.~ENTO DA FOLHA DE RESPOSTA, OS DADOS SAO 
!t4PRt:SSOS ·NnM fORI~J\TO F5.1. OS DADnS DEVE..,- SER DH1ENSIONADOS 





· Si: A Fi SE NAO fOR A PRIMEÍRA! , .. ·.· ·1- "t::M OUAL FASE ESTJ.MOS?"" -~ -- .·_ .. _. : .. ':-:}_7)(;,{o:;.~~·'!,;;f);::;·:-'->:-~,.: ~~-
·- fASE<C~>(fCJRi-\J:;,TO l,IYRI" PARA INTF.IRciS) ~~~1;~~07:·J~:::;:·:·\:·:·~- :·.·_ :.•,··".h 
"QU;,L o,VAI.QR DA tSII:·iA.IlVA A PRIO'R-_1?~--'':_\·-.:.--_.~. -_··-.: 
JFRIORI(JÍ)<CP.>(FORM~.T~ LIVRE Pl.RA REAIS)_,,,,.. . • :.;,..:•c••J•'' .. 










"rEMOS TRES VAP.t~VSIS: 
11 - UHID~DE INICIAL DO T~]TlCALE 
21 - TE'·lPERhTURA INTERNA 
~' - Dl~HETRO DO BOCAL• 
132 
' . 
- . ~::' 'i,':_- --
''· . Si'! f'AO DE ALTO TEOR PROTEICa: 
1--::·:_;_~_-·.-TEMOS TRt;S '.',;~IáVEIS; . ~:- ,.. 
-- .~CJ;'iJK'· · 11 .• PROTF.INA DE LEITE,. 
Jci;'· . ; : = ~.:g;;~~tz,i,.~~.~~~.~ ·· 
. ·-"~···. ENTAO, PARA QUAL~UtR !)OS fROCESSQS: .,-., 
.c~;!;/ .. "QUAL DELAS VOCt:. QUER IIAliTER.fi.~~r.Rfr'' .• I'·'·· ESCREVA o RESPEcrrvo NU;4ERO",.\,•i'·':>,;.>··. ·. 
- IJ<CR>(FORM,TO LIVRE oARA I"1IEIR0S).
1 







UMIDADE INICIAi DO TRITICALE DEVE ESTAo FNTRE 15% E 22% 
ru;pERHURA INTERNA DEVE ESTAR ENTRE 3SOF E 450F 
ABERTURA DO Buf.-~L Pt;Va: ESTAR GRADUADA Eí~TRE 1~M E 3MM" 
SE PAO DE Ar:ro TgOR PROTEICO: 
"A PORCENTAGEM O~ CADA TIPO DE PRDTEINA nEVE ESTAR ENTRE 0% E 8%" 
ENTAO, PhRA QUALQUER DOS PROCESSOS! 
l "QUAL O V~LOR DA VlRIAVEL A SER FIXADA?~ _ X!lJ)<ÇR> (FOP-!ATD LIVRE P~RA REUS) 












NA SEQDENçiA EM QUE fURAM DESCRITAS. POR EXEMPLO. SE O 
P~DCESSO Foo O DE PRJDllCAD DE PAO'çnM ELEVADO TEOR PROTEICO, 
E A çARlAVE~ FIX~DA FOR PRDTEINA DE soJA, A CONDICAO "A" SERA 
UM NIVCL PARA PRóT~INA DE LEITE E a CONDICAO "8" SERA U~ 
!HVEL PARA A PRQTSlNA DE PEIXE. ~ SF.OUENCIA. NQ_.DELINEAHEf'i!O 
SER A.: 
i(4l .,.-._ •( 2) 
•(O) 
>rll 
SUPONo0 CO~riEClDA A SEQUENCIA ~O DELlNElMENTO, ATRAVES 
DA SUeROT 1 ~~ GsRA, Q PROGRAMA GER~ AMOSTRAS DE VALORES DAS 
CARACTEPISriCAS DE INTERtSSE (INICIALMENTE PAPA JT=l), DEPOIS 











1=0,4 t;:::;:;: =;: = ===:::; =:;; = = = = = = = = = =,~:= ~=-==! 
~QUAIS AS Co~DicnES P~RA O 
. !': . 
M)•<CF<>!FORMATO LlVoE PARA .··.~·.;::.c;jti; 
'!.GORA E&CREVA Á COND r CriO' .. 
l 
}<CR> (FOP.:'.ATO LivRe PARA REAIS) . 
- l 
CONT 1 NUE:;=:::::::::::::=::.=o::=:::::::::::::::':=::: ·1 
"COM 
\ 
DEP9IS O PRQGRA~A !~PRIME OS CiNcO PONTOS GERADOS. S€ A 
Q?CAO FOR 4 OU 8, Q P?OGP~~A F!PRHF l FOLHA DE RESPOSTAS E O 
~UADRO DE INfOR~oCOES, 
SE A 
QUADRO OE 
QPCAO fOR 2 OU 
I~FOR:.l;.COES. 
6, o 
111-** JT=2 *** 
SE A FiSE foR A PRI~EIRA {OPCA~ 2 OU 4), O 
ATRAVES D• SUsROTINA PREVIA INnAGA O NUMERO 
JIISTORJCOS ~ARA A CARACTERIS1ICA Jr•?• (AQUI SE 





O PRDGRhM~, COM O DELINEAMENTO Ja "~EMORJZADO", IM?RlNE 
AS CINCO kMOStRAS GERADAS P~RA a CARACTERISTICA JT=2. 
DEFENDE~DO ~A or:Ao, IMPRIME EYTA3 §ó O QUADRO DE INFORMACOES · 
OU fOLHA oE RsSPOSTA E GüADRO DE INfORMACOES, DA MES~l 
MAL~IR~ QUE N~ ETAPA EQUIVALE~TE PAR~ JT;l. 
APOS O FFEE~Chlf!E~TO DO QUAVR~ DE INFORNACOES 
VOLfM10S a t;E;·~t'PJ~~.LIZ.AR TT,NTO Pll.f:ll AS ·:.tPCOES DE 
INSERI~OS p~LO TeR~lNAL COMO PAPA ~QUELES DADOS GERADOS 
PROGRA}l~); 




~- O P~DGRh~A cO~P~RA H (0 .NU~ER~ DE CICLOS ATE ENTAO 
~ :, REALIZADOS) C~M ~AX (DEFINIDO NO l~IciO DA FASE). SE M<~AX, 
. INCRE~ENil 1 l ~ E GERA NOVOS DADOS. REALIZANDO NOVO CICLO. 
SE ~;MLX, O PROGRAMA DA A MENSAGE~ DFi 
~rASS~REMOS OJ N~XI0~ DE CICLOS PREVISTO~. PENSEM QUE FAZER E 
VOLTE~ A FAr:AR CoMtG~~ 




.·:>·> -:.-. -,_ -: ' 
·.·. {fORMATDs~ 3 ~ p.cSPDSI~ fOR ,,:;·.~~4~~~f\:f;. .· . 
. ·. .. O USUAoiO PoDE ESTAR. TE)'tl!j;:!IANDo ~ fASE POR DOIS ~OT!VOS:· 
l)VAl RElNiriAR NOVA: r.ME;,f5éi;l/T,I!>IÜ.iiD0 OUTROS . NIVElS DAS 
'VARIAVElS PARA Os DELINEAMENf0$~\1\~;,')is'; . •· · .·· '" '• 
_ ~l'CONSIDE_R~ O P~_oC_ES_S~·:·;2~~~~Jã~~~~::i\·_··,:_\. y_; ,- , __ , .. 
• -. ... - . ·- ._ -_::J;,,,,_.•l'J:-;;,,.,.-.-~fkr.<>·-1'-··~·,. ·:c, . . - -- '·' 
PARA saBER ISSO, "ó' iROG~~i!~,'PERGtJNTAt'· .. i 
"VO:E ACHA QliE JA E SuflCIENTE1":::·_;:-~~·3{J:t;~{\'----' -·:-·:_ , ·_,,_::· 
o HO<CR> ( fDR'A TO Si 3) .. . . • c.;' (;;•). 
O MOTivO E Ó PRIHSIRO; F:NTAO, Ó PROGRAMA ' PERGUNTA: 







~~O<CR~ (fO~~ATO A3) 
O PROGRAMA ESCREVe 
•GUAR~E NOVA MEDlAS•EL~ SERA A ESTIMATIVA A 
PRIOR! PARA A PROXI•A rASE. 
E SUPRIME A EXE~U~AO 
SE 
&TM<CR> (FJR'IATO A3) 
Q PROGRAMA ATUAirzA SUAS I~fORMACOES (fAZ 
:ICLO='l=J; INCREME;NTA l EM fASE; 
ATRIBUE OOVA MEn!~ S A PR!OR!!JTJ,ETC.l; 
8 VOLTA PARA L~•St.<IAl. SE·· ·IA=2, 
I~PRI~E CARIGTE~ISTIC&S DO PRODUTO 
EX!RUD.\00 NA-S cnNDICOES DE CT;DA PONTO 
00 DELINEAKENTD~ 











SE 1A:6 (DAoOS INSERIDoS 
PELO snCESSi) ÇO~! üPC:'w'" 
pE~Q TERMINAL), ~ENSAGEM 
SE H:l O PR0GRA11A ATRAVES DA SUf\ROTINA TESTE (QUE POR 
SUk VEZ sE UTILnA DE INVERT E DE MtrLTJ EMPREGA O ALGORITMO 
.<: n·o· GRl.Dit:l~TR P?.OJE1'ADO PARA VERIFlCA.R SE O OTIMO ENCONIRADO 
·~,~~-.-~hALITICA~~uTE EST~ PROXI~O bo OtiMn ENCONTRADO POR OPEV. D~ 
·-;· -_·_o SEU p.E:CADfl E S~PRI>Ui_ ~ EXECUC~O·~·-:· 
·· SE IA:j, IMpRIME CÀRÀCTERISTiC~S DO PRODUTO 
·-. ' ( .. · CADÃ PONTO oD DEt.HlÊA-f>iENTO.r E f,AZ VntnS DE FELIZ 
·. :0 PRJDutq t:ÍTRUD;.Dt)~-~~-· 
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