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Given a bounded function Φ : R → R, we deﬁne the Takagi type function TΦ : R → R by
TΦ(x) :=
∞∑
n=0
Φ(2nx)
2n
.
The main results of the paper provide suﬃcient conditions on Φ in order that TΦ be
approximately Jensen convex in the following sense
TΦ
(
x+ y
2
)
 TΦ(x) + TΦ(y)
2
+ Φ
(
x− y
2
)
− Φ(0) (x, y ∈ R).
Applications to the theory approximately convex functions are also given.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper denote by R, R+ , Z, and N the sets of real numbers, nonnegative real numbers, integers, and
positive integers, respectively, and let I denote a nonempty subinterval of R.
Deﬁne, for every x ∈ R,
T (x) :=
∞∑
n=0
dZ(2nx)
2n
, (1)
where
dZ(x) := dist(x,Z) := inf
{|x− k|: k ∈ Z}.
Observe that the function T is 1-periodic, continuous and vanishes on Z. This function is a well-known example of
a continuous but nowhere differentiable real function, which is usually called “van der Waerden’s function” (cf. [36]) though,
as it was discovered by Knopp [15], this function was constructed (in terms of the dyadic expansion of x) almost 30 years
before by T. Takagi in 1903 [35]. For further historical details and remarks, we refer to the papers Billingsley [2], Cater [5],
Kairies [14].
The investigation of approximate convexity probably started with the paper by Hyers and Ulam [9] who in the year 1952
introduced and investigated ε-convex functions. The Hyers and Ulam decomposition theorem of ε-convex functions was
later generalized by Páles in [25]. Since then many papers on this subject have been published. Two trends in these papers
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546 J. Makó, Z. Páles / J. Math. Anal. Appl. 369 (2010) 545–554can be observed. One focuses on investigation of the regularity properties (differentiability, Lipschitz or Hölder property,
etc.) of approximately convex functions (cf. [21,22,30]). The other concerns, roughly speaking, estimations of the bounds
which appear for approximately convex functions, see, for example, Cannarsa and Sinestrari [4], Green [8], Laczkovich [17],
Ng and Nikodem [20], Rolewicz [28,29,31]. Our considerations belong to the second current which is motivated by the
fact that Takagi-like functions appear naturally in the investigation of approximate convexity, see, for example, Házy [10],
Házy and Páles [11–13], Makó and Páles [18], Muren´ko, Tabor and Tabor [19], Tabor and Tabor [32,33], Tabor, Tabor, and
Z˙ołdak [34].
The role and importance of the Takagi function in the theory of approximate convexity was discovered by Házy and
Páles [11] who obtained the following result.
Theorem A. Let f : I → R be locally bounded from above on I and let ε  0. Then f satisﬁes the approximate Jensen convexity
inequality
f
(
x+ y
2
)
 f (x) + f (y)
2
+ ε
∣∣∣∣ x− y2
∣∣∣∣ (x, y ∈ I), (2)
if and only if, for all x, y ∈ I and t ∈ [0,1],
f
(
tx+ (1− t)y) t f (x) + (1− t) f (y) + εT (t)|x− y|. (3)
It is a theoretically essential question whether, in the error term in (3), the value T (t) for each t ∈ [0,1] is the smallest
possible or not. To obtain the optimality of this term, it suﬃces to ﬁnd a function f : R → R which fulﬁlls (2), and (3) holds
with equality for x = 1, y = 0, and for all t ∈ [0,1]. In particular, if (2) was satisﬁed by f := εT , then, for x = 1, y = 0,
and for t ∈ [0,1] (3) would reduce to f (t)  εT (t), which holds with equality by the choice of f . In order that f = εT
satisfy (2), the Takagi function must be approximately Jensen convex in the following sense: for all x, y ∈ R,
T
(
x+ y
2
)
 T (x) + T (y)
2
+
∣∣∣∣ x− y2
∣∣∣∣. (4)
This inequality was conjectured by Páles [26], and the conjecture was answered aﬃrmatively by Boros [3] in 2008.
Two important generalizations of T are the following families of Takagi type functions:
T p(x) :=
∞∑
n=0
(dZ(2nx))p
2n
(x ∈ R), (5)
and
Sp(x) :=
∞∑
n=0
dZ(2nx)
2np+p−1
(x ∈ R), (6)
where p is a nonnegative parameter. Observe that T1 = S1 = T .
The role of the Takagi type function T p in (5) was discovered by A. Házy and Zs. Páles in [12].
Theorem B. Let f : I → R be locally bounded from above on I and let ε, p  0. Then f is (ε, p)-Jensen convex on I , i.e., for all x, y ∈ I ,
f
(
x+ y
2
)
 f (x) + f (y)
2
+ ε
∣∣∣∣ x− y2
∣∣∣∣
p
(7)
holds if and only if
f
(
tx+ (1− t)y) t f (x) + (1− t) f (y) + εT p(t)|x− y|p (8)
for all x, y ∈ I and t ∈ [0,1].
The other Takagi type function Sp in (6) was introduced by Ja. Tabor and Jó. Tabor in [32].
Theorem C. Let f : I → R be locally bounded from above on I and let ε, p  0. Then f is (ε, p)-Jensen convex on I if and only if
f
(
tx+ (1− t)y) t f (x) + (1− t) f (y) + εSp(t)|x− y|p (9)
for all x, y ∈ I and t ∈ [0,1].
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be valid for all (ε, p)-Jensen convex functions f on I .
It is an exciting open question whether (9) is still sharp in the case 0 < p  1. One of the main goals of this paper is to
show that, in this case, the inequality (8) is a sharp one.
Instead of this problem, consider the next more general problem. Given a bounded function Φ : R → R, we deﬁne the
Takagi type function TΦ : R → R by
TΦ(x) =
∞∑
n=0
Φ(2nx)
2n
.
Observe that Φ → TΦ is a bounded linear map on the space of bounded real functions for which TC = 2C for each constant
function C . It is also easy to see that TΦ satisﬁes the following identity:
TΦ(x) = Φ(x) + 1
2
TΦ(2x) (x ∈ R). (10)
Furthermore, if Φ is continuous and 1-periodic then TΦ is also continuous and 1-periodic, respectively. Obviously, with
Φ := dZ , we get the classical Takagi function deﬁned in (1). Taking Φ := dpZ , the obtain the Takagi type function deﬁned
in (5).
The main purpose of this paper is to prove that a certain class of the Takagi type function TΦ is also approximately
Jensen convex in an appropriate sense. In other words, we are looking for a function Ψ : R → R such that
TΦ
(
x+ y
2
)
 TΦ(x) + TΦ(y)
2
+ Ψ
(
x− y
2
)
(x, y ∈ R) (11)
be satisﬁed. Putting y = 0, replacing x by 2x, and observing that TΦ(0) = 2Φ(0), (11) reduces to
TΦ(x)
1
2
TΦ(2x) + Φ(0) + Ψ (x) (x ∈ R),
which, by (10), is equivalent to
Φ(x)Φ(0) + Ψ (x) (x ∈ R).
This means that Ψ := Φ − Φ(0) is the smallest possible choice for Ψ . In Theorem 1 of Section 2 below, we will prove that,
for a certain class of functions Φ , this choice is indeed appropriate. In Section 3, we apply the results on the approximate
ϕ-Jensen convexity (which was the subject of our previous paper [18]) of Takagi type functions to obtain the sharpness of
the error terms for the corresponding approximate convexity property.
2. Approximate convexity of Takagi type functions
Our ﬁrst main result states that, under certain assumptions on Φ : R → R, the approximate Jensen convexity inequal-
ity (11) holds with Ψ := Φ − Φ(0).
Theorem 1. Assume that Φ : R → R is continuous, 1-periodic and, for all x, y ∈ R,
2Φ(x) − Φ(x− y) − Φ(x+ y) +min
(
0,Φ(2x) − Φ
(
2x+ 1
2
)
+ Φ
(
2y + 1
2
)
− Φ(2y)
)
 2Φ(y) − Φ(0) − Φ(2y). (12)
Then TΦ satisﬁes, for all x, y ∈ R, the approximate Jensen convexity inequality
TΦ(x)
1
2
(
TΦ(x+ y) + TΦ(x− y)
)+ Φ(y) − Φ(0). (13)
Proof. Replacing Φ by Φ − Φ(0) if necessary, we may assume that Φ(0) = 0.
By the 1-periodicity, continuity of Φ and Φ(0) = 0, the function TΦ is 1-periodic, continuous, vanishes on Z, and
TΦ(x+ 12 ) = Φ( 12 ) holds for all x ∈ Z. Substituting x = 0 and y = 1/2 into (12), it follows that Φ( 12 ) 0.
We show, by induction on n ∈ N, that (13) holds for all x, y ∈ Z/2n . Then the statement follows from the continuity of
TΦ and the denseness of dyadic rational numbers in R.
To prove the statement in the case n = 1, let x, y ∈ Z/2 be arbitrary.
If x, y ∈ Z, then TΦ(x) = TΦ(x− y) = TΦ(x+ y) = 0 and Φ(y) = 0, hence (13) holds with equality.
If x /∈ Z, y ∈ Z, then, by the 1-periodicity, we have TΦ(x+ y) = TΦ(x− y) = TΦ(x) and Φ(y) = 0, hence (13) holds with
equality.
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was derived from (12).
If x /∈ Z, y /∈ Z, then TΦ(x) = Φ(y) = Φ( 12 ) and TΦ(x − y) = TΦ(x + y) = 0 since x ± y ∈ Z. Thus (13) again holds with
equality.
Now assume that the statement holds for all x, y ∈ Z/2n for some n ∈ N and let x, y ∈ Z/2n+1 be arbitrary. We distinguish
two cases according to the validity of the inequality
0Φ(2x) − Φ
(
2x+ 1
2
)
+ Φ
(
2y + 1
2
)
− Φ(2y). (14)
Case I: When (14) holds. Then (12) reduces to
Φ(x) − 1
2
Φ(x− y) − 1
2
Φ(x+ y)Φ(y) − 1
2
Φ(2y). (15)
Since 2x,2y ∈ Z/2n, therefore, by the inductive assumption, we also have
TΦ(2x) − 1
2
(
TΦ(2x+ 2y) + TΦ(2x− 2y)
)
Φ(2y). (16)
Using (10), (15), and (16), we get
TΦ(x) − 1
2
(
TΦ(x+ y) + TΦ(x− y)
)
= Φ(x) + 1
2
TΦ(2x) − 1
2
(
Φ(x+ y) + 1
2
TΦ(2x+ 2y) + Φ(x− y) + 1
2
TΦ(2x− 2y)
)
= Φ(x) − 1
2
Φ(x− y) − 1
2
Φ(x+ y) + 1
2
(
TΦ(2x) − 1
2
(
TΦ(2x+ 2y) + TΦ(2x− 2y)
))
Φ(y) − 1
2
Φ(2y) + 1
2
Φ(2y) = Φ(y).
Case II: When (14) does not hold. Then (12) reduces to
Φ(x) − 1
2
Φ(x− y) − 1
2
Φ(x+ y) + 1
2
(
Φ(2x) − Φ
(
2x+ 1
2
)
+ Φ
(
2y + 1
2
))
Φ(y). (17)
We have that 2x+ 12 ,2y + 12 ∈ Z/2n, whence, by the inductive assumption, we obtain
TΦ
(
2x+ 1
2
)
− 1
2
(
TΦ(2x+ 2y + 1) + TΦ(2x− 2y)
)
Φ
(
2y + 1
2
)
. (18)
Using (10) several times, the 1-periodicity, (17), and (18), we get
TΦ(x) − 1
2
(
TΦ(x+ y) + TΦ(x− y)
)
= Φ(x) + 1
2
TΦ(2x) − 1
2
(
Φ(x+ y) + 1
2
TΦ(2x+ 2y) + Φ(x− y) + 1
2
TΦ(2x− 2y)
)
= Φ(x) − 1
2
Φ(x− y) − 1
2
Φ(x+ y) + 1
2
(
TΦ(2x) − TΦ
(
2x+ 1
2
))
+ 1
2
(
TΦ
(
2x+ 1
2
)
− 1
2
(
TΦ(2x+ 2y + 1) + TΦ(2x− 2y)
))
Φ(x) − 1
2
Φ(x− y) − 1
2
Φ(x+ y) + 1
2
(
Φ(2x) + 1
2
TΦ(4x) − Φ
(
2x+ 1
2
)
− 1
2
TΦ(4x+ 1)
)
+ 1
2
Φ
(
2y + 1
2
)
Φ(y).
This completes the proof. 
In order to obtain a veriﬁable form of condition (12), we shall need the notion of higher-order monotonicity and con-
vexity. Let I ⊆ R be a proper interval and φ : I → R. Given h ∈ R, we use the notation hφ(x) := φ(x+ h) − φ(x) whenever
x ∈ I ∩ (I − h). We say that a function φ is n-monotone ((n − 1)-Wright-convex) on I if, for all h1, . . . ,hn  0 and for all
x ∈ I ∩ (I − h1 − · · · − hn), the inequality
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holds. Observe that 1-monotonicity is equivalent to the nondecreasingness of φ. Furthermore, 2-monotonicity can be
rephrased as the following property: for all x, y ∈ I and t ∈ [0,1],
φ
(
tx+ (1− t)y)+ φ((1− t)x+ ty) φ(x) + φ(y),
which is called the Wright-convexity of φ (cf. Wright [37], Gilányi and Páles [6,7]). In the case of continuity, the Wright-
convexity is equivalent to convexity of φ.
The following result characterizes n-monotonicity for n-times differentiable functions. For its proof we refer to the books
Popoviciu [24], Roberts and Varberg [27], Kuczma [16], Niculescu and Persson [23].
Lemma 2. Let φ : I → R be a continuous function which is n-times differentiable on the interior I◦ of I . Then φ is n-monotone if and
only if its nth derivative φ(n) is nonnegative on I◦ .
In the next result, we investigate condition (12) for functions Φ of the form φ ◦ dZ , where φ : [0,1/2] → R.
Theorem 3. Let φ : [0,1/2] → R be a continuous function such that φ is 1- and 3-monotone, and (−φ) is 2-monotone. Then the
function Φ := φ ◦ dZ is 1-periodic, even, and fulﬁlls (12) for all x, y ∈ R.
Proof. In the proof, we will frequently use the following easy-to-check identity:
dZ
(
u + 1
2
)
= 1
2
− dZ(u) (u ∈ R). (19)
Without loss of generality, we may assume that φ(0) = 0 (otherwise we replace φ by φ −φ(0)). Then, φ is nonnegative and
hence Φ := φ ◦ dZ is 1-periodic, even and nonnegative. In view of the 1-periodicity of Φ , if (12) holds for some (x, y) ∈ R2,
then it also holds for (x+n, y +m) ∈ R2 where n,m ∈ Z is arbitrary. Therefore, we may assume that |x|, |y| 12 . Using also
the evenness of Φ , it follows that if (12) holds for some (x, y) ∈ R2 then it also holds for (±x,±y) ∈ R2. Hence, we may
also assume that x, y  0. In the rest of the proof we distinguish two main cases and two subcases in each case.
Case I: When dZ(2y) dZ(2x) holds. By (19) and the inequality 12 −dZ(2y) 12 −dZ(2x), we get dZ(2y+ 12 ) dZ(2x+ 12 ).
Since φ is nondecreasing, we obtain that Φ(2y)Φ(2x) and Φ(2y + 12 )Φ(2x+ 12 ). In this case
Φ(2x) − Φ
(
2x+ 1
2
)
+ Φ
(
2y + 1
2
)
− Φ(2y) 0,
therefore (12) reduces to
2Φ(x) − Φ(x− y) − Φ(x+ y) 2Φ(y) − Φ(2y). (20)
Subcase Ia: When y ∈ [0,1/4] holds. Then, dZ(2y)  dZ(2x) yields that 0  x + y  12 and 0  x − y  12 . By the 3-
monotonicity of φ, we obtain that x−y2yφ(0) 0, which is equivalent to
2φ(x) − φ(x− y) − φ(x+ y) 2φ(y) − φ(2y).
Therefore,
2Φ(x) − Φ(x− y) − Φ(x+ y) = 2φ(x) − φ(x− y) − φ(x+ y)
 2φ(y) − φ(2y) = 2Φ(y) − Φ(2y),
which proves (20) in this subcase.
Subcase Ib: When y ∈ [ 14 , 12 ] holds. Then, by dZ(2y) dZ(2x), we have that 12  x+ y  1 and 0 y − x 12 . Applying the
3-monotonicity of φ, we have y−x21
2−y
φ(0) 0, which yields
−φ(y − x) − φ(1− x− y) 2φ
(
1
2
− y
)
− φ(1− 2y) − 2φ
(
1
2
− x
)
. (21)
By the 1-monotonicity of φ, we also have that
φ(x) φ(y), φ
(
1 − y
)
 φ
(
1 − x
)
. (22)2 2
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2Φ(x) − Φ(x− y) − Φ(x+ y) = 2φ(x) − φ(y − x) − φ(1− x− y)
(21)
 2φ(x) + 2φ
(
1
2
− y
)
− φ(1− 2y) − 2φ
(
1
2
− x
)
(22)
 2φ(y) − φ(1− 2y) = 2Φ(y) − Φ(2y),
which completes the proof of (20) in this subcase.
Case II: When dZ(2y) dZ(2x) holds. Then
Φ(2x) − Φ
(
2x+ 1
2
)
+ Φ
(
2y + 1
2
)
− Φ(2y) 0,
therefore (12) reduces to
2Φ(x) − Φ(x− y) − Φ(x+ y) + Φ(2x) − Φ
(
2x+ 1
2
)
+ Φ
(
2y + 1
2
)
 2Φ(y). (23)
Subcase IIa: When 0  x  14 holds. Then by dZ(2y)  dZ(2x), we have 0  y − x  12 and 0  x + y  12 . Applying the
1-monotonicity of φ, we have
φ(x) φ(y), φ
(∣∣∣∣12 − 2y
∣∣∣∣
)
 φ
(
1
2
− 2x
)
. (24)
On the other hand, by the 3-monotonicity of φ, we get y−x2xφ(0) 0, which yields
2φ(y) − φ(y − x) − φ(x+ y) + φ(2x) 2φ(x). (25)
Therefore, by using the above inequalities, we obtain
2Φ(x) − Φ(x− y) − Φ(x+ y) + Φ(2x) − Φ
(
2x+ 1
2
)
+ Φ
(
2y + 1
2
)
= 2φ(x) − φ(y − x) − φ(x+ y) + φ(2x) − φ
(
1
2
− 2x
)
+ φ
(∣∣∣∣12 − 2y
∣∣∣∣
)
(24)
 2φ(y) − φ(y − x) − φ(x+ y) + φ(2x) (25) 2φ(x) (24) 2φ(y) = 2Φ(y),
which means that (23) holds in this subcase.
Subcase IIb: When 14  x
1
2 holds. Then by dZ(2y) dZ(2x), we get that 0 x− y  12 and 12  x+ y  1. It follows from
the 1-monotonicity of φ that
φ
(∣∣∣∣12 − 2y
∣∣∣∣
)
 φ
(
2x− 1
2
)
. (26)
Using the 3-monotonicity of φ, we have that x−y21
2−x
φ(0) 0, which results
−φ(x− y) − φ(1− x− y) + φ(1− 2x) 2φ
(
1
2
− x
)
− 2φ
(
1
2
− y
)
. (27)
Finally, by the 2-monotonicity of −φ, we have that x−yx+y− 12 φ(
1
2 − x) 0, which yields that
φ
(
1
2
− x
)
+ φ(x) − φ
(
1
2
− y
)
 φ(y). (28)
Combining these inequalities, we obtain
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(
2x+ 1
2
)
+ Φ
(
2y + 1
2
)
= 2φ(x) − φ(x− y) − φ(1− x− y) + φ(1− 2x) − φ
(
2x− 1
2
)
+ φ
(∣∣∣∣12 − 2y
∣∣∣∣
)
(26)
 2φ(x) − φ(x− y) − φ(1− x− y) + φ(1− 2x)
(27)
 2φ(x) + 2φ
(
1
2
− x
)
− 2φ
(
1
2
− y
)
(28)
 2φ(y) = 2Φ(y),
thus (23) has been proved.
The proof of the theorem is complete. 
The next result is an immediate corollary of Theorem 1 and Theorem 3.
Corollary 4. Let φ : [0,1/2] → R be a continuous function such that φ is 1- and 3-monotone, and (−φ) is 2-monotone. Then, with
Φ := φ ◦ dZ , the Takagi type function TΦ satisﬁes (13).
In what follows, we consider the particular case when φ is a cone combination of power functions.
Lemma 5. Let μ be a nonnegative bounded Borel measure on [0,1]. Then the function φμ : R+ → R+ deﬁned by
φμ(t) :=
1∫
0
t p dμ(p) (t ∈ R+) (29)
is 1- and 3-monotone, and (−φ) is 2-monotone. Furthermore, with the notation Φμ := φμ ◦ dZ ,
TΦμ(t) =
1∫
0
T p(t)dμ(p) (t ∈ R), (30)
where, for p ∈ [0,1], the Takagi type function T p was deﬁned in (5) of the introduction.
Proof. Applying standard calculus rules, we have
φ′μ(t) =
1∫
0
ptp−1 dμ(p), φ′′μ(t) =
1∫
0
p(p − 1)t p−2 dμ(p), φ′′′μ (t) =
1∫
0
p(p − 1)(p − 2)t p−3 dμ(p),
which, by the nonnegativity of the measure, yield that φ′μ(t) 0, φ′′μ(t) 0, and φ′′′μ (t) 0 hold for t > 0, whence, by using
Lemma 2, the statement follows.
The proof of (30) is a consequence of the deﬁnitions and the uniform convergence:
TΦμ(t) =
∞∑
n=0
1
2n
Φμ
(
2nt
)=
∞∑
n=0
1
2n
1∫
0
(
dZ
(
2nt
))p
dμ(p)
=
1∫
0
∞∑
n=0
1
2n
(
dZ
(
2nt
))p
dμ(p) =
1∫
0
T p(t)dμ(p). 
Thus, Corollary 4 and Lemma 5 immediately yield the following corollaries:
Corollary 6. Let μ be a nonnegative bounded Borel measure on [0,1] and Φμ := φμ ◦ dZ . Then the Takagi type function TΦμ satis-
ﬁes (13).
If the measure μ is the Dirac measure δp , then Φμ = dpZ and TΦμ = T p , hence Corollary 6 reduces to the following result,
which is still more general then that of Boros [3].
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T p
(
x+ y
2
)
 T p(x) + T p(y)
2
+ dp
Z
(
x− y
2
)
.
3. Applications to ϕ-convexity
Let I be a nonempty real interval of R and denote I∗ := (I − I) ∩ R+ . Let ϕ : 12 I∗ → R+ be a given function. A function
f : I → R is called ϕ-Jensen convex on I (cf. Makó and Páles [18], Tabor and Tabor [32,33]), if, for all x, y ∈ I,
f
(
x+ y
2
)
 f (x) + f (y)
2
+ ϕ
(∣∣∣∣ x− y2
∣∣∣∣
)
. (31)
It is easy to see that if ϕ(t) = εt p, where ε, p are nonnegative constants, then ϕ-Jensen convex functions are (ε, p)-Jensen
convex functions.
For a ﬁxed error function ϕ : 12 I∗ → R+ , we introduce the Takagi type function Tϕ : R × I∗ → R+ by
Tϕ(t,u) :=
∞∑
n=0
ϕ(dZ(2nt)u)
2n
(
(t,u) ∈ R × I∗). (32)
Applying the estimate 0 dZ  12 , one can easily see that Tϕ(t,u) 2ϕ(
u
2 ) for u ∈ I∗ whenever ϕ is nondecreasing.
The importance of the function Tϕ introduced above is enlightened by the following result (cf. Makó and Páles [18],
Tabor and Tabor [32,33]) which is a generalization of the celebrated Bernstein–Doetsch theorem [1].
Theorem 8. Let f : I → R be a locally bounded from above on I (i.e., f is bounded from above on any compact subset of I) and let
ϕ : 12 I∗ → R+ . Then f is ϕ-Jensen convex on I , i.e., (31) holds for all x, y ∈ I if and only if
f
(
tx+ (1− t)y) t f (x) + (1− t) f (y) + Tϕ(t, |x− y|) (33)
for all x, y ∈ I and t ∈ [0,1].
Observe that Theorem B is an immediate consequence of Theorem 8.
It is an important question whether the error terms Tϕ(t, |x− y|) in (33) and T p(t) in (8) are the smallest possible ones.
In other words, we want to obtain the exact upper bound of the convexity-difference of ϕ-Jensen convex functions deﬁned
by
Cϕ(x, y, t) := sup
f ∈JCϕ(I)
{
f
(
tx+ (1− t)y)− t f (x) − (1− t) f (y)} (x, y ∈ I, t ∈ [0,1]),
where
JCϕ(I) := { f : I → R | f is locally bounded from above and ϕ-Jensen convex on I}.
By Theorem 8, for f ∈ JCϕ(I), we obviously have that
Cϕ(x, y, t) Tϕ
(
t, |x− y|) (x, y ∈ I, t ∈ [0,1]). (34)
In the subsequent theorem we show that (34) holds with equality under certain assumptions on the error function ϕ .
Theorem 9. Let ϕ : 12 I∗ → R+ be a continuous function with ϕ(0) = 0, such that ϕ is 1- and 3-monotone, and (−ϕ) is 2-monotone
on 12 I
∗ . Then, for all x, y ∈ I and t ∈ [0,1],
Cϕ(x, y, t) = Tϕ
(
t, |x− y|), (35)
furthermore, for ﬁxed x, y ∈ I , the function fx,y : I → R deﬁned by
fx,y(u) = Tϕ
(
y − u
y − x , |x− y|
)
(u ∈ I) (36)
is ϕ-Jensen convex on I and, for all t ∈ [0,1],
fx,y
(
tx+ (1− t)y)− t fx,y(x) − (1− t) fx,y(y) = Tϕ(t, |x− y|). (37)
J. Makó, Z. Páles / J. Math. Anal. Appl. 369 (2010) 545–554 553Proof. Let x, y ∈ I be ﬁxed. As we noted above, (34) holds by Theorem 8. In order to show the reversed inequality (which
then yields (35)), it suﬃces to prove that fx,y is ϕ-Jensen convex on I and (37) holds for all t ∈ [0,1].
Observe that the assumption ϕ(0) = 0 implies fx,y(x) = fx,y(y) = 0. Hence, by putting u = tx + (1 − t)y in (36), the
equality (37) follows.
To verify that fx,y is ϕ-Jensen convex on I , deﬁne the functions φ : [0, 12 ] → R+ and Φ : R → R by
φ(t) := ϕ(t|x− y|) and Φ := φ ◦ dZ.
Then, by the monotonicity assumptions on ϕ , we get that φ is 1- and 3-monotone, and (−φ) is 2-monotone. Therefore, by
Corollary 4, the Takagi type function TΦ satisﬁes
TΦ
(
s + t
2
)
 TΦ(s) + TΦ(t)
2
+ Φ
(
s − t
2
)
, (38)
for all t, s ∈ R. Observe that, for all t ∈ R,
TΦ(t) =
∞∑
n=0
Φ(2nt)
2n
=
∞∑
n=0
ϕ(dZ(2nt)|x− y|)
2n
= Tϕ
(
t, |x− y|).
On the other hand, using the increasingness of φ, for s, t ∈ 1x−y (I − y), we have
Φ
(
s − t
2
)
= φ
(
dZ
(
s − t
2
))
 φ
( |s − t|
2
)
= ϕ
( |s − t|
2
|x− y|
)
.
Thus, for s, t ∈ 1x−y (I − y), (38) can be rewritten as
Tϕ
(
s + t
2
, |x− y|
)
 Tϕ(s, |x− y|) + Tϕ(t, |x− y|)
2
+ ϕ
( |s − t|
2
|x− y|
)
. (39)
Taking u, v ∈ I arbitrarily, the values s = y−uy−x and t = y−vy−x belong to 1x−y (I − y) and hence (39) reduces to
fx,y
(
u + v
2
)
 fx,y(u) + fx,y(v)
2
+ ϕ
( |u − v|
2
)
,
which completes the proof of the ϕ-Jensen convexity of fx,y . 
Corollary 10. Let I be a nonempty real interval and μ be a nonnegative bounded Borel measure on [0,1] with μ({0}) = 0. Deﬁne the
error function ϕμ : R+ → R+ by
ϕμ(t) :=
1∫
0
t p dμ(p) (t ∈ R+).
Then, for all x, y ∈ I and t ∈ [0,1],
Cϕμ(x, y, t) =
1∫
0
T p(t)|x− y|p dμ(p),
where T p : R → R is given by (5).
Proof. By Lemma 5, ϕμ is 1- and 3-monotone, and (−ϕμ) is 2-monotone on R+ , and μ({0}) = 0 implies ϕμ(0) = 0. Thus,
Theorem 9 can be applied, and hence, for all x, y ∈ I and t ∈ [0,1],
Cϕμ(x, y, t) = Tϕμ
(
t, |x− y|).
On the other hand,
Tϕμ
(
t, |x− y|)=
∞∑
n=0
ϕμ(dZ(2nt)|x− y|)
2n
=
∞∑
n=0
1
2n
1∫
0
(
dZ
(
2nt
)|x− y|)p dμ(p)
=
1∫
0
∞∑
n=0
(dZ(2nt))p
2n
|x− y|p dμ(p) =
1∫
0
T p(t)|x− y|p dμ(p),
which completes the proof. 
554 J. Makó, Z. Páles / J. Math. Anal. Appl. 369 (2010) 545–554When the measure μ is of the form εδp , where ε  0 is a constant and δp is the Dirac measure supported at p ∈ ]0,1],
then we get the following consequence of Corollary 10, which shows the optimality of T p(t) in (8).
Corollary 11. Let 0 < p  1 and let ϕp : R+ → R+ deﬁned by ϕp(t) := t p . Then, for all x, y ∈ I and t ∈ [0,1],
Cϕp (x, y, t) = εT p(t)|x− y|p .
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