Inspired by an example of Grebogi et al [1], we study a class of model systems which exhibit the full two-step scenario for the nonautonomous Hopf bifurcation, as proposed by Arnold [2] . The specific structure of these models allows a rigorous and thorough analysis of the bifurcation pattern. In particular, we show the existence of an invariant 'generalised torus' splitting off a previously stable central manifold after the second bifurcation point.
Introduction
External forcing often leads to important changes in the bifurcation pattern of dynamical systems. Yet, despite the relevance of this issue in many applications and significant progress over the last decades (see [2, 4, 5] for an overview and [6, 7, 8, 9] for some recent advances), our understanding of non-autonomous bifurcations is still limited. Maybe the most prominent example for this is the non-autonomous Hopf bifurcation [2, 10, 11] . Here, external forcing can lead to the separation of the complex-conjugate eigenvalues [12] . This gives rise to a two-step bifurcation scenario, in which an invariant 'torus' splits off a previously stable central manifold [2, Chapter 9.4] . However, so far this phenomenological description is mainly based on numerical evidence, and up to date there exist no non-trivial examples for which this bifurcation pattern can be described analytically. In particular, it is an open problem to describe the structure of the split-off 'torus'. Earlier simulations suggested that this structure is simple, in the sense that the intersection with each fibre of the product space is a topological circle [12] . 1 However, later numerical studies based on refined algorithms indicate that more complicated structures may appear as well [13] .
The aim of this article is to give a description of the non-autonomous Hopf bifurcation in a class of model systems which is accessible to a rigorous analysis, but at the same time allows for highly non-trivial dynamics. For the sake of a simpler exposition we focus on discrete-time systems, although continuous-time analogues are easy to derive (see Section 6) . In the situation we consider, the split-off 'torus' consists of a topological circle in each fibre and hence belongs to the simpler case described above, but this should not be taken as an indication for the general case.
We study parametrised families of skew products , where · denotes the Euclidean norm on R 2 and β ∈ R + is the bifurcation parameter. Maps of this type were introduced by Grebogi et al [1] as examples for the existence of strange non-chaotic attractors. A first step in their rigorous analysis was made in [14] , and our results on continuous systems can be seen as an extension of this work (see Theorem 1.1 and Section 4).
We consider two different settings. For modelling deterministic forcing, we assume that (D1) Θ is a compact metric space and γ is a homeomorphism; (D2) h : R + → R + is C 2 , strictly increasing, strictly concave, bounded and satisfies h(0) = 0 and h ′ (0) = 1;
(D3) A : Θ → SL(2, R) is continuous.
In order to give a concise description of the bifurcation pattern in this setting, we concentrate on the behaviour of the global attractor of f β . By rescaling if necessary, we may and will assume .
Consequently f β (Θ × R 2 ) ⊆ Θ × B1(0), so that the global attractor can be defined as
We let A β (θ) = {x ∈ R 2 | (θ, x) ∈ A β } and use the analogous notation for other subsets of product spaces. As we will see, the particular structure of (1.1) implies that A β has the form (1.5)
A β = {( θ, rv(α)) | θ ∈ Θ, α ∈ [0, 1), r ∈ [0, r β (θ, α)]} , where v(α) = (cos(2πα), sin(2πα)) t and r β : Θ × R → [0, 1] is an upper semi-continuous function which is 1 2 -periodic in the second variable. The bifurcation parameters in the above system are determined by the maximal exponential expansion rate of the cocycle (γ, A). The latter is given by the maximal Lyapunov exponent of A, Then the following hold.
(a) If β < β1, then the global attractor A β is equal to Θ × {0}.
(b) If β1 < β < β2, then there exists at least one θ * ∈ Θ such that A β (θ * ) is a line segment of positive length.
(c) If β > β2, then for all θ ∈ Θ the set A β (θ) is a closed topological disk 2 and depends continuously on θ. In other words, the function r β is strictly positive and continuous. Further, the compact f β -invariant set (1.7)
T β = ∂A β = {( θ, r β (θ, α)v(α)) | θ ∈ Θ, α ∈ [0, 1)} is the global attractor outside Θ × {0}, in the sense that
for all sufficiently small δ > 0.
2 That is, homeomorphic to the closed unit disk D = {z ∈ C | |z| ≤ 1}.
Remark 1.2.
(a) Note that if λmax(A) = 0, case (b) in the theorem is void since then β1 = β2.
(b) In the intermediate region β1 < β < β2, as well as for the critical cases β = β1 and β = β2, a great variety of dynamical behaviour is possible. In particular this behaviour is not uniform for all orbits, and given two γ-invariant measures m1 and m2 on Θ the typical dynamics with respect to m1 and m2 may be very different. Therefore, the feasible approach in this parameter regime is to fix a γ-invariant ergodic measure m on the base Θ and to describe the structure of A β (θ) and other relevant properties of the system for m-almost every θ ∈ Θ. However, it turns out that for such an m-dependent description the topological structure on Θ provides no additional information whatsoever. Hence, all the related questions can directly be addressed in the purely measure-theoretic setting of random dynamical systems. In our context, this means that we can apply the random analogue to Theorem 1.1, which is given by Theorem 1.3 below, to obtain further information about the m-typical behaviour. See Remark 1.4(d) for details. In a similar way, further information on the critical parameters is provided by Proposition 1.5 below.
(c) The focus on the global attractor A β and the sets A β (θ) in the above statement corresponds to the concept of pullback attractors in random dynamical systems. It describes the behaviour of trajectories coming from −∞ in time. The complementary point of view is to study forward dynamics, meaning the asymptotic behaviour of trajectories f n β (θ, v) as n goes to +∞. In situations (a) and (c) of the above theorem, information about the forward dynamics can be derived easily. In part (a), we have
whereas in part (c) we have
In particular, all accumulation points of trajectories outside of Θ × {0} are contained in T β . In the intermediate region β1 < β < β2, as well as for the critical parameters, the situation is more intricate and some differences appear between forward and pullback dynamics. Again, the picture may depend on a γ-invariant measure in the base which serves as a reference. If the cocycle is hyperbolic with respect to this measure, a random two-point attractor appears in the intermediate parameter regime. This attractor also survives the second bifurcation. Consequently, for β > β2 the forward dynamics do not 'see' the whole 'torus' T β , but only the two-point attractor which is embedded in T β . We refer to Theorem 1.3 on random forcing below for further details.
(d) The most important property of the models in (1.1) is the fact that the fibre maps send lines passing through the origin to such lines again. As a consequence, the map written in polar coordinates becomes a double skew product (see Section 3.1), a fact which will be crucial for our analysis. Yet, the fact that the cocycle A can be chosen arbitrarily allows for a great variety of dynamical behaviour when β > β2. On the one hand, A could simply be a constant rotation matrix with angle ρ. In this case β1 = β2 and the projective action of A, which is equivalent to the action of f β on T β is typically minimal. On the other hand, we can choose A to be a uniformly hyperbolic SL(2, R)-cocycle, which leads to β1 < β2 and attractor-repeller dynamics on T β . A mixture of these two types occurs when A has non-uniformly hyperbolic dynamics and the projective action is minimal (see [15] for examples of this type). Then the dynamics on T β are minimal, and thus resemble an irrational rotation from the topological point of view, but they are of attractor-repeller type from the measurable point of view.
As indicated by the preceding remark, the second main goal of this article is to derive a random analogue of Theorem 1.1 in the context of random dynamical systems. The motivation for this is twofold. First, there is the obvious intrinsic interest in random forcing processes, which are modelled in a purely measure-theoretic setting. Secondly, as mentioned above, even in the topological setting the description of the typical dynamical behaviour at intermediate or critical parameters depends on the choice of a reference measure on the base. Hence, the consideration of measure-preserving driving processes is required as well, in order to gain a better understanding of deterministic forcing.
In order to model random forcing, we make the following assumptions.
(R1) (Θ, B, m, γ) is a measure preserving dynamical system, i.e. γ : Θ → Θ is a bi-measurable bijection and m is an ergodic γ-invariant probability measure;
(R2) h : R + → R + is C 2 , strictly increasing, strictly concave, bounded and satisfies h(0) = 0 and h ′ (0) = 1.
(R3) A : Θ → SL(2, R) is measurable and bounded.
Since in this setting there is no topological structure on Θ, and consequently A β has no global topological structure either, we concentrate on the structure of A β on typical fibres. Note that A β again has the form given by (1.5) , where now r β : Θ × R → R + is a measurable function which is 1 2 -periodic and upper semi-continuous in the second variable. This time, the bifurcation parameters are determined by the Lyapunov exponent of the cocycle (γ, A) with respect to m, which is defined as
Note that the limit exists by subadditivity. Our second main result provides a description of the nonautonomous Hopf bifurcation in this random setting, where it is also possible to give more details on the intermediate parameter region. For the application to the deterministic models we refer to Remark 1.4(d) below. In contrast to Theorem 1.1, we now provide details on both forward and pullback dynamics. The reason is that there are important differences between the two viewpoints, in particular when β1 = β2. Then there exists a γ-invariant set Θ0 ⊆ Θ of full measure, such that for all θ ∈ Θ0 the following hold.
(a) If β < β m 1 , then A β (θ) = {0} and
, then the set A β (θ) is a line segment of positive length. More precisely, there exist measurable functions αu, αs : Θ0 → [0, 1 2 ), not depending on β, such that r β (θ, α) > 0 if and only if α = αu(θ) and we have
and the graph of the set-valued function
is a random two-point forward attractor with domain of attraction
in the sense that
(c) If β > β m 2 , then the map α → r β (θ, α) is strictly positive and continuous. The set T β defined by
is the global pullback attractor outside Θ × {0}. More precisely, for all δ > 0 there exists an f β -forward invariant random compact set K β,δ which contains Θ0 × B1(0) \ B δ (0) and satisfies
When λm(A) > 0, the random forward attractor Ψ β given by (1.13) still exists, with Ψ β (θ) ⊆ T β (θ), and (1.14) remains true. (d) When γ is a homeomorphism of a compact metric space Θ as in Theorem 1.1, we denote by M(γ) the set of γ-invariant ergodic probability measures on Θ. As mentioned, we can apply Theorem 1.3 and Proposition 1.5 below for any fixed reference measure m ∈ M(γ) on the base. As a straightforward consequence of the semiuniform sub-multiplicative ergodic theorem (see Theorem 2.5), we have
λm(A) .
However, due to compactness of M(γ), there always exists at least onem ∈ M(γ) with λm(A) = λmax(A) and thus βm 1 = β1 and βm 2 = β2. When β1 < β < β2, then this means in particular thatm-typical fibres are line segments of positive length and the typical dynamics with respect tom are governed by a two-point attractor Ψ β given by (1.13). Theorem 1.1(b) is a direct consequence of this.
(e) Note that the full measure set Θ0 ⊆ Θ in the above statement is fixed and does not depend on the parameter β. Obtaining this β-independence will require some additional work, but since the parameter set is uncountable this is clearly stronger than just showing that all statements hold m-a.s. for all parameters β, but allowing the exceptional set to change with β.
For the three non-critical parameter regions described above, the picture provided by Theorem 1.3 can be considered rather complete. In contrast to this, the two critical parameters β The paper is organised as follows. Section 2 provides some basic notation and preliminary results on skew product systems with one-dimensional fibres. In Section 3 we introduce a change of coordinates which transforms our system into a double skew product. This observation will be crucial for the further analysis. The proof of Theorem 1.1 on deterministic forcing is given in Section 4, whereas Section 5 deals with the random setting and contains the proofs of Theorem 1.3 and Proposition 1.5. We close with some remarks concerning continuous-time systems generated by non-autonomous planar vector fields in Section 6 and an explicit example illustrated by some simulations in Section 7.
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Notation and preliminaries
Given a measure-preserving dynamical system (mpds) (Θ, B, m, γ) in the sense of Arnold [2] and a Polish space M , we say f : Θ × M → Θ × M is a continuous random map with base γ if it is a measurable skew product map
and x → f θ (x) is continuous for all θ ∈ Θ. Note that we write γθ instead of γ(θ). The maps
. . f θ we denote the fibre maps of the iterates of f (and not the iterates of the fibre maps), that is f
Here π2 : Θ × M → M is the projection to the second coordinate. When Θ is a metric space and γ is continuous, such that f is a continuous skew product map, we also call f a γ-forced map. When M is a smooth manifold and all fibre maps f θ are C r , we call f a random or γ-forced C r -map. When M is a real interval, we say f is a random or γ-forced C r -interval map. If all fibre maps are in addition (strictly) increasing, we say f is a random of γ-forced monotone C r -interval map. In the context of random maps, fixed points of unperturbed maps are replaced by invariant graphs. If m is a γ-invariant measure, then we call a measurable function ϕ :
When (2.2) holds for all θ ∈ Θ, we say ϕ is an f -invariant graph. However, this notion usually only makes sense if Θ is a topological space and ϕ has some topological property, like continuity or at least semi-continuity. Note that any f -invariant graph is an (f, m)-invariant graph for all γ-invariant measures m. Usually, we will only require that (f, m)-invariant graphs are defined m-almost surely, which means that implicitly we always speak of equivalence classes. Conversely, f -invariant graphs are defined everywhere, and in this case we write graph
In some cases, we will also write λm(f, ϕ), in order to avoid ambiguities. Apart from the analogy to fixed points of unperturbed maps, an important reason for concentrating on invariant graphs is the fact that there is a one-to-one correspondence between invariant graphs and invariant ergodic measures of forced monotone interval maps. If m is a γ-invariant ergodic measure and ϕ is an (f, m)-invariant graph, then an f -invariant ergodic measure mϕ can be defined by
Conversely, we have the following.
is an ergodic mpds and f is a random monotone C 0 -interval map with base γ. Further, assume that µ is an f -invariant ergodic measure which projects to m in the first coordinate. Then µ = mϕ for some (f, m)-invariant graph ϕ.
Note that any probability measure µ on Θ × M that projects to m can be disintegrated into a family of probability measures (µ θ ) θ∈Θ on the fibres, in the sense that
Let δx denote the Dirac measure in the point x. Then, if µ = mϕ we obtain µ θ = δ ϕ(θ) . Consequently, an ergodic measure associated to an invariant graph can also be called a random Dirac measure. Invariant measures associated to n-valued invariant graphs are called random n-point measures. Theorem 2.1 can then be rephrased by saying that all ergodic measures of random monotone interval maps are random Dirac measures.
When the fibre maps of a random monotone C 2 -interval map are all concave, the following result allows to control the number of invariant graphs and their Lyapunov exponents.
Theorem 2.2 ([17]
). Suppose (Θ, B, m, γ) is a mpds and f is a γ-forced monotone C 2 -interval map whose fibre maps are all strictly concave. Further, assume that the function η(θ) = inf x∈I(θ) log f ′ θ (x) has an integrable minorant. Then there exist at most two (f, m)-invariant graphs, and if there exist
Implicitly, this result is contained in [17] . A proof for quasiperiodic forcing can be found in [18] , which also remains valid in the more general case stated above.
Another situation where information on the Lyapunov exponent of an invariant graph is available is the following. Lemma 2.3. Let (Θ, B, m, γ) be a mpds and f be a γ-forced monotone C 1 -interval map with com-
has an integrable minorant and let
Then ψ + is an invariant graph and λm(ψ
This result is contained in [19, Lemma 3.5] for the case of quasiperiodic forcing, but again the proof given there remains valid in the more general version stated above.
The following lemma from [20] is a variation of a result by Sturman and Stark [16] .
Lemma 2.4 ([20])
. Suppose γ is a homeomorphism of a compact metric space Θ, f is a γ-forced C 1 -interval map and K is a compact f -invariant set that intersects every fibre {θ} × X in a single interval. Further, assume that for all γ-invariant measures m and all (f, m)-invariant graphs ψ contained in K we have λm(ψ) < 0. Then K is a continuous f -invariant curve. Now suppose that T : Y → Y is a measurable transformation of a measurable space Y and (Φn) n∈N is a subadditive sequence of measureable functions Φn : Y → R.
3 Let µ be a T -invariant measure and assume that the Φn are integrable with respect to µ. We write µ(Φn) = Φndµ. Then subadditivity yields µ(Φn+m) ≤ µ(Φn) + µ(Φm), and hence Fekete's Subadditivity Lemma implies that Φµ := lim
is well defined. In addition, if µ is ergodic then limn→∞ 1 n Φn = Φµ µ-almost surely by Kingman's Ergodic Theorem. The following semi-uniform ergodic theorem from [16] will be used frequently in the discussion of deterministic forcing in Section 4. Theorem 2.5 (Corollary 1.11 in [16] ). Suppose that T : Y → Y is a continuous map on a compact metrizable space Y and (Φn) n∈N is a sub-additive sequence of continuous functions Φn : Y → R. Let λ ∈ R be a constant such that Φµ < λ for every T -invariant measure µ. Then there exist ε > 0 and n0 ∈ N such that for all n ≥ n0 we have
For the case of random forcing, we need a random analogue of this result. In order to state it, we need some more notation. Assume (Θ, B) is a measurable space, γ : Θ → Θ a measurable transformation and T : Θ×M → Θ×M is a continuous random map with base γ. Given m ∈ M(γ), denote the set of all T -invariant probability measures which project to m by Mm(T ). Following [2, 21] we say K ⊆ Θ × M is a random compact set if
Given any forward Tinvariant random compact set K, we denote the set of µ ∈ Mm(T ) which are supported on K by M K m (T ). Further, we assume that (Φn) n∈N is a subadditive sequence of functions Φn : Θ × M → R which are continuous in the second variable and let
We call a random variable C : Θ → R adjusted with respect to γ, if it satisfies limn→∞ 1 n C(γ n θ) = 0 for m-a.e. θ ∈ Θ. Theorem 2.6 ( [22] ). Let T : Θ × M → Θ × M be a continuous random map over the ergodic mpds (Θ, B, m, γ). Suppose that (Φn) n∈N is a subadditive sequence of functions Φn : Θ × M → R which are continuous in the second variable. Further, assume that K is a forward T -invariant random compact set, Φ abs n ∈ L 1 (m) for all n ∈ N and λ ∈ R satisfies Φµ < λ for all µ ∈ M K m (T ). Then there exists λ ′ < λ and a tempered random variable C : Θ → R such that
for m-a.e.θ ∈ Θ and all x ∈ K(θ).
In particular, there exists ε > 0 such that for m-a.e. θ ∈ Θ there is an integer n(θ) ∈ N with (2.6) 1 n Φn(θ, x) < λ for all n ≥ n(θ) and x ∈ K(θ).
3 Double skew product structure
Polar coordinates
In order to understand and analyse the dynamics of f β , it is convenient to use projective polar coordinates. Let R 2 * = R 2 \ {0} and consider the maps
P is two-to-one, and if we let
and H − = R 2 * \ H + , then P has two inverse branches Q + = P |H + −1 and Q − = P |H − −1 , where
. Then the action of f β on polar coordinates is given by
As f β,θ (−v) = −f β,θ (v), we may equally have usedQ − instead ofQ + . For the same reasonF β is continuous, as the discontinuity ofQ + is cancelled byP . We have Lemma 3.1.
(i)P is a two-to-one factor map from f β|Θ×R 2 * toF β .
(ii) The mapF β extends to an injective skew product map
(iii) The base map g is given by
the fibre maps by
where Ω(θ, α) = A(θ)(cos πα, sin πα) .
(iv) If Θ is a metric space and γ is continuous, then F β is a continuous map.
Proof. By the definition ofF β ,P is a two-to-one factor map betweenF β and f β|Θ×R 2 * . Then,
If we now define F β,θ,α (0) = (g(θ, α), 0), then the injectivity and the claimed continuity properties of F β are easy to verify and the formulae for g and F β,θ,α follow immediately.
For later use we note that
Lyapunov exponents
The above transformation makes it possible to apply existing results on skew product maps with onedimensional fibres to study the dynamics of F β and, subsequently, the dynamics of f β . An important issue in this are the relations between Lyapunov exponents of the original and the transformed system. We start with a corollary of Oseledets's Multiplicative Ergodic Theorem.
, where λu = λm(A) and λs = −λm(A).
Now, first assume λm(A) > 0. Consider the function
where the v i : Θ → R 2 * are as in Theorem 3.2. Obviously, since these graphs correspond to the directions of the invariant splitting and g is the projective action of the cocycle (γ, A), they are (g, m)-invariant. Further, φu is attracting and φs is repelling. We summarise these observations in the following folklore lemma. Lemma 3.3. Let m ∈ M(γ) and λm(A) > 0. Then the functions φi, i = s, u, are (g, m)-invariant graphs and for m-a.e. θ ∈ Θ and all α = φs(θ) we have
with exponential speed of convergence. In particular, no other (g, m)-invariant graphs except φu and φs exist.
Furthermore, the associated random Dirac measures m φ i (B) := m({θ ∈ Θ | (θ, φi(θ)) ∈ B), i = s, u, are the only g-invariant and ergodic measures which project to m. This follows from an old result by Furstenberg. In order to state it, we denote the set of g-invariant ergodic measures which project to m ∈ M(γ) by Mm(g). The crucial observation of this section is the following. 
where λµ(F β , 0) = Θ×T 1 log F ′ β,θ,α (0)dµ(θ, α). In order to prove this, we show the following more general statement. Note that when λm(A) > 0, then Lemma 3.3 and the subsequent remark imply Mm(g) = {m φu , m φs }. 
Now, by Theorem 3.2 and equation (3.3) ,
for m-a.e. θ ∈ Θ by Birkhoff's Ergodic Theorem. Therefore, equation (3.5) becomes: 
Hence, λµ(F β , 0) = log β as claimed.
We are now in position to prove Proposition 3.5.
Proof of Proposition 3.5. Observing Lemma 3.6 and equation (1.16), we have
4 Deterministic forcing: Proof of Theorem 1.1
We first analyse the skew product system F β in the two parameter regimes β < β1 and β > β2. Application of the results to the original system f β will then be straightforward. As mentioned in Remark 1.4(d), statement (b) of Theorem 1.1 on the intermediate parameter region β1 < β < β2 is a direct consequence of the results on random forcing, such that we do not need to consider this case here. Throughout this section, we assume that (f β ) β∈R + satisfies (D1)-(D3). In particular, Θ is a compact metric space and γ : Θ → Θ is a homeomorphism. Since due to (1.3) we have F β,θ,α (1) ≤ 1 for all β, θ and α, the global attractor of F β is given by
Due to the monotonicity of the fibre maps F β,θ,α , an invariant graph ψ + β can be defined as
We call ψ + β the upper bounding graph of F β . Note thatÃ β = (θ, α, r) | r ∈ 0, ψ + β (θ, α) . Independent of β, a second invariant graph is always given by ψ − (θ, α) = 0. Depending on β, we may or may not have ψ
The case β < β1. This is the simpler of the two cases, where, as it will be shown, ψ − = ψ + β is the only invariant graph of the system. Proposition 4.1. Suppose β < β1. Then the global attractorÃ β is equal to Θ × T 1 × {0}. In particular, ψ − is the unique invariant graph of the system, all invariant measures are supported on Θ × T 1 × {0} and
Proof. From the concavity of the fibre maps F β,θ,α and the Mean Value Theorem we obtain that
Consider the additive sequence of continuous functions Φn :
Φn satisfies the assumptions of Theorem 2.5 for T = g and λ = 0, since Θ×T 1 Φ1 dµ = λ(F β , 0) < 0 for all µ ∈ M(g) by Proposition 3.5. Hence, there exists ε > 0 and n0 ∈ N such that for all n ≥ n0 and all (θ, α) ∈ Θ × T 1 we have
As this convergence is uniform in θ and α, the statements of the proposition follow immediately.
The case β > β2. Here, the aim is to prove the continuity and strict positivity of ψ + β , whose preimage under the projectionP then defines the split-off torus for the original system f β . We start with an auxiliary lemma. Lemma 4.2. There exists δ0 > 0 such that for all 0 < δ < δ0 there exists an F β -forward invariant compact set K with
and such that K(θ, α) = {r ∈ R + | (θ, α, r) ∈ K} is an interval for all θ ∈ Θ.
Proof. The function ψ − (θ, α) = 0 is invariant graph for F β . Since β > β2, we have that λµ(ψ − ) = λµ(F β , 0) > 0 for all µ ∈ M(g) by Proposition 3.5. Hence, as the set Θ × T 1 × {0} is compact and invariant under F β , Theorem 2.5 applied to T = g, Φn(θ, α) = − log F n β,θ,α ′ (0) and λ = 0 implies that for some ε > 0 and n0 ∈ N we have log F n β,θ,α ′ (0) > nε for all θ ∈ Θ, α ∈ T 1 and n ≥ n0. Thus, the set Θ × T 1 × {0} is uniformly repelling for F n β in the vertical direction.
for some δ > 0. We claim that when δ is sufficiently small, this set is forward invariant under F n β for large n. More precisely, there exists n0 ∈ N such that
The uniform repulsion of Θ × T 1 × {0} implies that for all n ≥ n0, there exist δ(n) > 0 such that log F n β,θ,α
Now let δ0 = min{δ(n0), . . . , δ(2n0 − 1)} and δ ∈ (0, δ0). We have that
. This proves claim (4.3). We define the set K :=
Therefore K is compact and F β -forward invariant, and clearly
is not an interval for all (θ, α) ∈ Θ × T 1 , then we can replace K with the set K = {(θ, α, r) | ∃r1, r2 ∈ K(θ, α) : r1 ≤ r ≤ r2}. Due to the monotonicity of the fibre maps F β,θ,α , this setK is still F β -forward invariant and therefore has all the required properties. Proof. As K is compact and F β -forward invariant,K is compact and F β -invariant. By Theorem 2.1, all F β -invariant measures are of the form ν = µ ψ for some µ ∈ M(g) and some (F β , µ)-invariant graph ψ. The graph ψ − (θ, α) = 0 is always invariant and λµ(ψ − ) = λµ(F β , 0) > 0 for all µ ∈ M(g). Therefore, Theorem 2.2 yields that for all µ ∈ M(g) the only other possible (F β , µ)-invariant graph is ψ 
Proof. Due to the definition of ψ + β and the monotonicity of the fibre maps, it is enough to show that for all δ ∈ (0, δ0), with δ0 from Lemma 4.2, we have limn→∞(F n β,θ,α (1) − F n β,θ,α (δ)) = 0 for all (θ, α) ∈ Θ × T 1 . Fixing δ < δ0 and choosing K as in Lemma 4.2, we have that
Consider Φn(θ, α, r) = log(F n β,θ,α ) ′ (r). Φn is an additive sequence and by invoking Theorem 2.1 and 2.2 as in the preceding proof, we obtain that Φν < 0 for all measuresν ∈ M(F β ) supported on K. Thus, by Theorem 2.5 there exists ε > 0 and n0 ∈ N such that for all n ≥ n0 we have Proof of Theorem 1.1. Since (4.5)
and f 
Random forcing
Throughout this section, we assume that (f β ) β∈R + satisfies (R1)-(R3). In particular (Θ, B, m) is a probability space and γ : Θ → Θ is a measure-preserving bijection. As before, the global attractor is given by (4.1) and we have
where the upper bounding graph ψ + β is given by (4.2) as before. We start again by analysing the double skew product F β in the different parameter regimes β < β2, β1 < β < β2 and β > β2, and then apply the results to the original system f β . In each case, we have to take particular care to ensure that the exceptional set of measure zero in the statements can be chosen independent of the parameter β. However, we have
since limn→∞ Proof. For the inverse action g −1 , which is the projective action of the inverse cocycle (γ −1 , A −1 ), the roles of φu and φs exchange, and φs becomes the attractor. Hence, due to Lemma 3.3 we have that for m-a.e. θ and all α = φu(θ)
As a consequence, we obtain that
On the other hand, we have λm φu (ψ − ) = λm(A) + log β > 0. By Lemma 2.3, we therefore have
s., which means that ψ + β (θ, φu(θ)) > 0 m-a.s. . Finally, using the monotonicity of ψ + β in β as in the proof of Lemma 5.1, it is easy to check that the exceptional set of measure zero in all the statements can be chosen independent of β. For this, we have to use that the set of θ where ψ + β (θ, α) = 0 for all α = φu(θ) is decreasing in β, whereas the set of θ with ψ + β (θ, φu(θ)) > 0 is increasing with β. Now, let
We have
s., such that ψ + β,u is an (F β , m)-invariant graph when F β is viewed as a skew product with base γ and two-dimensional fibres T 1 × R + . In order to show that ψ + β,u is a random attractor with domain of attractionD = {(θ, α, r) | α = φs(θ), r = 0}, which is the equivalent to (1.14), we first need some preliminary statements. We start by fixing some more notation.
Given θ, α and r, we let (θn, αn, rn) = F n β (θ, α, r) and
Proof. As h is strictly concave,
> 1 for each x > 0 and each q ∈ (0, 1). Furthermore, for xn ∈ [a, 1] and qn → 0, 
Proof. We have
· Γ(βrn−1,qn−1) .
If q k+1 , . . . , qn−1 ≤ 1, then qj =qj for j = k + 1, . . . , n − 1, and an easy induction yields In particular, for the skew product F β with base γ the invariant graph ψ + β,u is a random one-point attractor with domain of attractionD = (θ, α, r) ∈ Θ3 × T 1 × R + | α = φs(θ), r > 0 .
Proof. We will prove the equivalent assertion
In view of Lemma 3.3, d(g 
Assume for a contradiction that there is ℓ0 ∈ N such that ℓ(n) = ℓ0 for infinitely many n. Then
where
) with respect to the Oseledets splitting at θ ℓ 0 . As ψ is monotonically increasing in β, so is the product. For this reason, we can fix a set Λ3 ⊆ Λ2 of full measure such that the product diverges for all θ ∈ Λ3 and β > β m 1 . However, this divergence contradicts the fact that r ′ n < (1−δ)rn. Hence, if θ ∈ Λ3 then ℓ(n) → ∞ as n → ∞. As d(α ′ j , αj ) → 0 exponentially fast, which also means |Ω(θj , α ′ j ) − Ω(θj, αj)| → 0 exponentially fast, we obtain (5.14) lim
Therefore (5.12) and Lemma 5.3 imply that
As this is true for each δ > 0, we have indeed that lim infn→∞
In order to show that lim sup rn for all sufficiently large n so that (5.16)
Again, this product diverges for all θ in a set Θ3 ⊆ Λ3 of full measure and we conclude that ℓ(n) → ∞. Similar to before, this yields that lim infn→∞ 
Furthermore, the set
is continuous and strictly positive} has full measure.
Proof. Suppose β > β m 2 . For some δ > 0 specified below, we define ∆ β for all (θ, α) ∈ Θ × T 1 by
It remains to show that for sufficiently small δ > 0 the set Θ(β) has full measure. To that end, let
Note that since h is concave and A : Θ → SL(2, R) is bounded, we have uniform and monotonically increasing convergence
on Θ for all n ∈ N. As A is an SL(2, R)-cocycle, forward and backward Lyapunov exponent coincide and we have inf
Since β > β m 2 we haveλ > 0, and we can fix k ∈ N with θ Φ k dm >λ/2. By choosing η > 0 sufficiently small we can further ensure that Θ Φ η k dm >λ/2 > 0 as well. Since γ is ergodic, Birkhoff's Ergodic Theorem implies that for m-a.e. θ ∈ Θ we can choose an integer n(θ) such that for all n ≥ n(θ) we have
If n ≥ n(θ) and m is the largest integer such that mk ≤ n, then this implies
mkλ/2, and consequently there exists at least one j ∈ {0, . . . , k − 1} such that (5.20)
If F i β,g −n (θ,α) (δ) ≤ η for all i = 0, . . . , n − 1, then due to the concavity of the fibre maps we obtain
By choosing n(θ) large enough and using the fact that log F ′ β,θ,α (r) is uniformly bounded on
, we can therefore ensure the following:
Now, choose any δ ≤ η and letκ
Since the minimum is taken over a finite number of continuous and strictly positive curves,κ θ is continuous and strictly positive as well. Hence, in order to prove the lemma it suffices to show that
In order to see this, suppose n ≥ n(θ). We proceed by induction on n to show that in this case
First, suppose that F j β,g −n (θ,α) (δ) ≥ δ for some j ∈ {1, . . . , n}. Then by induction assumption we
. Otherwise, we can apply (5.21) and the concavity of the fibre maps to obtain F n β,g −n (θ,α) (δ) ≥ δ ≥κ θ (α). Hence, (5.22) holds in both cases, and this showsκ θ (α) = ∆ β (θ, α) as required.
We now turn to the existence and the attractor property of the invariant torus. Here, particular attention is required to guarantee the β-independence of the exceptional set of measure zero. (i) For all θ ∈ Θ4 the mapping α → ρ β (θ, α) is strictly positive and continuous.
(ii) For all δ > 0 and θ ∈ Θ we have
In particular,
(iii) The random compact set
is F β -invariant and for all θ ∈ Θ4 we have
In particular α → ψ − n and δ = 1, and by concavity and monotonicity of the fibre maps in β, it extends to all β ∈ Bn and δ ∈ (0, 1]. The fact that K β,δ is F β -forward invariant is then obvious, thus we have shown (i) and (ii).
Since the K β,δ are forward invariant, the set S β is the nested intersection of random compact sets and therefore randomly compact itself. Hence, the crucial point is to show that the fibres S β (θ, α) = {r ∈ R + | (θ, α, r) ∈ S β } consist of the single point ψ + β (θ, α). Then S β (θ) equals the graph of α → ψ + β (θ, α), and since S β (θ) is compact this implies the continuity of α → ψ
Hence, it suffices to show that on a set of full measure and for all β > β m 2 we have
In order to do so, we fix ℓ and k and consider the extended system
Since the action of F on β is the identity, any F -invariant ergodic measure which projects to m in the first coordinate and is supported on K l,k is a direct product ν × δ β , where δ β is a Dirac measure in β ∈ B l and ν ∈ Mm(F β ) is supported on K β − l ,δ k . Further, by Theorem 2.1, all F β -invariant measures ν ∈ Mm(F β ) are of the form ν = µ ψ for some µ ∈ Mm(g) and some (F β , µ)-invariant graph ψ. Since ψ − = 0 is always invariant, Theorem 2.2 yields that there exists at most one (F β , µ)-invariant graph ψ which is strictly positive, and we have λµ(ψ) < 0. As a consequence, the additive sequence of functions
satisfies the assumptions of Theorem 2.6 with γ replaced by γ −1 and λ = 0. Note that
Hence, there exist λ ′ < 0 and a set Θ l,k of full measure, such that for all θ ∈ Θ l,k there exists n(θ) ∈ N with (5.27) sup log F n β,γ −n θ,α
For fixed θ ∈ Θ l,k and all β ∈ B l and n ≥ n(θ) we therefore obtain
In particular, we have
as required, and the convergence is even uniform in α ∈ T 1 and β ∈ B l . If we now define Θ4 = Θ ∩ l,k∈N Θ l,k , then (i)-(iii) hold for all β > β m 2 , δ > 0 and θ ∈ Θ4.
Proof of Theorem 1.3. As in Section 4, the translation of the above results to the original setting is now straightforward. We let Θ0 = Θ1 ∩ Θ2 ∩ Θ3 ∩ Θ4, where the full measure sets Θ1, Θ2, Θ3 and Θ4 are taken from Lemmas 5.1, 5.2, 5.5 and 5.7, respectively. Then, using the facts that
• the projectionP conjugates f β|Θ×R 2 * with F β|Θ×T 1 ×(0,∞) ,
for β > β m 1 and 
where ρ β is the random variable from Lemma 5.7.
Remark 5.8. We want to close this section with a remark on an alternative proof of Lemma 5.7.
In the above argument, the uniform contraction in the fibres of the set K β,δ is obtained by applying Theorem 2.6, in combination with Theorem 2.2 to guarantee the negativity of the vertical Lyapunov exponents in K β,δ .
In the particular situation we consider, it is also possible to give a direct proof, without invoking these two general results, by making stronger use of the strict concavity of the fibre maps. The crucial observation for this is the fact that any orbit which frequently stays further than a fixed distance away from the zero line. In order to see this, let
and note that for all θ and α we have
Due to the strict concavity of h, the function q β satisfies q β (r) > 1 = limρ→0 q β (ρ) for all r > 0. Furthermore, we have
where we used the notation (θi, αi, ri) = F i β (θ, α, r). Since the fibre maps are all bounded by 1, we obtain that
is defined as in the proof of Lemma 5.7. By Lemma 5.6,ρ β (θ) is strictly positive for all θ ∈ Θ(β − n ), so the same is true for log q β (ρ β (θ)). In addition, we may assume, without loss of generality, that for all θ ∈ Θ(β − n ), we have
and at the same time lim
Hence, for all θ ∈ Θ(β) there exists some n(θ) > 0 such that for all n ≥ n(θ)
This is equivalent to the uniform contraction property provided by (5.27), and from that point on the proof proceeds in exactly the same way.
5.2 The critical parameters: Proof of Proposition 1.5
We split the proof into three lemmas, which are the analogues of statements (a), (b) and (c) of the proposition for the double skew product. This time, the translation to the original setting is left to the reader. The first lemma will imply part (b) of the proposition and also be useful in the proof of part (a). Proof. As β = β m 1 = e −λm(A) , Lemma 3.6 implies that λµ(ψ − ) = λµ(F β , 0) ≤ 0 for all µ ∈ Mm(g). Therefore, Theorem 2.2 implies that ψ + β = 0 µ-a.s. for each µ ∈ Mm(g). Let ν ∈ Mm(F β ) and denote by µ ∈ Mm(g) its projection to Θ × T 1 . If ν is ergodic, then ν = µ ψ for some (g, µ)-invariant graph ψ by Theorem 2.1, and Theorem 2.2 implies now that
Φn(θ, (α, r)) ≤ C λ (θ) + nλ for all n ∈ N by Theorem 2.6, and as this is true for each λ > 0, the claim (5.29) restricted to r ∈ [0, 1] follows at once. As the fibre maps are monotone and bounded by 1, the extension to r ∈ R + is immediate. 
.
In any case,
. 
Consequently, since
and the two factors on the right converge to a/a ′ and a ′ /a as n and ℓ go to infinity, there exists a constant C(θ, α, α ′ ) > such that
For α ′ = φ u (θ) and r ′ = 1, this is the estimate needed to infer (5.30) from (5.32). (1) =r
Suppose (cos 2πα, sin 2πα) = av u (θ) + bv s (θ) and (cos 2πα ′ , sin 2πα and thus ψ + β (θ, α) = 0 for m-a.e. θ ∈ Θ and all α ∈ T 1 \ {φu(θ)} as required.
Continuous-time models
The classical Hopf bifurcation takes place in continuous-time dynamical systems generated by planar vector fields. Its discrete-time analogue, whose nonautonomous version we have considered so far, is often called Neimark-Sacker bifurcation. However, since a Hopf bifurcation for a planar flow corresponds to a Neimark-Sacker bifurcation of the corresponding time-one map, this is a minor distinction. Nevertheless, as we have made quite specific additional assumptions on the considered models, it is important to note that continuous-time systems with similar properties exist. The aim of this section is to provide examples of continuous-time flows, generated by non-autonomous planar vector fields, whose time-one maps have a similar structure as the maps considered in the previous sections and therefore exhibit the same bifurcation pattern. We will only sketch the details and concentrate on the deterministic setting. Randomly forced examples can be produced in an analogous way. Suppose that Θ is a compact metric space and ω : R × Θ → Θ, (t, θ) → ωtθ is a continuous flow on Θ. First, consider the linear two-dimensional ordinary differential equation where g1(θ, α) = (ω1θ, g 1,θ (α)) is the projective action of the cocycle (ω1, A1) and the factor Ω1(θ, α) is obtained by integrating (6.3). In order to introduce a bifurcation parameter and to make the fibre maps concave in r, we now replace (6.1) by (6.5) x y ′ = B(ωtθ) + (β + η(r))E x y with a non-positive decreasing C 2 -function η : R + → R such that r → η(r) · r is concave, η(0) = 0 and limr→∞ η(r) = −∞. This results in the modified equation (6.6) r ′ = (γ(ωtθ, α) + β + η(r)) · r replacing (6.3), while (6.2) is unaffected. The resulting time-one map will be of the form (6.7) F β (θ, α, r) = (g1(θ, α), F β,θ,α (r)) , with fibre maps F β,θ,α : R + → R + that have the following properties:
• F β,θ,α is a strictly increasing C 2 -function;
• F β,θ,α (0) = 0;
• F ′ β,θ,α (0) = e β · Ω1(θ, α);
• β → F β,θ,α (r) is strictly increasing for all θ ∈ Θ, α ∈ T 1 and r > 0.
• F β,θ,α is strictly concave (due to the concavity of the right side of (6.6)).
• sup θ,α,r F β,θ,α < ∞ (due to the facts that limr→∞ η(r) = −∞ and γ is uniformly bounded).
As in Section 3, we use polar coordinates in order to study the induced system F β : Figures  7.1(a) and 7.1(b) , show the global attractor shortly after the first critical parameter (β1) and just before the second (β2), respectively. Figure 7 .1(c) shows A β (θ) shortly after β2 where the invariant torus has just formed, and finally, 
