Abstract
Introduction
Image segmentation is the most widely studied problem in image processing and a considerable research effort has been carried out on this problem. Despite this, segmentation is one of the unsolved grand challenges in computer vision. Image segmentation is applicable in an endless list of areas and applications, for example: medical, outdoor object recognition, robot vision, content -based image retrieval [1] [2] [3] . The main goal of segmentation is to subdivide an image into its constituent regions or objects [4] .
One of the most popular techniques for image segmentation is thresholding that is based on the histogram. Histogram-based thresholding is commonly known as a very popular tool for image segmentation. Here, the objective is to determine an accurate threshold (for bi-level thresholding) or multiple thresholds (for multilevel thresholding), so that the image can be subdivided into several levels, for easier analysis and interpretation. Bi-level thresholding is the simplest problem, where in the histogram of the image grabbed, only one single valley is found and accordingly the pixels are grouped into two classes: one group of pixels with image intensity above the threshold and another below the threshold. Multilevel thresholding problems are more complicated and the corresponding image segmentation problem can be configured as a multiclass classification problem where, based on the determined thresholds, pixels having a particular characteristic, within a specified range, are grouped into one class. Usually it is not simple to determine exact location of distinct valleys in a multimodal histogram of an image, that can segment the image efficiently and hence the problem of multilevel thresholding is regarded as a more challenging task. Excellent reviews on early thresholding methods can be found in [5, 6] , whereas the latest developed in this topic was in [7] .
So far, several algorithms have been proposed for bi-level and multilevel thresholding of image histograms. Many of these methods attempt to achieve optimization of an objective function by, e.g., maximizing posterior entropy that indicates homogeneity of segmented classes [8] , maximizing some measure of separability [9] , minimizing Bayesian error [10] etc. To solve the multilevel thresholding problem have been proposed several techniques using genetic (GAs) and PSO algorithms [11] [12] [13] [14] [15] [16] . The Genetic Algorithm (GA), proposed by Holland [11] , is a probabilistic optimal algorithm that is based on the evolutionary theories. GAs are optimization algorithms based on the mechanics of natural selection and natural genetics.
Beside GAs, particle swarm optimization (PSO) is another latest evolutionary optimization technique which was used for the multilevel thresholding. The PSO, first introduced by Kennedy and Eberhart [15] is a flexible, robust, population based on stochastic search/optimization algorithm with inherent parallelism. The method presented in [16] uses improved PSO to optimize the Maximum Entropy Criterion. Both of PSO and GA have problem for convergence to local optimal point [17] [18] . In this paper, we propose a novel optimal multilevel thresholding algorithm for histogram-based image segmentation. In this method, we used the feature of genetic algorithm for precocious convergence of PSO algorithm. We use Maximum Entropy Criterion fitness function for evaluating the algorithm performance.
The rest of the paper is organized as follows: Section 2 is definition of multilevel thresholding formula. In the Section 3 the proposed technique is presented that is hybrid of PSO and Genetic algorithms. The experimental results are studied in Section 4 and Section 5 is conclusion.
Multilevel Thresholding Problem Formulation

Entropy criterion based on measure
The entropy criterion, proposed by Kapur in 1985, was widely used in determining the optimal thresholding in image segmentation. The original algorithm had been developed for bi-level thresholding. The method can also extend to solve multilevel thresholding problems and can be described as follows: Let there be L gray levels in a given image I and these gray levels are in the range {0,1,…,L-1}. Then one can define P i =h(i)/N, (
) where h(i) means the number of pixels with gray-level i and N means total number of pixels in the image.
To The maximum entropy thresholding method has been proven as an efficient method for bi-level thresholding in image segmentation. However, when these methods are extended to multilevel thresholding, the computation time grows exponentially with the number of thresholds. It would limit the multilevel thresholding applications. To overcome the above problem, this paper proposes the maximum entropy thresholding based on HPGT algorithm for solving multilevel thresholding problem. The aim of this proposed method is to maximize the entropy criterion objective function using Equation (1).
Image thresholding based on PSO and Genetic algorithm
In this section, firstly basic principles of the PSO algorithm and Genetic algorithm will be described, and then the proposed method that is a hybrid of PSO and GA to be explained.
PSO Algorithm
Particle swarm optimization (PSO) is an evolutionary computation technique motivated by simulation of social behavior. PSO is similar to a Genetic algorithm (GA) that both algorithms are initialized with a population of random solutions.
The basic idea of the PSO is the mathematical modeling and simulation of the food searching activities of a swarm of birds that called particles. To moving the particles in the space of problem, they need velocity. The velocity of a particle is influenced by three components including internal momentum, cognitive, and social. The internal component simulates the inertial behavior of the bird to fly in the previous direction. The cognitive component models the memory of the bird about its previous best position, and the social component models the memory of the bird about the best position among the particles.
PSO procedure based on the above concept can be described as follows. Bird flocking optimizes a certain objective function. Each particle knows its best value so far (P id ) and its position (X id ). Moreover, each particle knows the best value in the group (P gd ) among P id s. Each particle tries to modify its position using the current velocity and the distance from the P id and P gd . Based on the above discussion, the mathematical model for PSO is as follows:
Velocity update equation is given by:
Using Equation (2), a certain velocity that gradually gets close to P id and P gd can be calculated. The current position (searching point in the solution space) can be modified by the following equation: 
Genetic Algorithm
GAs is efficient and robust search and optimization techniques guided by the principles of evolution, and have implicit parallelism. The essential components of GAs are the following:
1-A representation strategy called chromosomes.
2-A population of chromosomes.
3-Mechanism for evaluating each string or fitness function.
4-Selection/reproduction procedure.
5-Genetic operators such as crossover and mutation.
A population is created with a group of individuals generated randomly. The individuals in the population are evaluated. The evaluation function is provided by the programmer and gives the individuals a score based on how well they perform at the given task. In order to GA starts with the current population. Selection is applied to the current population to create an intermediate population. Then crossover and mutation are applied to the intermediate population to create the next population. Between the new population and their parents are selected individuals to execute again genetic algorithm.
Proposed method
PSO shares many similarities with evolutionary computing techniques such as GAs. PSO and GA techniques begin with a group of a randomly generated population; both utilize a fitness value to evaluate the population. They update the population and search for the optimum with random techniques. The difference between them is that PSO lacks crossover and mutation and more easily to falls into local optimal solutions.
As mentioned, Although PSO is faster in finding quality solutions; the drawback of PSO is that the swarm may prematurely converge. The underlying principle behind this problem is that, for the global best PSO, particles converge to a single point, which is on the line between the global best and the personal best positions. Another reason for this problem is the fast rate of information flow between particles, resulting in the creation of similar particles with a loss in diversity that increases the possibility of being trapped in local optima. For solving the drawback of PSO, we can used the GA. GA can be utilized to change chromosomes and escape the local optimal solution and quickly attain the global optimal solution.
In this paper, we propose a hybrid of the PSO and GA methods can produce a very effective search strategy. According to the idea, the global optimal solution cannot be found when the optimal particle is a local optimal solution. Thus, this study added GA to overcome this drawback. So, according to our idea a particle is generated through PSO, and after a few iterations, if that particle is appropriate then is selected for crossover and mutation operators (by the best particle in the swarm) in GA to generate next generation. This will obtain better results than using only PSO or GA. The evolutionary steps for the hybrid algorithm are as follows.
Step1: Set up the values of parameters, including the population size (number of particles is equal to N), maximum and minimum inertia weight (W max , W min ), learning factors (C 1 , C 2 ), the number of thresholds (Nt). Also, set up mutation rate for Genetic algorithm section.
Step2: Generate randomly the initial position (X i ) and velocity (V i ) of each particle where X i = ( Step3: Calculate the fitness values of all particles to measure their performance. In this paper, we use Kapur approach for calculating fitness.
Step 4: Select P id and P gd . As mentioned, P id is best position of particle i and P gd is global best position among the group of particles.
Step5: Update the velocity (V i ) and position (X i ) of each particle according to Equation (2) and Equation (3).
Step 6: Return to Step 3 until the pre-specified number of iterations is satisfied.
Step 7: Select N/2 of the best particles according to the fitness for crossover and mutation operation to generate next population. In this paper, we do crossover between P gd and N/2 particles, and do mutation in the P gd to generate the population 2.
Step 8: Perform elitist selection for population 1 and 2 to generate the next iterative population. Population 1 is best position of N particles in PSO algorithm and population 2 is generated by crossover between P gd and N/2 particles in step 7.
Step 9: This algorithm will not stop returning to Step 3 until a pre-specified number of iterations is satisfied.
Experimental Results
In this section, we compared proposed approach with the PSO thresholding algorithm. We tested some standard gray-level images using Matlab 2009 software running at XP windows, 2.5GHz CPU, 4G RAM. Table 1 and 2 represents the various parameters chosen for the implementation of HPGT and PSO algorithms, respectively. Since, the PSO algorithm is better than the Genetic algorithm, we compared HPGT algorithm only with the PSO algorithm. In Figure 1 , four well-known images namely Lena, Pepper, Cameraman and Boats are taken as the test images and are gathered with their histograms.
The quality of threshold images for maximum entropy thresholding method has been evaluated in Tables 3 and 4. The Table 3 shows the optimal thresholds values and also shows objective values for HPGT and PSO algorithms. It is observed from objective values tables that in each case, the HPGT algorithm could perform well as compared with the PSO algorithm. In Table 3 , the higher value of the objective function results in better segmentation.
In order to consistent comparisons, a performance indicator that is peak signal to noise ratio (PSNR) is used. For the sake of completeness we define PSNR, measured in decibel as:
Where RMSE is the root mean-squared error, defined as (6) Here I and Iˆare original and thresholded images of size N M  , respectively. The higher value of PSNR shows that the results of experiment are better. The PSNR values from the maximum entropy thresholding function are given in Table 4 .
Another parameter for comparison of HPGT and PSO algorithms is standard deviation. The standard deviation values from maximum entropy thresholding are given in Table 4 . The higher value of standard deviation shows that the results of experiment are not stable. From the table, it is seen that the HPGT algorithm is more stable than the PSO algorithm. Figure 2 shows the segmentation results, the segmented Lena, Pepper, Cameraman and Boats images for maximum entropy thresholding function with 3 and 5 level of thresholding. According to these figures, the quality of the segmented images is better by selecting the higher level thresholds. 
Conclusion
In this paper, we have presented a new algorithm that is based on HPGT algorithm. In this algorithm, we combine the ability of fast convergence of PSO algorithm with the ability of GA for escape from the local optima. For this purpose, the PSO algorithm runs for number of iteration, then GA algorithm generate new offspring by mutation and crossover operations. This new offspring replacement by worst individuals in the generation and the PSO algorithm run by new individuals. After some iteration, the algorithm is converged to a best result.
In this paper, we use Kapur to evaluate fitness function. The PSNR and standard deviation are computed for this function. The performance of HPGT algorithm has been compared with PSO algorithm, and we found that HPGT algorithm is better than PSO algorithm in terms of solution quality, convergence and robustness.
