This paper extends 3D simulation results of layer hatching process strategies for additive manufacturing by electron beam melting (EBM) applications to exploit the future energy potential of electron guns with higher beam power. The physical model, discretized by a three dimensional thermal lattice Boltzmann method, is briefly presented. The numerical implementation is validated on the basis of an experimental process window up to 1.2 kW beam power of hatching a cuboid with a basic, state-of-the-art process strategy, whereby the numerical results are classified into three categories: 'porous', 'good' and 'swelling', depending on the part density and quality of the surface. In this paper we extend and improve the basic process strategy, to use higher beam powers. First, the numerical process window is extended, to determine the limits of this technique. Then we introduce different process strategies of the electron beam to build the part as fast as possible under the restriction of a dense part with a good dimensional accuracy. These process strategies can be used to improve the quality of the parts, reduce the build time and costs, maximize the beam power usage and, therefore, use the full potential of high power electron guns.
Introduction
Electron Beam Melting (EBM) is a powder bed based Additive Manufacturing (AM) method used to produce metallic structures (Heinl et al., 2007) . The great advantage of EBM manufacturing is the construction of strong and flexible structures with a high geometric complexity, which opens new opportunities in many different applications, ranging from aerospace (Rawal et al., 2013) to medical implant (Murr et al., 2011) manufacturing. In contrast to other AM methods, the EBM process produces parts with a sufficient surface and dimensional quality and material properties at relatively low build times (Vayre et al., 2012) . However, until today the build is still not sufficiently fast to make it economically viable for less specific, mass production applications. In order to accelerate this technology and to ensure the final quality, numerical simulations are used to improve state-of-the-art process strategies.
We discretize the EBM process with a 3D thermal lattice Boltzmann method (LBM), including physical phenomena, like hydrodynamic flow, capillarity, wetting, as well as beam absorption and phase transformations, but excluding viscous heat dissipation and compressibility and evaporation effects. In Markl et al. (2013) parallel and optimized 3D absorption algorithms are derived and the description of further modeling aspects are given in Ammer et al. (2014b) . The implementation is embedded in the waLBerla 1 (widely applicable lattice Boltzmann solver from Erlangen) framework, which is a lattice Boltzmann based fluid flow solver with highly parallelized kernels (Feichtinger et al., 2011; Köstler and Rüde, 2013) , and the pe 2 (Physics Engine) framework (Pickl et al., 2012) , which performs the parallel simulation of the powder bed generation.
In Ammer et al. (2014b) the numerical method is validated, while in Ammer et al. (2014a) the validation focuses on single line examples and the basic hatching process strategy, comparing numerical results with experimental data. These results demonstrate the high accordance of the thermal LBM approach to the real EBM process and allows us to analyze and improve different process strategies.
In this paper the numerical examples are extended to higher beam powers. Until now reliable experiments with the basic process strategy are available for different setups, but only up to 1.2 kW. The current development of electron guns with higher beam power has reached 4 kW (Kornilov et al., 2013) and aims to provide a maximum beam power of at least 10 kW. It is already obvious from current knowledge that state-of-the-art process strategies cannot use this potential advantage, because high evaporation rates and resulting evaporation pressures will destroy the dimensional accuracy of the part.
Therefore, in a first step the numerical process window will be extended with the basic process strategy to determine the maximum usable beam power. Subsequently, two different techniques are simulated to improve the basic process strategy. On the one hand the beam diameter and the scan velocity are increased and on the other hand the line offset is bisected and the scan velocity is doubled. With both strategies the overall build time of the part will decrease, while the maximum beam power increases. This accelerates the process, reduces manufacturing costs and opens the opportunity for a larger variety of parts and applications.
The outline of the article is as follows: In the following section the 3D thermal LBM used for the simulation of the EBM process is described in brief. Subsequently, the numerical simulation setup and classification criteria used for all numerical simulations are defined. In the next section the process window is extended with the basic process strategy and finally the different strategies are described and the numerical results are discussed. Finally, the numerical simulation results are summarized and future research topics outlined.
Numerical Method
Thermodynamic fluid transport including phase transitions is modeled by the single phase-continuum conservation equations:
with time t, macroscopic velocity u, density ρ, hydrostatic pressure p, body forces F, like the gravity, and kinematic viscosity ν. The thermal diffusivity k(E) is related to the thermal energy density E, depending on the fluid temperature, specific heat capacity and latent heat for phase transitions. Energy sources, like the electron beam, are summarized in Φ. Fluid compression, viscous heat dissipation and evaporation are neglected by this model. The Navier-Stokes equations (1) and (2) are numerically solved by an isothermal LBM (Higuera and Jimenez, 1989) introduced by McNamara and Zanetti (1988) . The idea of LBM is solving the Boltzmann equation in the hydrodynamic limit for a particle distribution function (pdf) in the physical momentum space. A pdf f (x, v, t), describes the probability of finding a particle with velocity v at position x at time t. The local, macroscopic values of ρ and u can be evaluated by integration. Pure, thermodynamic LBM, which additionally solve equation (3), are the multi-speed LBM (Alexander, 1993; Chen et al., 1994) and the the multi-distribution approach (Massaioli et al., 1993; Shan, 1997; He et al., 1998) . The multi-speed LBM has higher nonlinear velocity terms and is an extension of the isothermal LBM. Even though there exist stabilization techniques (McNamara and Alder, 1995) , numerical instabilities are the main disadvantage of these methods. Additionally, only one Prandtl number can be simulated, limiting the range of applications. The multidistribution LBM avoid these drawbacks using a separate pdf h(x, v, t) for the energy density field.
The D3Q19 stencil, a finite set of 19 discrete velocities e i with lattice weights ω i (He and Luo, 1997) , discretizes the microscopic space. At each lattice site, mass, momentum and energy transport is modeled by the pdfs f i and h i , respectively. The macroscopic quantities are computed by
The collision operator is approximated by the BGK operator (Bhatnagar et al., 1954; Chen et al., 1994) ,
where f eq i and h eq i is the Maxwell equilibrium distribution (He and Luo, 1997) , F i denotes an external force term (Luo, 2000) , like the gravity, and Φ i is the absorbed energy of the electron beam (Markl et al., 2013) . The relaxation times τ f , τ h are related to the viscosity ν and the thermal diffusivity k(E), respectively, by
The Maxwell equilibrium distribution is approximated by a Taylor series expansion (He and Luo, 1997) and is given by,
The lattice speed of sound c 2 s is c 2 /3 with lattice cell length c and ∆t is the time step.
In the incompressible flow limit, i.e. for small Mach numbers, the constitutive equations (1)- (3) can be derived by a Chapman-Enskog expansion (Palmer and Rector, 2000; Chatterjee and Chakraborty, 2006; Shi and Guo, 2009) . Körner et al. (2005) introduce a volume-of-fluid based free surface lattice Boltzmann approach, where the gas and the material phase are separated by a closed interface layer. Each interface cell is partly covered by the material phase, defined by a fill level. The gas phase is neglected, thus the method only works on the material phase assuming that the thermodynamic behavior is completely covered. Boundary conditions imposed at the interface ensure mass, momentum and energy conservation. Detailed information regarding the free surface boundary conditions used for this LBM model can be found in Ammer et al. (2014b) .
Simulation Results
In this section we describe the experimental and numerical setup used in Ammer et al. (2014a) to validate the numerical process window. The process window is extended to higher velocities with the basic process strategy to find the maximum usable beam power. Then this process strategy is modified in two ways. First we increase the beam diameter and the scan velocity. Second, the line offset is halved and the scan velocity is doubled. In the experimental setup a cuboid of 15x15x10 mm 3 is generated by hatching Ti-6Al-4V powder particles with a line offset of 0.1 mm and a layer thickness of 0.05 mm layer by layer (cf. Fig. 1 red arrows) . The scanning direction from layer to layer is always perpendicular. The hatching differs by line energy and scan velocity of the electron beam. The line energy E L is defined by, The electron beam is modeled by a two-dimensional Gaussian distribution, where we use a standard deviation of 0.1 mm. The effective diameter is measured as the full width half max (FWHM) value. This is the width of the Gaussian distribution at half of the maximum beam power, which corresponds to 0.235 mm.
Experimental and numerical setup
Because of the high computational cost of the 3D simulations we only model the hatching of one powder layer instead of the multiple layers. We also minimize the simulated powder particle layer, focusing only a rectangular powder layer of 1.44x0.64x0.24 mm 3 with seven hatching lines inside (cf. Fig. 1 ). Thus, a beam offset per layer is defined where the electron beam is on but outside the simulated powder particle bed. This simplification is justified by the good agreement of experimental and numerical data (Ammer et al., 2014a) The lattice spacing is ∆x = 5 · 10 −6 m and the time step is ∆t = 1.75 · 10 −7 s. All other material parameters are directly taken from the properties of Ti-6Al-4V. At the bottom of the simulation domain, a thermal Dirichlet boundary condition (Ginzburg, 2005) with build chamber temperature at 1000 K and a no-slip half-way bounce-back boundary condition are used. In both other dimensions periodic boundary conditions are applied, to influence the melt pool dynamics as little as possible. In order to minimize numerical errors induced by the boundary treatment, all measurements and images cut off the outside regions.
The experimentally generated parts are classified into three groups: 'porous', 'good' and 'swelling'. The upper bound for 'porous' results is a relative density of 99.5%. If significant bulges on the surface of the part can be detected, then it is categorized into 'swelling'. All other parts are declared as 'good'.
Due to the volume of fluid approach, the relative density of the numerical part is easy to measure and uses the same upper bound, but the numerical simulation excludes evaporation effects and no numerical swelling occurs. Therefore, the maximum melt pool temperatures are averaged and if they exceed 7500 K then the result is classified as 'swelling ' Ammer et al. (2014a) . This limit is not comparable with real experiments, because the cooling effect caused by evaporation is not simulated.
Maximum Beam Power
In Ammer et al. (2014a) the numerical process window is compared with experimental results up to 6.4 m/s. Here still good results are achievable, hence we can increase the scan velocities to determine the maximum usable beam power. Fig. 2 shows exemplary hatching of one layer with parameter set (0.125 kJ/m, 15 m/s) for four different time steps. The free surface of the powder particles is visualized by an isosurface on the fill level of the interface. In Fig. 2(a) the electron beam scanned one line and the affected powder particles are not yet completely melted. Fig. 2(b) shows the third scanned line by a coming-back electron beam. Here, the particles in the front part of the simulation domain are now melted completely. In Fig. 2(d) the electron beam has scanned seven hatching lines. The ; isosurfaces of the free surface and the bottom plate are shown, whereas the complete region in between is completely filled with material; liquid parts can be identified by a very smooth free surface, whereas solidified parts show grooves first half of the simulation domain is already resolidified, as can be seen by the grooves on the free surface. They grow each time the melt pool swashes back and the pool edge solidifies. The back part of the simulation domain is still liquid. There are no pores between the bottom plane and the resulting free surface, which additionally characterizes a good densification. Porous parameter sets are represented by blue downward triangles, the green circles represent an optimal, good parameter set and the red upward triangles a swelling sample. It can be observed that the higher the scan velocity, the lower the embedded line energy has to be, to get an optimal result.
The left part with up to 6.4 m/s can be compared to the experimental data and shows a good agreement. A detailed discussion of the numerical validation to experimental data is given in Ammer et al. (2014a) . Therefore, a tendency of certain strategies can be predicted, which is done here for the basic process strategy by only increasing the scan velocity.
The process window of all green circles is limited by two effects. The upper limit or the evaporation bound is given by the maximum temperature at the surface and is very sharp, i.e., the two different timescales of the beam absorption and the thermal diffusivity lead to a point, where the evaporation rate at the free surface is predictable. In contrast to the evaporation bound, the lower or porosity bound is quite diffuse. This can be seen for 7-12 m/s with a line energy of 0.1125 kJ, where porous and good results flip. Even if the minimum energy to melt a whole layer is deposited into the material, the appearance of the powder bed has a statistical fluctuation, so there may exist configurations where the heat transfer is adverse and there are resting pores. This is a critical point for a process strategy, because it should lead to reproducible results with low deviations. Therefore, a practical process window will close at approximately 20 m/s with a line energy of about 0.12 kJ. When we compare the resulting beam power of 2.4 kW with the potential of a 10 kW electron gun, then there is still a strong need for further improvements.
Increasing Beam Diameter
A possible strategy to use a higher beam power is to increase the beam diameter. Then the peak power density at the center of the electron beam decreases, because the energy distribution of the electron beam is nearly a two dimensional Gaussian distribution. This leads to a lower maximum temperature at the surface and to lower evaporation rates and pressures. This strategy decreases the dimensional quality due to a larger melt pool. With the reduced maximum temperatures, we are able to increase line energy and accelerate build velocity by using higher beam powers.
We studied two additional beam shapes with increased effective beam diameters, where the resulting affected area is increased by 50% and 100%. This leads to standard deviations of 0.122 mm and 0.141 mm with a FWHM of 0.287 mm and 0.332 mm, respectively. Fig. 4 shows simulation results for both beam diameters. When the beam affected area is increased about 50%, then line energies about 0.125 kW and scan velocities about 40 m/s are predicted, which lead to a total beam power usage up to approximately 5 kW (cf. Fig. 4(a) ). When the beam diameter is further increased by 100% (cf. Fig. 4(b) ) a higher line energy of about 0.15 kW is applicable, which leads to a total beam power usage of about 6 kW.
These results justify that the potential of 10 kW electron beam guns can be applied with this strategy. Nevertheless, this strategy can cause new challenges, e.g., when thin or very complex geometries are built. The resulting beam diameter lead to a corresponding melt pool width, which is too large to build very thin walls or bridges. Even when the surrounding shape in one layer has fine borders, they cannot be resolved accurately. Even in case of straight borders the dimensional accuracy will decrease with increasing beam diameter. This drawback can be overcome by melting the contour separately, before or after hatching, but then the build time reduction is lost, because the contour has to be melted with a slow and precise beam diameter. Even when using a multi-beam approach, by melting different spots simultaneously, there will be no more benefit in build time.
Summarizing, this strategy is only useful when the hatching regions have a simple geometry, large area and when no additional contour scanning is necessary. In a post-processing step the surface roughness can be further improved. 
Decreasing Line Offset
Another strategy to decrease build time and use higher beam powers is to decrease the line offset of the scan lines. This sounds contradictory, because the overall scan length increases, but it is possible to increase the scan velocity about a higher factor than decreasing the line offset. Here the line offset is bisected and the velocity is doubled to keep the build time constant. Then the line energy is also bisected to keep the used electron beam power constant. This setup is then directly comparable to the basic hatching strategy.
The main idea behind this technique is the re-usage of the deposited energy. The faster the electron beam scans the hatching lines the more local is the deposited energy. Thus, the temperature level stays nearly constant on a high level over the complete scan length with less maximum evaporation rates. Then the material along the complete scan line becomes liquid and the dynamics of the melt pool changes fundamentally. The movements are no longer aligned with the scan direction, but perpendicular to it. This strategy can be seen like a constant heat source which is distributed on the complete scan length simultaneously. The link to Fig. 3 is found by bisecting the velocity and doubling the line energy, to keep the used beam power and build time constant. Exemplary, when we compare the numerical simulation with good results at (0.1 kJ/m, 20 m/s), which is 2 kW beam power only, with the basic process strategy at (0.2 kJ/m, 10 m/s), we see that this simulation leads to high evaporation rates and no good dimensional accuracy.
Compared to the basic process strategy, this technique spreads the energy of the electron beam over the whole layer more regularly, so that the local maximum temperatures are decreased, but the average temperature over whole scan line is increased. This leads to a larger melt pool, with less dynamics and lower maximum evaporation rates. However, the evaporation rate of the whole free surface may increase due to the larger melt pool which rather affects the composition of the alloy than the dimensional accuracy.
This can be seen directly in Fig. 6 , where the maximum temperatures of the current and the basic process strategy are compared. The colored lines are pairwise comparable with the same beam power using the double speed for halved line offset. To stay in a safe regime of the maximum temperatures for the basic process strategy, a maximum line energy of approximately 0.1 kJ/m can be used with high velocities (cf. Fig. 6(a) ). Compared with Fig. 3 , we note that there is still a high risk to obtain porous parts. The small basic process window at comparably low beam powers around 2.4 kW is increased with the new decreasing line offset strategy (cf. Fig. 6(b) ). Here line energies of about 0.075 kJ/m can be used safely over a wide range of scan velocities and in comparison to Fig. 5 , nearly all simulations lead to dense parts. The melt pool behavior can be further studied as illustrated Fig. 7 , where the melt pool volume in cells of 5 × 10 −18 mm 3 depending on the simulation time for different scan velocities with 50 kJ/m is shown. This line energy is chosen, because nearly all simulation results show a relative density up to 99% but are still classified as porous. The melt pool size increases with increasing velocity, whereas the lifetime stays nearly constant. With a higher scan velocity than 40 m/s the previous scan line is still liquid when the electron beam returns. Here it is easy to see that we reuse the deposited energy better with the high scan velocities, because the time durations are so short that the energy cannot dissipate so quickly into the interior of the material.
Summarizing, this strategy increases the width of the process window significantly and leads to more reliable and reproducible processes that have a reduced build time by making use of the high energy potential of the electron beam. The dimensional accuracy is expected to stay the same compared to the basic process strategy, because the beam diameter reamins the same.
Conclusions
We have presented a numerical method to simulate the EBM process and extended the experimentally validated process window up to higher scan velocities. It has been shown that the numerical process window for hatching a cuboid with a side length of 15 mm closes at approximately 20 m/s with a line energy of about 0.12 kJ/m. To manufacture multiple parts with equal quality we have to ensure a safety margin from the borders of the process window, which limits the basic process strategy of hatching with 0.1 mm line offset to a maximum beam power of about 2.4 kW.
In order to use the high potential of future electron guns of about 10 kW we studied hatching strategies, where the beam diameter is increased. This technique shows, that the process window can be shifted upwards. Higher beam powers of up to 6 kW can be used with reduced build times of about 50%. However with this strategy, there is still a potential risk that the dimensional accuracy deteriorates. The second hatching strategy bisected the line offset and lead to the same process improvements as the increased beam diameter, with the same quality of densification as the basic process strategy.
Both strategies show, that with modified scan strategies future electron beam powers can be efficiently used to decrease the build time and therefore reduce manufacturing costs and extend the variety of possible applications and parts.
Furthermore, the different strategies have an influence on the microstructure of the final part. By adjusting scan velocity and beam power, the desired microstructure can be adopted. Besides further improvements of enhanced process strategies for hatching and the inclusion of an evaporation model to improve the prediction of swelling, the simulation of the growth of the microstructure is one of the main future research topics.
