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Abstract-In order to understand the concentrating mechanism of the mammalian kidneys, it 
is necessary to study the relationship between the parameter vector h (permeabilities of water and 
solutes) and the corresponding vector of concentration profiles V. We consider the inverse problem: 
determine h from a given V. This problem is ill-posed. Therefore, the regulariaation methods must 
be used to circumvent the ill-conditioning. We show how the Levenberg-Tikhonov-Marquard method 
with the Sobolev norm can be used to handle the inverse problem. 
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1. INTRODUCTION 
Mathematical models of the mammalian kidney have greatly facilitated our overall understanding 
of the urinary concentrating mechanism. For a comprehensive review and extensive bibliography, 
see (11. Such models are primarily concerned with the following. 
Given a parameter vector h (e.g., water and solute permeabilities), compute the corresponding 
vector V (axial volume flows, concentrations and pressures) such that the differential equations 
describing the relationship between the axial flows and transmural fluxes are satisfied. Let, 
D(h,V) = 0, O<sll, (1) 
be the set of model differential equations. The relevant boundary conditions at x = 0 and x = 1 
are given. For additional details, see [2-61. The Direct Problem is to determine V from h. 
In [4], we considered the Inverse Problem: given V and b (the bound on h), determine h from 
m? IIW%V)II, OIh<b, (2) 
where jJ.I( is a suitable norm. 
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Since differential equations (1) must be solved numerically, this involves discretization, which 
transforms them to a system of nonlinear algebraic equations 
F(h,V) = 0, (3) 
where the dimensions of vectors F and V depend on the number of subintervals into which the 
range 0 5 x 5 1 is divided, e.g., in [3,4], h E Rm, F, and V E Rn, where m = 18, n = 63. 
Equation (2) now becomes 
mp IIF(h, V)ll& O<hib. (4) 
Problem (4) was solved by the Modular In-core Nonlinear Optimization System (MINOS) 
in [4], where only values of V for which h were known to exist were used. As the number of 
parameters and equations increases, it becomes progressively difficult to solve the problem with 
the algorithm in [4]. 
In this paper, we present numerical methods to solve (4) for any value of V that corresponds 
to 0 5 h 5 b. We first outline Algorithm 2 in [7] and then show how the Levenberg-Tikhonov- 
Marquard method with the Sobolev norm can be used to handle the ill-conditioning. 
ALGORITHM 1. (V fixed, h variable) 
1. Given V. Assume an initial value for h. 
2. Compute F(h,V). If ](F(h,V)]]z < E, where E is a small number, or too many iterations 
have been done, then stop; else compute 
dF 
dhej = 
F(h + cej,V) - F(h,V) 
> j=l,...,m, c 
where ej is the jth column of the identity matrix of order m. 
3. Solve 
$$3h = -F(h, V), (5) 
for Sh, and let h = h + 6h. Go to step (2). I 
Step (3) of the above algorithm involves the solutions of a system of linear equations. Let 
J E g, y E Sh, and a z -F(h, V). Since h E Rm and J is a n x m matrix, solving equation (5) 
is equivalent to the linear least-squares problem 
rnin ]] Jy - zII?j. 
One of the most successful methods for solving (6) is the Gauss-Newton method [8]. Instead 
of solving Jy = z in Algorithm 1, 
JTJy = JTz 
is solved for y. However, the Gauss-Newton method does not provide a solution for the problem. 
It exhibits large oscillations. 
Problem (6) is called discrete ill-posed [9,10] if the following conditions are satisfied: 
1. The singular values of J vary gradually to zero. 
2. The ratio between the largest and the smallest nonzero singular values is large. 
If we used Algorithm 1 to solve (4) for our Central Core 4 Tube model of the inner medulla, 
the singular values of J varied from 0(102) to O(10m6). Therefore, the condition number of J 
is O(10’). Obviously, J is ill-conditioned and (6) is a discrete ill-posed problem. This does 
not imply that a solution cannot be found, but standard methods such as LU, Cholesky, QR 
factorization may give inappropriate results with large oscillations. We modify the problem so 
that a meaningful solution can be determined. 
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2. NUMERICAL METHODS 
Regularization Method: Rl 
This is a very well-known method [ll]. We consider the following modification of problem (6) 
to avoid large oscillations in solutions: 
mp { IIJY - 4 + r211~ll~} , (7) 
where y is a free parameter. This is equivalent to solving the least squares solution to the 
overdetermined linear system 
(y”I>,= (& 
which leads to the normal equation 
(JT.7 + 721) y = JTz. (8) 
Using the Singular Value Decomposition of J when computing solutions to (8) is known to be 
efficient for various values of y. If we have J = UCVT, where U and V are orthogonal matrices 
and C = (gl,..., gm), then the solution is 
y = 2 (UT4 wi, 
i=l ( ) bi + y20i 
where wi is the ith column of V. 
Modified Regularization Method: R2 
Minimization problem (7) is modified to 
m;n {II JY - 4Ii + ~211~~11~} 7 (9) 
where L is a discrete approximation to some derivative operator and y is a free parameter. Let L 
be an (m - 1) x m matrix of rank of (m - 1). The solution of problem (9) is same as the solution 
of the least squares solution to the overdetermined linear system [ll] 
(y”L)y=($ 
which leads to the normal equation 
(J~J + T~L~L) y = J~Z. (10) 
Since y is a free parameter, equation (10) must be solved for various values of y. It is pointed 
out in [ll] that solving (10) with different y’s is not as effective as method Rl. To cope with this 
problem, we used the generalized singular value decomposition technique. 
The generalized singular value decompositions of J and L are 
J = UD,P-I, L = VD,P-‘, 
where U and V are, respectively, n x n and (m - 1) x (m - 1) orthogonal matrices, Da = 
diag(al, . . . , a,) and 
D, = 
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In view of the above equations, from (10) it follows that 
which leads to 
y=~(.,r$&)., 
where pi is the ith column of P. 
3. COMPUTATIONAL RESULTS 
In order to test methods Rl and R2, as in [3,4], we used the three tube central core model of the 
inner medulla with parameters hm and hl given in [5]. Let us denote the V’s that correspond to 
hm and hl, respectively, by VM and VL. The intermediate values obtained from VM and’ VL 
are taken as inputs in (4) by 
V = VL + B(VM - VL), (11) 
where 0 varies from 0 to 1. 
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Figure 1. Osmolality Ratio (OR) as a function of 8. 
We have computed solutions using methods Rl and R2. In Rl, depending on the values of 0, 
we used 10-6]]J]]s I y 5 lo-s]]J(]s. In R2, we took 
L= 
1 -1 
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and 10-411J11~ 5 y 5 10-‘“ljJll~. The term r211Lylli ’ m (9) is included to control the smooth- 
ness [13,14] of the solution y. The regularization parameter y controls the weight given to IILylli 
relative to IlJy - Zllg. 
We found that R2 converges significantly faster to a solution than Rl. For the identical number 
of iterations, say 100, Rl yields IIF(h,V)ll =O(10s2), w h ereas R2 leads to IIF(h,V)II=0(10-3). 
In kidney modeling, it is of great interest to determine an h which maximizes the osmolality 
ratio (OR) between the bottom (Z = 1) and top (LX = 0) o one of the tubes (Collecting Duct). f 
Since OR is a function of V, which according to (11) is a function of 8, it follows that OR is also 
a function of 0. In Figure 1, we have plotted OR as a function of 0. This shows that OR is an 
increasing function of 0 for intermediate values of V. 
In this paper, we have shown that the inherent ill-conditioning of the inverse problem in kidney 
modeling-which arises from arbitrarily chosen intermediate values of solution vectors-can be 
overcome by using a regularization method. Thus, for any intermediate V given by (ll), the 
corresponding h and OR can be determined. 
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