Abstract. This paper describes AbIMA, an agent-based intelligent mobile assistant for supporting users prior to and during the execution of their tasks. The agent is based on the well-known AgentSpeak(L) agent architecture and programming language, which provides explicit representations of agents' beliefs, desires and intentions (BDI). AbIMA is implemented using Java 2 Mobile Edition and is tested on a hand-held computer. We also provide conceptual foundations and discuss various challenges relating to the use of cognitive agent architectures for intelligent mobile user support.
Introduction
In recent years, the use of mobile handheld computing devices has been on the increase. They offer a wide variety of services to mobile users, such as information provision and management [22] . However, there are still many opportunities for providing more sophisticated, intelligent services to users on the move. Such services should go beyond basic information provisioning and organisation tasks by providing intelligent, pro-active support to mobile users prior and during the execution of their tasks.
Consider an engineer following a project agenda, which involves the completion of a variety of tasks. Suppose that the engineer is using a mobile computing device to help manage the work agenda, conduct meetings with clients and consultants, travelling to a variety of building sites, and so on. In the process of task execution, the engineer may face unexpected situations. For example, a meeting may take longer than expected, or a technical problem on site may preclude the completion of one stage in the building process. A useful intelligent support system must be capable of dealing with such unexpected situations and provide the user with alternative plans for achieving the objectives. Such a system must be capable of acquiring information about the environmental context, the objectives required, the alternative means through which such objectives may be achieved, and most importantly, it must be able to reason about all of these concepts in order to provide simple, coherent support to the user. Agent-based approaches have become increasingly popular due to their ability to produce modular software systems capable of providing intelligent assistance in dynamic, unpredictable environments [11] .
An intelligent agent is an agent that is capable of flexible autonomous behaviour [11] , where flexible means:
1. Responsive (or reactive): able to perceive the environment and respond in a timely fashion. 2. Proactive: exhibit goal-directed behaviour and take initiative when appropriate. 3 . Social: able to interact with other agents or humans when needed.
Based on this underlying understanding of agent software, agents seem to offer a set of capabilities that are very closely aligned with the requirements of applications for mobile users. This is true for the following reasons. Firstly, a mobile user is usually situated in some environment, which can be represented in terms of context information, such as the time, place, and task at hand. Secondly, the environment is dynamic, since users may move from one place to another, and since their tasks may change based on their circumstances. Following the example, the engineer may move from one site to another, and may have different tasks to achieve, etc. Thirdly, a mobile computer system must have the ability to be proactive, reasoning about the user's goals and how they may be achieved. Finally, in mobile settings, there is a need for the ability to interact with the user, and potentially with other agents. For example, an agent working on behalf of an engineer may interact with agents representing other engineers to sort out meetings and schedule joint tasks.
Some of the most successful theoretical frameworks of rational agents are those belonging to the family of Belief-Desire-Intention (BDI) architectures [5, 17, 18] . It has been argued that these three elements of an agent's mental state can provide a basis of rational action. The agent has explicit representations of its beliefs about itself and its environment, its desires (or goals), 4 which are states of the world it seeks to bring about, and its intentions, which are active plans that the agent adopts in an attempt to achieve these desires. BDI agents have proven useful in the theoretical study of rational agents [21] and in practical applications, for example, in the telecommunications industry [14] and the defence industry [8] . Even though there is a body of research on implementing agents on mobile and handheld devices (e.g., [1, 12] ), no attempt, to our knowledge, has been made to implement a specific logic-based BDI architecture on these devices. This paper represents a comprehensive attempt to implement a Belief-Desire-Intention agent architecture and programming language, specifically the AgentSpeak(L) architecture [17] , on a mobile device. By doing this, the project advances the state of the art in two ways: (i) The project investigates how a cognitive model of computational agency, and in particular a BDI framework, may assist in building applications that provide useful, intelligent support for mobile users in realistic settings. (ii) In doing so, the project also attempts to tackle challenges relating to automated support and volatile user behaviour. This is demonstrated through a pilot agent application for supporting a student in completing a number of tasks on campus. This paper, which is an extended version of [16] , is organised as follows. In the next section, we present a scenario involving a student attempting to complete a number of tasks on campus. We use this scenario to extract some of the core requirements needed in an intelligent mobile software assistant. In section 3, we give a brief introduction to the AgentSpeak(L) agent programming language, showing how it has been used in a novel way to provide intelligent assistance. In section 4, we demonstrate AbIMA through a simple illustrative example, showing the user interface and screen-shots. Section 5 shows some of the emerging challenges that we have encountered, and which provide fertile ground for future research. We finally discuss related work in section 6, followed by a conclusion in section 7.
Motivations and Design Requirements
In this section, we explain in more detail the reasoning behind the adoption of an agentbased approach to support mobile users. In particular, we present a specific scenario in which it would be helpful to provide task support for the user. Subsequently, we outline the essential features that need to be provided by the support system, and explain how a BDI agent could provide some of the required functionality through its interactions with the user.
Scenario: Student on campus
We begin by outlining a specific scenario through which we can extract the essential requirements for task support for a mobile user in a dynamic environment. Consider a student, named Omar, on his first day at the university who needs to achieve the following major objectives during the day:
A. Go to the Faculty of Computer Engineering building at the University. Within an agent context the above tasks may be represented as a set of goals that need to be fulfilled in the given sequence. In order to fulfil each goal, Omar needs to execute a sequence of actions (i.e. to execute a plan). There might be a number of plans for achieving the same task. For example, in order to achieve the first goal, there might be two possible plans: The plan Omar will actually follow will depend on a number of factors, such as his preference for what time to wake up, his current budget, and so on. As a result, Omar needs to perform plan selection based on some preference criteria. Suppose Omar chooses to use plan A.2. This plan now becomes an intention. In other words, Omar intends to execute this plan in order to achieve his goal. Now, in order to achieve the task A.2.1 of waking up at 8:15am, Omar might set up the alarm clock. Then, he needs to get a service bus to the City Square. This might, again, require the execution of another set of sub-tasks. Omar might consider going to the City Square as a sub-goal that is part of his intention towards achieving the super-goal of going to the Faculty of Engineering building. And in order to achieve this sub-goal, there might be a number of different possible plans to intend: In this manner, Omar can continue, attempting to achieve all of his goals by executing the appropriate plans, which may trigger other sub-goals, and so on.
In the process of executing his plans, however, a number of problems may arise. For example, suppose that after reaching the City Square, Omar is not able to take a bus to the University Square because the bus line is not operational (say because the roads are closed for a diplomatic visitor). In such a case, Omar should be able to find an alternative plan for reaching the university, say, by taking different bus lines. In other words, Omar needs to perform some form of plain failure recovery. The new alternative plan must take into account the new context.
Another potential problem Omar might face is conflict between different goals. Suppose, for example, that Omar wishes to play football with his friends that morning. Obviously, this goal conflicts with the goal of attending the morning lecture. Omar might be able to resolve that conflict by arranging for a different time to play football, or might have to perform goal selection in order to make a decision about which goal is more important.
Requirements for Intelligent Mobile Assistance
It is clear from the scenario we presented in the previous subsection that as the number of tasks and alternative plans involved increases, the complexity of the user's agenda increases significantly. This creates the opportunity for providing automated support for the mobile user. In this paper, we are interested in supporting the user by providing appropriate advice, in the form of suggested plans of action, throughout the execution of his/her tasks. Such support must overcome particular challenges arising due to the dynamic nature of the environment and the mobility of the user. The following are the core essential features that a software system providing support to mobile users must provide.
Mobility The entire implementation must be adapted to the capabilities of mobile devices, taking into account their restrictive user interface, limited computational power and reliance on finite power supply. Practical Reasoning Given a specified set of user goals, the system must be able to perform some form of planning in order to generate a set of actions that, if performed by the user, would achieve these goals. Context-sensitivity Planning must take into account the current context in which the user is situated (e.g., the current user's physical location or the latest changes in the bus timetable). Information about contextual changes may be provided manually by the user, or be automatically detected (e.g., changes in location could be tracked using a Global Positioning System (GPS) device). Plan selection If there are a number of alternative plans for achieving the same goal, the system must be able to make a choice based on some comparison of the different plans. This may depend, for example, on the time needed, the overall cost, the risk factor, the user preferences, etc. Appropriate decision mechanisms must therefore be supplied for supporting plan selection. Plan failure recovery If a plan fails at some stage, the system should be able to retract appropriately and select another alternative plan to suggest to the user. In order to allow for plan failure recovery, the interface must allow the user to easily indicate which parts of the plan have become unachievable and, possibly, for what reasons. Conflict resolution and goal selection Sometimes, the user might have a number of goals that cannot be achieved simultaneously. In such cases, the system must be able to make a decision about which goals to try to achieve. In making such decisions, the system needs to take into account the importance of the goals as well as the costs of executing the plans.
In order to provide automated user support that has the above features, we propose an agent-based intelligent mobile assistant (AbIMA), running on a hand-held computer (e.g., a Palm Pilot). AbIMA will enable the user to enter information about the user's goals (which represent the high-level tasks, such as attending a lecture) as well as beliefs about the world, the user's preferences, and so on. Then, AbIMA will reason about these goals, in the context of the beliefs it has acquired from the user and the environment, and provide the user with the appropriate plan of action.
In seeking a computational architecture that is suitable for providing the required functionalities described above, we found a significant overlap between the requirements of our domain and the concepts discussed in the belief-desire-intention (BDI) view of agency [3, 5, 18] . In particular, BDI-style agent architectures require explicit representations of agents' mental attitudes, such as beliefs, desires (or goals), plans, intentions (i.e. active plans), and so on. Various BDI-style architectures have provided different ways in which agents may reason about their mental attitudes in dynamic environments. Hence, BDI agent architectures seem to offer a promising basis for providing the features required in supporting mobile users. 5 In the context of our application, AbIMA will exploit the rich representation of BDI agents to capture information about Omar's beliefs, constraints, goals, preferences, plans, and so on. Then, AbIMA will use agent-based techniques to reason about these mental attitudes and make decisions about what plans (and subsequently, what actions) to suggest to the user. Another attractive notion of BDI architectures is that they are usually based on the aggregation of plans from plan libraries, encoded for a particular domain. This results in significant reduction of the complexities encountered in traditional planning systems, which is particularly helpful within the context of operation on limited mobile devices. Hence AbIMA will have a repository of pre-programmed plans that can be used and combined in order to achieve different goals. In particular, AbIMA is based on a specific BDI architecture and programming language called AgentSpeak(L) [17] , 6 which we completely re-implement for running on mobile devices. In the subsequent section we discuss in more details the rationale behind the choice of AgentSpeak(L), as opposed to alternative BDI architectures.
Interaction between user, environment, and device
The interactions between user, device and the environment are illustrated in Figure 1 . The device provides the user with suggested plans. In order to do so, the device uses its general domain knowledge, as well as dynamic contextual information about the environment and the user. The user then acts in the environment (e.g., moves from one place to another, or completes a school assignment). These changes are observed by the device agent (either automatically or through user input), which might then make appropriate changes to the user's agenda.
Based on these interactions, the user and intelligent agent program can be viewed as offering each other complementary services based on their individual capabilities. The user and agent cooperate, each one of them dealing with those aspects of the problem they are best suited to. On the one hand, the agent has access to detailed, in-depth information about task plans, conflicting engagements, and rules for dealing with conflict. On the other hand, the user provides the necessary contextual information based on the current environmental situation, his changing goals, and so on.
AgentSpeak(L) for Intelligent Assistance
In the previous section, we outlined the core requirements needed in AbIMA and briefly outlined why an automated assistant agent based on a BDI architecture has the potential to fulfill these requirements. In this section, we describe the AgentSpeak(L) programming language in some detail and show how some of the features needed in AbIMA may be implemented in AgentSpeak(L).
AgentSpeak(L) is an agent architecture/language with explicit representations of beliefs, goals, and intentions. It was initially introduced by Rao [17] , who provided a language for specifying BDI agents with a sketch of an abstract interpreter for programs written in the language. This, it was argued, provided the first bridge of the gap between BDI theory and practice. One reason we have chosen AgentSpeak(L), as opposed to other BDI models, is because it has an exact notation, thus providing an elegant specification of BDI agents. Moreover, AgentSpeak(L) has a clear, precise logical semantics, as well as being described in a computationally viable way [7] . This resulted in successful implementation of its abstract interpreter (as in [13] , for example).
We now present a very brief overview of the AgentSpeak(L) syntax and its informal semantics. An AgentSpeak(L) agent is created by specifying a set of beliefs (called the belief base) and a set of plans (called the plan library). A belief atom is a predicate (as in Prolog). A belief literal is an atom or its negation. There are two types of goals in AgentSpeak(L). An achievement goal is a predicate prefixed with "!", stating that the agent wants to achieve a state of the world where the predicate is true. A test goal, on the other hand, is a predicate prefixed with "?" and states that the agent wants to test whether the associated predicate is a true belief (i.e., whether it can be matched with the agent's belief base).
A triggering event in AgentSpeak(L) is an event that causes a plan to be executed. There are two types of triggering events: events involving the addition "+" of a mental attitude (e.g., a belief or a goal), and events involving the deletion "-" of a mental attitude. Let us now explain how plans are represented [17, definition 5] . e is a triggering event, b 1 , ..., b m are belief literals, and h 1 This plan states that in the event of adding a goal that the user be at the faculty at 10:00am, if the current context condition states that the user is at home and the current time is 8:15am, then the goal may be achieved by waking the user, taking a bus from to the City Square, taking another bus from the City Square to the University Square, and finally walking from the University Square up the University Road. Recall that elements of the plan body may be directly executable actions (e.g., walking up the University Road), or may be sub-goals which themselves need plans to be achieved (e.g., taking a bus to the City Square involves going to the bus stop, boarding a particular bus, etc.)
Definition 1. (Plan) If
Note that in AgentSpeak(L), an event may be external or internal. An external event is one that is originated by a perception of the environment or from a given basic goal. In the above example plan, the goal +!location(user, f aculty, 10am) is an external event, since it is a goal provided by the user. An internal event, on the other hand, is one that is generated during the agent's process of plan execution. For example, in the course of executing the plan above, the second sub-goal of taking a bus from home to the City Square is fired as an internal event. This event may then trigger the plan described below , which corresponds to plan A.2.2.a described in section 2.1. Plan A.2.2.a +!bus(home, city square) : location(user, home) ← walk(home, teshreen rd); take bus number(12); get of f (city square)
When an agent commits to a particular set of plans to achieve some goal, these partially instantiated plans (i.e., plans where some variables have taken values) are referred to as an intention associated with that goal. An AgentSpeak(L) agent can be described formally as follows [17, where E is a set of events, B is a set of base beliefs, P is a set of plans, I is a set of intentions, and A is a set of actions. The selection function S E selects an event from the set E; the function S O selects and option or applicable plan from a set of applicable plans; and S I selects an intention from the set I.
We now explain the basics of the AgentSpeak(L) interpreter. At every cycle, AgentSpeak(L) updates the list of events. This causes relevant addition or removal of goals as well as possible updates to the belief base B. Updating beliefs must be done appropriately in order to ensure that B remains consistent. This may be done using some appropriate Belief Revision Function (BRF) [13] . The selection function S E now selects an event from the list E. This event is unified against the triggering events at the heads of plans, generating the set of relevant plans. Now, for each plan, the context is tested against the agent's beliefs. Those relevant plans that are unified successfully are the applicable plans. The function S O now selects one of these plans. If the event was external, a new intention is created and placed in I. If, on the other hand, the event was an internal one, the selected plan is placed on top of the plan stack of an existing intention. Now, the function S I selects an intention for execution. Recall that executing an intention may involve either executing direct actions, or may involve triggering sub-goal events to be triggered. If the sub-goal is an achievement goal, it causes an internal event to fire; this may subsequently cause new plans to be added to the stack of plans associated with that intention (this happens in future reasoning cycles). If, on the other hand, the sub-goal is a test goal, the belief base is consulted to test whether the associated predicate is true. Actions and goals that are achieved are removed appropriately from the intention stacks. This ends a cycle of the interpreter. AgentSpeak(L) starts over again by checking the state of the environment and updating the belief base accordingly, generating events, and so on.
We now go through how some of the stages of the interpreter may be executed in our applications. In the context of an agent supporting a mobile user, an external event may be one of the following:
1. User inputs goal. At any stage, the user inputs the high-level goals he wishes to achieve. In our example, these would be represented by the tasks A, B, C and D described in the scenario above. These cause external achievement goal events of the form +!goal(parameters) to be added to the set E. The user may also add test goals in the form of queries (e.g., the user may enquire about the current time, the location of a lecture theatre, and so on). 2. User removes goal. The user must also be allowed to remove goals, causing events of the form −!goal(parameters) to be fired. 3. User inputs or modifies belief. The agent may perceive some new information about, or changes in the environment. For example, the user may perceive that the buses from Teshreen Road to the City Square have been cancelled. In this case, the user may notify the agent of these changes by adding events of the form +belief predicate(parameters) and −belief predicate(parameters). Instead, the agent might be able to automatically retrieve such information, say from web services for bus timetables, or location positioning systems.
AbIMA may retrieve beliefs about Omar's current location, which is home, the current time, and so on. Omar would also inform the agent of its goal to reach the Faculty at 10:00am on a particular day by adding +!location(user, f aculty, 10am). After being selected by the event selection function S E , this goal may be unified with the trigger event in the plan A.2. When the context condition of that plan is satisfied (i.e., when, based on the agent's clock and its beliefs about the users location, predicate location(user, home, 815am) is true in the belief base), the plan will become applicable. This plan will be compared with other possible applicable plans. If there are no other applicable plans at this stage, or if this plan is the most preferred, the selection function S O will select this plan. 8 Since we are still at the top-level goal, a new intention will be generated and the plan will be added on top of the stack associated with that intention. Now, the agent begins executing the plan. This involves informing the user about what actions he needs to take in order to achieve his goal. The action represented by the predicate wakeup(user) is an atomic action and may be executed directly by activating the alarm on the Omar's handheld device. On the other hand, the activity of taking a bus to the City Square, represented in the predicate bus(home, city s quare), is not an atomic one; it is an achievement sub-goal that needs another plan to be executed before we can say it is achieved. This goal is posted as an internal goal, updating the set E of events. This event may then follow a similar process, triggering the plan A.2.2.a, and so on, until all activities in the plans reach the atomic level and hence can be executed directly, either by the agent or by Omar.
Note that during the agent lifecycle, unexpected events may also occur, such as a plan failing to be achieved due to the user's failure to achieve some basic action. For example, Omar may fail to take a particular bus due to road works. This requires a plan failure operator, which involves removing certain intentions, removing sub-goals, notifying the user, and so on. In this version, we do not fully deal with these issues. 9 
Demonstrating AbIMA
In this section, we demonstrate the AbIMA user interface and explain how it supports the user through part of the scenario described in section 2.
We have implemented a complete version of the AgentSpeak(L) agent programming language on a Palm Pilot handheld device, running Palm OS, using Java 2 Micro Edition [10]. This forms the underlying engine of AbIMA. Figure 2 shows the introductory screen of AbIMA. The user may choose to view and/or edit the beliefs, desires or intentions stored by AbIMA. In order to illustrate the current functionality of AbIMA, we step through a simple example, which is based on, but slightly different to, the example presented in section 2. By clicking on 'intentions', the user may view the current plans suggested by the agent. Suppose, in this case that the agent has generated a plan for attending a lecture on 'databases' at 9:30am. The result is shown in figure 3 . 10 The first action in the plan involves waking up at 8:15am. This is executed by the agent by activating the alarm of the PDA; the agent receives confirmation that this action has been executed after the user sets the alarm off (assuming the user is responsible and does not just go to sleep). Then, the agent advises the user to walk to the Nile Street, take the Nile bus, get off at the City Square, take the Muhandicine bus, get off at the 'Mech' bus stop, and finally walk to the Faculty of IT. It is possible to include 'user interface plans' based on the current context. For example, when the user reaches the City Square, the agent may display a map of the area indicating the location of the Muhandicine bus stop. By clicking on 'desires', the user may add a new goal. Suppose the user would like to add a goal of getting a CD from the CD Shop. This means there are now two goals (see Figure 4) . In an initial version of AbIMA, the agent generates a plan for getting the CDs given the current context (i.e., given the user is still at home). This results in the plan in figure 5 . However, note that this plan also involves going to the City Square. In this case, there is an opportunity for the agent to combine the two plans so as to achieve both goals. This would involve advising the user to pass from the CD shop, while on the way to the lecture. In order to enable AbIMA to perform such reasoning we introduce the notion of expected beliefs. These expected beliefs are the beliefs that the agent would expect to hold true once the second plan (Buy CD) has been achieved. Given these beliefs the agent attempt to find a plan for the first goal (Attend database lecture) from this new context. If a plan can be found that corresponds to a state that the agent would find itself in any case (i.e. beginning from the City Square) the two plans are merged to produce a common plan for both goals. This allows AbIMA to recognise the opportunity to get the CD while in the city. AbIMA hence generates the plan shown in figure 6.
Implementation challenges
During our work on AbIMA, we have identified a number of important challenges. While the use of the AgentSpeak(L) architecture and our implementation of it goes some way towards addressing some of the issues, others have been dealt with in an ad hoc manner. Nevertheless, each one of them provides fertile ground for further research. We discuss the most salient of these challenges below.
Limited storage Handheld devices often have limited storage capacity. The agent might need comprehensive timetable information, maps to direct the user, images identifying landmarks to assist the user in establishing his current position, and so on. This creates the need for allowing information modules to be plugged into and out of the device. This could be done through synchronisation with the PC or using a wireless connection. The agent may download these information modules on demand based on the upcoming tasks. Limited processing power Similarly, due to the limited processing power of mobile devices, special care needs to be taken to ensure proper execution. For example, appropriate design needs to ensure that no extremely long (or infinite) intention stacks are accumulated. Also, the user might need timely response in certain circumstances. This could be facilitated, for example, by producing suggested actions to the user before the complete agent cycle is completed. To avoid these issues, we currently use relatively small plan libraries, belief bases, etc. Plan configurability and interoperability Due to the limited storage and computational power of handheld devices, the agent architecture should allow for configurable plan libraries that allow the user to supply the agent with the right plans to deal with the upcoming tasks. Moreover, users may wish to download new plans or share plans with other users. One possible solution is to express plans in a shared format based on, for example, the extensible markup language XML. Online/offline state preservation When users are mobile while engaged in their tasks, they cannot be expected to have the mobile device running all the time. They might also use different devices. This raises the problem of preserving the agent's state properly on the device. This state may also be represented in a modular fashion in order to be backed-up, transported unto a different machine (e.g., desktop computer), and so on. Perception/action representation Initially, AgentSpeak(L) was designed with a view to implement agents acting autonomously in an environment, such as a robot in a factory cell. In the case of supporting mobile users, on the other hand, additional considerations, relating to the way the agent perceives the environment and acts upon it, must be catered for. For example, we cannot expect the user to have the handheld computer switched on continuously; hence there is no continuous flow of action and perception. Similarly, the limited input capabilities of mobile devices and the limited availability of mobile users (e.g., due to their engagement in the task) may impede the agent's ability to have up to date, detailed information about the environment. Situation awareness An important challenge related to supporting mobile users is that of modelling situation awareness. How can the agent establish an up-to-date perception of its environment? To address this problem, we have data structures explicitly representing time, tasks, goals, locations, etc., and we allow the user to view and manipulate these structures directly. These data structures can also be updated based on other sources than the user, such as bus timetable databases, etc. Other relevant questions include: If multiple users were connected, how could they establish joint awareness of their corresponding situations? If the user is allowed to switch between different platforms, how is situation awareness affected [19] ? These issues are outside the scope of our current work.
As mentioned above, the challenges related to the limited storage and computational capacity of handheld devices may be dealt with by providing a modular, configurable implementation of the AgentSpeak(L) architecture. Therefore, we took a componentbased approach to our design with a clear separation between information modules and decision-making modules so that they can be easily changed.
Related Work
One related project is the Electric Elves [4] , in which multiple agents support each human (e.g., the mobile device, fax machines and desktop computer, each has its own agent) and agents interact to assist people coordinate their activities. The Electric Elves project builds on an ad hoc agent architecture that integrates different artificial intelligence technologies for knowledge representation, planning, teamwork, etc. Our work, on the other hand, focuses on the use of a particular agent programming language and investigates its applicability in the domain of mobile user support. We hope that using a formal agent language such as AgentSpeak(L) would later allow us to formally verify some of the properties of mobile assistant agents, such as adjustable autonomy (where decision making control shifts between the user and the agent), failure recovery, and so on. In this sense, our work is complementary to the Electric Elves project since it enables studying the issue of control flow within a well-defined agent language context.
Another related body of work is the NurseBot project [15] . This project is concerned with the construction of a robot capable of providing personal assistance to the elderly. The robot is capable of performing tasks such as reminding the human of things to be done, helping the human move from one room to another, manipulating objects (e.g., fridge, laundry), and so on. While the application domain of the NursesBot project is different from AbIMA, they share many challenges. For example, both systems require capabilities of planning and reasoning about context. On the technical level, AbIMA differs from NurseBot in that whereas we are proposing to use the BDI architecture as a foundation, NurseBot uses techniques from AI planning and Bayesian reasoning.
Finally, recall that AbIMA needs to plan ahead while making sure plans do not change the context in such a way as to make future plans inapplicable. Some work on detecting and resolving conflicts between plans in BDI agents is presented by Thangarajah et. al. [20] . To achieve the same end, the AgentSpeak(XL) programming language [2] integrates AgentSpeak(L) with the TAEMS scheduler [6] . Moreover, related theoretical work on selecting new plans in the context of existing plans is presented in [9] . We are currently investigating whether such work could be effectively implemented in our domain, given the limitations of mobile devices.
Conclusion
In this paper, we presented AbIMA, an agent-based intelligent mobile assistant, running on a hand-held device, for supporting users prior to and during the execution of their tasks. We presented a scenario involving a student executing a number of tasks on campus. We used this scenario to extract the essential features required in an automated agent assisting the user during task execution. We then argued that the belief, desire, intention model of agency seems to cater for these features. AbIMA's implementation is based on the well-known agent architecture and programming language AgentSpeak(L), which provides explicit representations of agents' beliefs, desires and intentions, as well as an abstract interpreter for reasoning about these mental attitudes to guide the performance of actions. We described how the features required in AbIMA can be specified in AgentSpeak(L). Finally, we outlined some technical challenges we faced, hence motivating future work in the area.
While AgentSpeak(L) seems to provide the necessary features required for our application requirements, a number of domain specific issues arise. The agent's perception and action are done through a user engaged in a task. A required action could be performed directly by the device (e.g., activating the wake-up alarm), or indirectly by instructing the user to perform some activity (e.g., to take a particular service bus). The two types of actions must be clearly differentiated and a comprehensive study of the control flow between the user and agent are needed.
Another future direction would be connecting the device into a network of mobile assistants. This raises at least two families of issues. First, there are issues related to teamwork, coordination and negotiation in multi-agent systems. Mobile assistants belonging to different users may interact, for example, to coordinate a meeting, or negotiate a restaurant for a group dinner that satisfies the users' dietary requirements. Second, there are technical issues related to, for example, representation and retrieval of planning information and other information from different sources.
