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Microscopic theories of excitons and their dynamics
Timothy C. Berkelbach
This thesis describes the development and application of microscopically-defined theories of ex-
citons in a wide range of semiconducting materials. In Part I, I consider the topic of singlet exci-
ton fission, an organic photophysical process which generates two spin-triplet excitons from one
photoexcited spin-singlet exciton. I construct a theoretical framework that couples a realistic treat-
ment of the static electronic structure with finite-temperature quantum relaxation techniques. This
framework is applied separately, but consistently, to the problems of singlet fission in pentacene
dimers, crystalline pentacene, and crystalline hexacene. Through this program, I am able to ratio-
nalize observed behaviors and make non-trivial predictions, some of which have been confirmed
by experiment.
In Part II, I present theoretical developments on the properties of neutral excitons and charged
excitons (trions) in atomically thin transition metal dichalcogenides. This work includes an ex-
amination of material trends in exciton binding energies via an effective mass approach. I also
present an experimental and theoretical collaboration, which links the unconventional disposition
of excitons in the Rydberg series to the peculiar screening properties of atomically thin materials.
The light-matter coupling in these materials is examined within low-energy models and is shown
to give rise to bright and dark exciton states, which can be qualitatively labeled in analogy with the
hydrogen series.
In Part III, I explore theories of relaxation dynamics in condensed phase environments, with a
focus on methodology development. This work is aimed towards biological processes, including
resonant energy transfer in chromophore complexes and electron transfer in donor-bridge-acceptor
systems. Specifically, I present a collaborative development of a numerically efficient but highly
accurate hybrid approach to reduced dynamics, which exploits a partitioning of environmental
degrees of freedom into those that evolve “fast” and “slow,” as compared to the internal system
dynamics. This method is tested and applied to the spin-boson model, a two-site Frenkel exci-
ton model, and the seven-site Fenna-Matthews-Olson complex. I conclude with a collaborative
analysis of a recently developed polaron-transformed quantum master equation, which is shown to
accurately interpolate between the well-known Redfield and Förster theories, even in challenging
donor-bridge-acceptor arrangements.
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CHAPTER 1. INTRODUCTION AND THEORETICAL FRAMEWORK
Chapter 1
Introduction to singlet exciton fission and a
general theoretical framework 1
1.1 Introduction to singlet exciton fission
The Shockley-Queisser limit places the maximal efficiency of a single-junction solar cell at about
31% [1]. Promising technologies aimed at exceeding this limit include tandem solar cells [2, 3], hot
carrier collection [4, 5, 6], and multiple exciton generation (MEG) [7, 8]. In MEG and its molecular
analogue, singlet exciton fission, a single absorbed photon generates two or more excitons each of
lower energy, eventually yielding two or more electron-hole pairs (in singlet exciton fission, a pho-
toexcited singlet exciton decays into two spin-coupled triplet excitons). This mechanism results in
theoretical solar cell efficiencies of almost 50%. Singlet exciton fission (or more simply, singlet
fission) is a particularly promising technology in inexpensive organic solar cells, whose efficiencies
to date remain well below that of their more expensive inorganic counterparts. Proposals to uti-
lize singlet fission in this manner have targeted covalently linked dimers for use in dye-sensitized
cells [9] as well as crystalline materials for more traditional heterojunction cells [10].
Despite initial reports of singlet fission over 40 years ago [11, 12, 13, 14], an explosion of
1Based on work published in J. Chem. Phys. 138, 114102 (2013). Copyright 2013, American Institute of Physics.
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experimental studies have emerged only recently due to the aforementioned potential for photo-
voltaic utility. Singlet fission, as typically measured by the observation of triplets in the form of
delayed fluorescence (DF) or transient absorption (TA), has been found to vary from system to
system both in total yield and overall timescale, making the search for unifying principles very
difficult. The authoritative review by Smith and Michl [15] effectively summarizes the state of the
field up to 2010. Since then, singlet fission has been further investigated by TA in thin films of
diphenylisobenzofuran [16], by DF and TA in crystalline tetracene [17, 18], by time-resolved two-
photon photoemission [19] and TA [20] in crystalline pentacene, by TA in solution and crystalline
rubrene [21], and even by DF and TA in amorphous films of diphenyl tetracene [22]. Singlet fission
has also been investigated in carotenoids via resonance Raman spectroscopy [23, 24] and TA [25].
Although still far away from commercial use in solar cells, singlet fission has been investigated in
pentacene-perylene blend films [26] and even successfully incorporated into heterojunction solar
cells utilizing phthalocyanine, tetracene, and C60 [10].
These many enlightening experiments notwithstanding, the dynamical mechanism of singlet
fission is still not well understood. Previous theoretical work has focused almost entirely on iden-
tifying the quantum mechanical states involved, including their wavefunction character and ener-
getic ordering [27, 28, 29, 30, 31, 32]. Perhaps most significantly, high-level quantum chemistry
calculations have identified a multi-exciton state that is composed of two triplets coupled into an
overall spin singlet [27, 28]. The transition to this multi-exciton state is thus spin-allowed and
should proceed rapidly, while its triplet-triplet character suggests that it should naturally relax
to separated triplets on a longer timescale. Unfortunately, the multi-exciton nature of this state
implicitly prevents its direct photoexcitation such that the state is spectroscopically “dark” and
difficult to observe. However, time-resolved two-photon photoemission [19, 33], transient absorp-
tion [17], and delayed fluorescence [18] spectroscopic measurements have provided evidence of
this multi-exciton state in ultrafast singlet fission.
A simple four-electron four-orbital model suggests at least two viable mechanisms for the tran-
sition from an initially excited intramolecular singlet state, S 1, to the multi-exciton triplet-triplet
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state, TT [15]. The first is a mediated mechanism, whereby a charge transfer state acts as an inter-
mediate in the transition from S 1 to TT ; theoretical studies of this mechanism in coupled molecular
dimers have considered the static electronic parameters [34], as well as the real-time dynamics in
the limit of fast coherent transfer [35] and in the presence of a low-frequency solvent bath [36].
Alternatively, a direct mechanism has also been implicated, whereby the two-body Coulomb op-
erator yields a direct interaction between S 1 and TT , avoiding any intermediates. Some authors
have invoked such a proposal to explain fission in crystalline tetracene and pentacene, based both
on experiment [19] and quantum chemistry calculations of clusters [28].
An internally consistent theory of singlet fission phenomena must comprise a previously nonex-
istent unification of static electronic structure and dynamic relaxation mechanisms. In the first
chapter of this thesis we pursue this goal, presenting a fully microscopic theoretical formalism
tailored to the investigation of singlet fission in molecular systems. Our goal is the identifica-
tion, extension, and marriage of existing techniques of electronic structure theory and microscopic
quantum dynamics for the efficient and accurate treatment of singlet fission in organic molecules
and bulk materials. Such a synthesis elucidates experimental results in both the time and frequency
domains and allows for studies of competing mechanisms as well as quantitative predictions. Our
approach is related in spirit to treatments of excitation energy transfer in photosynthetic pigment
protein complexes (discussed in Part III of this thesis), where reduced density matrix simulations
similar to those proposed here have enjoyed great success in understanding quantum effects in
complex, multi-state biological systems [37, 38, 39].
The layout of this introductory chapter is as follows. In Sec. 1.2, we present a minimal elec-
tronic structure model capable of describing all relevant states and couplings for the problem of
singlet fission. We then proceed in Sec. 1.3 to describe a non-Markovian quantum master equa-
tion approach for the description of relaxation mechanisms arising from the coupling of electronic
degrees of freedom with nuclear vibrations in systems undergoing singlet fission. We present nu-
merical examples of our approach in Sec. 1.4 as applied to simple model systems of singlet fission,
benchmarking our results against numerically exact calculations. In Sec. 1.5, we reflect on our
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approach and conclude. The second and third chapters of Part I of this thesis will make clear the
utility of this formalism as we investigate singlet fission in dimers and crystals, respectively.
1.2 Electronic structure of singlet fission
Our theoretical framework begins with the electronic structure of singlet fission chromophore sys-
tems in the limit of frozen nuclei. In Sec. 1.2.1, we will emphasize the utility of a generically
defined diabatic basis of excited states, and in particular how they should be interpreted, thereby
providing a rigorous and important language with which to speak about the electronic structure
of singlet fission. As a practical, physically intuitive example of such a framework, in Sec. 1.2.2,
we will present a limited configuration interaction (CI) description of these diabatic excited states.
This model quantum chemical formalism will be recognized as a modest generalization of the
picture proposed by Smith and Michl [15] to understand singlet fission in dimers. Our contribu-
tions are to distinguish between the diabatic basis and the exciton (or quasi-adiabatic) basis, as
related to both theoretical development and experimental interpretation, to formalize this proce-
dure within the context of ab initio quantum chemistry, and to generalize to the case of more than
two molecules. A higher-level nonorthogonal CI approach which is very similar in spirit, building
up a molecular Hamiltonian from diabatic “base states”, has recently been employed for singlet
fission by Havenith et al [32]. We will briefly discuss alternative quantum chemistry approaches
in Sec. 1.2.3 before assessing the accuracy and summarizing the proposed electronic structure
formalism in Sec. 1.2.4.
1.2.1 The basis of diabatic states
Consider N molecules in an arbitrary geometry. We start by defining a basis of diabatic electronic
states, i.e. those states whose quantum mechanical character is well-defined and presumed to
be independent of the molecular geometry. For an accessible discussion of diabatic states in the
context of electron transfer, see Ref. [40].
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The desired basis begins with the exact many-electron wavefunction corresponding to the (sin-
glet) ground state of the system, ΨS 0(r1, r2, . . . , rN) ≡ 〈r|S 0〉. All remaining states in the minimal
singlet fission diabatic basis are excitations above the ground state, although they are not in general
eigenstates of the electronic Hamiltonian. Specifically, the basis must include all N excited states
which may be characterized by molecule n being in its first excited singlet (or S 1) state, |(S 1)n〉,
sometimes referred to as Frenkel excitations. The next class of excited states are charge-transfer
(CT) states, where molecule m has a single positive charge and molecule n has a single negative
charge, denoted |CmAn〉 (C for cation and A for anion). The final class of necessary excited states
are those multi-exciton states described as being a spin-adapted combination of triplet excitations
on molecules m and n, forming an overall singlet, |TmTn〉.
Double excitations that instead couple two singlets are presumed too high in energy to be
relevant for singlet fission and are consequently neglected, as are all double excitations involving
more than two molecules. States of differing multiplicity (such as triplet- and quintet-coupled
triplets, 3TT and 5TT ) can also be included. While a purely electronic Hamiltonian does not couple
such states of different multiplicity, the spin dipole-dipole Hamiltonian does [15]. We neglect this
Hamiltonian in our present formalism because it is significantly weaker, and we instead only focus
on the short-time formation of the spin-singlet multi-exciton state, |TmTn〉. However, including
spin dipole-dipole and Zeeman interactions in the presence of a magnetic field would be important
but straightforward modifications to study such long-time effects.
Although these many-electron basis states, which we will denote generically by |i〉 and | j〉,
are not eigenstates of the electronic Hamiltonian and do not constitute a complete basis, one may




|i〉〈i|Ĥel| j〉〈 j|. (1.1)
We wish to emphasize that the states defined above merely constitute a physically-motivated (di-
abatic) basis. Many experimental measurements instead observe the so-called exciton (or quasi-
adiabatic) basis, which is is obtained from the diagonalization of the electronic Hamiltonian, Ĥel,
yielding eigenstates that are a mixture of the diabatic states. The exciton basis may also be consid-
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ered a proxy for the fully adiabatic basis, which diagonalizes the electronic plus nuclear potential
energy Hamiltonian, a duality which becomes exact in the limit of weak system-bath coupling.
Therefore, one must exercise great caution when speaking about the character of observed states,
e.g. “charge-transfer,” and when discussing results and proposing mechanisms in terms of these
states. This distinction must also be kept in mind for traditional excited state electronic structure
calculations, which inherently probe the adiabatic, and not the diabatic basis.
In light of the above proviso, one may naturally question the utility of this diabatic basis. We
propose three reasons to begin the theoretical development of singlet fission from this basis:
i.) The physical character of the basis states aids in interpreting the nature of observed exciton
eigenstates, allowing for a means to quantify statements such as “a mixture of charge-transfer and
Frenkel excitations.” This latter example will play a prominent role in Chapter 3 on singlet fission
in crystals. Similarly, this principle underlies the coherent superposition approximation recently
proposed to explain MEG in nanocrystals [41, 42] and singlet fission in pentacene [19], wherein
single- and multi-exciton (diabatic) states are coupled to yield an excitonic eigenstate that is a
superposition of the two.
ii.) The local diabatic basis can yield accurate results which computationally scale very favor-
ably. Proximity arguments alone can naturally suggest coupling terms that may be approximated
or neglected entirely. Using such approximations, to be discussed in more detail in the next chap-
ter, one may easily build up a large molecular aggregate Hamiltonian using only diabatic energies
and couplings from monomers, dimers, or small clusters, which may be computed with very high
accuracy. This philosophy is reminiscent of fragmentation methods in the pursuit of linear scaling
quantum chemistry [43].
iii.) Lastly, the molecular character of the diabatic basis allows for a straightforward exten-
sion to include coupling to molecular vibrations, which naturally separate into intramolecular and
intermolecular modes, as we detail in the following section.
Clearly, the accurate construction of diabatic states marks an important research goal for ab
initio simulations of singlet fission. While our approach here and henceforth employs a construc-
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tive strategy, i.e. a direct construction of diabats without explicit reference to the adiabatic states
of the extended system, an alternative route would employ deductive strategies that attempt to ob-
tain approximate diabats given a set of adiabats. This latter set of states is more easily obtained
at high accuracy from existing quantum chemistry methods, although the non-uniqueness of this
diabatization procedure results in various competing methods with subtle differences [44, 45, 40].
In any case, the framework presented here is not limited to the CI-type model Hamiltonian out-
lined below, and more accurate diabatic states, as might be obtained from multi-reference quantum
chemistry methods [32], can be naturally incorporated into the dynamical scheme to be discussed
in Sec. 1.3.
1.2.2 A minimal, truncated CI basis
The accurate quantum mechanical calculation of excited states in large molecular systems is still a
difficult challenge (see Refs. [27, 28] for examples of recent high-level quantum chemistry calcu-
lations as applied to singlet fission) and thus we consider here the simplest possible model Hamil-
tonian approach that captures the essential physics contained in the diabatic framework outlined
above. Specifically, we consider the minimal active space of all Hartree-Fock (HF), or HF-like,
highest occupied and lowest unoccupied molecular orbitals (HOMOs and LUMOs) of the isolated
molecules; extension to include additional frontier orbitals is straightforward. We furthermore
restrict the electronic structure calculation to all single and select double excitations, the latter en-
suring treatment of the bi-excitonic triplet-triplet state. If done as a purely ab initio theory, this
approach would be somewhat akin to configuration interaction [46] with single and (select) dou-
ble excitations (CISD) with the frozen core and deleted virtuals approximations, or alternatively a
type of (severely) restricted active space CISD. However, our formalism differs slightly in that we
consider excitations among the isolated molecular orbitals, rather than among the HF orbitals of
the full interacting system.
To make our description more precise, we define the creation (annihilation) operator for the
HOMO of molecule n with spin σ as c†H,n,σ (cH,n,σ) and likewise for the LUMO. The ground state
8
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where |0〉 is the vacuum state of inactive core orbitals, thus filling the HOMO of all molecules. As
discussed above, this state is not the result of a self-consistent HF procedure. From this ground
state, we will generate the three types of excited states described above in Sec. 1.2.1. Because
the electronic Hamiltonian is spin-conserving, we take symmetry-adapted linear combinations of
select excitations to generate simultaneous eigenstates of the Ŝ z and Ŝ 2 operators, with eigenvalues
of 0 for both (sometimes called configuration state functions).











In addition to the above intramolecular excitation, the single excitations also generate our second
type of state, namely the intermolecular charge-transfer excitation obtained by exciting an electron











where C and A denote the cationic and anionic species, respectively. The above two types of
excited states combine to yield all possible single excitations, so that stopping at this point would
constitute a full CI-singles (CIS) within the HOMO-LUMO space.
However as discussed above, the problem of singlet fission necessarily requires our third type
































Finally, we point out that because the molecular orbitals of distinct isolated molecules are not
necessarily orthogonal to one another, the use of creation and annihilation operators acting in the
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space of these orbitals is not strictly rigorous. While one could imagine employing suitably orthog-
onalized molecular orbitals that retain the localized nature of isolated orbitals, the actual overlap
in molecular dimers and crystals is often negligibly small, thus justifying the theory in its present
form. Should the overlap be retained, Ghiggino and coworkers [47, 48] have provided explicit ex-
pressions and convenient approximations for the related problem of CT-mediated singlet and triplet
energy transfer; the extension to include the correlated triplet pair state would be straightforward.
Having defined a set of diabatic basis states, it thus remains to calculate all matrix elements
of the electronic Hamiltonian, 〈i|Ĥel| j〉. While the calculation is straightforward, the results are
cumbersome, and so we include the explicit results in App. 1.A.1. As discussed more below in
Sec. 1.2.4, the diagonal matrix elements (energies) are only expected to be of qualitative accu-
racy but can provide useful insight, and likewise for the off-diagonal elements (couplings). For
example, the couplings naturally separate into two classes: those containing one-electron integrals
and those containing only two-electron integrals. The one-electron integrals include the simple
kinetic energy term, describing favorable charge delocalization, or “hopping.” Such one-electron
integrals are expected to be one or more orders of magnitude larger than the two-electron ones.
Reasonable estimates for typical singlet fission chromophores in close proximity are 50-100 meV
for one-electron integrals [35, 34, 32, 49] and 5 meV or less for two-electron integrals [32, 49].
These simple analytical expressions and order of magnitude estimates contribute to the interpre-
tation of singlet fission in terms of mediated and direct mechanisms. Qualitatively, the mediated
mechanism proceeds via two one-electron processes, whereas the direct mechanism proceeds by
one two-electron process. Which of these two diametric mechanisms prevails in a given system of
interest will depend sensitively on the relative energies of the diabatic states and the dynamics of
the nuclear degrees of freedom, as will be discussed in Sec. 1.3.
1.2.3 Aside regarding wavefunction free methods
Although the formalism here has employed the HF orbitals to construct a many-electron basis,
we pause to consider some alternatives. At least at the level of single excitations, many other
10
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electronic structure theories can be reduced to an eigenvalue equation for the transition energies,
much like CIS. Note that the CIS theory amounts to the diagonalization of an effective two-particle
Hamiltonian,
Hi j,kl = δikδ jl
(




fi − f j
)
Ki j,kl, (1.6)
where fi is the ground-state occupancy of orbital i and
Ki j,kl = 2(il| jk) − (il|Ŵ(r1, r2)|k j). (1.7)
Clearly, for CIS, Ŵ(r1, r2) = r−112 . Physically, the vertexK describes the interaction between single-
particle excitations i → j and k → l. If the original single-particle states are not a good approxi-
mation to the quasiparticles of the system, as determined e.g. by comparison with electron affinity
and ionization energies, then the HF excitations are in some sense a poor starting point on which to
build interactions. In other words, the true many-body excitations will require contributions from
many single-particle excitations.
Instead, one could start from a ground state density functional theory (DFT) calculation of the
isolated molecules, and then consider excitations within the Kohn-Sham (KS) orbitals; we will not
dwell here on the physical reasons for which the KS orbitals may be better single particle states.
Suffice it to say that this approach is adopted in time-dependent DFT (TD-DFT) [50, 51, 52] and
many-body Green’s function approaches [53, 54, 55], both of which typically yield results superior
to those of HF-based CIS, finding many-body excitations strongly dominated by far fewer single-
particle excitations. For example, the Green’s function based Bethe-Salpeter equation (BSE) in




drε−1(r1, r, ω = 0)|r − r2|−1, (1.8)
where ε(r1, r2, ω) is the frequency-dependent dielectric function [54]. In the crude limit where
ε−1(r1, r2, ω = 0) = ε−1δ(r1− r2), with ε a dielectric constant, one arrives at simply static screening
of the direct Coulomb term,
Ki j,kl = 2(il| jk) − ε−1(il|k j). (1.9)
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On the other hand, the inclusion of doubly excited states presents an ongoing challenge to these
former methodologies, making them difficult to employ in an internally consistent theory of singlet
fission. Recent work has demonstrated that higher excitations only arise in the above theories with
the retention of a frequency dependent interaction kernel [56, 57]. Specifically, one solves the
eigenvalue-like equation, H(ω)c = ωc, with
Hi j,kl(ω) = δikδ jl
(




fi − f j
) [
2(il| jk) − (il|Ŵ(r1, r2, ω)|k j)
]
. (1.10)
The operator Ŵ(ω) is related to the dynamically screened dielectric function in BSE and to the
exchange-correlation kernel in TD-DFT (i.e. the adiabatic approximation precludes observation
of multiple excitations in TD-DFT). We consider this a very interesting research focus for singlet
fission and a subject of future work.
1.2.4 Accuracy and summary
Based on the preceding discussion, the numerical results of the approach proposed in Sec. 1.2.2
will only be of qualitative accuracy. The diagonal energies, 〈i|Ĥel|i〉, should be considered estimates
of their true values, with some leeway for semi-empirical adjustment. For example, we find that
the gas-phase S 0 → S 1 transition energy of pentacene predicted by the above approach with a
6-31G(d) basis set is 3.76 eV, to be compared to the experimental value of approximately 2.3
eV [58, 59]. Including the additional dynamical correlation arising from the frozen orbitals (i.e.
not just the HOMO and LUMO) yields the improved value of 2.81 eV. While TD-DFT is typically
expected to be an improvement, it was shown previously to predict values of 1.64 eV and 1.90
eV, for the PBE and B3LYP functionals, respectively [60]. Thus, even purportedly sophisticated
methods yield excitation energies with errors ranging from 0.4 to 0.7 eV [61, 60]. Interestingly,
the ad-hoc BSE-like prescription, Eq. (1.9), using only the DFT HOMO and LUMO from B3LYP
and the dielectric constant of pentacene ε = 3.6, predicts a transition energy of 2.95 eV, much
improved from the HOMO-LUMO CIS result (note that there is, however, no a priori reason that
the dielectric constant for bulk pentacene should be physically meaningful for a single molecule).
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Only multi-reference perturbation theory [27] and full many-body GW/BSE calculations [62] yield
quantitative accuracy, predicting 2.1 and 2.2 eV, respectively. Similarly, the electronic couplings in
our HOMO-LUMO basis may not be quantitatively accurate, but have already been shown in other
work to provide useful qualitative insight into the efficiency of singlet fission through investigation
of their relative magnitudes [34] and dependence on molecular orientation [15]. It may thus be
permissible to uniformly scale the electronic coupling matrix elements when investigating singlet
fission.
To summarize, we argue that the diabatic basis, comprising states that are easily characterized
and energies and couplings that are straightforwardly calculated, acts as the crucial conceptual
intermediate between high-level quantum chemistry calculations, which inherently yield electron-
ically adiabatic states that are difficult to characterize, and microscopic quantum master equations,
which are required to accurately treat thermally induced relaxation effects, the topic of the next
section.
1.3 System-bath quantum dynamics
In this section, we consider the coupling of electronic (system) and nuclear (bath) degrees of
freedom. Although the treatment is relatively standard and can be found in textbooks, see e.g.
Ref. [63], we include the derivation in App. 1.A.2, to emphasize the microscopic connection to the
diabatic basis introduced above. The result is the Hamiltonian described below.
1.3.1 System-bath Hamiltonian
To include the effects of electron-phonon coupling, we employ a system-bath type Hamiltonian
Ĥtot = Ĥel + Ĥel−ph + Ĥph (1.11)
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with the electronic Hamiltonian calculated at the ground-state geometry in terms of the diabatic







|i〉Vi j〈 j|, (1.12)





























In the above, i and j index the diabatic electronic basis states, and k indexes both the inter- and
intra-molecular (ground state) normal modes of the system.








δ(ω − ωk). (1.15)
Physically, the spectral density encodes the distribution of normal mode frequencies weighted by
the strength with which each mode couples to the energy level of diabatic state i (Jii(ω)) or to
the electronic coupling between states i and j (Ji j(ω)). In practice, spectral densities (obtained
in a manner to be described) are usually fit to a numerically convenient functional form, J(ω) =
λF(ω/Ω), parametrized by the reorganization energy, λ = π−1
∫
dωJ(ω)/ω and a characteristic
frequency Ω.
Atomistically, the spectral densities may be calculated through a combination of classical
molecular mechanics and quantum chemistry calculations. In one approach, a direct diagonaliza-
tion of the molecular mechanics Hessian yields phonon frequencies ωk and displacement vectors,
and quantum chemistry calculations along these displacements produce the coupling constants ck.
Such an approach has been adopted recently by Girlando et al. in studies of electron and hole
transport in rubrene [64] and pentacene [65] crystals.
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Alternatively, by appealing to the quantum-classical correspondence of harmonic oscillators,
which are presumed to compose the nuclear bath, one may show that the spectral density can be






Ccli j(t) cos(ωt) (1.16)
where Cclii (t) = 〈δEi(t)δEi(0)〉
cl
T is the energy gap fluctuation correlation function and C
cl
i, j(t) =
〈δVi j(t)δVi j(0)〉clT is the electronic coupling fluctuation correlation function (δX = X − 〈X〉
cl
T ) at
temperature T . This latter approach has been extensively pursued in the present context of organic
materials by Troisi and co-workers, who have focused on the fluctuations and spectral properties
of the electronic coupling in DNA [68], pentacene crystals [69], and the discotic phase of hexaben-
zocoronene derivatives [70].
Given the expense of accurate ab initio quantum chemistry methods, frequent calculations
along the course of a molecular dynamics trajectory are clearly prohibitive. As such, it is common
to adopt a semi-empirical quantum chemical method, such as the spectroscopic parametrization of
INDO (intermediate neglect of differential overlap), which has an impressive accuracy to cost ratio
allowing for the rapid collection of sufficient statistics. While one could in principle calculate all
the diabatic matrix elements defined in App. 1.A.1, we note that the diagonal elements are domi-
nated by the bare orbital energies and the off-diagonal coupling matrix elements are dominated by
the one-electron coupling. Thus it is reasonable to assume that the stochastic properties (fluctua-
tion magnitude and timescale) of the full matrix element are equivalent to those of its one-electron
terms. These latter properties are more commonly evaluated in the literature, due to their role in
electron and hole transport of organic materials.
The last topic of discussion concerns the correlation of different bath modes, for example the
extent to which the fluctuations of the diabatic energy of state i are correlated with those of state j.
Although there is surely some degree of correlation, positive or negative, the effect of its inclusion
on the subsequent dynamics is debatable. In particular, while some studies have attempted to im-
plicate correlated bath modes in efficient biological energy transport [71, 72], molecular dynamics
simulations of photosynthetic complexes show no significant correlations [73, 74]. Lacking any
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firm evidence either way for the problem of singlet fission, we will let the correlation of different
bath modes be dictated by numerical convenience (usually preferring the completely uncorrelated
scenario), though it is a topic worthy of further investigation.
1.3.2 Reduced density matrix dynamics
The dynamics of the coupled electron system and phonon bath is given by the Liouville-von Neu-








the exact solution of which is prohibitively difficult due to the large Hilbert space associated with
the phonon degrees of freedom. However, as long as one is only interested in electronic ob-
servables, great simplification occurs when considering the reduced density matrix (RDM) of the
system, ρ(t), obtained by averaging the total density matrix over the phonon degrees of freedom,
i.e. ρ(t) = Trph{W(t)}. The diagonal elements of this matrix, ρii(t) = 〈i|ρ(t)|i〉, are the populations
of state i and the off-diagonal elements, ρi j(t) = 〈i|ρ(t)| j〉, are the coherences between states i and
j.
A variety of methods exist for the determination of the RDM, each with its own caveats. Al-
though impressive progress has been made in the development of numerically exact methods – in-
cluding path-integral techniques [75, 76, 77, 78], the multi-configurational time-dependent Hartree
ansatz [79, 80, 81], and hierarchical equations of motion [82, 37] – we will limit ourselves here
to approximate methods which are more physically transparent and more readily applied to very
large systems, as will be demonstrated for crystalline pentacene in Chapter 3.
Approximate methods are generally perturbative in nature, and differ in their choice of pertur-
bative parameter. Clearly, the physical problem at hand should dictate the appropriate small param-
eter, thus controlling the accuracy of the perturbative approximation. The first common approach
is to treat the electronic couplings in the diabatic basis, Vi j, to second order in perturbation the-
ory, while treating the system-bath interaction exactly; this philosophy comprises Marcus [83] and
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Förster-Dexter [84, 85] theories, as well as the more sophisticated noninteracting blip approxima-
tion [86, 87]. Although this methodology has been previously employed in a study of CT-mediated
singlet fission [36], to be discussed later in this chapter, we will advocate for an alternative ap-
proach which treats the electronic couplings exactly in exchange for a perturbative treatment of the
system-bath interaction. The relative merits of the two approaches will be contrasted in Sec. 1.4.
Specifically, we shall pursue the use of a Redfield-like equation [88, 89, 90, 91, 92], in either its
non-Markovian or Markovian form. Non-Markovian prescriptions can either take a time-local or
time-nonlocal form, which corresponds to a series resummation in terms of different time-ordered
cumulants [93, 94, 95]. We will present equations for the time-local form (or partial ordering
prescription), though treatment of singlet fission dynamics in terms of the alternative time-nonlocal
form (or complete ordering prescription) would be straightforward.2
In the excitonic basis of electronic eigenstates, Ĥel|α〉 = ~ωα|α〉, and adopting the notation







where the initial condition of the total density matrix implicitly takes the factorized form W(0) =
ρ(0)e−Ĥph/kBT/Zph, with the phonon partition function Zph = Trph{e−Ĥph/kBT }. This initial condition
is consistent with an impulsive Franck-Condon excitation at time t = 0. In Eq. (1.18), the first
term on the right hand side is responsible for coherent energy transfer whereas the second term
is responsible for population relaxation, coherence transfer and dephasing, and more complicated
population-to-coherence transfer processes. Explicit expressions for the Redfield tensor elements,
which include integrals over thermal bath correlation functions, can be found in App. 1.A.3.
In the limit where the bath relaxation takes place significantly faster than that of the elec-
tronic system, the time-dependent Redfield equation is well approximated by its Markovian form,
2It should be noted that the time-local approach should be favored in cases where the system-bath coupling is
treated perturbatively, as in Sec. 1.4. This is because in the stochastic limit, such a perturbation is Gaussian in nature,
and thus partially ordered cumulants embody the correct statistics. An example of this is seen in the discussion of pure
dephasing in App. 1.A.4
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obtained from Eq. (1.18) by the replacement Rαβγδ(t)→ Rαβγδ(∞). This approximation clearly sim-
plifies the form of the density matrix equation and provides a direct microscopic route to dephasing
and relaxation rates which are often employed in other contexts as phenomenological parameters.
This Markovian approximation should be carefully checked for its accuracy in each situation of
interest.
As is commonly done in theories of exciton transport, one may furthermore employ the secular
approximation to the Markovian Redfield equation, which preserves the positivity of the RDM,
i.e. ρii > 0 [89, 91, 63, 92]. The secular approximation amounts to neglecting those elements of
the Redfield tensor, Rαβγδ, for which |ωαβ − ωγδ| , 0. In doing so, one decouples the dynamical
evolution of populations and coherences in the excitonic eigenstate basis. In addition to preserving
positivity, the secular approximation furthermore guarantees that the system RDM approaches
thermal equilibrium at long times, i.e.
ρ(t → ∞) = e−Ĥel/kBT/Zel, (1.19)
which is the correct physical result outside regimes of strong system-bath coupling.
1.4 Applicability and accuracy of Redfield theory for singlet
fission dynamics
Although the presentation of system-bath dynamics up to this point has been largely generic, we
now thoroughly discuss the applicability of the Redfield equation to the specific problem of singlet
fission in organic systems. We must first acknowledge the potential disadvantages of the Redfield
treatment and the extent to which they affect the reliability of such calculations. The main ap-
proximation inherent in this approach is the assumption of weak coupling between the electronic
and vibrational degrees of freedom. This coupling can be quantified approximately by the ratio
of the magnitude of fluctuations in the nuclei, λi j, to the frequency of these fluctuations, Ωi j. For
example, in the usual spin-boson model with an exponentially cutoff Ohmic spectral density, the
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dimensionless Kondo parameter, α = 2λ/~Ωc, characterizes the overall strength of the system-
bath interaction: at T = 0, there exists a crossover to completely incoherent dynamics at α = 1/2
and a localization transition at α = 1 [86, 87]. Additionally, the existing body of numerical work
has provided empirical guidelines on the applicability of weak-coupling master equations, see e.g.
Refs. [96, 92]. In summary, if the dimensionless ratio λi j/~Ωi j is small, then the Redfield approxi-
mation should be a good one; we furthermore confirm this result by comparison with numerically
exact results on small model systems in Sec. 1.4.1. Whether this inequality holds or not for realistic
material parameters will depend on the specific system under study.
As a prototypical singlet fission material, consider pentacene, which we will study in more
detail in Chapters 2 and 3. The diagonal reorganization energy and frequencies of the electron-
phonon coupling have been calculated by quantum chemical and molecular dynamics methods [65]
to be approximately λii = 50 meV and ~Ωii = 170 meV, respectively; note that this latter value
corresponds to the well-known ≈ 1400 cm−1 aromatic stretching mode. Thus we see that the ratio
of the two is indeed significantly smaller than one, and the Redfield equation should be reasonably
accurate. As a general rule, smaller molecules will undergo larger geometry distortions in excited
states, i.e. larger λii, and therefore the Redfield approach may break down.
The Markov approximation to the Redfield equation, as discussed above, relies on timescale
separation between electronic and nuclear relaxation, and thus one must compare the electronic
couplings Vi j to the phonon frequencies Ωi j. With electronic couplings on the order of 50 − 100
meV [35, 34, 32, 97], and again vibrational frequencies of 170 meV, even the Markov approx-
imation should be reasonably reliable. The accuracy of the Markov approximation will also be
evaluated empirically in the numerical results to follow. In addition to the above mathematical
argument, there is also a more physical implication of the Markov approximation: although the
time-dependent variants of the Redfield equation can describe multi-phonon effects to varying de-
grees of accuracy, the Markov approximation inherently describes only single-phonon relaxation
mechanisms. This deficiency can be readily seen in the exciton population relaxation rate, Rααββ,
which is proportional to Ji j(ωαβ), so that all transition frequencies must be matched by a single
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phonon frequency in the spectral density.
Potential pitfalls behind us, we now enumerate the many advantages of the Redfield formal-
ism. The first obvious advantage, which is shared by a variety of other perturbative methods,
is the clear microscopic formalism. While density matrix calculations have been employed for
theoretical studies of MEG [42] and singlet fission [35] as well as for fitting experimental sin-
glet fission data [19], such dynamical investigations have been essentially phenomenological to
date. In the approach advocated here, the electronic structure methodology is directly connected
to the molecular structure and microscopic relaxation mechanisms. The Redfield tensor prescribes
temperature-dependent population relaxation and coherence dephasing rates which can be traced
back to the physical vibrations of the system under study. When necessary, the time-dependent
Redfield variants even yield non-Markovian behavior which of course cannot be captured with
phenomenological time-independent rates.
In addition, like all master equation methods, the Redfield approach scales very favorably in a
computational sense. The additional adoption of the Markov and secular approximations further
reduces the computational cost. Needless to say, none of the numerically exact methods alluded
to above takes on a simple master equation form and thus each has a significant computational
overhead with a scaling that depends on the details of the method.
The theoretical study most similar in spirit to our own is that of Teichen and Eaves [36] who
sought to quantify the effects of a generally non-Markovian bath of low-frequency solvent de-
grees of freedom and its implications for CT -mediated singlet fission. These authors employed
methodology similar to the noninteracting blip approximation (NIBA) known from spin-boson
theory [86, 87], previously generalized to the case of multilevel systems [98, 99] and recently
extended to situations of slow, near-classical bath modes [100, 101] in a time-nonlocal formal-
ism. The time-nonlocal methodology, henceforth referred to as NIBA even for multilevel systems,









dsKi j(t, s)P j(s), (1.20)
20
CHAPTER 1. INTRODUCTION AND THEORETICAL FRAMEWORK
where












and Ĥtotii = 〈i|Ĥ
tot|i〉. Teichen and Eaves instead considered the time-local version of this theory,
Ṗi(t) = Ii(t) +
∑
j Ri j(t)P j(t), but the two methods should give similar results, and are identical in
the Markovian limit.
As alluded to previously, the NIBA-type master equations are perturbative in the electronic
couplings, Vi j, and thus the diabatic basis is in some sense a preferred basis. The nonperturbative
effects of strong electronic coupling, yielding significant mixing in the exciton basis, cannot be
described by the NIBA theory. Accordingly, as a theory for populations only, NIBA makes no
prediction about coherence variables, ρi j(t), preventing the transformation to any other electronic
basis. As described in more detail in App. 1.A.4, spectroscopy probes the dynamics of coherences
in the exciton basis, and as such is completely beyond reach of NIBA-based theories.
On the contrary, the nonperturbative nature of Redfield theory with respect to the electronic
Hamiltonian allows for an exact solution of the electronic structure problem in exchange for an
approximate treatment of the system-bath interaction. Thus all questions concerning delocaliza-
tion, quantum coherence, and spectroscopy are readily addressed with the Redfield framework, as
long as the system-bath coupling is not too large. Even in regimes where the time-dependent Red-
field theory is pushed past its limits of validity, the secular and Markovian approximations yield
a numerically stable Lindblad-type master equation, with microscopically-derived relaxation and
coherence dephasing rates. Interesting recent work has formulated a stable theory which reinserts
microscopic expressions for the population and coherence coupling within the Lindblad formal-
ism [102].
1.4.1 Results for population dynamics
Given the advantages of a Redfield-type approach with respect to the flexibility of treating pop-
ulations and coherences on equal footing in either the diabatic or exciton bases, as well as the
ability to treat extremely large systems, it is natural to ask if such an approach is accurate for
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typical singlet fission systems of current interest. Here we show with small model systems that in-
deed treating the system-bath coupling as a perturbative parameter should yield semi-quantitative
accuracy over a wide range of scenarios rooted physically in the expected parameter space of
acene systems. In all of the following results on diabatic population dynamics, we make compar-
ison with the numerically exact but computationally expensive hierarchical equations of motion
(HEOM) methodology [82, 37, 103], as implemented in the Parallel Hierarchy Integrator (PHI).3
To achieve convergence, we truncated the hierarchy at L = 5 and required K = 3 terms in the
Matsubara expansion. We emphasize that although the HEOM formalism is a useful benchmark
for small systems, the methodology becomes very expensive to converge for larger system sizes in
the “low-temperature” limit kBT/~Ω  1 relevant for aromatic organic molecules.
We begin with a two-state system, which in the context of singlet fission may be taken as a
model for the direct, Coulomb-mediated fission mechanism. The first state is the photoexcited
initial singlet, S 1, and the second state is the multi-exciton configuration, TT . The initial con-
dition is ρ(0) = |S 1〉〈S 1| and the dynamics proceeds based on the parameters of the system-bath





k,i |i〉ck,iq̂k,i〈i|, i.e. linear, diagonal coupling to uncorrelated bath degrees of free-
dom. The baths will be characterized by identical Ohmic spectral densities with a Lorentzian cutoff
(sometimes referred to as the overdamped Brownian oscillator model), Jii(ω) = 2λΩω/(ω2 + Ω2).
For concreteness, we will fix the fission to be mildly exothermic, ES 1 − ETT = 75 meV, with
a bath cutoff frequency ~Ω = 150 meV (characteristic of aromatic molecules) and temperature
T = 300 K (kBT ≈ 26 meV). However, to investigate the perturbative accuracy of the Redfield and
NIBA equations, we will scan the reorganization energy, λ, and electronic coupling, V .
In Fig. 1.1, we plot the singlet population dynamics for a variety of reorganization energies,
with the electronic coupling fixed at V = 50 meV. When the system-bath coupling is weak, the
3PHI [103] was developed by the Theoretical and Computational Biophysics Group in the Beckman Institute for
Advanced Science and Technology at the University of Illinois at Urbana-Champaign. http://www.ks.uiuc.edu/
Research/phi/
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(a) λ = 25 meV



















(b) λ = 50 meV











(c) λ = 100 meV




















(d) λ = 200 meV








Figure 1.1: Population dynamics of the two-state singlet fission model described in the text with ES 1−ETT =
75 meV, V = 50 meV, ~Ω = 150 meV (Ω−1 ≈ 4 fs), and T = 300 K (kBT ≈ 26 meV), for increasing system-
bath coupling strength. Approximate results are shown for the time-local (TL) Redfield equation, the secular
and Markovian (SM) Redfield equation, and for the noninteracting blip approximation (NIBA).
quantum beating is dominant and overall relaxation is slow. It is clear that the timescale of beating
should not be confused with the relaxation timescale; only the former is accessible within static
electronic structure calculations, whereas the latter requires explicit treatment of the vibrational
degrees of freedom. As the coupling is increased, all theories correctly predict that the oscilla-
tions become damped and the relaxation to TT proceeds more quickly, except in panel (d) where
strong system-bath coupling can effectively localize the initial excitation yielding a decreased rate.
We see that as the system-bath interaction becomes large, the time-local Redfield result becomes
inaccurate at long times, even leading to unphysical negative populations. However, to some ex-
tent, the secular and Markov approximations to the Redfield equation prevent such a catastrophe,
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(a) V = 1 meV



















(b) V = 5 meV











(c) V = 25 meV




















(d) V = 50 meV








Figure 1.2: The same as in Fig. 1.1, but with λ = 25 meV and scanning the electronic coupling, V . Note the
changing scale of the time axis.
leading to much more reasonable equilibrium populations. The non-Markovian behavior, on the
other hand, can be observed in the short-time dynamics, which are always correctly described by
the time-local Redfield equation, but not by its secular, Markovian counterpart. In contrast to the
breakdown behavior of the Redfield equation, the NIBA dynamics retain their relative accuracy at
all values of the system-bath coupling, including the decreased rate observed in panel (d). This
result is to be expected in as much as the NIBA theory treats the system-bath interaction exactly.
Rather, the NIBA theory is perturbative in the electronic coupling, which is unchanged in all panels
of Fig. 1.1. However, NIBA can be seen to consistently underestimate the equilibrium population
of S 1. This tendency towards extreme localization in biased systems is a known deficiency of
methods that are perturbative in the electronic coupling [104, 86, 87].
The rapid singlet fission observed in Fig. 1.1, with 100 fs timescales, is due to the rather large
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value of the direct coupling matrix element, V . As alluded to previously, this number is likely
significantly smaller than 50 meV and so we show, in Fig. 1.2, the effect of reducing the electronic
coupling at fixed λ = 25 meV. As V gets progressively smaller, the timescale of relaxation grows
significantly, reaching approximately 100 ps for V = 1 meV. At the smallest values of V , panels
(a) and (b), the relaxation rate can be seen to follow the expected k ∝ V2 golden rule. Consistent
with their perturbative origins, the NIBA dynamics become quantitatively exact for vanishing V ,
whereas Redfield theory’s qualitative accuracy is maintained throughout all panels. For this value
of the reorganization energy, the secular and Markov approximations to the time-local Redfield
equation yield impressive quantitative accuracy for all values of V . This behavior can be rational-
ized based on the previous discussion because even in panel (d), V  ~Ω, and so the population
dynamics are slower than the bath dynamics. For significantly larger values of V , the Markov
approximation may break down [105].
As another important numerical test, we now consider the effect of a third state on the dynamics
of singlet fission, where an initial state couples to a second state which in turn couples to a third.
This configuration is clearly akin to the mediated mechanism, with the three states S 1, CT , and TT .
Interestingly, the quantum dynamics of such mediating systems has precedent in the donor-bridge-
acceptor complexes of photosynthetic charge transfer. Over 15 years ago, Makri and coworkers
performed numerically exact path integral simulations of a three-state model very similar to the
one considered here and detailed the dynamical features of two previously proposed, but physically
distinct transport mechanisms [106, 107]. The first mechanism is a sequential one, whereby the
intermediate state becomes transiently populated in a scheme well-described by two-step kinetics.
This mechanism dominates in energetic regimes satisfying E1 > E2 > E3. A second mechanism,
evincing the superexchange phenomenon, employs virtual states of the intermediate which is never
directly populated, yielding overall single-step kinetics for the 1 → 3 transfer. Superexchange
applies when the intermediate state energy is much higher than the other two, E2  E1 > E3.
In light of the similarity with mediated singlet fission (both qualitatively and quantitatively, see
below), we consider it an essential criterion that any adopted quantum dynamics methodology be
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Figure 1.3: Population dynamics of the three-state model described in the text. While both Redfield theory
and NIBA provide a reliable description of dynamics in the two-step sequential regime, NIBA is qualitatively
unable to describe the superexchange regime. Redfield equation dynamics employ the secular and Markov
approximations and exact results are calculated with the HEOM approach.
able to capture this effect. To make connection with the singlet fission problem, we will henceforth
consider the definite state labeling referred to above, namely S 1, CT , and TT . For comparison,
we adopt the same electronic parameters used in Ref. [106] and the same system-bath coupling




k,i ck,iq̂k,i〈i|. Again the baths have an Ohmic spectral density
with Lorentzian cutoff parametrized by λ = 25 meV, ~Ω = 150 meV, and T = 300 K. We wish to
strongly emphasize that although the Hamiltonian (electronic parameters to follow) was originally
parametrized based on photosynthetic protein data, the magnitude of the parameters is almost
identical with those expected of singlet fission.
First, we consider the sequential regime, for which the electronic Hamiltonian has ES 1 = 250,
ECT = 200 meV, and ETT = 0 meV, with VS 1,CT = 3 meV and VCT,TT = 17 meV. In Fig. 1.3(a),
we plot the population dynamics of the three states and find that both Redfield theory and NIBA
agree quantitatively with each other and with numerically exact HEOM dynamics. Clearly, in this
sequential mechanism, S 1 populates CT , which in turn populates TT .
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We now turn to the superexchange regime, for which ES 1 = 80, ECT = 330 meV, and ETT = 0
meV, with VS 1,CT = VCT,TT = 30 meV; note that the immense barrier, ECT − ES 1 = 250 meV
≈ 10kBT completely prohibits thermal activation. Turning to the results in Fig. 1.3, the Redfield
and NIBA dynamics strongly differ, and only Redfield theory gives results in good quantitative
agreement with the exact dynamics. In the superexchange limit, the intermediate CT state is never
directly populated, and the kinetics follows a simple S 1 → TT dynamical scheme. Thus, in spite
of the relatively small electronic coupling values, VS 1,CT = VCT,TT = 30 meV, superexchange must
be understood as a higher-order effect. The effective electronic coupling from S 1 to TT due to
CT -mixing is Veff ≈ VS 1,CT VCT,TT/(ES 1 − ETT ). An analogous expression has been obtained previ-
ously in the context of CT-mediated singlet and triplet energy transfer [47, 48, 108]. Performing
second-order perturbation theory with this effective electronic coupling thus gives a rate which is
overall fourth-order, explaining why superexchange eludes the usual second-order treatment, such
as that employed in NIBA. Redfield theory, on the other hand, is completely nonperturbative in the
electronic couplings, and is thus entirely capable of capturing this highly relevant phenomenon. Al-
though we will have more to say about it in the following two chapters, this simple model clearly
refutes arguments that high-lying CT intermediates preclude efficient mediated singlet fission.
1.4.2 Results for spectroscopy
Lastly, we apply the Redfield formalism to the calculation of linear absorption spectroscopy, the
formalism of which is described in App. 1.A.4. In this situation, the non-Markovian time-local
variant is to be preferred, as it exactly solves the so-called pure-dephasing problem appropriate for
the single-molecule absorption spectrum. Employing the methodology described there, we have
calculated the absorption of a pentacene molecule in solution, which compares very favorably
with the experimental spectrum, see Fig. 1.4. In particular, the phonon sidebands are accurately
reproduced, even though this is a purely non-Markovian, multi-phonon signature. As such, this
feature cannot be described by the Markovian Redfield theory. Comparisons such as this one
provide essential benchmarks for the accurate parametrization of both electron and phonon degrees
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Figure 1.4: Calculated and experimental absorption spectrum of a single pentacene molecule at T = 100 K
in solution. The calculation parameters are E(S 1) = 2.3 eV, ~Ω = 170 meV, and λ = 120 meV (S = 0.7),
and a homogeneous broadening of 30 meV has been applied. Experimental spectrum is from Ref. [109].
of freedom, as well as the interaction between them.
In the presence of intermolecular interactions, the absorption lineshape will be changed from
that of Fig. 1.4 due to the electronic coupling to other excited states. To discuss these effects, let




|(S 1)m〉µS 1〈S 0| + H.c., (1.22)
where H.c. denotes the Hermitian conjugate. This approximation follows from the observation that




〈0|rn|Ψim〉 = −e (Hm|r|Li) , (1.23)
is significantly larger for m = i (Frenkel excitations) than for m , i (CT excitations), due to
spatial locality. Thus only the intramolecular Frenkel excitation has a non-negligible transition
dipole moment, and charge-transfer and multiple-exciton states do not absorb light. However, the
expression for the absorption signal (see Eq. (1.56)) requires the excitonic transition dipole mo-
ments, which follow from the above equation and the diagonalizing transformation to the exciton
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basis,|α〉 =
∑
i Cαi |i〉, as
µα = 〈0|µ̂|α〉 ≈
∑
(S 1)n
Cα(S 1)nµS 1 . (1.24)
It is crucially important to recognize that the extent to which the exciton state α is composed of
diabatic intramolecular excitations (Cα(S 1)n) determines the strength with which it absorbs; this is
the phenomenon of intensity borrowing. Therefore, signatures of “dark” diabatic states, such as
charge-transfer or multi-exciton states, will appear in absorption spectra if these states are strongly
coupled to the “bright” intramolecular Frenkel excitations.
This phenomenon has been previously addressed in the MEG literature within the context of
the coherent superposition approximation, wherein the authors concluded that coupling to multi-
exciton states does not affect the total absorption coefficient, α [42]. While we agree that the
































〈(S 1)m|(S 1)n〉|µS 1 |
2 = N|µS 1 |
2,
(1.25)
we argue that the spectral structure (peak positions and intensities) is surely affected by the cou-
pling to multi-exciton states. For example, consider an artificial system composed of the ground
state, |0〉, a single bright state, |S 1〉, and a dark (multi-exciton) state, |D〉, with equal energies
E(S 1) = E(D) ≡ E and mutual coupling 〈S 1|Ĥel|D〉 ≡ V . The dipole operator is simply µ̂ =
µ|S 1〉〈0| + H.c. In the uncoupled limit V = 0, the electronic Hamiltonian is already diagonal, and
Eq. (1.57) gives the absorption lineshape as I(ω) = |µ|2δ(ω − E), and the absorption coefficient
α = |µ|2. However, for V , 0, the excitonic eigenstates are the symmetric and antisymmetric
linear combinations, |α〉 = (2)−1/2(|S 1〉 + |D〉), |β〉 = (2)−1/2(|S 1〉 − |D〉), with energies Eα = E − V ,




|µ|2 [δ(ω − E + V) + δ(ω − E − V)] (1.26)
but the same total absorption coefficient, α = |µ|2. In light of the preceding analysis, we propose
that evidence for coupling to dark, perhaps multi-exciton, states should be observable in the linear
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absorption spectrum, perhaps contrary to standard intuition.
As a related point, we recall that there have been proposals to experimentally seek out real-
time quantum beating as evidence of coupling to multi-exciton states [42], even if, in the limit
of strong coupling, the frequency of beating becomes too high for experimental resolution in the
time domain. However, the origin of spectral peaks discussed above is identical to that of quantum
beating, namely the oscillation of quantum coherences at frequencies given by energy differences.
More importantly, in the frequency domain, the peak splitting is proportional to the strength of the
coupling and thus more easily observed for strong coupling. In this sense, linear absorption and
real-time quantum beating should be seen as complementary tools for the investigation of coupling
to multi-exciton states: weak coupling yields negligibly split peaks that may be difficult to resolve,
but produces slow oscillations in real time that should be easy to observe. The situation is reversed
for strong coupling, where spectral measurements should be preferred. As a proviso, the real-time
observation of quantum beating may be an artifact of the diabatic basis. Specifically, the exciton
basis populations may show pure exponential relaxation, but because the transformation back to
the diabatic basis mixes populations with oscillatory coherences, the diabatic populations appear
to exhibit quantum beating. Thus the real-time detection of such beating in part depends on the
basis which is probed experimentally.
The examples discussed in this section on spectroscopy and the preceding one on population
dynamics illustrate the utility of a Redfield approach to the description of organic singlet fission
systems. In particular, most materials of current interest for singlet fission lie in a regime where the
ratio λii/~Ωii < 1, largely due to the dominant coupling to high-frequency aromatic carbon bond
stretching. For the same reason, these systems generically have bath relaxation times that make the
simplifying Markov approximation a sensible one. Lastly, Redfield theory and its variants are non-
perturbative in the electronic states. Thus, they do not alter the underlying description of the frozen
electronic structure theory and are capable of treating higher-order effects such as superexchange.
This last point will be significant in our discussion of singlet fission in pentacene dimers.
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1.5 Conclusions
To summarize, we have presented a self-contained microscopic theory of multi-exciton formation
in the context of singlet fission. Our formalism emphasizes the difference in electronic bases, di-
abatic and excitonic (or adiabatic), as applied to both theoretical development and experimental
interpretation. Building on this electronic foundation, we have applied techniques from the the-
ory of open quantum systems to describe the finite-temperature quantum dynamics of charge and
energy transfer processes taking place in singlet fission materials. Specifically, such processes are
facilitated by phonon absorption and emission, which can be given a microscopic origin in terms
of certain vibrational motions of molecules.
We furthermore discussed various approximate quantum master equations for the reduced den-
sity matrix and found that while NIBA-like theories which are perturbative in the electronic cou-
plings yield accurate dynamics for two-state systems in regimes expected to hold in organic sys-
tems undergoing singlet fission, their perturbative nature is exposed by higher-order processes in
multistate systems, such as the superexchange mechanism. On the contrary, Redfield-like theo-
ries, perturbative in the system-bath coupling, yield reasonably accurate results in essentially all
regimes of relevance for singlet fission. We additionally elucidated the importance of a theory for
both the populations and coherences of the reduced density matrix, allowing for investigation of
dynamics in different electronic bases as well as prediction of linear spectroscopies such as absorp-
tion. While more accurate quantum dynamics scheme are certainly worthy of consideration, we
emphasize the efficiency of Redfield theory, which allows for a rapid, but thorough, investigation
of parameter space in both small and large systems, which is ideal for a computational screening
of efficient singlet fission target materials.
In the small model systems considered here, we have found that both direct and mediated
mechanisms are plausible pathways to efficient singlet fission. For reasonable electronic Hamil-
tonian parameters, the phonon degrees of freedom facilitate fission on picosecond timescales. In
particular, we drew a potentially useful comparison with charge transport in photosynthetic donor-
bridge-acceptor systems in the context of CT -mediated fission, wherein both sequential and su-
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perexchange mechanisms should be considered possible. We emphasize that our proposal for a
unified framework for the microscopic treatment of singlet fission in organic systems is based on
accuracy, efficiency, and physical transparency. In particular, we have generalized existing tech-
niques and used physical arguments and numerical benchmarks to marry them for the purpose of a
microscopic and accurate treatment of fission in systems ranging from dimers to crystals. Chapter 2
begins this program in pentacene dimers while Chapter 3 considers crystalline pentacene.
1.A Appendix
1.A.1 Energies and couplings in truncated CI basis
Using the minimal basis presented in Sec. 1.2.2, here we give formulas for the diagonal and off-
















where the sums are over all molecular orbitals of the isolated molecules (the indices i, j, k, l now



















12φk(r1)φl(r2) ≡ (i j|kl) (1.29)
are one- and two-electron integrals over spatial orbitals. Here and henceforth we employ atomic
units.
The diagonal matrix elements of the Hamiltonian operator in the diabatic basis (“energies”) are







2(i j|i j) − (i j| ji) (1.30)
E [(S 1)n] = E[S 0] + Eg + 2KHnLn − JHnLn , (1.31)
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E [CmAn] = E[S 0] + Eg + 2KHmLn − JHmLn , (1.32)
and
E [TmTn] = E[S 0] + 2Eg + JHmHn + JLmLn − JLmHm − JLmHn − JLnHm − JLnHn
+ (1/2)
(




We have introduced the gap Eg = εLm − εHm and notation for direct Coulomb integrals, Ji j = (i j|i j),
and exchange integrals, Ki j = (i j| ji).
While one could in principle calculate all possible couplings between the previously introduced
diabatic states, those couplings involving three or four molecules will be negligibly small due to
the weak overlap of the localized molecular orbitals. Specifically, we propose to neglect all three-
center and higher two-electron integrals. This semi-empirical approximation should not drastically
affect the results.
Introducing the spatial orbital matrix elements of the Fock operator, F̂,
(i|F̂| j) = (i|ĥ| j) +
∑
k∈S 0
2(ik| jk) − (i j|kk), (1.34)
the remaining off-diagonal matrix elements (“couplings”) can be evaluated to give
〈CmAn|Ĥel|(S 1)m〉 = (Lm|F̂|Ln) + 2(HmLm|LnHm) − (HmLm|HmLn) (1.35)
〈CmAn|Ĥel|(S 1)n〉 = −(Hm|F̂|Hn) + 2(HnLn|LnHm) − (HnLn|HmLn) (1.36)





(Lm|F̂|Hn) + (LmLn|HnLn) − (LmHm|HnHm)
}
(1.38)








We have neglected the coupling to the ground state, e.g. 〈CmAn|Ĥel|S 0〉. Note that such terms
do not strictly vanish as they do in traditional CIS (Brillouin’s theorem) because the reference state
is not the Hartree-Fock solution of the full molecular cluster. Nonetheless, because the energy gap
between ground and excited states is large, the renormalization of excited states due to coupling
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to the ground state should be negligible. Furthermore, although these terms could in principle
facilitate non-radiative decay to the ground state, we assume a bottleneck for phonon emission
prevents such events, justifying our neglect of such couplings.
1.A.2 Derivation of the system-bath Hamiltonian
We begin by considering the nuclear dependence of the diabatic electronic state energies and cou-
plings introduced above, i.e. Ui(Q) = 〈i|Û(Q)|i〉 and Vi j(Q) = 〈i|Û(Q)| j〉. To simplify notation, we
will employ the Roman characters i and j to denote diabatic states and Greek characters (α, β, γ, ...)
to denote the exciton eigenstates.
In the limit where the ground diabatic state is a local minimum, we may perform a second-
order Taylor expansion of the potential in terms of the mass-weighted coordinates Q̄n ≡
√
Mn(Qn−
Q(0)n ) and employ a transformation to the normal modes that diagonalize the Hessian (or second-















where E0 = U0({0}) and {ω2k} are the 3Natom eigenvalues of the Hessian [63]. By promoting the nu-
clear coordinates to operators and re-inserting the kinetic energy operator, we arrive at the ground
state diagonal matrix element of an electron-phonon Hamiltonian in normal-mode coordinates,














The matrix elements of the total Hamiltonian in the higher-lying diabatic states thus additionally
acquire a linear term describing the shift of the excited state potential energy surface minimum
































where the vertical energy is Ei ≡ Ui({0}) = Ui({q
(i)
k }) + λii, the Holstein-like coupling constants are
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given by [110, 65] ck,i = −ω2kq
(i)


















It will be convenient to now define the so-called spectral density of the phonons, which completely
characterizes the harmonic environment intrinsic in the normal-mode decomposition. The spectral








δ(ω − ωk) (1.45)




The coordinate dependence of the off-diagonal matrix elements in these normal modes can then
also be evaluated to first order,



















δ(ω − ωk) (1.48)




Combining all of the above, we thus arrive at the desired system-bath-type Hamiltonian, Eqs. (1.11).
1.A.3 Expressions for the Redfield tensor elements
The Redfield tensor is given explicitly as [91, 92]




























〈α|i〉eiĤpht/~〈i|Ĥel−ph| j〉e−iĤpht/~〈 j|β〉 (1.52)
and 〈. . . 〉ph ≡ Trph{. . . e−Ĥph/kBT/Zph}. The calculation of the thermal bath correlation functions
required for the Redfield relaxation tensor is straightforward for the harmonic baths derived above.
Assuming uncorrelated bath fluctuations, one finds∑
k,k′
ck,ick′, j〈q̂k,i(t)q̂k′, j(0)〉ph = δi jCii(t), (1.53)
∑
k,k′
ck,i jck′,mn〈q̂k,i j(t)q̂k′,mn(0)〉ph = (δimδ jn + δinδ jn)Ci j(t), (1.54)













cos(ωt) − i sin(ωt)
}
. (1.55)
Observe that in the Markovian limit, Eqs. (1.50)-(1.51) reduce to ordinary one-sided Fourier trans-
forms.
1.A.4 Calculation of spectroscopic observables
Spectroscopic observables, such as absorption and emission lineshapes, can be straightforwardly
calculated from RDM dynamics. For example, the ε-polarized absorption lineshape, Iε(ω), is
known to be given by the Fourier transform of the dipole-dipole correlation function, Dε(t) [63,




2ρα0(t) with ρα0(0) = 1, where µα,ε is the ε component of the transition dipole
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As a simple example, consider neglecting the electron-phonon coupling, such that the coherence












2 δ(ω − ωα0), (1.57)
which clearly neglects any broadening or multiphonon effects. In the general case, i.e. by propa-
gating the reduced density matrix ρ(0) = |α〉〈0| under the Redfield equation, such environmental
effects may be included, as was demonstrated numerically in Sec. 1.4. Renger and Marcus [112]
proposed the analytically useful procedure whereby one keeps the full time dependence of the
diagonal coherence dephasing tensor, Γ+αααα(t), and performs the Markov approximation for the
off-diagonal tensors, Γ+αββα, all within the secular approximation, i.e.
dρα0(t)
dt
= −iωα0ρα0(t) + Rα0α0(t)ρα0(t), (1.58)
with
Rα0α0(t) ≈ −Γ+αααα(t) −
∑
β
Γ+αββα(t → ∞). (1.59)
Before concluding, we consider a specific example of a spectroscopic calculation within the
time-dependent Redfield formalism, relevant to the absorption of a single molecule, the so-called
pure dephasing problem [113, 114]. In this case, there is no electronic coupling, Vi j = 0, and the
Hamiltonian is completely specified by the two level system,
Ĥtot = |S 0〉E(S 0)〈S 0| + |S 1〉
E(S 1) + ∑
k
ckq̂k













The time-local Redfield equation of motion for the coherence ρS 1S 0(t) is simply
dρS 1S 0(t)
dt
= −i [E(S 1) − E(S 0)] ρS 1S 0(t) + RS 1S 0S 1S 0(t)ρS 1S 0(t), (1.61)
which can be straightforwardly solved. With the initial condition ρ(0) = |S 1〉〈S 0|, one finds
ρS 1S 0(t) = exp
[
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Figure 1.5: Single molecule absorption spectra at T = 0 for a single vibrational frequency, Ω, with the
Huang-Rhys parameter, S , as given. Spectra have been artificially broadened for clarity and normalized to
the value of the S = 0.5 zero-phonon (0-0) line.















cos(ωt) − i sin(ωt)
}
. (1.63)
In fact, the pure dephasing problem can be straightforwardly solved exactly [114], using the fact
that the Hamiltonian is already diagonal in the electronic states and well-known thermal properties
of harmonic oscillators. If one carries out this procedure, it is found to give exactly the same
result as Eq. (1.62), a remarkable property of the time-local Redfield equation. Thus, the cumulant
resummation inherent in the time-local formalism is exact for the pure dephasing problem. This
result does not hold for the the time-nonlocal approach.
To make our example more specific, consider a single vibrational mode at frequency Ω, J(ω) =
πS Ω2δ(ω −Ω), such that
g(t) = S
[
coth(βΩ/2) cos(Ωt) − i sin(Ωt)
]
. (1.64)




that g(0) is, at zero temperature, identical to the Huang-Rhys factor. Although an analytical eval-
uation of the required Fourier integral, Eq. (1.56), is still difficult, it can be straightforwardly cal-
culated numerically. We show in Fig. 1.5 example absorption spectra calculated for two different
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values of the Huang-Rhys parameter, S . Clearly the well-known vibronic progression is perfectly
captured, even in regimes of very strong system-bath coupling. Again we emphasize that this
nonperturbative multi-phonon behavior is a purely non-Markovian effect which is only captured
exactly by the time-local form of the Redfield equation. The Markovian limit would yield only a
single Lorentzian lineshape at ω = ωS 1S 0 + Im
∫ ∞
0
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Chapter 2
Singlet fission in pentacene dimers and the
role of superexchange 1
In the preceding chapter, we outlined a fully microscopic theoretical framework for the practical
simulation of singlet fission dynamics. In particular, within the context of singlet fission chro-
mophore systems, we connected excited state quantum chemistry with established reduced density
matrix methods from quantum relaxation theory. Here, we continue this endeavor with a realistic
theoretical treatment of the singlet fission dynamics of molecular dimers. Understanding singlet
fission in small molecular complexes has intrinsic interest and such complexes may have utility
as a sensitizer in a Grätzel-type solar cell [115, 9]. They may also be representative model sys-
tems to understand the singlet fission process in bulk crystals. We focus on pentacene because
it is perhaps the most thoroughly studied material that has been robustly shown to exhibit sin-
glet fission. In particular, experimental evidence points to fast and efficient singlet fission in bulk
pentacene [116, 117, 118, 19, 20], but the process appears to be much slower in the molecular
(tetracene) complexes realized so far [119, 120]. Here we will explore dimer systems both as a
realistic description of small molecular complexes and as a model potentially applicable in bulk
materials. Full application of the present formalism to pentacene clusters and crystals is given in
1Based on work published in J. Chem. Phys. 138, 114103 (2013). Copyright 2013, American Institute of Physics.
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the next chapter.
An ongoing debate, the crux of which is laid out in Ref. [15] and in the previous chapter [49],
concerns the quantum mechanical mechanism by which singlet fission takes place among the man-
ifold of excited states. Specifically, this debate rests on the role, or lack thereof, of charge-transfer
(CT) states in the singlet fission process. The relevant quantum mechanical states as well as the
two competing mechanisms are depicted schematically in Fig. 2.1 for the simplest case of a pair
of adjacent molecules. The so-called “mediated” mechanism, posits that a single electron trans-
fer from an intramolecular excited singlet state, |S 1S 0〉 or |S 0S 1〉, produces a charge-transfer state,
|CA〉 or |AC〉, after which a second one-electron transfer event yields the correlated triplet pair state,
|T1T1〉 (also referred to in the literature as the multi-exciton (ME) state). Alternatively, a “direct”
mechanism implies a simultaneous two-electron process which circumvents CT states altogether.
Previous theoretical work on singlet fission has largely considered only the mediated mech-
anism. In particular, Greyson et al. investigated the case of purely coherent energy transfer for
mediated fission [35] and Teichen and Eaves derived solvent-dependent rate expressions for the
separate one-electron transfer events implicit in the mediated mechanism [36]. The latter authors
direct
mediated
Figure 2.1: Schematic representation of the five electronic states relevant for singlet fission in a dimer.
The actual states employed in the calculations are spin-adapted linear combinations yielding overall spin-
singlets, unlike those shown here.
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concluded that a necessary condition for efficient mediated fission is that the CT state energies
lie in between those of the intramolecular singlets and the multiexciton triplet-triplet state, i.e.
E(S 1S 0), E(S 0S 1) > E(CA), E(AC) > E(T1T1).
This viewpoint is consistent with a recent quantum chemistry calculation on pentacene clusters
reported by Zimmerman et al [28]. These authors concluded that because CT states were calculated
to be significantly higher in energy than intramolecular singlets (by about 300 meV or more),
singlet fission in pentacene cannot take place via the mediated mechanism. Rather, the authors
supported the direct mechanism, estimating a direct coupling matrix element of about 5 meV.
However, this number is almost two orders of magnitude smaller than that required to explain the
experimentally observed timescale of fission in pentacene, ranging from 80 – 200 fs [116, 117,
118, 19, 20].
The present chapter is a first step towards the resolution of this apparent paradox. Because
singlet fission is inherently a dynamical process, one must exercise caution in the interpretation
of static electronic structure calculations and their implications for fission. As such, we argue
that a microscopic, dynamical treatment of the relevant electronic states coupled to a finite tem-
perature bath is crucial for a theoretically sound description of singlet fission processes. Further-
more, the accuracy of the methodology and its associated approximations must be established for
these complex problems. The implementation should be carefully benchmarked and thoughtfully
parametrized for the relevant physical problem, in this case, singlet fission. We have carried out
the first step of benchmark calculations in the previous chapter and here we take the second step,
parametrizing a system-bath Hamiltonian for fission in molecular dimers and using an accurate
quantum relaxation master equation to calculate the fission dynamics. Through this program, we
are able to make firm statements regarding the feasibility of competing mechanisms as well as
predict and rationalize experimental fission rates.
The layout of this chapter is as follows. We begin in Sec. 2.1 with a review of the methodology
presented in the previous chapter [49]. In Sec. 2.2 we present our results for pentacene, which
explore the effects of energy levels, electronic couplings, and phonon properties. Although we
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use pentacene as an example molecule, our exploration of important singlet fission parameters is
sufficiently broad so as to elucidate generic aspects of singlet fission. We summarize our work and
conclude in Sec. 2.3.
2.1 Methodology
In this section, we briefly describe the adopted theoretical methodology as laid out in the previous
chapter, to which the reader is referred for more details [49]. In essence, we employ a system-
bath Hamiltonian describing the coupling of the electron and phonon degrees of freedom [91, 63],




































The parameters of this Hamiltonian are determined via a variety of ab initio and semi-empirical
methods, and the dynamics generated under the action of this Hamiltonian are calculated by a per-
turbative quantum master equation. The electronic structure and quantum dynamics methodologies
are described in the following sections.
2.1.1 Geometry and electronic structure
To evaluate the role of molecular geometry, we consider individual pentacene dimers extracted
from the ab plane of the experimental crystal structure [121]. There are approximately three sym-
metry unique nearest-neighbor dimer pairs, as shown in Fig. 2.2, corresponding to the [a b] trans-
lation vectors [1 0], [1/2 1/2], and [−1/2 1/2]. By investigating these dimers in particular, we are
probing the extent to which efficient singlet fission observed in crystals but not dimers may be due
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Figure 2.2: Molecular geometry of the pentacene crystal. Three pentacene molecules are emphasized, dis-
playing the three symmetry-unique nearest-neighbor dimer pairs discussed in the text. Also shown are iso-
surface plots of the HF HOMO (a) and LUMO (b) of the isolated molecules, including the phase convention
adopted in this work.
simply to molecular orientation as opposed to explicit many-body environmental effects. Alterna-
tively, for a different choice of electronic structure parameters (which may be altered by electronic
polarization for example), the dimers may be taken as model systems for the crystal, assuming
purely local energy transfer events as described in the introduction. Though such a picture perme-
ates the literature, one should not invest too much in this model-based view, instead preferring a
direct treatment of the full system as done in our forthcoming work on pentacene crystals. Exci-
ton delocalization in neat acene crystals may span up to tens of molecules [33], invalidating this
simple dimer picture. Before concluding, we will discuss analogous calculations on a covalently
linked pentacene dimer inspired by previously studied tetracene dimers [119, 120] with the aim of
rationalizing the low observed fission yield.
When applied to a molecular dimer, the electronic model Hamiltonian described in the previous
chapter, based on a HOMO-LUMO active space configuration interaction (CI) formalism, yields
five diabatic states (excluding the ground state), each one a spin singlet. The first two are localized,
intramolecular Frenkel excitations, |S 1S 0〉 and |S 0S 1〉. Additional single excitations generate the
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third and fourth states of charge-transfer character, |CA〉 and |AC〉. The fifth and final state is a
doubly excited triplet-triplet state |T1T1〉, presumed to be the spin singlet precursor to fully sepa-
rated triplets. These five states are depicted schematically in Fig. 2.1, though we emphasize that
the single-configuration states shown there are not states of well-defined spin multiplicity, i.e. they
are not eigenfunctions of the Ŝ 2 operator. The spin-adapted variant of these dimer states employed
here (as well as their non-spin-adapted counterparts) have been used as a starting point in a variety
of other theoretical works [15, 35, 36].
While the restricted HOMO-LUMO active space employed here allows for physical insight,
it yields excitation energies (at the CI singles level) which are qualitative at best. However, even
when considering all orbitals, CI singles and time dependent DFT (TD-DFT) exhibit errors on the
order of 0.5 eV, especially for acenes [60]. Thus, we take the diagonal matrix elements of the
electronic Hamiltonian, Ei, to be adjustable parameters. This procedure avoids any bias inherited
from electronic structure methodology and more importantly provides for qualitative, physical
insight into the effect that electronic energies have on singlet fission dynamics. The electronic
couplings, Vi j, on the other hand, are taken from ab initio calculations using the Hartree-Fock
(HF) molecular orbitals (MOs) of isolated pentacene molecules. As laid out in App. 1.A.1 and
Eqs. (7)-(13) of Ref. [15], one-electron couplings are given by off-diagonal elements of the Fock
operator for the combined, two-molecule system. Specifically, we have
〈CA|Ĥel|S 1S 0〉 = tLL, 〈AC|Ĥel|S 1S 0〉 = −tHH,
〈CA|Ĥel|T1T1〉 =
√
3/2 tLH, 〈AC|Ĥel|T1T1〉 =
√
3/2 tHL,
〈CA|Ĥel|S 0S 1〉 = −tHH, 〈AC|Ĥel|S 0S 1〉 = tLL.
In the above, tLL and tHH denote the one-electron coupling of the LUMO and HOMO, respectively,
whereas tLH is the electronic coupling between the LUMO of the first molecule (A) and the HOMO
of the second (B) and likewise for tHL, i.e.
tLL = 〈LA|F̂|LB〉, tHH = 〈HA|F̂|HB〉,
tLH = 〈LA|F̂|HB〉, tHL = 〈HA|F̂|LB〉.
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It should be noted that the mixed couplings, tLH and tHL, are entirely responsible for CT-mediated
singlet fission. Thus, whereas previous theoretical studies of singlet fission have invoked Longuet-
Higgins-type approximations to estimate the mixed couplings [35], the direct evaluation in terms of
the Fock operator employed here should be preferred. Additionally, the direct evaluation yields the
sign of all electronic couplings, in contrast to approximate methods (such as the energy-splitting
in a dimer method [34]) that yield only the magnitude of the coupling (however the sign can often
be inferred by inspection of the orbitals). In multistate systems and band theory calculations,
the sign of the coupling can be very important (as will be demonstrated below) and should be
retained whenever possible. To achieve a consistent sign, one must adopt a phase convention for
the molecular orbitals of the system, and ours is shown in Fig. 2.2.
In addition to the one-electron coupling matrix elements, a variety of two-electron integrals
are apparent in the coupling expressions given in the previous chapter and Ref. [15]. These two-
electron integrals, when included, were calculated by representing the HF MOs on a real-space
grid and subsequently utilizing fast Fourier transform techniques [122]. Integrals were checked
for convergence with respect to the grid size. All quantum chemistry calculations were performed
with either the GAMESS (US) quantum chemistry package [123] or the Firefly quantum chemistry
package [124], which is partially based on the GAMESS (US) source code. Calculations employed
the 6-31G(d) basis set.
2.1.2 Quantum dynamics
Reduced density matrix (RDM) quantum dynamics calculations were performed within the Red-
field framework [89, 91, 63, 92, 90], with the secular and Markov approximations, whose use was
justified theoretically and numerically in the previous chapter [49]. Physically, the Markov ap-
proximation is reasonable for the organic molecules investigated because the electronic couplings
Vi j are smaller than the characteristic energy scale of the continuous phonon bath ~Ω. The Markov
approximation also simplifies the numerics as well as the physical interpretation, however the non-
Markovian counterpart could be straightforwardly employed if necessary. The electronic RDM,
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which follows from a trace of the total density matrix, W(t), over the phonon degrees of freedom,
ρi j(t) = 〈i|TrphW(t)| j〉, describes the time evolution of the populations, ρii ≡ Pi, and coherences,
ρi j, of the electronic states. Although our Hamiltonian is constructed in the localized diabatic basis,
the master equation dynamics are most naturally formulated in the so-called “exciton” basis that
diagonalizes the electronic Hamiltonian, Ĥel|α〉 = ~ωα|α〉. Note that the exciton eigenstates will be
a coherent mixture of intramolecular S 1 Frenkel excitations, charge-transfer (Wannier-Mott like)








The Redfield tensor [91, 92], Rαβγδ, which effects finite-temperature relaxation and dephasing pro-
cesses, can be expressed in terms of thermal bath time correlation functions. Explicit expression
for the Redfield tensor elements can be found in App. 1.A.3. The bath correlation functions are

















δ(ω − ωk), (2.6)
which may be calculated through a combination of molecular dynamics and quantum chemistry
calculations. Thus, the form of the spectral density adopted in a RDM calculation encapsulates the
complicated detailed motion of the vibrational phonon degrees of freedom. For simplicity, most
of our results will employ the common Ohmic spectral density with a Lorentzian high-frequency
cutoff,
JOi j(ω) = 2λi jΩi jω
1
ω2 + Ω2i j
, (2.7)
with the the strength of the system-bath interaction quantified by the reorganization energies
λi j = π
−1
∫
dωJi j(ω)/ω, and the frequency of the interaction quantified by the cutoff Ωi j. To
investigate the crucial role played by phonons in our dynamical calculations, we will also consider
47
CHAPTER 2. PENTACENE DIMERS AND THE ROLE OF SUPEREXCHANGE
[a b] tHH tLL tHL tLH
[1 0] 85 (34,51) -60 (-43) -74 74
[1/2 1/2] -145 (47,-74) 116 (-82) 109 -124
[−1/2 1/2] 228 (-85,131) -111 (84) 108 -134
Table 2.1: Electronic coupling parameters (in meV) of pentacene for the three dimer types described in the
text. Values in parentheses are those calculated by Yamagata et al. [125] and Troisi and Orlandi [126], the
latter only where available (tHH). The perfect discrepancy in sign for the [1/2 1/2] and [−1/2 1/2] dimers
suggests a difference in the adopted phase convention between our work and that of Ref. [125].
two alternative forms of the spectral density, to be discussed in Sec. 2.2.3 and shown in Fig. 2.9.
This latter study highlights a particularly important advantage of the Redfield formalism, because
it can easily be applied to any form of the spectral density, unlike many other methods.
2.2 Results for pentacene
We now proceed to apply the above methodology to pentacene. The one-electron coupling param-
eters calculated as described are given in Tab. 2.1, and are in reasonable agreement with values
obtained by semiempirical calculations [125] and density functional theory (DFT) [126], for the
same one-electron orbital couplings. All electronic coupling values are clearly on the 100 meV
order of magnitude, though we point out that HF appears to systematically yield larger couplings
as compared to other methods. A uniform rescaling may be performed as in Sec. 2.2.2, but we will
not do so here. Henceforth, we will only present results for the [1/2 1/2] dimer, but results for the
other two are qualitatively similar, with quantitatively different dynamical timescales. As discussed
above, the diagonal energies will be varied in our simulations, the results of which are presented
in Sec. 2.2.1. Furthermore, we initially neglect all two-electron integrals, thereby investigating
only the mediated fission mechanism. Combining the computed one-electron couplings with the
aforementioned expressions thus yields the electronic Hamiltonian expressed in the diabatic basis
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in units of meV,
Ĥel =

E(CA) 116 −152 145 0
116 E(S 1S 0) 0 0 145
−152 0 E(T1T1) 0 133
145 0 0 E(S 0S 1) 116
0 145 133 116 E(AC)

. (2.8)
Again, we emphasize that the exciton basis states which diagonalize the above electronic Hamil-
tonian will be mixtures of Frenkel, charge-transfer, and triplet pair excitations.
The phonon bath, at a temperature T = 300 K, will be characterized by only diagonal system-
bath coupling, initially of the Ohmic form, Eq. (3.5), with Ji, j(ω) = 0, i.e. we exclude the off-
diagonal Peierls coupling. We have performed the calculations presented here in the presence
of off-diagonal coupling to a low-frequency bath and find the results to be largely unchanged;
such low-frequency modes are simply not efficient at mediating large-scale energy transfer, i.e.
~Ωi j  |Ei − E j| akin to a phonon bottleneck effect. We will briefly revisit this topic in Sec. 2.2.3.
For simplicity, we assume identical, uncorrelated baths for each electronic state, i.e. Ωii ≡ Ω
and λii ≡ λ. In reality, the bath parameters will be slightly different for each state and perhaps
correlated because they share certain molecules. While we surmise that these effects will only be
of quantitative significance, they are a potentially interesting topic for further research. The cutoff
frequency is ~Ω = 180 meV = 1450 cm−1, as is typical for acenes and other conjugated organic
molecules. The reorganization energy is λ = 50 meV = 400 cm−1. Though these parameters
imply a Huang-Rhys factor, S = λ/~Ω ≈ 0.3, which is about a factor of two lower than the
experimental one they ensure a quantitatively accurate treatment of dynamics within the weak-
coupling, Redfield framework, as demonstrated numerically in the previous chapter. In Sec. 2.2.3,
we will consider larger, more realistic values of the reorganization energy, for which the Redfield
theory predictions are still expected to be qualitatively accurate. For a further justification of these
parameters for pentacene, we refer the reader to the previous chapter for a theoretical comparison
with the experimental vibronic spectrum of Ref. [109].
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The initial condition of the reduced density matrix is ρ(0) = |S 1S 0〉〈S 1S 0|, i.e. only one
molecule is initially excited. Alternative initial conditions, such as a coherent or incoherent mix-
ture of |S 1S 0〉 and |S 0S 1〉, were found to yield qualitatively similar results. In most simulations, we
find that this S 1 superposition is achieved, regardless of the initial condition, on a 10 fs timescale,
which is much faster than the overall fission process.
2.2.1 Scanning energies
Because we only consider a homodimer and exclude the ground state, we can simplify our notation,
collectively referring to the S 1S 0 and S 0S 1 states as “S 1”, CA and AC as “CT”, and T1T1 as “TT”.
In this case, there are only two independent energetic parameters, which we take to be the energy
offset of the CT states with respect to the TT state, E(CT )−E(TT ), and the analogous offset of the
S 1 states to the TT state, E(S 1)−E(TT ). We naturally expect that fission will take place as long as
both of these parameters are positive, such that TT is the lowest energy state (an assumption well-
founded for pentacene, based on experiment and calculations). This expectation is clearly validated
in Fig. 2.3, which shows the singlet fission yield after the four periods of time, t = 0.1, 0.2, 0.5, and
1 ps, as a function of the two aforementioned energy offsets. The fission yield at time t is calculated
simply as the population of the diabatic TT state, PTT (t), times 200%, the latter factor indicating
conversion of one exciton into two. Note that this metric is a combination of the rate of fission
as well as the thermodynamic equilibrium of the system. One can easily imagine situations where
the rate of fission may be fast but thermodynamic equilibrium does not overwhelmingly favor the
TT state. Different physical situations and technological applications will dictate whether it is
more desirable to extract fewer carriers due to fission at short times (wherein one would want to
optimize the rate only) or wait longer to extract more carriers (optimize the equilibrium). Of course
the combination, i.e. rapid fission with high thermodynamic efficiency, is most ideal and may also
be possible in some situations.
Returning to Fig. 2.3, we divide the energetic phase space into two regions, E(CT ) > E(S 1)
and E(CT ) < E(S 1), demarcated by a dashed white line. Only the latter yields the rather obvious
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Figure 2.3: Singlet fission yield, PTT (t) × 200%, after the four periods of time indicated for the [1/2 1/2]
pentacene dimer. The dashed line qualitatively separates the superexchange (SX) regime, E(CT ) > E(S 1),
from the sequential (SEQ) regime, E(S 1) > E(CT ). Estimated energy levels for the pentacene dimer are
denoted by the white circle.
energetic pathway for mediated fission, i.e. population flows from S 1 to CT , and then from CT to
TT . We call this the “sequential” mediated mechanism. The sequential mechanism can be clearly
seen in Fig. 2.3 to yield very efficient singlet fission, even at short time. Perhaps the ideal energetic
configuration is achieved for E(S 1) − E(TT ) = 400 meV and E(CT ) − E(TT ) = 200 meV, which
yields about 150% singlet fission after only 200 fs.
We now consider the opposite energetic regime, E(CT ) > E(S 1). Although this regime naively
suggests a barrier to singlet fission (recall that the direct coupling term has been set to zero), we
see a remarkably high fission yield, even at short times, as long as 0 < E(S 1) − E(TT ) / 500
meV. With this criterion satisfied, efficient singlet fission occurs even for CT energies up to 1
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eV above TT . We refer to this somewhat surprising result as the “superexchange” mediated
mechanism, a phenomenon familiar from electron transfer in magnetic and photosynthetic sys-
tems [106, 107, 127, 128, 129], and introduced in the preceding chapter [49] in the context of
singlet fission. Clearly near the boundary E(CT ) = E(S 1), the distinction between “sequential”
and “superexchange” is not so sharp. However we will continue to adopt these names, so as to im-
ply that the dynamics are mostly characteristic of either one or the other, i.e. these limiting forms
provide a useful language for the discussion of competing effects in CT-mediated singlet fission.
One may naturally question the relevance of the above analysis to pentacene, asking what are
the relevant energetic parameters for a pentacene dimer? In all panels of Fig. 2.3, we have placed
a circle that encompasses the estimated energy levels for pentacene (discussed below), clearly
placing it in the superexchange-dominated regime. Recent calculations on pentacene dimers by
Greyson et al. [35] using a combination of TD-DFT and constrained DFT, found E(S 1)−E(TT ) =
240 meV and E(CT ) − E(TT ) = 354 meV. As pointed out, accurate electronic structure calcula-
tions of excited states, including those with multiple excitations, can be difficult and so we also
consider estimates based on experimental measurements. To a first approximation (which was also
adopted by Greyson et al.), the energy of the multi-exciton state is simply twice the energy of
the lowest triplet state, E(TT ) ≈ 2E(T1) = 2 × 0.86 eV = 1.72 eV, where 0.86 eV is the experi-
mental T1 excitation energy [130]. The first singlet excitation energy of a pentacene monomer is
approximately E(S 1) = 2.1–2.3 eV [58, 59] giving an energy offset of E(S 1) − E(TT ) ≈ 400 meV.
Diabatic charge transfer energies are difficult to determine experimentally, but estimates from (adi-
abatic) spectroscopic measurements on crystals suggest values upwards of 2.3–2.5 eV [131, 125],
thereby predicting E(CT ) − E(TT ) ≈ 600 meV or more. Most importantly, there is little debate
that charge transfer energies are always higher in energy than those of the first excited singlet, such
that pentacene lies unambiguously in the superexchange regime of CT-mediated singlet fission.
While we of course cannot definitively conclude that fission in pentacene occurs exclusively via
CT-mediated superexchange, (given the many approximations in our work and because we have
not yet addressed the possibility of direct fission) we can say with certainty that high-lying CT
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excitonicdiabatic
Figure 2.4: Energy level diagram depicting the diabatic electronic states (i.e. before mixing) and the exci-
tonic electronic states (i.e. after mixing), for a typical “superexchange” energy configuration indicative of a
pentacene dimer. For exciton states which are a significant mixture of two different types of diabatic states,
the notation i↔ j is employed.
intermediate states do not preclude efficient CT-mediated fission.
To visually summarize the results of this section, we first show in Fig. 2.4 an energy level
diagram depicting the mixing of diabatic states to form exciton states in the energetic arrangement
E(S 1) − E(TT ) = 250 meV and E(CT ) − E(TT ) = 500 meV which is approximately correct
for a pentacene dimer, as discussed above, and characteristic of the superexchange regime. The
calculated population dynamics for this system are shown in Fig. 2.5 in both the diabatic (a) and
excitonic (c) basis; the S 1 and CT populations are given by PS 1S 0(t) + PS 0S 1(t) and PCA(t) + PAC(t)
respectively. In the diabatic basis one observes a very-short time mixing of S 1 and CT , after which
CT remains approximately constant while S 1 decays into TT with a single rate constant. This
behavior is exactly that of conventional superexchange, although the CT population is slightly
larger than typical due to the strong electronic coupling. The same behavior can be observed
perhaps more directly in the exciton basis, where the S 1 ↔ CT superposition is populated near-
instantaneously, which then decays to an exciton state of essentially TT character. These dynamics
should be contrasted with those of a sequential fission mechanism, with E(S 1)−E(TT ) = 500 meV
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Figure 2.5: Population dynamics contrasting superexchange and sequential CT-mediated singlet fission,
shown in both the diabatic and exciton bases. Diabatic energy levels for panels (a) and (c) are E(S 1) −
E(TT ) = 250 meV, E(CT )−E(TT ) = 500 meV; and for panels (b) and (d) are reversed, i.e. E(S 1)−E(TT ) =
500 meV, E(CT ) − E(TT ) = 250 meV.
and E(CT ) − E(TT ) = 250 meV, shown in Fig. 2.5(b) and (d). In both bases it is clear that a two-
step kinetics prevails whereby an initially excited state first decays into an intermediate of CT
character, which then itself decays into the final TT state. Though both mechanisms yield highly
efficient singlet fission on the 1 ps timescale, their underlying mechanistic details are clearly quite
distinct, with physically observable consequences.
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2.2.2 Superexchange and the strength of the electronic coupling
To understand how superexchange arises, consider the first-order effect that coupling to CT states
has upon the initially excited S 1 states,
|S 1S
(1)




E(S 1) − E(CT )
|CA(0)〉 +
VS 1S 0,AC
E(S 1) − E(CT )
|AC(0)〉 (2.9)
and analogously for |T1T
(1)
1 〉, where we have neglected the normalization constant under the as-
sumption that the perturbation is small. Letting V̂el = Ĥel −
∑
i |i〉Ei〈i|, the effective coupling from









1 〉 − 2
VS 1S 0,CAVCA,TT + VS 1S 0,ACVAC,TT
[E(CT ) − E(TT )] + [E(CT ) − E(S 1)]
, (2.10)
where, for generality, we have allowed for the possibility of a direct S 1 − TT interaction. In the





0. Performing second-order semiclassical (Marcus-like) perturbation theory in such an effective




∣∣∣VS 1S 0,CAVCA,TT + VS 1S 0,ACVAC,TT ∣∣∣2








from which one can directly read off a sharp, Gaussian dependence on the S 1 energy gap, with
width ≈
√
4λkBT ≈ 75 meV, and a very weak, power-law dependence on the CT energy gap,
both of which are qualitatively consistent with the superexchange feature seen in Fig. 2.3. Further-
more, it is apparent that the superexchange mechanism is a process which is overall fourth-order
in the electronic coupling matrix elements, Vi j. A similar conclusion was previously reached in the
context of CT-mediated singlet and triplet excitation energy transfer [47, 48, 108], where it was
referred to as a “through-configuration” interaction.
In light of the above discussion, one should expect that an alternative master equation that is
perturbative to second-order in the electronic coupling (akin to Förster theory or the noninteracting
blip approximation (NIBA), as in the work of Teichen and Eaves in Ref. [36]) would only predict
sequential, and not superexchange, CT-mediated fission mechanisms. In Fig. 2.6, we show the
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Figure 2.6: The same as in Fig. 2.3 but for population dynamics calculated by the NIBA-type master equa-
tion, which is perturbative to second order in the electronic couplings, Vi j.








dsKi j(t, s)P j(s), (2.12)
where















and Ĥtotii = 〈i|Ĥ
tot|i〉, clearly demonstrating that such master equations incorrectly predict no fission
if E(CT ) > E(S 1).
To check the validity of the derived fourth-order scaling, we introduce a dimensionless param-
eter, η, which characterizes the electronic coupling strength. Specifically, we replace Vi j → ηVi j,
and consider the limit η→ 0, for which a superexchange mechanism predicts k ∝ η4. In Fig. 2.7(a),
we see that the rate of fission decreases drastically as η → 0, approaching a 100 ps timescale for
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Figure 2.7: Dramatic slowing down of singlet fission dynamics for decreasing electronic coupling strength
η (a); note that the time axis is in log-scale. The numerically extracted fission rate obeys the predicted
superexchange scaling k ∼ η4 (b), however the equilibrium population of TT decreases with increasing
coupling, due to enhanced mixing with non-TT states (c).
η = 0.2. The fission rates (obtained by a numerical fit of the TT population growth) are then
plotted in log-log scale, Fig. 2.7(b), very clearly confirming the superexchange scaling k ∝ η4.
Another interesting feature is apparent in the long time dynamics of Fig. 2.7(a). To quantify this
behavior, in Fig. 2.7(c), we plot the equilibrium population of TT , obtained as PTT (t → ∞) (equiv-
alently Z−1el 〈TT | exp(−Ĥel/kBT )|TT 〉) as a function of the electronic coupling strength η. Clearly,
for increasing η, the equilibrium population shows a noticeable decline, which is straightforwardly
explained: for stronger values of coupling, the zeroth-order diabatic states are more strongly mixed,
such that the lowest energy exciton eigenstate develops a larger fraction of non-TT states, effec-
tively depleting the diabatic TT population.
The mechanistic features evinced in this and the previous section constitute the main results of
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this chapter. Namely, a superexchange two-electron-transfer phenomenon, utilizing virtual states
in the CT vibronic manifold, is entirely consistent with the observed features of singlet fission in
pentacene. As such, a CT-mediated singlet fission mechanism cannot be ruled out based solely on
the argument that CT states are too high in energy. From a more technical point of view, only a
dynamical master equation which can account for higher-order effects in the electronic couplings,
such as Redfield theory, is able to correctly predict this behavior. In a static electronic structure
context, the recent work of Havenith et al. [32] has also shown that the effective coupling from
S 1 to TT is enhanced in the presence of coupling to high-energy CT states, in agreement with our
dynamical results presented here.
We wish to emphasize that although the fourth-order analysis presented above captures the
qualitative spirit of singlet fission mediated by CT states that are high in energy, the perturbative
treatment embodied in Eqs. (2.10) and (2.11) is only valid for Vi j  Ei − E j, which is not the
case for the unscaled pentacene dimer parameters (i.e. those with η = 1). As such, the numerical
evaluation of Eqs. (2.10) and (2.11) should only be considered as qualitative at best. Instead, the
exact treatment of the electronic state renormalization as accomplished by the full diagonalization
performed in Redfield theory is to be preferred.
However, interesting qualitative insight may still be gained from the perturbative treatment. For
example, the effective coupling, Eq. (2.10), involves the sum of the product of electronic couplings
for the two CT pathways, i.e. going through CA or AC. Such a sum allows for the possibility of
“constructive” or “destructive” interference, and so as discussed in Sec. 2.1.1, retaining the sign
of the electronic coupling matrix elements here is crucial. Interestingly, we find that for all three
pentacene dimers, the interference is destructive, i.e.
sgn(VS 1S 0,CAVCA,TT ) = −sgn(VS 1S 0,ACVAC,TT ), (2.14)
where sgn(x) is the sign (or signum) function. For certain dimer configurations, we can show that
this behavior is generic and unavoidable, but it is interesting to speculate whether one may be able
to devise alternative configurations or new classes of molecules which increase the fission yield
through a constructive interference of mediated superexchange pathways. Before considering the
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feasibility of a direct mechanism, mediated by a true two-electron coupling matrix element, we
investigate in the next section the role played by the phonon bath degrees of freedom.
2.2.3 The effect of the bath
Within the weak system-bath coupling approximation of Redfield theory, the exciton population
transfer rates kα→β ≡ Rββαα are given by










|〈α|i〉|2 arises from the change of basis, n(ω) =
[
exp(~ω/kBT ) − 1
]−1 is the
Bose-Einstein distribution, and we assume ωαβ = ωα − ωβ > 0. Clearly these transfer rates satisfy








Furthermore, the transfer rates are directly proportional to the spectral density evaluated at the
eigenvalue energy difference. Physically, the transfer rate between two states depends on the avail-
ability of strongly-coupled phonon modes at the required energy difference as well as their thermal
occupancy, so that phonon absorption and emission facilitates the electronic energy transfer.
The fission rate will clearly depend on the parameters and functional form of the spectral den-
sity, J(ω). As discussed previously, the chosen reorganization energy λ = 50 meV is conservatively
small, and so here we analyze the dependence of the fission rate on the strength of the system-bath
coupling, quantified by λ. Because J(ω) ∝ λ for any form of the spectral density, Redfield theory
predicts the trivial linear dependence kfiss ∝ λ via Eqs. (2.15); see Fig. 2.8. While this is indis-
putably the correct behavior in the small λ limit, it becomes incorrect for λ sufficiently large [92].
This breakdown is visually suggested in Fig. 2.8, with a shaded region indicating at what point the
theory may become inaccurate, initially quantitatively but ultimately qualitatively.2
2The reorganization energy at which Redfield theory breaks down was estimated by comparison to numerically
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Figure 2.8: Calculated fission rate for a pentacene dimer with varying system-bath coupling, quantified by
the reorganization energy, λ. Secular, Markovian Redfield theory (filled circles) predicts a linear depen-
dence, which is known to be accurate for small λ but becoming more inaccurate for large λ (indicated by the
shaded region). Realistic values for pentacene are λ ≈ 50–150 meV, which reliably predicts a fission rate
k ≈ 2–10 ps−1 i.e. τ ≈ 100–500 fs, in reasonably good agreement with experimental rates of 80–200 fs.
We conclude this section by considering different functional forms of the spectral density, al-
though we stress that the Redfield formalism is equally accurate and efficient for any form of the
spectral density, including ones determined numerically. In addition to the Ohmic form utilized so
far, we will also consider a super-Ohmic spectral density of Debye-type phonons with exponential
cutoff,
JS Oi j (ω) =
27πλi j
2Ω3i j
ω3 exp(−3ω/Ωi j), (2.17)
with λ = 50 meV and Ω = 180 meV as before. Lastly, we will consider a broadened stick-spectrum
of pseudo-local phonon modes [132],






(ω −Ωk,i j)2 + Γ2k,i j
, (2.18)
with total reorganization energy λi j =
∑
k λk,i j. The latter has three phonon modes, chosen based
on the results presented by Girlando et al. [65], with λk = {15, 20, 15} meV (
∑
k λk = 50 meV) at
frequencies ~ωk = {150, 175, 200} meV, with uniform broadening ~Γk = 50 meV.
exact results on small model systems, presented in the previous chapter. Analogous exact calculations on the identical
five-level system considered here are difficult to converge completely due to the high-frequency bath, but preliminary
calculations also confirm that Redfield theory breaks down near λ = 100 meV.
60
CHAPTER 2. PENTACENE DIMERS AND THE ROLE OF SUPEREXCHANGE
As just discussed, the rate is largely determined by the overlap of the spectral density with the
eigenvalue energy differences. In Fig. 2.9, we plot these three different spectral densities along
with the energy differences, visually portraying which modes mediate which electronic transitions.
Clearly, the overlap is most uniform for the Ohmic and least uniform for the pseudo-local spec-
tral density: while the pseudo-local spectrum greatly enhances some electronic transition rates, it
greatly diminishes other, in particular those with relatively small energy differences. In Fig. 2.9
we also show a possible Peierls-type (off-diagonal) spectral density based on the crystal phase cal-
culations of Girlando et al. [65], though we reiterate that such coupling was not employed in the
results presented here. Based on the overlap argument given above, it is visually apparent why
(a) Ohmic




















































































Figure 2.9: Three different forms of the spectral density investigated here, along with the electronic eigen-
value differences for pentacene (orange vertical sticks). The overlap between these energy differences and
the spectral density, i.e. the ability to absorb and emit resonant phonons, largely determines the rate of
population transfer and hence singlet fission.
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these low frequency fluctuations do not efficiently mediate the fission process, as we have found in
dynamics calculations not shown.
The fission dynamics due to these various spectral densities are found to be only mildly dif-
ferent, as shown in Fig. 2.10. This behavior is due largely to the uniformly strong coupling to
phonon modes near 160 meV as these phonon modes mediate the important S 1 ⇒ (S 1 ↔ CT ) and
(S 1 ↔ CT ) ⇒ TT transitions, see Fig. 2.4. Based on these results, one can in principle imagine
devising clever ways to engineer either the electronic spectrum or the phonon spectrum to realize
maximal singlet fission rates. In practice, an accurate determination of the “correct” spectral den-
sity is very difficult, but because it can clearly shape the observed electronic dynamics, we consider
this an important topic worthy of further study.
2.2.4 Direct mechanism
While the results so far have focused on the features of a CT-mediated singlet fission mechanism,
we now briefly investigate the feasibility of a direct-coupling pathway. Ultimately, we find that
the required two-electron integral which couples S 1 to TT is too small to explain efficient singlet
fission in pentacene dimers. However, we can not rule out the possibility that conical intersections
(which are not exhibited in the form of the spin-boson type Hamiltonian used here) play a role, as
was suggested by Zimmerman et al [28]. Of course, it remains to repeat our analysis in crystals, for























Figure 2.10: Singlet fission population dynamics for the three spectral densities depicted in Fig. 2.9.
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which the multiexcitonic density of states is enhanced as compared to the dimer. This calculation
is presented in Chapter 3.
Using the methodology described in Sec. 2.1, we calculated the direct coupling matrix element,


















finding it to be less than 1 meV. For comparison, the direct coupling has been calculated in other
recent works to be on the order of 1-5 meV using methods similar to those used here [133] as
well as more sophisticated quantum chemical approaches including TD-DFT [28], multi-reference
and nonorthogonal CI approaches [32], and block-localized DFT [134]. This value should be
contrasted with the effective superexchange coupling, Eq. (2.10), which is approximately 10 meV
for the pentacene dimer. However, we caution that for one-electron couplings on the order of 50-
100 meV, i.e. Vi j ≈ Ei−E j, any level of perturbation theory in Vi j may be invalid, such as that used
to obtain the effective superexchange coupling at fourth order. Thus, the nonperturbative nature of
the Redfield rate treatment, in terms of the exact excitonic eigenstates, should be preferred.
These qualitative arguments are numerically confirmed in Fig. 2.11, where we show the singlet
fission dynamics in the absence of a CT-mediated pathway, i.e. the electronic coupling to all
CT states is zero, thereby reducing the number of relevant states to three. In particular, we use
E(S 1)−E(TT ) = 250 meV and an Ohmic bath with λ = 50 meV and frequency and temperature as
before. By varying the strength of the two-electron coupling, we observe that the direct mechanism
only becomes competitive at unrealistically large values. As such, we conclude that, while feasible,
the direct singlet fission mechanism is subdominant as compared to CT-mediated superexchange,
at least for pentacene dimers.
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Figure 2.11: Singlet fission population dynamics in the absence of CT states, for varying values of the
direct electronic coupling element given in the legend. Sub-picosecond fission is only observed for the
unphysically large value of 20 meV, to be contrasted with theoretical estimates ranging from 5 to less than
1 meV [28, 32, 133, 134].
2.2.5 Covalently linked dimer
In this final section, we briefly investigate a molecular geometry that is different from those
considered before. In particular, inspired by the synthesized tetracene molecules of Müller et
al. [119, 120], we consider the analogous pentacene dimer shown in Fig. 2.12. In Refs. [119, 120],
the authors found that less than 1% of singlets underwent fission, which is in stark contrast to the
relatively high fission yield of crystalline tetracene.
The covalently bound dimer pair contains a benzene linker, which can facilitate a through-bond
coupling in addition to the through-space coupling available in the crystal. We can straightfor-
wardly estimate the through-space couplings with the methodology described above by excising
the benzene linker and terminating the dangling bonds with hydrogens. This calculation yields
one-electron coupling matrix elements, ti j, of approximately 0.02 meV, which is three orders of
magnitude smaller than in the native crystal conformation. The mixed through-bond couplings,
tHL and tLH, are not so easily obtained, but the HOMO-HOMO and LUMO-LUMO couplings can
be estimated using the energy-splitting method alluded to previously. For this calculation, the
benzene linker is retained in the molecule, and the splitting of the HOMO and LUMO orbitals
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Figure 2.12: Two different views of a covalently linked pentacene dimer akin to the tetracene dimers of
Refs. [119, 120]. The electronic couplings are estimated to be significantly smaller than in the crystal phase
dimer pairs investigated above, predicting a much smaller rate of fission.
is assigned to twice the respective coupling. We calculate this through-bond coupling to be on
the order of 20 meV, significantly larger than the through-space contribution, but still 4-10 times
smaller than the through-space coupling of the crystalline dimer pairs investigated above. In light
of the scaling analysis presented in Sec. 2.2.2, it is clear that such a reduction will yield a sig-
nificantly slower rate of fission, increasing the timescale from sub-picosecond to as much as one
nanosecond, thereby extending the timescale over which fission must compete with other decay
mechanisms. The torsional modes about the benzene linker, which couple to these off-diagonal
electronic hopping matrix elements, are expected to be of relatively low frequency and thus would
not qualitatively affect the fission dynamics, similar to the analogous observation we made for
the crystal. This example calculation provides a possible explanation for the low observed fission
yield [119, 120] and encourages efforts to explore electronic coupling effects through a combina-
tion of covalent bonding and optimization of geometric orientation. Smith and Michl have recently
put forth an alternative explanation of the low yield in covalent dimers based on symmetry argu-
ments [133].
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2.3 Conclusions
In this and the previous work, we have presented and applied a unified microscopic theoretical
framework for the investigation of singlet fission electronic structure and dynamics. We have em-
phasized the role played by molecular vibrations or phonons in mediating non-resonant excited
state energy transfer. Such finite temperature relaxation mechanisms are responsible for popula-
tion transfer, coherence dephasing, and eventual thermalization. These processes may be numer-
ically studied and quantified using a perturbative quantum master equation subject to its regime
of validity. We have justified and pursued the weak-coupling Redfield theory for singlet fission
chromophore systems, advocating its favorable trade-off between accuracy and efficiency. Within
our framework, we have performed a thorough investigation of singlet fission in pentacene dimer
systems, in particular investigating the real-time fission dynamics. In principle, all parameters
needed to carry out the real-time quantum dynamics at the level detailed in this work may be es-
timated from microscopic considerations. Instead, in this work we have carried out a systematic
variation of several parameters which influence singlet fission efficiency, providing insight into the
underlying mechanistic details which are beyond the reach of experiment.
Most notably, we have provided evidence for a CT-mediated superexchange mechanism in
pentacene dimers, which is more efficient than a direct mechanism, even in the presence of very
high-energy intermediate CT states. These results are in stark contrast with previous theoretical
predictions [28, 36], but in line with more recent theoretical arguments [32, 133]. In a kinetic sense,
our superexchange mechanism bears many similarities to the conventional direct mechanism and it
is in some sense a hybrid between the two previously proposed mechanisms. We have investigated
the way fission rates and yields are modified by shifting the electronic energy levels and scaling the
electronic couplings. Our study of the role of the phonon bath properties underscores the impor-
tance of having resonant phonon frequencies to mediate efficient energy transfer. Lastly, we have
shown that, at least in pentacene dimers, the direct coupling singlet fission pathway is extremely
inefficient and would require an unphysically large two-electron matrix element to compete with
the mediated superexchange mechanism whose timescale is already in very good agreement with
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experimentally observed fission rates in pentacene crystals.
It should be emphasized, however, that it may be dangerous to draw conclusions about singlet
fission in the bulk based on the calculations for idealized dimers presented here. While our work
clearly shows that the existence of CT states that are energetically high-lying in no way obviates
their importance in singlet fission, it does not prove that superexchange is relevant for bulk pen-
tacene or other singlet fission materials. Further, the possibility exists that an enhancement of the
direct mechanism may take place in bulk materials due to the augmented density of multi-exciton
states expected in large clusters and bulk solids and films. Our calculations on larger pentacene
clusters based on the formalism presented here, which allows for the efficient simulation of hun-
dreds of quantum states, suggest that many of our conclusions are unaltered, in particular that CT
states are intrinsically connected to fission and the predominant mechanism is not a direct two-
electron process. This work is presented in the next chapter.
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Chapter 3
Singlet fission in crystalline pentacene 1
Theoretical and computational contributions to a mechanistic understanding of singlet fission
have almost entirely focused on pairs (or dimers) of chromophore molecules [35, 27, 36, 97,
135, 136, 137]. Although this two-molecule picture is indeed a minimal model for singlet fis-
sion, it must be questioned whether such a model is quantitatively – or even qualitatively – rele-
vant for experimental investigations in crystalline materials. It must be kept in mind that essen-
tially all reported experimental findings of rapid and efficient singlet fission occur in the crystal
phase [19, 20, 33, 18, 21, 26, 138, 139, 140] whereas singlet fission in covalent dimers in solution
has been reported with vanishingly small yield [119, 120]. Between single molecules and bulk
crystals, there exist large variations in basic experimental signatures of electronic energy levels,
including ionization energies and absorption spectroscopies, which already hints at the potential
differences between these two classes of materials.
This undeniable gap between theory and experiment can be largely attributed to the theoretical
and computational challenges associated with large system sizes; a unified treatment of the static
and dynamic properties of large systems of interacting electrons and phonons is an ongoing chal-
lenge in condensed phase chemical dynamics. For example, even the static ab initio energy order-
ing of the low-energy states of isolated acene dimers is still under debate [27, 32, 135, 136, 137].
1Based on work accepted to J. Chem. Phys., July 2014
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The current chapter bridges this critical gap by extending our previous work on singlet fission
in pentacene dimers [49, 97] to the problem of singlet fission in crystalline pentacene, treated
at the same level of theory. Our ability to treat such large system sizes originates from a more
pragmatic computational approach that employs a careful combination of quantum chemical and
semi-empirical methods guided by experiment. In this way, we are able to consistently compare
our mechanistic predictions between dimers and crystals, and more importantly between theory
and experiment. Furthermore, our theoretical framework continues to be the only one to micro-
scopically treat the exciton dynamics in the presence of coupling to thermal vibrations. This latter
feature is mandatory for any meaningful prediction of rates, which are the most robust experimen-
tal observables for singlet fission.
The layout of this chapter is as follows. We begin in Sec. 3.1 with a summary that places the
present work in the context of our previous work. This is followed in Sec. 3.2 by a review of
the methodology relevant for a treatment of larger clusters and crystals. In Sec. 3.3, we present
our results, focusing on the linear absorption, charge-transfer characterization, and singlet fission
dynamics of crystalline pentacene. We conclude in Sec. 3.4. An appendix is devoted to a discussion
of the validity of the diabatic approach to singlet fission used in this work.
3.1 Summary of major results
In Chapter 1 (also Ref. [49]), we formulated a generic, microscopic theory of singlet fission, which
unified static electronic structure and subsequent quantum dynamics in the presence of a vibra-
tional bath. In Chapter 2 (also Ref. [97]), we applied this formalism to the study of singlet fission
dynamics in pairs of pentacene molecules. One aspect of Chapter 2 concerned the role, or lack
thereof, of so-called charge-transfer (CT) states in the early stages of singlet fission as a means
of generating a correlated triplet pair state (TT) from the initially photoexcited Frenkel excita-
tion (FE). We found that for pentacene dimers the “direct,” two-electron coupling is quite weak,
capable of producing fission dynamics on a timescale no shorter than about 10 ps. We found
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that a higher-order superexchange-like singlet fission mechanism mediated by CT states, with an
effective (second order) matrix element Veff = VFE,CT VCT,TT/∆E(CT ), dominated the direct two-
electron transfer process. This higher-order mechanism for singlet fission has since been adopted
in a number of works [133, 141, 136]. However, in Chapter 2 it was demonstrated that a pure
non-adiabatic rate theory based on the superexchange matrix element is not quantitatively accurate
due to fact that the matrix elements that control the mixing with CT states is of the same order
as the energy difference between the FE and CT states themselves. In this large coupling limit,
Veff > 10 meV, our dynamics calculations showed the onset of a plateau in the singlet fission rate
(see Fig. 2.7(b) of Chapter 2). Remarkably this behavior, including even the value of the plateau
onset, has been very recently observed in a large-scale joint experimental and theoretical study by
Yost et al. [142] These authors rationalized their findings in a manner consistent with the theory
presented in Chapter 2.
In this chapter we apply the methodology developed in Chapters 1 and 2 to treat fission in bulk
crystals, focusing on the prototypical case of pentacene. Hundreds of electronic states coupled
to lattice (phonon) degrees of freedom are treated within a fully microscopic framework for the
quantum dynamics following the initial photo-excitation of the bright, low-lying S 1 singlet state.
On a superficial level, we find that the time-dependent populations of the S 1 and TT state in the
pentacene crystal appears to proceed in a manner similar to that of an isolated pentacene dimer
whose geometry is taken from the crystal (vide infra, compare Fig. 3.5 of this work and Fig. 2.5
of Chapter 2). In particular, in both cases we find that the temporal growth of the TT state is
ultrafast (occurring on the order of 250 fs) with nearly exponential kinetics. This fact would seem
to support the notion that in studying fission kinetics, a dimer, perhaps embedded in a continuum
dielectric environment, is a good proxy for the bulk. However, a closer analysis reveals that there
are qualitative distinctions between dimers and crystals.
For a pentacene dimer, as described above, the coupling between the FE and TT states is
enhanced by mixing with high-lying, virtual CT states. In the bulk case investigated here, we
will clearly demonstrate that the FE and CT states are strongly mixed into the adiabatic S 1 state,
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a mixing facilitated by the lowering of CT energy levels engendered by the polarizability of the
surrounding molecules. In this sense, the low-lying photoexcited singlet already has a large CT
component. Hence, fission in pentacene essentially occurs via a direct one-electron, as opposed
to a two-electron, transfer process. It should be noted however, that the degree of CT mixing is
material dependent. In systems with an intermolecular spacing larger than that of pentacene, it is
expected that the two-electron coupling will eventually dominate over the terms responsible for
CT mixing. In such systems fission may occur via a direct two-electron transfer mediated by the
Coulomb operator. In Chapter 2, we investigated such a scenario and predicted that in this case
fission would proceed on time scales of tens of picoseconds or slower. This prediction also appears
consistent with the experimental findings of Yost et al. [142]
With respect to the treatment of electronic structure, our theory – developed and applied in
Chapters 1, 2, and the present one – employs a real-space, tight-binding (diabatic) formulation.
Here, adjustment of parameters is carried out to optimize agreement with aspects of the absorption
spectrum, similar to the approach taken in earlier studies that targeted the Davydov shift [125, 143].
General considerations pertaining to the validity of the diabatic approach to fission are discussed in
an appendix. The values of electronic coupling parameters that we find for pentacene are in semi-
quantitative agreement with those found independently by block-localized DFT [134], constrained
DFT [142], and both restricted [136] and complete [137] active space methods. In comparison with
calculations for bulk pentacene at the GW and GW+Bethe-Salpeter equation levels of electronic
structure theory, we find good agreement both with respect to the band structure (Fig. 3.1) and the
qualitative real-space characteristics of the electron-hole distributions (Fig. 3.4).
We further provide a detailed analysis of the real-space electronic character of the S1 state in
Sec. 3.3.2. Although the deficiency of assessing CT character via examination of static dipole
moments has been discussed in several recent studies [144, 145, 135], we make this point explicit
by calculating dipole moments associated with low-lying singlet states for clusters derived from
the the crystal structure of pentacene. For clusters that break the natural inversion symmetry of the
crystal (such as those employed in Ref. [28]), a non-zero static dipole moment may be detected
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in low-lying singlet states, while clusters that obey the symmetry of the periodic crystal exhibit a
vanishing dipole moment for all excited singlet states. This analysis makes clear that such dipole
moments are not directly associated with CT character, but instead arise from surface-localized
charge density in systems with broken symmetry. We will also explicitly show that for the as-
signment of CT character, as well as for quantification of the exciton size, the examination of
the exciton correlation function provides more useful information than a natural transition orbital
analysis in periodic crystals with inversion symmetry.
3.2 Methodology
Because our adopted theoretical methodology has been described and utilized in Chapters 1 and 2
(also Refs. [49, 97]), we will only briefly describe the formalism, with a focus on the differences
between the present crystal-phase calculation and our previous study of acene dimers. We employ
a system-bath excitonic Hamiltonian describing the coupling of the electron and phonon degrees




































We emphasize that the Hamiltonian above is constructed in a basis of many-body electronic states.
The parameters of this Hamiltonian are determined via a variety of ab initio and semi-empirical
methods, as discussed in Sec. 3.2.2.
3.2.1 Reduced density matrix quantum dynamics
The reduced dynamics generated by the above Hamiltonian are calculated with a Redfield-type,
weak-coupling quantum master equation [49, 88, 91]. Specifically, in the basis of electronic eigen-
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states Ĥel|α〉 = ~ωα|α〉, the reduced density matrix (i.e. averaged over the phonon degrees of
freedom) obeys the equation of motion
dραβ(t)
dt




Explicit expressions for the Redfield tensor, Rαβγδ, which introduces population relaxation and
coherence dephasing, can be found in Appendix 1.A.3. Such expressions depend only on the
spectral density of the phonons, which we take to be identical for all electronic states, and to be of












We take λ = 50 meV and ~Ω = 180 meV. Consistent with our findings in Chapter 2, we neglect
the off-diagonal Peierls coupling. As an aside, we would like to point out that the “true” spectral
density as defined in the first equality of Eq. (3.5) has a maximum phonon frequency above which
J(ω) = 0 (roughly around 3000 cm−1 for C-H stretching modes in acenes). However, the addition
of a high-frequency component to the spectral density, when treated to lowest order (as in Redfield
theory), can serve as a proxy for multi-phonon relaxation processes arising from lower-energy
phonons. A more careful treatment would follow from writing the electron-phonon interaction
more generically as Ĥel−ph =
∑
i |i〉〈i|Φi({qk}), which need not be linear in the coordinates. The
(generally temperature-dependent) spectral density is then understood to be related to the Fourier
transform of the phonon autocorrelation function 〈Φi({qk(t)})Φi({qk(0)})〉ph. This observation ex-
tends the applicability of our approach to systems with large electronic energy gaps, as is found
for example in hexacene [146].
With large quantum dynamics calculations in mind, let us briefly comment on aspects of com-
putational tractability. First and foremost, a reduced density matrix calculation is likely the only
microscopic quantum dynamics formalism with the potential to scale to large clusters approaching
crystal behavior, primarily because such an approach has already averaged over the continuous
vibrational degrees of freedom. Without invoking the secular approximation (which decouples
population and coherence evolution in the electronic eigenstate basis), the solution of the Redfield
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equation requires the application of the N2 × N2 Redfield tensor onto the N × N density matrix
(where N is the number of electronic states). Such an effective matrix-vector multiplication scales
as O(N4). Pollard and Friesner [147] showed that by exploiting the structure of most system-bath
interactions, the application of the Redfield tensor can be reduced to B matrix-matrix multiplica-
tions, scaling as O(BN3), where B is the number of collective bath variables to which the system is
coupled (and can be as few as B = 1). In the case where each electronic state is coupled to its own
set of bath variables, then B = N, and there is no operational savings in the Pollard and Friesner
scheme; even worse, in the presence of Peierls-like off-diagonal coupling to B = N2 independent
sets of bath variables, it scales as O(N5), which is worse than the naive approach. However, this
scheme never requires the storage of the Redfield tensor and so there can indeed be savings in
memory storage requirements, depending on implementation. In our calculations, we have ex-
ploited the techniques of Pollard and Friesner, which were sufficient to treat the desired system
sizes. Furthermore, the results presented have invoked the secular approximation, although the
non-secular Redfield dynamics exhibit the same qualitative behavior [49].
3.2.2 Geometry and electronic structure
Following Chapter 1, we parametrize our electronic Hamiltonian in a tight-binding basis of lo-
calized, diabatic states with excitations spanning one or two molecules per basis state. The basis
states are characterized as being in one of three spin singlet classes: (1) intramolecular Frenkel ex-
citations (FE); (2) intermolecular charge-transfer excitations (CT); and (3) correlated, triplet pair
excitations (TT). Note that in Chapters 1 and 2, we followed the convention of the field and referred
to localized FE states as S 1 states. We avoid this potentially confusing nomenclature here because
the lowest-lying (adiabatic) singlet excitation in crystals is no longer dominated by FE states, vide
infra.
For a cluster of M molecules, there are in principle M FE states, M(M − 1) CT states, and
M(M − 1)/2 TT states, such that the number of states grows quadratically with the number of
molecules, i.e. N ∼ M2. However, in molecular crystals like pentacene, the molecules largely
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retain their isolated properties and intermolecular interactions are reasonably weak, suggesting
a semi-empirical truncation of the excitations to nearest-neighbors only (allowing for weakly
Wannier-like excitons). With this approximation, the number of electronic states grows linearly


























|TmTn〉tHL(m, n)〈CmAn| + |TmTn〉tLH(m, n)〈CnAm| + H.c.
]
, (3.10)
where 〈mn〉 denotes that m and n are nearest-neighbors. We have neglected the so-called “direct”
coupling, two-electron matrix element 〈FEm|Ĥel|TmTn〉 due to its relative smallness, as quantified
statically and dynamically in Chapter 2. It is straightforward to include this contribution if neces-
sary.
The molecules in a pentacene crystal adopt a familiar herringbone packing arrangement. As
discussed in Chapter 2, there are approximately three symmetry-unique nearest-neighbor pairs of
molecules with different electronic interactions. Following Appendix 1.A.1, we employ notation
such that εg is the single-molecule HOMO-LUMO gap in the crystal environment and tAB(m, n)
are one-electron coupling matrix elements (H and L denote the HOMO and LUMO). These prop-
erties follow from an appropriate one-electron theory, for which we have used Hartree-Fock the-
ory, supplemented with renormalizations appropriate for the crystal. Specifically, εg must be sig-
nificantly reduced from the gas phase value and the one-electron couplings tAB are rescaled to
incorporate screening effects. Importantly, the relative magnitudes and phases of the symmetry-
distinct electronic couplings are meaningful and are retained in the calculation. In the absence of
75
CHAPTER 3. SINGLET FISSION IN CRYSTALLINE PENTACENE
εg = 2.35 eV EQP = 2.0 eV




















Figure 3.1: Band structure of crystalline pentacene calculated within the present theory compared to the
many-body GW results of Ref. [148]. Also shown are the bare single-molecule gap εg in the absence of
dispersion, and the minimum quasiparticle gap EQP when dispersion is included.
electron-hole interaction effects, these parameters yield the single-particle band structure shown in
Fig. 3.1, which is in good agreement with previously published ab initio GW calculations [148].
Although the LUMO band in particular shows slightly less dispersion than that obtained by GW,
our approach yields an absorption spectrum in better agreement than that from GW plus the Bethe-
Salpeter equation (BSE). Furthermore the quasiparticle gap of EQP = 2.0 eV, located at the C-point
in the Brillouin zone, is in good agreement with the experimental value of 2.2 eV [149, 150], es-
pecially when accounting for surface effects. The reduction as compared to the gas-phase single
molecule gap of about 5 eV [151] can be ascribed to electronic polarization of the surrounding
crystal medium.
Electron-hole interaction effects are incorporated with a configuration interaction approach,
from which we write the diagonal energies as
EFE = εg + 2K − J (3.11)
ECT (i, j) = εg − J′(i, j) (3.12)
ETT ≈ 2E(T ) = 2(εg − J). (3.13)
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we point out that very recently Zeng et al. [137] have shown that this is not accurate for certain
molecular geometries). We have neglected the intermolecular exchange integral due to the small-
ness of the differential overlap. We adopt the Bethe-Salpeter viewpoint to configuration-interaction
excitations, such that K is an unscreened exchange integral, whereas J and J′ are screened direct
integrals [54]. With this convention, K approximately satisfies the experimental, single-molecule
singlet-triplet exchange splitting, 2K ≈ E(S 1)− E(T1) which we take to be 1.10 eV [58, 152]. The
unscreened direct interaction for a gas-phase molecule would be J ≈ Eg − E(T1) ≈ 4 eV, however
it is reduced in the crystal by approximately a factor of 3 due to screening, and we use J = 1.45
eV. The value of J′, which sets the CT state energies, depends on the specific dimer-pair, and is ac-
cordingly larger for nearer neighbors (stronger electron-hole interaction). Our employed CT state
energies are in good agreement with those obtained experimentally by Sebastien et al. [131] and
theoretically by Yamagata et al. [125] The values for all parameters used throughout this work are
collected in Tab. 3.1.
The ultimate validation of these parameters lies in the theoretically predicted absorption spec-
trum which includes all the effects of state-mixing and spatial delocalization. We turn to this
topic next. In all results presented henceforth, we have performed calculations on finite clusters of
N = 10, 27, and 52 molecules (roughly 3×3, 5×5, and 7×7 respectively) until converged. Without
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εg J E(T1) 2K E(FE)
Monomer 2.35 1.45 0.90 1.10 2.0
[a b] J′ E(CT ) tHH tLL tHL tLH
[1 0] 0.10 2.25 26 -24 -26 26
[1/2 1/2] 0.30 2.05 -44 46 38 -43
[−1/2 1/2] 0.35 2.00 68 -44 38 -47
Table 3.1: Electronic structure values (all in eV, except ti j in meV) for the pentacene crystal for monomers
(top) and for the three nearest-neighbor dimer types (bottom). All values should be understood to be in the
crystal environment, not the gas phase.
the Hilbert space truncation described above (i.e. nearest-neighbor CT and TT pairs only), these
clusters would have 145, 1080, and 4030 electronic states. With such truncation, these clusters
have 67, 213, and 439 electronic states, which still provides significant computational demands in
light of the scaling of density matrix dynamics described above.
3.3 Results
3.3.1 Linear absorption spectroscopy
A crucially important metric in assessing the accuracy of the employed electronic structure model
is the calculated linear absorption signal. Furthermore, because of the anisotropy of the pentacene
herringbone lattice, polarized absorption spectroscopy permits access to more detailed structural






|e · µα|2D(Eα − ~ω) (3.18)
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where D(E) is a lineshape function (taken to be Gaussian with a broadening of 0.04 eV), e is the
optical polarization vector, and




is the transition dipole moment to the adiabatic excited state α. Note that we assume that the
localized Frenkel exciton states carry all the oscillator strength, and thus the optical brightness
of a given adiabatic excited state is dependent on the degree of Frenkel exciton character. The
absorption (or extinction) coefficient α(ω) is related to the dielectric function via α(ω) ∝ ωε2(ω),
where the index of refraction is assumed constant over the energy range of interest.
To assess our electronic structure model, we seek to compare to experimental measurements
whenever possible. Unfortunately, experimental polarization-resolved absorption spectra for pen-
tacene are in fact quite varied. This may in part be due to variations in methodology necessitated
by crystal anisotropy, which include reflectivity [153], generalized ellipsometry [154], and electron
energy-loss spectroscopy [153, 155, 156]. Spectra for the a-polarized absorption are more uniform,
and in Fig. 3.2(a) we compare to the ellipsometry spectrum from Ref. [154]. The total absorption
spectrum, i.e. the average of the a + b components, can be obtained from polycrystalline samples.
In Fig. 3.2(b), we compare to low temperature (4 K) absorption spectra of such a polycrystalline
film presented in Ref. [138]. The agreement for all observed peaks can be seen to be quite good,
giving credence to our employed electronic structure model. In Ref. [156], it was remarked that
the structure in pentacene’s a-polarized spectrum does not appear to originate from a vibronic pro-
gression, in contrast to that of tetracene and smaller acenes. This observation is consistent with
our calculation, which neglects explicit phonon coupling in the absorption spectra. Such behavior
can be understood in terms of the reduced exciton-phonon coupling in larger molecules, combined
with an increased CT-mixing that accounts for the additional peaks (discussed further below).
Importantly, such polarization-resolved spectra offer access to the Davydov shift, i.e. the signed
difference between the first peaks of the b- and a-polarized spectra. Our calculations yield a Davy-
dov shift of 0.16 eV, in good agreement with various experimental values (0.13 eV [157, 158, 138],
0.14 eV [159], and 0.15 eV [154]) and theoretical values (0.13 eV [148, 125, 143] and 0.20
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Figure 3.2: Comparison between theoretically predicted and experimental absorption spectra of crystalline
pentacene. Panel (a) shows the theoretical spectrum for both a and b polarization, compared to the ex-
perimental a-polarized spectrum from Ref. [154]. Panel (b) compares the theoretical averaged spectrum
with that of a polycrystalline sample given in Ref. [138], where we have converted absorption data via
ε2(ω) ∝ α(ω)/ω. All spectra are normalized to the peak value of the lowest-lying transition. The Davydov
shift is given by the energy separation of the first two peaks in panel (b), as emphasized by the vertical
dashed lines.
eV [160]). Yamagata et al. have identified an important trend in their theoretical study of acene
spectroscopy: an increasing (positive) Davydov shift is correlated with an increasing degree of
CT character physically mixed into the low-lying bright S 1 exciton. Indeed, in our calculations on
sufficiently large clusters of pentacene molecules, we find that the lowest-lying, bright singlet state
comprises roughly 50% FE and 50% CT character. These observations are consistent with the CT
exciton characteristics inferred from solid-state GW+BSE calculations on periodic pentacene crys-
tals [148, 160, 144], but inconsistent with recent quantum chemical TD-DFT calculations on finite
pentacene clusters embedded in a polarizable environment [28]. Given the important prospective
role of CT states in facilitating rapid singlet fission, we now turn to an analysis of CT character,
seeking to unify the theoretical results put forth to date.
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(b)(a)
Figure 3.3: Two finite molecular clusters considered for an evaluation of the static dipole moment as a
measurement of CT character. The cluster shown in (a) was the one used in Ref. [28], however only the
cluster in (b) preserves the inversion symmetry of the crystal. Calculated ab initio dipoles moments of the
excited states are given in Tab. 3.2.
3.3.2 Characterizing charge-transfer character
Because of the localized basis employed in our electronic structure model, we can definitively
quantify the degree of CT character (∼50%) in our adiabatic excited states (and likewise in the
work of Yamagata et al. [125] and Beljonne et al. [143]). However, in ab initio approaches that
work directly in the adiabatic basis, such as TD-DFT or GW+BSE, no such decomposition is
possible. Thus, to put our work in perspective, we will consider more generic quantities which are
in principle available to all levels of theory. Specifically, we will consider three possible metrics
for characterizing CT character: the static dipole moment of an excited state, natural transition
orbitals (NTOs), and exciton correlation functions.
Let us first briefly consider the static dipole moment, as was used in Ref. [28] to argue against
CT character in low-lying excited states of tetracene and pentacene. Specifically the authors of
that work found a small dipole moment for low-lying excited states but a larger dipole moment
for high-lying excited states, and from this concluded that low-lying states were of Frenkel type
and only high-lying states had significant CT character. Although such an analysis is useful in
asymmetric small molecules (such as metal-to-ligand charge transfer [161]), for symmetric sys-
tems (like periodic crystals) there can be no net charge-transfer in any direction, as this would
break symmetry. We believe the non-zero dipole moments of Ref. [28] are only due to the use of a
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S 0 S 1 S 2 S 3 S 4 S 5
4-molecule cluster 0.0 0.5 3.6 16.5 23.0 15.7
7-molecule cluster 0.0 0.0 0.0 0.0 0.0 0.0
Table 3.2: Total static dipole moments (in Debye) of the ground state and first five excited states for the 4-
and 7-molecule clusters shown in Fig. 3.3.
finite cluster which breaks the inversion symmetry inherent in the crystal. This concern has been
raised in a number of other recent works [144, 145]. To demonstrate this assertion, we performed
ab initio HF+CIS calculations with a modest 6-31G(d) basis set on two different molecular clusters
of pentacene (calculations were carried out at the experimental geometry with the GAMESS(US)
software package [123]). The first is the four-molecule cluster considered in Ref. [28] and the
second is a seven-molecule cluster which restores inversion symmetry, as shown in Fig. 3.3. The
dipole moments of the first five excited states for each cluster are given in Tab. 3.2. Clearly, the
four-molecule cluster exhibits large and increasing dipole moments which are completely absent
in the inversion-symmetric seven-molecule cluster. We therefore conclude that a dipole-moment
based analysis fails to report on CT character in solid-state materials, and turn now to the other
two common metrics: NTO analysis and exciton correlation functions.
The NTO analysis [162] is common in quantum chemistry and was employed in Ref. [28] as
a second means of characterizing CT character for singlet fission materials. Exciton (electron-
hole) correlation functions are more common in the solid-state GW+BSE community for such
characterization [54]. Here we unify these two viewpoints in terms of the transition density matrix,
relevant for any single-excitation theory (HF+CIS, TD-DFT, GW+BSE).
Consider the lowest lying bright excited state, S 1. Within a single-excitation theory, and em-
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density matrix Tmn = 〈GS |Êmn|S 1〉 is M ×M and reflects the weight of excitation from the HOMO
of molecule m to the LUMO of molecule n. In other words, the diagonal of the matrix corresponds
to Frenkel excitations and the off-diagonal to CT excitations. Such an interpretation is not so
straightforward in the basis of delocalized ground-state (HF-like) orbitals.
Calculating NTOs first requires rotating the transition density matrix from the localized basis












and likewise for the HOMOs.
The NTOs then result from a singular-value decomposition UT′V† = Λ. The matrix U defines
a transformation of the occupied orbitals into a set of NTOs representing the hole, and likewise
V defines a transformation of the unoccupied orbitals into a set of NTOs representing the excited
electron. The pair of electron and hole NTOs corresponding to the largest element of the diagonal















v,σ and aH,n,σ =
∑
o Unoco,σ.
Turning now to the use of exciton correlation functions, we consider the wavefunction of an
electron-hole excitation in real space,







where v and c denote valence and conduction bands; the latter equality is to emphasize that (unlike
NTOs), the exciton wavefunction is independent of the choice of reference. This two-particle
wavefunction is six-dimensional but can be visualized in three dimensions by fixing (for example)
the hole near molecule A and plotting the electron density, |χS 1(re; rh = RA)|2, where




and we have utilized the locality of the MOs. In this way, one correlates the locations of the
particle pair. Importantly, if the exciton is completely of Frenkel type, then the transition density
matrix is completely diagonal (in the localized basis), TAn = TAAδAn, and
χS 1(re; rh = RA) ≈ TAAHA(RA)LA(re) ∝ LA(re). (3.24)
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Thus the electron density, for a hole fixed near one molecule, will be simply proportional to the
(squared) LUMO orbital on the same molecule. In contrast, if the exciton is completely of the CT
type, then the transition density matrix is entirely off-diagonal, TAn = TAn(1 − δAn), and




In this case, the electron density will be proportional to the sum of the squared LUMO orbitals on
neighboring molecules. Again, although this interpretation is made most apparent in the localized
basis, the exciton wavefunction and thus the analysis, is completely independent of basis.
In Fig. 3.4, for the same excited state, we compare the dominant electron and hole NTOs
(panels (a) and (b)) with the electron and hole correlation functions, for fixed hole and electron
respectively (panels (c) and (d)). We find that the NTOs are extended over the entire system, and
so for clarity we only plot the components on a central seven-molecule cluster. For the exciton
correlation functions, these seven molecules are sufficient because in our model, CT excitations
are restricted to nearest-neighbors only. As a reminder, the excited state under consideration has
a 50%/50% mix of FE and CT components. Looking first at the NTOs, we see that they are both
completely delocalized over the entire cluster, and show no electron-hole correlation. However, in
contrast to the claims of Ref. [28], this has no implication for CT character. Such a result is espe-
cially apparent here because we know the exciton wavefunction being analyzed has significant CT
character, due to our use of a localized basis. We are forced to conclude again that NTO analysis,
although useful for asymmetric molecules and excitations with a net transfer of charge [162], is not
useful for inversion symmetric or periodic systems, just as we found for the static dipole moment
above.
On the contrary, if we look at the exciton correlation functions in Fig. 3.4(c) and (d), we clearly
see evidence of both FE and CT character. As explicated above, the electron density on the same
molecule as the (fixed) hole reports on FE components, whereas the electron density on neighbor-
ing molecules signals significant CT mixing (and vice versa for the hole density for fixed electron).
In particular, we find significant CT excitations along the [−1/2 1/2] direction, which can be traced
back to the low energy of these states and the strong coupling in this direction (see Tab. 3.1). These
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Figure 3.4: Panels (a) and (b) depict, for the lowest-lying bright excited singlet state, the dominant natural
transition orbitals of the electron and hole, respectively, projected onto a central cluster for clarity (these
orbitals in reality extend over the entire system). The positive and negative phases of the orbitals are colored
purple and orange respectively. Despite the apparent spatial overlap, the excitation still has significant CT
character. Panels (c) and (d) depict, for the same state, the electron and hole density for a fixed hole and
electron position, respectively, where red is the electron density and blue is the hole density. The fixed
hole and electron, depicted by the blue and red spheres, are located near the central molecule. Density on
neighboring molecules unambiguously demonstrates significant CT character.
latter points are also reflected in the anisotropic mobility tensor of acene crystals [126].
This behavior is qualitatively similar, although quantitatively different, than that observed in
analogous plots obtained via early GW+BSE [148] calculations, where essentially all electron
density is on neighboring molecules, indicating a nearly pure CT exciton. However, our results
appear to be similar to more recent calculations at the same level of theory [163, 160]. To the
extent that the transition dipole moment is purely intramolecular, i.e. 〈Hm|r|Ln〉 = δmnµFE, the
brightness of a singlet excited state is proportional to its FE character (as mentioned in Sec. 3.2).
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Thus a pure CT exciton would be nearly dark spectroscopically, and so differences in the spatial
exciton wavefunction may originate from different choices of the analyzed excited state, i.e. per-
haps GW+BSE predicts low-lying, dark CT excitons, while the bright excitons necessarily have
more FE character. For these reasons, we believe our analysis shown in Fig. 3.4 is generic for the
lowest-lying bright exciton, independent of methodology.
As an aside, we would like to address some occasional confusion in the literature regarding
the “size” of an exciton. In the absence of exciton-phonon coupling and crystal defects, there is
no symmetry-breaking mechanism such that the crystal momentum is a good quantum number.
Therefore, in terms of the center-of-mass degree of freedom, the exciton is delocalized over the
entire system. This behavior is reflected in the NTO analysis presented in Fig. 3.4(a) and (b), as the
electron and hole NTOs are completely delocalized (as observed in Ref. [28]). More generally, the
exciton’s center-of-mass degree of freedom will exhibit localization dictated by any experimental
or computational boundaries. In periodic systems, a more meaningful quantity is the exciton radius
associated with the exciton’s relative degree of freedom. Such an average electron-hole separation
is the variable used in Wannier-like models of excitons, wherein the electron (or hole) is fixed at
the origin giving rise to hydrogenic wavefunctions and energy relations. This symmetry-breaking
imposed by fixing one of the two particles is exactly the same as that employed in the correlation
function analysis presented in Fig. 3.4(c) and (d). Sharifzadeh et al. have developed a variety of
other useful metrics for assessing CT character, and similarly conclude that low-lying excitons in
pentacene exhibit significant CT character, with average electron-hole separations greater than 6
Å [144].
Let us conclude this section by emphasizing that, in light of the provisos explained above,
the electronic structure calculations of Ref. [28] are in no way inconsistent with significant CT
character in the low-lying excited states of tetracene and pentacene. We therefore anticipate that
when analyzed carefully and consistently, most electronic structure calculations in the literature
(semiempirical, TDDFT, or GW+BSE) would be in qualitative agreement concerning the role of
CT mixing into low-lying, bright singlet states of larger oligoacenes. With this apparent discrep-
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ancy resolved, and having found strong evidence for significant CT character in these excited
states, let us turn to the dynamical implications for the subsequent singlet fission.
3.3.3 Singlet fission dynamics
As an idealized initial condition, we first consider an excitation to the single lowest-lying, bright
adiabatic eigenstate. Although an electronic eigenstate, this initial condition is non-stationary
with respect to the nuclei (alternatively, it is a superposition in the localized, diabatic basis) and
thus the relaxation dynamics will proceed towards thermalization. The results of our Redfield
master equation dynamics are shown in Fig. 3.5(a); specifically we plot the summed population
of all single excitations (FE+CT) and the summed population of all TT excitations. Furthermore,
we decompose the single excitons into their FE and CT components; as described above, the
initial condition is roughly 50%/50% in its FE/CT composition. As the dynamics proceed, the
adiabatic S 1 state is depleted and the TT state is populated with a time constant of 270 fs, in
qualitatively good agreement with the experimental value of 80–110 fs [19, 20, 138], especially
given the complexity of the process. We have verified that minor changes to the electronic structure
or phonon spectral density could easily account for this difference. It will be interesting to see
whether future improvements in the calculation of these input parameters can yield rates with
quantitative accuracy.
With regards to the underlying mechanism, we emphasize that because the initial condition
already contains a significant degree of CT character, the low-energy TT states can be rapidly
accessed via localized one-electron transfer events throughout the crystal, as was also suggested
in Ref. [143]. We emphasize again that in spite of the similarity in timescales, the mechanisms
for CT-mediated singlet fission in dimers (presented in Chapter 2) and crystals (presented here)
are qualitatively different. Nonetheless, we again find dynamics which appear “direct” in the one-
step, kinetic sense. One must simply be careful in recognizing that the low-energy states accessed
by photoexcitation are not of the pure FE type (although see next paragraph) and so concerns
regarding two-electron transfer processes are unnecessary (at least for crystalline materials with
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Figure 3.5: Singlet fission population dynamics for all single excitations (thick black line), TT excitations
(thinner red line), FE excitations (dashed blue line), and CT excitations (dot-dashed green line). Note that
the singles population is simply the sum of the FE and CT populations. Panel (a) is for an initial condition
which populates only a single, low-lying bright adiabatic state (near 1.8 eV), panel (b) is for an impulsive
(wide band) spectroscopic preparation which generates a coherent superposition of all molecular Frenkel
excitations, and panel (c) is for an incoherent initial condition where all adiabatic states are populated pro-
portional to their oscillator strength.
sufficient CT character in their low-lying excited states).

















where we again assume, as in Eq. (3.19), that the localized Frenkel-exciton basis states carry all
of the oscillator strength. Additionally, α is an eigenstate of the electronic Hamiltonian (i.e. an
adiabatic excited state at the ground-state geometry), µα = 〈0|µ̂|α〉 is the transition dipole moment
(vector) from the ground state to the excited state α, and E(t) is the polarized time-dependent
electric field. Henceforth we consider a-polarized fields, i.e. E(t) = E(t)x̂. In the impulsive limit,
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Therefore strictly speaking, in the approximate limit where diabatic CT states are completely dark
and FE states are bright, an impulsive excitation only populates the FE states. However, due to
the non-zero coupling to CT states, this coherent initial condition very quickly evolves (on a fem-
tosecond timescale) into a mixture of FE+CT states, which ultimately populate the TT state. This
behavior is shown in Fig. 3.5(b). The laser pulse width required to resolve the observed coherent
beating would be incredibly short. A simpler initial condition which accounts for a finite pulse
width can be obtained by rotating the above reduced density matrix into the adiabatic (exciton)




∣∣∣µα,xA∣∣∣2 , ρα,β(0) = 0. (3.28)
The results of such preparation are shown in Fig. 3.5(c), which can be seen to accurately capture
the behavior of Fig. 3.5(b), while averaging over the high-frequency coherence. In this scenario,
the exciting pump pulse essentially has an infinite spectral bandwidth, populating all excited states
in proportion to their oscillator strength, and thus giving a large non-zero CT component at time
zero. For simplicity, in the above two results, we have chosen A to give the initial RDM unity trace.
Although the short time, transient dynamics of the individual FE and CT populations are
slightly different when comparing Figs. 3.5(a) and 3.5(c) (in fact, the latter initial condition has
more CT character), it is clear that the overall dynamics are qualitatively unchanged. Quantita-
tively, the latter initial condition does exhibit slightly faster singlet fission, with a time constant of
250 fs.
The results shown here demonstrate that for reasonable initial conditions, the CT character of
low-lying states facilitates ultrafast fission dynamics. The presented study also suggests an inter-
esting endeavor towards engineering initial conditions (either structurally or spectroscopically) to
maximize singlet fission rates. Another topic of concern related to spectroscopic preparation in-
volves the vibrational degrees of freedom. In particular, if vibrational relaxation in the excited
state manifold out-competes singlet fission, then the new “initial condition” is equilibrated in
the S 1 state. Such relaxation can set up a reorganization energy barrier for subsequent fission,
thereby inhibiting the process. Such behavior likely cannot be accounted for using weak-coupling
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Redfield-like perturbation theory, however the modified Redfield theory [164, 165] for adiabatic
state populations could be readily applied in this regime.
3.4 Conclusions
In conclusion, we have extended the treatment of exciton fission presented in Chapters 1 and 2 to
the crystalline case focusing on pentacene as a concrete example. Our theory combines elements
of electronic structure theory with a full treatment of the quantum dynamics that result from the
coupling of the electronic degrees of freedom to lattice vibrations. A complete discussion of the
role of the CT character in the excited states that mediate the fission process has been presented.
While some adjustment of parameters constrained by experimental data has been employed (as is
standard in excited state electronic structure calculations of large systems [28]), various non-trivial
predictions and features emerge from our theoretical approach with no further alterations that lend
strong support to the correctness of the framework presented in Chapters 1, 2, and the present
chapter. These successful predictions include the non-adiabatic to adiabatic crossover predicted
in Chapter 2 and discussed above, the magnitude and direction of the Davydov shift, the full
polarization-dependence of the absorption spectrum, and the absolute rate of fission in crystalline
pentacene. Finally, using the framework presented here, we have also calculated the absorption line
shape properties and fission rate in the more challenging case of hexacene, and have confirmed that
the calculated properties are in striking agreement with experiment in this case as well [146].
The ability to treat fission in systems of this size allows us to distinguish the mechanistic fea-
tures that arise in dimers or in small aggregates from those uniquely associated with bulk systems.
Combined with our dimer study in Chapter 2, we are thus able to make rather general qualitative
and quantitative statements about the earliest steps of singlet fission in both finite and periodic
systems. While we have used pentacene as a paradigmatic example, the generality of our approach
has ramification for the understanding of singlet fission in a wide range of organic materials. Given
these successes, we are now in position to use the theoretical apparatus presented in Chapters 1, 2,
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and this chapter to explore the possibilities of more exotic fission phenomena such as the potential
conversion of the S1 state into more than two triplet excitons, as well as realistic “inverse design”
and optimization of new fissionable materials.
3.A Appendix
3.A.1 On the use of diabatic states in singlet fission
The theoretical framework employed in Chapters 1, 2, and in this chapter makes use of a physically
motivated, real-space tight-binding basis to define electronic configurations and their coupling to
vibrational modes of the lattice. The true eigenstates of the electronic Hamiltonian are found
via diagonalization. While not defined via a formal diabatization procedure, this basis may be
considered an approximate diabatic basis. Such an approach lies at the heart of nearly all successful
theories of dynamical processes in condensed phases [166, 167, 40], including the description
of charge [110, 83, 63], energy [84, 85, 63], and spin transport [168]. In addition, the diabatic
approach underlies essentially all successful predictions made in the field of singlet fission, as
described in Sec. 3.1 and 3.4 of the present chapter. Given these facts, the concerns raised in the
recent paper by Feng et al. [135], that the diabatic picture cannot not be employed to study singlet
fission, are rather surprising and deserve attention.
One of the points raised in Ref. [135] is based on a configuration analysis of the states relevant
to singlet fission. The authors find that the initial and final states in the fission process are mixed
with states of charge-transfer character, which is in agreement with previous work [32, 133, 143],
as well as that presented here and in Chapter 2. More specifically, the authors find that the adiabatic
S 1 state is composed of configurations largely of FE and CT character (∼ 80% of total) while
the singlet TT state is overwhelmingly composed of configurations of TT and CT character (>
90%). However, the authors consider this a failure of the diabatic picture because the lowest-energy
diabatic configurations do not sum to 100%. However, this result is not unique to the diabatic
approach and simply reflects a (marginally) incomplete basis. Such behavior is to be expected
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in the development of physically insightful, low-energy Hamiltonians, but it is straightforward to
include additional, higher-energy diabatic configurations (in the active-space sense). However,
this is not necessary here because the remaining small percentage of configurations would yield a
negligible change in the dynamics. Consider the “correct” adiabatic S 1 state, |S 1〉 = α|S
(0)
1 〉 + (1 −
α)|X〉, where |S (0)1 〉 is an approximate adiabatic state, and |X〉 schematically describes all additional
states that are not captured by a FE/CT diabatic framework. In terms of the rate, this missing
weight will enter as (at least) the square, such that the importance of the neglected configurations
is roughly (1 − α)2/α2 ∼ 0.01 for α = 0.9 (α2 ≈ 0.8), i.e. two orders of magnitude smaller.
A second argument is presented in Ref. [135] that more directly concerns the diabatic approach
and considers the correct dynamics at particular high-symmetry dimer configurations. Specifically,
the authors consider a cofacial (D2h) geometry for acene dimers. While this configuration has no
relevance for fission in the crystalline acenes [169, 170], it provides an instructive example of the
subtleties that arise when considering state transitions in the diabatic and adiabatic bases. To be
concrete, consider a simple 2 × 2 Hamiltonian in a diabatic basis,
H = T (Pz, PR) +
 E1 V(z,R)V(z,R) E2
 , (3.29)
where T is the nuclear kinetic energy operator, Ei are the diabatic energies of the two states (as-
sumed for simplicity to be independent of nuclear configuration), and V(z,R) is the diabatic cou-
pling between the states. We take the z-axis to be perpendicular to the plane of the dimers and
the magnitude of z to denote the distance between the molecules, while R schematically denotes
coordinates perpendicular to the z axis. Thus when R = 0, z is the “D2h-scan” coordinate of
Ref. [135]. If the diabatic basis is chosen to be the “crude adiabatic” basis (defined so as to coin-
cide with the adiabatic basis at the high-symmetry point R = 0), then clearly both V(z,R = 0) and
∂V(z,R = 0)/∂z are identically zero, as pointed out in Ref. [135].
We first calculate the non-adiabatic coupling (NAC) along the z-axis (R = 0),
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where x is a nuclear coordinate which can be taken separately as either z or R and |ψ±〉 are the
adiabatic eigenstates of the Hamiltonian, Eq. (3.29). Because of the symmetry described above,
it is clear that Az+,− = 0, whereas it is straightforward to show that AR+,− = φ(z)/(E1 − E2), where
φ(z) ≡ ∂V(z,R)/∂R|R=0. While V(z,R = 0) is zero, clearly φ(z) is not, however φ(z) will rapidly
decay with increasing z.
Physically, the above analysis shows that transitions in the adiabatic picture cannot occur if
nuclear motion is constrained to occur along the “D2h-scan” direction, but is facilitated by nuclear
motion transverse to z along the R directions. Further, because φ(z) is a decreasing function of
z, the probability of transition decreases for increasing molecular separation. We now show that
the same physical picture emerges in the diabatic basis. This may seem surprising, because along
the z axis (R = 0) the mixing between diabatic states V(z,R) is identically zero. However V(z,R)
varies as a function of R as well. In the diabatic picture the facilitator of transitions is the vibronic
coupling, found by expansion of V(z,R). To lowest order, V(z,R) ≈ φ(z)R, which is closely related
to the linear vibronic coupling model frequently employed in the simulation of non-adiabatic pro-
cesses [171, 172]. If we assume for simplicity that z in a non-dynamical parameter (i.e. z is fixed),







where 〈R(t)R(0)〉 is the time correlation function of transverse nuclear fluctuations. Despite the
difference in precise meaning of electronic transitions in the two bases, the same gross features
emerge: (1) a rate for transitions that is zero if nuclear motion is constrained to proceed only
along z, (2) a finite rate facilitated by transverse nuclear motion, and (3) a rate that decreases
as z increases. With regards to Ref. [135], we emphasize that V(z,R = 0) = 0 does not imply
φ(z) = ∂V(z,R)/∂R|R=0 = 0. In the adiabatic picture this term provides a non-zero NAC, and in the
diabatic picture it defines the strength of the vibronic coupling.
In conclusion, we disagree with the concerns raised by Feng et al. [135] regarding the util-
ity of the diabatic basis for singlet fission. Indeed, several studies have very recently appeared,
using electronic structure methodologies similar to that employed by Feng et al., that have con-
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structed a diabatic basis starting from numerically determined adiabatic wave functions and have
successfully computed fission-related properties [136, 137]. Furthermore, a restricted active-space
product wavefunction ansatz has very recently been employed by Parker et al. to directly construct
high-accuracy diabatic states for singlet fission in dimers [174]. These converged calculations have
employed the largest active-space to date and have quantitatively confirmed the validity of a dia-
batic approach to the electronic structure aspect of the problem. The physically-motivated diabatic
approach described in Chapters 1, 2, and in this work is in semi-quantitative agreement with all of
these studies with respect to the description of the electronic structure.
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Chapter 4
Crystalline hexacene and multiphonon
singlet exciton fission 1
4.1 Introduction
The current understanding of singlet fission (SF) suggests that the efficiency (i.e. singlet to triplet
conversion ratio) and the rate of the SF process is governed mainly by two parameters: the energy
difference between the excited singlet (S1) and the multi-exciton triplet pair (TT) states, ∆ESF =
2E(T1) − E(S1) (where 2E(T1) ≈ E(TT)), and the electronic coupling between these states, VSF =
〈S1|H|TT〉 (H is the electronic Hamiltonian). It is generally accepted that SF is most efficient
in systems for which the process is exothermic (∆ESF < 0) and the electronic coupling is large.
The magnitude of the electronic coupling is strongly dependent on the intermolecular distance and
orientation, as well as the microscopic mechanism by which SF takes place. While there is an
ongoing debate regarding the relative importance of different mechanisms, it is currently accepted
that molecular systems with excited states that have strong charge-transfer (CT) character exhibit
strong coupling between the low-lying excited singlet and triplet pair states [32, 133, 49, 97, 134,
143, 142].
1Based on work published in J. Am. Chem. Soc., 136, 10654 (2014). Copyright 2014, American Chemical Society.
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The elucidation of generic mechanistic features of SF has been hindered by the lack of mate-
rials which exhibit the phenomenon. The linear acenes, especially tetracene and pentacene, have
received the most attention. These are perhaps the best understood SF systems, and they have
proven to be some of the fastest and most efficient SF materials. With respect to energetics and
considerations of electronic coupling, pentacene in particular satisfies the two key conditions for
SF discussed above: the process is slightly exothermic (−∆ESF ≈ 110–170 meV [15, 19]) and
the electronic coupling is reasonably large (VSF ≈ 10–50 meV [97, 136, 142]). The strong elec-
tronic coupling has been linked to the large CT character of the S1 state, which manifests as a large
Davydov splitting (130 meV) seen in polarization-resolved absorption spectra [125, 143, 160, 175].
These metrics have helped rationalize the extremely fast SF timescale in pentacene (k−1SF ≈ 80–110
fs [176, 20, 19, 138]). Such a short timescale allows SF to out-compete other relaxation channels,
leading to a high thermodynamic yield for the overall SF process. These properties of pentacene
provide strong impetus for a systematic study of the larger acenes such as hexacene, for which the
magnitudes of ∆ESF and VSF are expected to be even larger, in order to gain further insight into
both fundamental and potentially practical aspects of SF.
Until recently, the photophysics of acenes larger than pentacene have been unobtainable, due to
a lack of synthesis and preparation methods. In this work, we adopt a recently developed synthetic
technique for producing high-quality, pure hexacene films and crystals [177] to experimentally
study how aspects of the electronic structure influence SF rates in acene crystals. We report here
the first experimental determination of the SF dynamics in hexacene which, together with tetracene
and pentacene, allows for a systematic study of the influence of electronic properties on the SF rate.
A unique feature of hexacene is that the measured E(S1) is nearly three times the expected
E(T1). Singlet fission in the regime where there exists both large exothermicity and large elec-
tronic coupling has not been previously explored. This allows for the possibility of two competing
relaxation processes: SF into three triplets (S1 → 3 × T1) or SF into two triplets accompanied
by the emission of high energy phonons (S1 → 2 × T1 + phonons). In order to understand the
relative contributions of these two mechanisms, we characterize the static and dynamical optical
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absorption properties and combine our findings with a detailed theoretical analysis of the relevant
electronic couplings and rates. Our analysis strongly suggests that the (S1 → 2 × T1 + phonons)
SF mechanism predominates. We find a SF timescale of 530 fs, which is significantly faster than
tetracene (10–100 ps [17, 33, 139]), but slower than pentacene (80–110 fs [176, 20, 19, 138]).
4.2 Results and Discussion
We begin by investigating the linear optical transitions of crystalline and polycrystalline hexac-
ene, which will ultimately determine the thermodynamic driving forces for SF. Clearly, the energy
difference between S1 and the multi-exciton TT states will depend sensitively on the molecular
environment, given that molecular interactions, screening, and polarization effects can dramati-
cally alter the electronic structure. In Fig. 4.1(a), we compare the room temperature transmission
spectra of single crystal hexacene, polycrystalline film, and the solution-phase single molecule
(reproduced from Ref. [178]). As expected, there is a strong solution-to-crystal redshift, yielding
a decrease in E(S1) from 1.82 eV in solution to 1.48 eV in polycrystalline films and to 1.46 eV
in the single crystal. While the molecular spectrum in solution exhibits the typical acene vibronic
progression, the structure of the crystalline spectra is significantly different, and quite similar to
pentacene crystals, suggesting that the higher lying peaks can be interpreted as various mixtures
of Frenkel and CT exciton components [125, 143, 175, 156]. We also note that E(S1) for pure
hexacene is about 200 meV less than previously reported values for a substituted hexacene deriva-
tive [140], which we interpret as the result of greater intermolecular coupling in the absence of
steric effects from functional groups.
An experimental determination of ∆ESF in the crystal would also require measuring E(T1).
However, while the energy of the dipole-allowed singlet state for hexacene is readily determined
with absorption measurements, the energy of the dipole-forbidden triplet state is much more dif-
ficult to measure precisely. In the smaller acenes (anthracene, tetracene, and pentacene), the
crystal-phase triplet energy is rather uniformly 30–50 meV below that of the single-molecule
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Figure 4.1: (a) Unpolarized transmission spectra of single crystal, polycrystalline, and solution-phase
(single-molecule) hexacene (reproduced with permission from Ref. [178]). (b) Reflection spectra of the
single crystal with polarization parallel to the a, a + b, and b crystallographic directions, demonstrating the
Davydov splitting of 160 meV. (c) Hexacene crystal structure and lattice vectors referenced in (b).
triplet [179, 117, 180]. In hexacene, the single-molecule triplet energy is 540 meV [178], sug-
gesting that the crystal phase triplet energy is very close to 500 meV. Taken together, this suggests
that the energy needed for the formation of two triplets is 1.0 eV and for three triplets is 1.5 eV.
When compared to the singlet energies measured here, we find that SF to generate two triplets is
strongly exothermic (∆E(2)SF ≈ −500 meV) and SF to generate three triplets is slightly endothermic
(∆E(3)SF ≈ 100 meV). Nevertheless, it is important to note that we have neglected entropic contribu-
tions to the driving force as well as the possibility of a large triplet-triplet binding energy. As an
example, SF in tetracene is slightly endothermic yet it is still efficient [33, 139], albeit dramatically
slower than in the exothermic case of pentacene.
Next, we investigate the intermolecular electronic coupling in hexacene single crystals. Like
the shorter members of the linear acene family, hexacene molecules arrange in a triclinic crystal
structure with a herringbone motif (Fig. 4.1(c)) [177]. The presence of two translationally inequiv-
alent molecules in the unit cell gives rise to a Davydov splitting (DS) of the exciton levels [125].
Importantly, a positive correlation between the magnitude of the DS and the degree of CT character
in the low-lying excited states has recently been established in the family of acene crystals [125].
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The magnitude of the Davydov splitting can frequently be inferred from the splitting of the first two
peaks in the unpolarized absorption, and the data presented in Fig. 4.1(a) suggest a DS of about
160 meV. To more conclusively identify these peaks as Davydov doublets, we have performed
polarization-resolved reflection spectroscopy measurements. Fig. 4.1(b) presents measured spec-
tra on a high-quality single crystal of hexacene. The intensities of the first two peaks at 1.44 and
1.60 eV (slightly shifted in reflection when compared to transmission) strongly depend on the an-
gle of the linearly polarized light. The effect of polarization angle is opposite for the two peaks:
along the a crystallographic direction (see Fig. 4.1(c)) the 1.44 eV peak reaches its maximum in-
tensity while the 1.60 eV peak is eliminated and vice versa along the b crystallographic direction.
This behavior confirms that the two peaks are a Davydov doublet with a DS of 160 meV. This
value is indeed larger than the values reported for tetracene (∼80 meV [181, 139]) and pentacene
(∼130 meV [158, 138]), suggesting that the degree of CT character in hexacene is very large. As
discussed above, the electronic coupling VSF which mediates conventional SF is therefore expected
to be quite large [133, 97, 143, 175].
Such large CT character also has interesting implications for V (3)SF = 〈S1|H|TTT〉, the electronic
coupling which mediates the (S1 → 3×T1) process. Using a simple model consisting of six valence
electrons on three neighboring molecules, one can consider Frenkel excitations, |S1S0S0〉, and CT
excitations, |CAS0〉, where C and A denote cationic and anionic configurations on each molecule.
One can show that 〈S1S0S0|H|TTT〉 = 0, i.e. pure Frenkel excitons do not couple (to lowest-order)
to a three-triplet multiexciton state (see App. 4.A.1). However, when the low-lying adiabatic states
have CT character, i.e. |S1〉 ∼ α|S1S0S0〉 + β|CAS0〉, then the CT component provides a first-order
two-electron coupling and a second-order mediated coupling. This result is analogous to the usual
case where Frenkel excitons couple to a two-triplet state via a two-electron integral whereas CT
excitons couple via a larger one-electron integral [15, 133, 49]. Therefore, we have the interesting
result that strong CT character in S1 increases the probability for SF to generate three triplets, just as
has been concluded for SF to generate two triplets [133, 49, 97, 143]. Nevertheless, although non-
zero, these couplings can be inferred to be small due to the interplay of orbitals on three distinct
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Figure 4.2: (a) Transient absorption signal as a function of time and probe energy (probe beam at 45◦),
highlighting the photoinduced absorption features of the singlet (S1) and triplet (T1). (b) Singlet and triplet
photoinduced absorption spectra as extracted from global analysis. The strong negative signal at energies
between 1.4 and 2.0 eV is associated with the ground state bleach; inverted ground state absorption (GSA)
is shown for comparison. (c, top) Kinetic traces at S1 and T1 induced absorption maxima with exponential
fits. (c, bottom) Singlet and triplet population kinetics extracted from global analysis, demonstrating the 530
fs singlet fission timescale. Inset depicts the three-state kinetic model used in global analysis to fit the TA
data.
molecules. This small electronic coupling combined with the likelihood of uphill, endothermic SF
to generate three triplets strongly suggests that the process does not occur in crystalline hexacene,
and we henceforth only consider the conventional mechanism to generate two triplets. The very
fast timescale that we observe (vide infra) confirms this assumption, because it is roughly two
order of magnitude faster than tetracene, the fastest known endothermic system. However, it is
interesting to note that for longer acenes (e.g. heptacene), the (S1 → 3×T1) pathway may become
more competitive due to increased CT character and improved energetic alignment.
We now turn to the investigation of the excited state dynamics to measure the rate of SF
in hexacene. For that purpose, we use broadband femtosecond transient absorption (TA) spec-
troscopy on polycrystalline hexacene films (Fig. 4.2). Hexacene films were excited at 1.49 eV,
which corresponds to the lowest energy electronic transition (Fig. 4.1(a)). Pump-power depen-
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dence measurements were conducted to ensure that the excitation density was sufficiently low, so
as to avoid singlet-singlet exciton annihilation and other non-linear processes. Following excitation
(17.6 µJ/cm2), two distinct induced absorption species are observed in Fig. 4.2(a): a short-lived,
featureless absorption centered at 2.13 eV and long-lived feature showing two peaks at 2.0 eV and
2.2 eV (Fig. 4.2(b)). The first feature is assigned as the singlet exciton (S1), in qualitative agree-
ment with other acene systems [140, 20]. The second feature is assigned to the triplet exciton (T1),
in agreement with unsubstituted hexacene in solution [178] and substituted hexacene films [140].
This T1→Tn absorption band features a progression of peaks with 180 meV spacing that is char-
acteristic of vibronic coupling to the ring-breathing mode in acene systems. We also note that
the magnitude of the triplet induced absorption signal is dependent on the probe-substrate angle
of incidence, due to the combined effects of molecular orientation nearly normal to the substrate
surface and a triplet transition dipole that is oriented along the long axis of the molecule. As a
result, the triplet TA signal is maximized with a large angle of incidence, which is in agreement
with previous observations in pentacene [117]. All displayed TA data were acquired with the probe
beam at 45◦ incidence.
To quantitatively validate the SF reaction scheme, obtain rate constants, and decompose the
TA data into time-independent spectral signatures, the data are analyzed within the framework
of global target analysis [182, 183]. This was performed for the full set of data, which includes
absorption in the near IR and delay times up to 3000 ps. The data are well reproduced with a three-
state model of SF depicted in the inset of Fig. 4.2(c), bottom: excitation from the ground state
creates a singlet exciton, the singlet then undergoes SF to form triplets, and on a longer timescale
the triplets decay to repopulate the ground state. The resultant model provides good kinetic fits and
completely deconvolves the singlet and triplet into their respective time-independent, photoinduced
absorption spectra (Fig. 4.2(b)) and time-dependent population trajectories. In Fig. 4.2(c), we show
the experimental kinetic traces and their fits (top), as well as the extracted population kinetics
(bottom). This analysis yields a SF timescale of k−1SF ≈ 530 fs.
We note that singlet exciton deactivation via competing photoluminescence or intersystem
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crossing is safely neglected in our analysis. Like in solid-state pentacene, these processes are
essentially unobserved in crystalline hexacene due to the rapid SF [176, 15, 20]. Similarly, as
described above, we work at sufficiently low excitation density, ∼ 6.3 × 1018 cm−3, to neglect
singlet-singlet annihilation [184, 17], especially in light of the fast (sub-picosecond) SF rate. We
conclude that effectively all singlet excitons undergo SF, resulting in a triplet quantum yield of
nearly 200%. However, the SF timescale for hexacene (530 fs) is significantly slower than that for
pentacene, despite the increased CT character discussed above.
In order to rationalize the decreased rate of SF in hexacene, and to more broadly place hex-
acene within the family of acenes we have extended the theory developed in Refs. [49] and [97]
to systems with a large exothermicity (for full details, see App. 4.A.2). To understand the re-
quired extension, note that if one only considers linear exciton-phonon coupling (characterized by
a weighted phonon density of states, Γ(ω)) treated at lowest order in perturbation theory, then the
SF rate is given by [97]:
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where λ is the vibrational reorganization energy, ωph is a characteristic phonon frequency, and
N(E) =
[
exp(E/kBT ) − 1
]−1 is the phonon thermal occupancy. Because Γ(ω) peaks at a characteris-
tic vibrational frequency (roughly 1450 cm−1 for C=C stretching) and completely vanishes beyond
a maximum frequency (roughly 3000 cm−1 for C-H stretching), the above expression predicts a rate
which goes to zero for sufficiently large exothermicity, such as found in hexacene (−∆ESF ≈ 500
meV ≈ 4000 cm−1). This phenomenon is sometimes referred to as a phonon bottleneck, and to
capture the non-zero rate of SF in hexacene requires the inclusion of (slower) multiphonon relax-
ation effects [185]. Assuming that nonlinear exciton-phonon coupling terms treated to lowest order
are dominant over linear coupling terms treated to higher order [186], we can derive a rate law (see
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Figure 4.3: (a) Comparison of theoretical and experimental singlet fission rates. Red circles denote the
experimentally measured singlet fission rates for tetracene, pentacene, and hexacene (left to right) with ap-
proximate error bars highlighting the spread of reported values (see text for references). Experimental rates
are compared to the 1-phonon and multiphonon rate theories, for which only the latter is capable of captur-
ing the SF rate of hexacene. (b) The spectral density employed in the calculations, which is representative
of the high-frequency C=C stretching modes in acenes.
App. 4.A.2) which captures multiphonon processes,
kSF(∆ESF < 0,T ) =
∞∑
n=1
k(n)SF(−∆ESF, 0) [N(−∆ESF/n) + 1]
n (4.2a)






















In the above expressions, n is the number of phonons emitted (or absorbed) and a new parameter α
quantifies the importance of non-linear exciton-phonon coupling terms (α = 0 recovers the lowest-
order expression, Eq. 4.1).
Employing the physically-motivated model parameters VSF = 30 meV, λ = 250 meV, and
α = 0.55, we can accurately reproduce the SF rate behavior seen experimentally in tetracene,
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pentacene, and hexacene, as shown in Fig. 4.3(a). These results were obtained using a spectral






∆2 − (ω − ωph)2
]
, ωph − ∆ < ω < ωph + ∆
0, ω < ωph − ∆, ω > ωph + ∆
(4.4)
with ωph/2πc = 1450 cm−1 and ∆/2πc = 800 cm−1, characteristic of the acenes which are domi-
nated by intramolecular C=C stretching modes [65]. This spectral density is plotted in Fig. 4.3(b).
Low-frequency phonons are irrelevant due to their weak coupling to electronic transitions and
small energy scales (∼10 meV) incapable of providing or accepting comparatively large energy
differences (&100 meV). For demonstrative purposes, we have assumed that the electronic cou-
pling VSF is the same for all materials, such that the observed behavior is entirely due to changes in
the exothermicity ∆ESF. The electronic coupling is only expected to vary by a factor of two or so
over the range considered and for sufficiently large electronic couplings, the rate is expected to un-
dergo a non-adiabatic to adiabatic transition, becoming independent of the coupling VSF [97, 142].
We emphasize that our measured SF rate in hexacene places a much stricter requirement on
competing theories than was previously available. In particular, viable kinetic theories for SF in
acenes must explain the observed turnover in rate versus exothermicity. Extrapolating, we can
make a prediction that crystalline heptacene should exhibit a still-smaller rate constant, with a
timescale of of k−1SF ≈ 1–10 ps. Our experimental and theoretical findings tighten the frequently
quoted design criterion ∆ESF < 0. For the largest SF rates, one should strive for −∆ESF ≈ Eph
where Eph is an energy scale associated with the phonon degrees of freedom; crystalline pentacene
almost perfectly satisfies this criterion, in accord with its ultrafast SF behavior.
A previously studied substituted hexacene derivative [140] provides an interesting, independent
test of our theory. The solid-state hexacene derivative has a large exothermicity, −∆ESF = 650
meV [140], and can be expected to have vibrational properties very similar to the unsubstituted
acenes allowing a direct application of the present multiphonon theory. For this material, we
can see from Fig. 4.3(a) that the theory predicts a SF timescale of about 2 ps, which compares
favorably to the experimentally measured timescale of 5.1 ps [140]. The remaining discrepancy
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can be attributed to the decreased electronic coupling due to poor packing, i.e. a smaller VSF than
used in Fig. 4.3(a).
A simplification of the above microscopic expression gives rise to an approximate “energy gap
law” for the downhill, exothermic process, kSF ∝ (VSF/∆ESF)2 exp(∆ESF/E0), which is common in
electron and energy transfer. This type of energy gap law qualitatively captures the rate reduction
with increasing driving force and may be useful for simple interpretations of experimental data.
However, we emphasize that an energy gap law is typically phenomenological and the microscopic
rate expression presented here should be preferred. It is worth mentioning that there are other mi-
croscopic routes to multiphonon behavior and energy gap laws, including higher-order perturbation
theory in the linear exciton-phonon coupling [186]. Such a protocol is responsible for the Englman-
Jortner theories of radiationless transitions [187], of which the low-temperature strong-coupling
limit was employed in Singh’s early theory of SF [188]. Despite the apparent similarity with re-
spect to turnover behavior, one should be cautious applying semiclassical Marcus-like theories
which are only accurate for low-frequency phonons or at high temperatures, i.e. ~ωph/kBT  1,
which does not seem to be the case for the crystalline acene materials. For example, the latter will
predict an unphysically strong temperature dependence even for exothermic SF. A proper quan-
tum mechanical treatment of high-frequency phonons, as embodied in the present theory, predicts
essentially no temperature dependence for the exothermic case of pentacene, in agreement with
experiment [19]. Our theory does predict a slight temperature dependence for hexacene, providing
an interesting – if not challenging – test of the multiphonon behavior proposed here. Specifically,
the SF rate in hexacene is predicted to be temperature independent from 0 K to 300 K, but to in-
crease by roughly 15% at temperatures approaching 600 K (the melting/sublimation temperature
of most acenes). The theory described here also predicts an activated, temperature-dependence to
the SF of tetracene. While early experiments found evidence of such activated behavior [189, 18],
all recent experiments show temperature independent SF [17, 33, 190, 139], suggesting that earlier
measurements should be re-interpreted. We consider this to be an important topic for future study.
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4.3 Conclusion
To summarize, we have elucidated important mechanistic features of SF by studying the electronic
structure and ultrafast dynamics in crystalline hexacene. Combined with the wealth of existing
results on tetracene and pentacene, our findings enable for the first time a systematic examina-
tion of trends in this prototypical family of molecules. More specifically, we have addressed (i)
the dominant relaxation mechanism in hexacene crystals, i.e. (S1 → 2 × T1 + phonons) versus
(S1 → 3 × T1); and (ii) the rate of SF in hexacene crystals and its interpretation within a unified
theoretical framework. Regarding the first point, optical spectroscopy on polycrystalline and sin-
gle crystals of hexacene has been combined with simple quantum chemistry arguments to conclude
that (S1 → 2 × T1 + phonons) is the dominant relaxation pathway. In the context of photovoltaics,
this implies that hexacene is sub-optimal due to the excess energy wasted as heat. For the second
point, we have performed ultrafast TA measurements on polycrystalline films to show that SF in
hexacene is highly efficient but is significantly slower than in pentacene. We explain this turnover
to a slower rate in hexacene by extending our previously developed theoretical model [49, 97] to
include multiphonon relaxation processes. Through this analysis, we conclude that SF to generate
two triplets in hexacene imposes an exothermic driving force which is much larger than the energy
of the available phonons. In turn, the SF process necessitates multiphonon relaxation processes that
slow down the SF rate in comparison to pentacene. Interestingly, this conclusion implies that for
longer acenes such as heptacene, the even-larger exothermicity combined with further increased
CT character may result in favorable conditions for the (S1 → 3 × T1) process.
4.A Appendix
4.A.1 Three-triplet multiexciton state
Here we briefly describe the construction and properties of a three-triplet multiexciton state which
is a total spin singlet, as might be populated in a (S1 → 3 × T1) process. We begin by reviewing
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the situation for one and two triplets.
One triplet. Recall, for one triplet ( j = 1) made from HOMO-LUMO excitations, we have a
manifold of three states,
| j = 1,m = 1〉 = | ↑↑〉 = |HA(↑)LA(↑)〉 (4.5a)
| j = 1,m = 0〉 = (| ↑↓〉 + | ↓↑〉) /
√
2 = (|HA(↑)LA(↓)〉 + |HA(↓)LA(↑)〉) /
√
2 (4.5b)
| j = 1,m = −1〉 = | ↓↓〉 = |HA(↓)LA(↓)〉 (4.5c)
where HA and LA denote the HOMO and LUMO of molecule A.
Two triplets. When coupling two triplets together, we can form nine spin states overall, which




1×1CJ,Mm1,m2 | j1 = 1,m1〉| j2 = 1,m2〉 (4.6)
where 1×1CJ,Mm1,m2 is the Clebsch-Gordan coefficient for coupling two states each with angular mo-
mentum ji = 1 (denoted by the superscripted 1 × 1) to form a total state with angular momentum
J and projection M. Only one state of the nine is a singlet, J = 0, which necessarily has M = 0. It
can be written as
|1(TT)〉 ≡ |J = 0,M = 0〉 =
∑
m1,m2
1×1C0,0m1,m2 | j1 = 1,m1〉| j2 = 1,m2〉
= 3−1/2
(
|1〉| − 1〉 − |0〉|0〉 + | − 1〉|1〉
) (4.7)
where the Clebsch-Gordan coefficients can be looked up in an appropriate table and we have in-
troduced a short-hand notation |m〉 ≡ | j = 1,m〉. This is equivalent to the expression derived in
Ref. [15].
Three triplets. To couple three triplets together, we couple the first two, followed by the third.
The third triplet ( j3 = 1) can only couple with another overall triplet state (J12 = 1) to form an
eventual singlet (J = 0). So we first form the three triplet states (J12 = 1,M12 = −1, 0, 1) that come
from coupling two triplets ( j1 = j2 = 1) together,
|J12 = 1,M12〉 =
∑
m1,m2
1×1C1,M12m1,m2 | j1 = 1,m1〉| j2 = 1,m2〉. (4.8)
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This state is then coupled to the third triplet, choosing an overall singlet final state,
|1(TTT)〉 ≡ |J = 0,M = 0〉 =
∑
M12,m3







where we have used M12 = m1 + m2 and the definition from Eq. (4.8). Again, the coefficients can






To be explicit, consider the first term, |1〉|0〉| − 1〉. In terms of up-down states, this is
|1〉|0〉| − 1〉 = 2−1/2| ↑↑〉
(






| ↑↓〉 + | ↓↑〉
)







As discussed in this chapter, at lowest-order in the electron Hamiltonian, Hel, one can show






do not couple to this three-triplet multiexciton state, 〈S1S0S0|Hel|1(TTT)〉 = 0. On the contrary, a
charge-transfer single-excitation configuration does couple to this three-triplet state. For concrete-
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where HX and LX are HOMO and LUMO orbitals and A, B, and C index the three molecules
(similar expressions can be straightforwardly inferred for other CT configurations). However,
this expression can be seen to be quite small due to the products of differential overlaps on two
different pairs of molecules. One could also consider mediated expressions for the electronic
coupling between the single excitations and three-triplet states by using intermediate states which
differ only by a single electron. There is a large manifold of such states and we will not pursue this
here for simplicity.
4.A.2 Multiphonon rate theory
The Model. In Refs. [49] and [97], we developed and applied a microscopic framework for the
dynamical description of singlet fission. Specifically, this formalism employs a tight-binding basis
of many-body exciton states coupled to phonon degrees of freedom. A master equation treatment,
perturbative in the exciton-phonon coupling, allowed for a description of the real-time relaxation
dynamics. We follow this approach here, but now consider a more general form for the exciton-
phonon interaction, which includes multi-phonon relaxation processes at lowest-order in perturba-
tion theory. For simplicity we consider a two-state system, corresponding to the photoexcited S1





σz + VSFσx + HIσz + Hb (4.16)




kbk + 1/2). The system-bath interaction is given
by HI =
√
λ~ωph f (X), where λ is the reorganization energy and ωph is a characteristic phonon
frequency; note that f (X) is dimensionless such that HI has units of energy. Diagonalizing the




σz + AHIσz + BHIσx + Hb (4.17)
where ε =
√
(∆E)2 + 4V2SF, A = −∆ESF/ε, and B = 2VSF/ε. In this basis, at lowest-order in
perturbation theory, only the term proportional to σx can induce population relaxation, so we
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henceforth ignore the diagonal dephasing contribution proportional to A. Furthermore, away from
resonance (i.e. |∆ESF| > |VSF|) we can replace ε by |∆ESF|.












consistent with assumptions of electronic energy relaxation [186]. Note that as written, the linear
coupling term is independent of α, and α determines the relative importance of higher-order terms
(α = 0 is linear coupling only). The spectral density is defined as Γ(ω) =
∑
k c2kδ(ω−ωk) and taken
to be normalized,
∫
dωΓ(ω) = 1. One can check that an alternative spectral density can be written
as J(ω) = πλωphΓ(ω) which closely satisfies the usual property λ = π−1
∫
dωJ(ω)/ω.
The Rate Evaluation. Following Egorov and Skinner [186], we consider electronic relaxation
induced by the system-bath interaction described above, which includes both linear and non-linear
electron-phonon coupling. For a Hamiltonian of the form Eq. (4.17), the temperature dependent
relaxation rate at lowest-order in perturbation theory is given by k(T ) =
∑∞
n=1 kn(T ) where kn(T ) ≈
kn(0)[N(ε/~n) + 1]n, kn(0) = 4n! V2SFλωphα



















Γ(ε/~)[N(ε/~) + 1] ≡
8V2SF
~ε2
J(ε/~)[N(ε/~) + 1] (4.20)
which is analogous to what has been used previously in our weak-coupling, Redfield-like the-
ory [49, 97] (and indeed has no α dependence). To treat the higher-order terms requires an explicit







∆2 − (ω − ωph)2
]
, ωph − ∆ < ω < ωph + ∆
0, ω < ωph − ∆, ω > ωph + ∆
(4.21)
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with ωph/2πc = 1450 cm−1 and ∆/2πc = 800 cm−1, characteristic of the acenes which are dom-
inated by a C=C stretching mode. This spectral density is plotted in Fig. 4.3(b) of the present














such that the rate is















Re-inserting the temperature dependence and summing over n gives the rate behavior shown in
this chapter, Fig. 4.3(a). Specifically, we have used the following physically-motivated parameters:
VSF = 30 meV, λ = 250 meV, α = 0.55, and ωph and ∆ as given above.
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Chapter 5
Introduction to TMDs and a microscopic
theory of neutral and charged excitons 1
5.1 Introduction
Monolayer transition metal dichalcogenides (TMDs) have recently emerged as two-dimensional
(2D) semiconducting alternatives to metallic graphene with remarkable properties [191, 192, 193].
For example, MoS2, a prototypical family member, exhibits strong photoluminescence [192, 193],
high charge mobility [194], and selective optical pumping of spin and valley degrees of free-
dom [195, 196, 197]. Typically produced by mechanical exfoliation, MoS2 has more recently been
synthesized via chemical vapor deposition [198, 199], opening the door to further investigation on
large, high-quality samples and incorporation into atomically thin optoelectronic devices. Quite
recently, several studies have demonstrated the generation and electrostatic manipulation of singly-
charged excitons or trions in MoS2 [200], MoSe2 [201], and WSe2 [202], akin to those previously
observed in quasi-2D semiconductor quantum wells [203, 204, 205]. However, the large magni-
tude of observed trion binding energies (20–30 meV) is unprecedented. This is a clear signal that
such atomically thin semiconductors exhibit unusually strong Coulomb interactions.
1Based on work published in Phys. Rev. B 88, 045318 (2013). Copyright 2013, American Physical Society.
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Figure 5.1: Top and side view of monolayer MoS2 (a), low-energy band structure near the K point calculated
by density functional theory with a rigid shift to increase the gap (b), and schematic absorption spectrum (c).
Panel (b) shows the parabolic band structure assumed in the effective mass approximation for the A (blue)
and B (red) excitons that result from the sizable spin-orbit splitting ∆so ≈ 200 meV.
The scenario revealed by experiments to date is summarized pictorially in Fig. 5.1, which
shows the 2D hexagonal lattice of MoS2 in panel (a) and the low-energy band structure near the
fundamental, direct gap at the K point in panel (b), including significant spin-orbit splitting in
the valence band. The latter gives rise to two distinct excitonic features, labeled A and B in the
schematic absorption spectrum shown in panel (c). The primary excitonic features show a substan-
tial binding energy, relative to the electron-hole continuum, e.g. for the neutral exciton, EA. The
exciton features exhibit a fine structure, with a splitting attributable to the formation of trions la-
beled A− and B−, with binding energies EA− and EB− . The B− trion has not yet been experimentally
observed to the best of our knowledge.
In this chapter, we present a microscopic theory of excitonic effects in monolayer TMDs that
describe the main features shown in Fig. 5.1 remarkably well. Our theory is based on two-body
and three-body excitonic Hamiltonians in the effective mass approximation with screened interac-
tions appropriate for strictly 2D semiconductors. The Hamiltonians are parametrized by ab initio
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calculations. Variational wavefunctions, inspired by previous treatments of excitons in semicon-
ductor quantum wells [206, 207, 208], are employed. By treating neutral and charged excitons
on an equal footing, we achieve an internal consistency that yields accurate, nontrivial predictions
for neutral excitons while also providing quantitative insight into the more complex trion species
as well as trion binding energies that agree well with those inferred from experiment. Our theory
yields exciton binding energies in good, overall agreement with recent ab initio calculations based
on the Bethe-Salpeter equation [54] for TMDs [209, 210, 211, 212]. Extension of those calcu-
lations to the three-body trion problem is expected to be quite challenging. A direct comparison
with experimentally-determined neutral exciton binding energies is highly non-trivial, and was not
possible until the advances presented in Chapter 6.
5.2 Methods
Within the effective mass approximation, µ−1 = m−1e +m
−1


















∇ρ1 · ∇ρ2 − V2D(ρ1) − V2D(ρ2) + V2D(|ρ1 − ρ2|), (5.2)
the latter of which is a generalization of the familiar Hamiltonian for the negative hydrogen
ion [213] or for trions in quasi-2D quantum wells [206, 207, 208]. It implicitly assumes that the
trion can be treated as an isolated, three-body problem reached in the low doping limit.2 This ap-
proximation precludes the observation of Fermi edge effects arising from the dynamical response
of the electron gas [214, 205], an effect which has been observed in the absorption spectra of
MoS2 [200]. We also neglect interband mixing, due to the large spin-orbit splitting in TMDs, and
2This approximation of isolated trions may be justified in the low doping limit due to disorder induced localization
of carriers on lengthscales comparable to the exciton and trion radii.
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consider only the A exciton and and its associated trion feature (see Fig. 5.1(c)); the B features
could be treated analogously. We also neglect any intervalley (K–K′) coupling under the assump-
tion of a selective, circularly polarized excitation [195, 196, 197]. The use of linear polarization
can excite coherent superpositions of valley excitons, inducing a valley exchange interaction [202],
also not treated here. A more accurate treatment of the single-particle kinetic energy, employing
fully k-dependent low-energy models of the band structure, is presented in Chapter 7.
In typical experiments, the monolayer TMD material is surrounded by an environment with
dielectric constants ε1 (above) and ε2 (below), but the electron and hole are restricted to orbitals
that are primarily made up of TM d-states at the center of the trilayer TMD unit. When there is a
large dielectric contrast, which is typical of monolayer TMDs in vacuum or on weak dielectrics,
the effective in-plane 2D interaction for charges separated by ρ = (x2 + y2)1/2 reduces to a form
















where H0 and Y0 are the Struve function and the Bessel function of the second kind. This inter-
action behaves like a screened 1/ρ Coulomb potential at long range, but has a weaker logarithmic
divergence at short range, where the crossover is determined by the screening length ρ0. The above
interaction follows for a geometry which assumes the monolayer material has a thickness d and
isotropic dielectric constant ε, for which the screening length is given by ρ0 = dε/(ε1 + ε2). In
the strictly 2D limit of a polarizable plane in vacuum (ε1,2 = 1), Cudazzo et al. have recently red-
erived Eq. (5.3), showing that the screening length is given by ρ0 = 2πχ2D, where χ2D is the 2D
polarizability of the planar material [216]. We present a similar derivation using classical linear
response theory in Appendix 5.A.1. For the case of surrounding vacuum, we have numerically
verified that the screening length often times can be accurately calculated using either definition
of ρ0, vide infra, assuming that the relevant dielectric constant of the monolayer is the in-plane
component of the dielectric tensor of the bulk material. Within this simple approximation, one can
resort to a classical electrostatic solution of a three-dielectric slab geometry. This solution naturally
interpolates between a bulk 3D interaction and the quasi-2D interlayer interaction above, allowing
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for a systematic study of layer thickness effects on the evolution of excitons. Here, we focus only
on freestanding monolayer TMDs, but in future work on mono- and multi-layer TMDs in novel
environments, the more general treatment of screening will be essential.
The necessary parameters for the exciton and trion Hamiltonians can be calculated from first
principles. The effective masses can be extracted from the low energy band structure (see Fig. 5.1(b)),
calculated in density functional theory (DFT) or the GW approximation [53]. To extract the 2D
polarizability, and thus the screening length ρ0, we modify the protocol in Ref. [216] slightly. We
employ the relation




where Lc is the interlayer separation for a supercell containing two AB-aligned monolayers of
TMD separated by vacuum. The macroscopic in-plane dielectric constant ε⊥ is the inverse of
the (qx, qy) → 0 limit of the head of the inverse dielectric tensor, calculated within the random
phase approximation (RPA) [217]. Our protocol naturally interpolates between bulk TMDs (Lc =
c/2 where c is the bulk lattice constant) and monolayer TMDs (Lc → ∞). This procedure tests
the simple extraction of the monolayer 2D polarizability from the bulk 3D dielectric constant via
Eq. (5.4) retaining only the term of order 1/Lc. A survey of calculated bulk dielectric constants for
MoS2 from our own and other reported works can be found in Appendix 5.A.2.
We study four monolayer TMDs: MoS2, MoSe2, WS2, and WSe2. The effective mass of the
electron and hole were calculated based on the parametrized band structures of Xiao et al. [195].
The k · p Hamiltonian adopted in that work includes terms up to first order in k, yielding identical
electron and hole masses. Higher order terms in k predict differing effective masses [218, 219],
as also found in ab initio calculations [220, 209, 221, 212]. For evaluation of the polarizabil-
ity, DFT and subsequent RPA calculations were performed with the quantum espresso [222] and
berkeleygw [223] packages, respectively. For MoS2, in addition to the RPA result obtained with
DFT input, we have also calculated the RPA dielectric constant with an approximate GW input,
obtained by applying an Lc-dependent rigid shift to the unoccupied DFT bands, ∆EGWc (Lc) =
∆EGWc (∞) − α/Lc, with ∆E
GW
c (∞) = 1.2 eV and α = 6.15 eV·Å, based on the results of Ref. [210].
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Further computational details appear in Appendix 5.A.3.
Using MoS2 as an example, Fig. 5.2 shows the calculated dielectric constant ε⊥ and the two-
dimensional polarizability χ2D as a function of the interlayer separation Lc employed in the super-
cell calculations. The dielectric constant clearly follows Eq. (5.4), giving the trivial limit of unity
in the Lc → ∞ limit. Many studies utilize similar 3D supercells to calculate dielectric properties
for 2D monolayer materials [224, 225, 221, 209]. Two reported values for MoS2 [225, 221] are
plotted in Fig. 5.2(a), showing agreement with the present results. From these results, it should be
clear that the dielectric constant at a fixed supercell size together with an effective 1/εr screened
Coulomb interaction does not represent dielectric screening in monolayer TMDs. Furthermore,
use of the conventional 2D Wannier-Mott theory with such a model to estimate exciton binding
energies or radii [221, 209] is not physical. In contrast, the two-dimensional polarizability shown
in Fig. 5.2(b) converges to a finite and physically meaningful value independent of the final su-
percell size.3 Specifically, we find χ2D = 6.6 Å and 5.0 Å, for DFT and GW, respectively. These
values imply a two-dimensional screening length of ρ0 ≈ 30–40 Å. To elucidate trends across
materials, we use the DFT+RPA value and discuss the impact of the smaller GW polarizability be-
low. Interestingly, we see that the DFT polarizability extracted from bulk MoS2 is extremely close
to its converged monolayer value, showing the near-equivalence of the two previously discussed
definitions of screening length, ρ0 = 2πχ2D(Lc = c/2) = d(ε⊥ − 1)/2 ≈ dε⊥/2.
As a first approximation to the neutral excitonic properties of monolayer TMDs, we employ
the total exciton wavefunction ΨX(re, rh) = ψX(re− rh)φc(re)φv(rh), where φc and φv are conduction
and valence Bloch wavefunctions, with a simple variational guess for the envelope function,
ψX(ρ; a) ≡ ψX(ρ; a) =
√
2/πa2 exp(−ρ/a). (5.5)
This variational wavefunction becomes the exact ground state wavefunction in the limit of weak
screening, where V(ρ) → 1/ρ. For a nonzero polarizability, the wavefunction is no longer exact,
but will exhibit the correct asymptotic behavior, i.e. exponential decay for distances larger than
3The convergence of the GW polarizability is much slower due to the changing bandgap and required a 1/Lc → 0
extrapolation to the monolayer limit.
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Figure 5.2: In-plane dielectric constant (a) and two-dimensional polarizability (b) of MoS2 as a function
of the interlayer separation Lc employed in the supercell calculations. The smallest value of Lc employed
corresponds to bulk MoS2. Solid and dashed lines in panel (a) correspond to 1+4πχ2D/Lc with χ2D extracted
from panel (b). Open symbols denote the values obtained via DFT and self-consistent GW reported in
Refs. [225] and [221], respectively.
the screening length ρ0. For this wavefunction, the kinetic energy is easily shown to be T (a) =
1/(2µa2) and the potential energy V(a) is readily evaluated by quadrature. The exciton binding
energy is then found by minimizing EX = T (a)+V(a), where the optimum value of a is an estimate
of the exciton radius. Such a variational solution to the 2D Hamiltonian (5.1) has recently been
employed in related, strongly interacting 2D materials [226, 227]. Our preliminary results using a
numerically exact grid-based diagonalization of the Hamiltonian (5.1) suggest the the variational
approximation is an excellent one, as will be analyzed in more detail in future work.
For the trion envelope wavefunction, we consider the simple variational form
ψX−(ρ1, ρ2; a, b) = 2−1/2
[
ψX(ρ1; a)ψX(ρ2; b) + ψX(ρ1; b)ψX(ρ2; a)
]
, (5.6)
a symmetrized product of exciton wavefunctions. First proposed by Chandrasekhar [228], it is
perhaps the only two-parameter wavefunction to correctly predict a bound state of the negative
hydrogen ion [213]. The differing exciton radii, a , b, essentially allows one electron to sit close to
the hole, near the neutral exciton radius, while the other is further away to minimize the unfavorable
electron-electron repulsion. A polarization term (1 + cρ12) can also be included, although we will
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not do so here for simplicity. For such a variational wavefunction, Eq. (5.6), with no dependence on
the distance between the two electrons, the so-called Hughes-Eckart term ∇ρ1 · ∇ρ2 vanishes [229],
simplifying the numerical calculations. Again, the kinetic energy can be evaluated analytically and
the potential energy can be calculated numerically as a three-dimensional integral.
5.3 Results
The results for all four TMDs considered in this work are summarized in Table 5.1. Exciton binding
energies are all predicted to be around 0.5 eV, with the ordering MoS2 &WS2 > MoSe2 &WSe2.
This trend generally agrees with recent ab initio Bethe-Salpeter equation (BSE) calculations on
the same four materials [209]. Specifically for MoS2, we find a binding energy of 0.54 eV and an
exciton radius of 10.4 Å. Four recent BSE studies [209, 210, 211, 212], which vary in details of
implementation, give results that vary by a factor of two, falling between 0.5 and 1.1 eV (Table 5.1).
Two technical challenges need to be fully resolved: convergence with respect to Brillouin zone
sampling and the extrapolation of the results to Lc → ∞ limit, a particular challenge for the GW
results [210]. Self-consistency would reduce screening, as is evident in Fig. 5.2. If we use our GW
polarizability in the monolayer limit, we find a correspondingly larger binding energy of about
0.7 eV. It is common for DFT to overestimate polarizability, and so taken together, our variational
estimates predict an exciton binding energy between 0.5 and 0.7 eV. All things considered, our
variational estimate for the exciton binding energy is in good agreement with available ab initio
calculations.
Carrying out the variational minimization of EX− = 〈ψX− |HX− |ψX−〉 for MoS2, we find a trion
binding energy (defined as the difference between the trion and exciton variational energies) be-
tween 26 and 32 meV using the DFT and GW polarizability, respectively. These values are impres-
sively close to the experimental value of 18 meV [200], suggesting that the approximations used
here, including the form of the variational wavefunction, are accurate and physically meaningful.
We find optimal radii of a = 10.3 Å and b = 25.2 Å, i.e. one electron is at the neutral exciton radius
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while the other is more than twice as far away, just as in the negative hydrogen ion. The largeness
of this trion binding energy, which is almost exactly equal to thermal energy at room temperature,
suggests that trions are intrinsically abundant and may play active roles in the excitonic physics of
monolayer TMDs.
The calculated trion binding energies for all four TMDs studied fall in the range of 20–30 meV,
in reasonable agreement with recently measured trion binding energies [200, 201, 202]. The sim-
ilarity of trion binding energies in MoSe2 and WSe2 is perfectly reproduced. We find competing
effects in the trion binding energy, parallel to the well-known trends for the exciton binding energy.
As Fig. 5.3 shows, increase in effective mass or reduction in polarizability both lead to stronger
trion binding. The exciton mass is largely determined by the metal (i.e. W 5d versus Mo 4d
electrons) whereas the polarizability depends on both the metal and the chalcogen: selenides have
larger polarizabilities than sulfides, and within a given chalcogenide family, molybdenum yields
larger polarizabilities than tungsten. This argument also predicts a larger trion binding energy
in MoS2 than in MoSe2, contrary to the limited experimental results to date [200, 201]. How-
ever, while the experiments on MoSe2 and WSe2 were done almost identically, the experiments on
MoS2 required significant gating to achieve charge neutrality and exhibited extensive broadening
Exciton binding energy Trion binding energy
µ χ2D Theory BSE Theory Exp
MoS2 0.25 6.60 0.54 1.03 [209], 1.1 [210] 26 18 [200]
0.5 [211], 0.54 [212]
MoSe2 0.27 8.23 0.47 0.91 [209] 21 30 [201]
WS2 0.16 6.03 0.50 1.04 [209], 0.54 [212] 26 N/A
WSe2 0.17 7.18 0.45 0.90 [209] 22 30 [202]
Table 5.1: Reduced mass (in m0), polarizability (in Å), exciton binding energies (in eV) and trion bind-
ing energies (in meV) of TMDs as calculated with DFT+RPA. Many-body Bethe-Salpeter equation (BSE)
exciton binding energies and experimental negative trion binding energies are also listed.
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Figure 5.3: Calculated trion binding energy as a function of the exciton mass µ and the 2D polarizability
χ2D, along with the four TMDs considered in this work. Contours are plotted in 5 meV increments. It is
evident why the sulfides and selenides each have essentially the same trion binding energies despite differing
material properties.
in the lineshapes, both argued to be artifacts of defects introduced by mechanical exfoliation [200].
Definitive trends for intrinsic trion binding energies remain an ongoing challenge for both theory
and experiment.4
We briefly consider the positive trion. Its Hamiltonian is identical to Eq. (5.2), except that
the electron mass replaces the hole mass in the Hughes-Eckart term. Since this term vanishes for
our choice of wavefunction, we predict the positive trion binding energy to be identical to that of
the negative trion. More generally, any difference in the electron and hole masses only affects the
binding energy to the extent that the true wavefunction depends explicitly on the distance between
the electrons (for X−) or between the holes (for X+). This simple result may explain the equivalent
positive and negative trion binding energies recently observed in monolayer MoSe2 [201], although
4We have also investigated the use of Eq. (5.3) with ε1 = 1 and ε2 = 3.9 to simulate the SiO2 dielectric substrate
in experiments. This approach yields a trion binding energy in much better agreement with experiment for MoS2 but
binding energies which are significantly underestimated for MoSe2 and WSe2. However, due to imperfect monolayer-
substrate contact geometries, any intermediate vacuum spacing will reduce the effective dielectric constant of the
environment.
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more recent results on WSe2 exhibit asymmetric trion binding energies [202].
5.4 Conclusions
While our variational approach has proved very effective, particularly to elucidate trends in the
trion binding energies, several physical effects remain to be quantified. A non-variational treat-
ment will obviously increase the neutral exciton binding energy, although preliminary results show
that both the variational energy and wavefunction are very accurate. Although we have neglected
the repulsive electron-hole exchange interaction, which would decrease the binding energy, the
relatively large exciton radius suggests that this contribution will be small.
The trion binding energy, being an energy difference, is presumably even less sensitive to these
effects, such that a favorable cancellation of errors is likely responsible for the observed accuracy
as compared to recent experiments. This latter effect is apparent in comparing binding energies
based on DFT and GW polarizabilities: while the exciton binding energy increases by 40%, the
trion binding energy only increases by 20%. Other atomic-scale factors include local fields in the
screened interaction at shorter range, the role of the perpendicular extent of the electron and hole
wavefunctions, and a more accurate treatment of the low-energy band structure that accounts for
anisotropy in the effective mass and trigonal warping effects [218, 219].
Our encouraging results for neutral excitons have also motivated a search for excited state
excitons, akin to the 2s, 3s, etc. Rydberg series of the hydrogen model. The numerically exact
eigenstates of the Hamiltonian (5.1) have been found to be in excellent agreement with measured
peak positions in high-quality monolayer WS2 samples, highlighting the particular form of the
screened electron-hole interaction discussed here. This work is presented next, in Chapter 6.
To summarize, we have presented a simple, physically appealing theoretical treatment of both
neutral and charged excitons in monolayers of TMDs, a family of prototypical two-dimensional
semiconductors. Our results highlight the strong effective Coulomb interactions in monolayer
TMDs and related 2D semiconductors that result in a dominant role for excitons in the low energy
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optical physics, including bound trions that may be further engineered to play a significant role at
room temperature for device applications.
5.A Appendix
5.A.1 Derivation of Eq (5.3)
Let χ(k) denote the screened density response function (frequently called the polarizability) to
the total (not external) screened potential φ(k). The induced density is then given by nind(k) =
χ(k)φ(k). For a 2D dielectric sheet in three dimensions, with r = (ρ, z), the Poisson equation is




dz χ(ρ − ρ′)δ(z)φ(ρ′, z) (5.7)
= −4πeδ(r) − 4πe2
∫
d2ρ χ(ρ − ρ′)φ(ρ′, z = 0) (5.8)
or in reciprocal space (q, kz),
(q2 + k2z )φ(q, kz) = 4πe + 4πe
2χ(q)φ2D(q) (5.9)
where we have defined φ2D(q) ≡ φ(q, z = 0) = (2π)−1
∫
dkzφ(q, kz). Solving the above for φ(q, kz)











which relates the screened 2D potential φ2D(q) to the bare, unscreened 2D potential φ(0)2D(q) =
2πe/q. The dielectric function is given by
ε(q) = 1 −
2πe2χ(q)
q
= 1 − V (0)2D(q)χ(q), (5.11)
where V (0)2D(q) = eφ
(0)
2D(q) is the unscreened potential energy in 2D. In the long wavelength limit, it





q2 + O(q4) (5.12)
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which yields for the long wavelength dielectric function
ε(q) ≈ 1 + 2πχ2Dq (5.13)






















where H0 and Y0 are the Struve function and the Bessel function of the second kind. The interaction
potential energy of two charges thus follows as V2D(ρ) = eφ2D(ρ), giving Eq. (5.3).
5.A.2 Macroscopic dielectric constants of bulk MoS2
Unlike in the case of monolayer systems, the static dielectric constant is well-defined for bulk
TMDs. Using the procedure described in the text, we have calculated the transverse and longitu-
dinal dielectric constant of bulk MoS2 as an example. These values are reported in Table 5.2 and
compared to other recent values found in the literature.
Reference ε⊥ ε||
Present work (PBE) 14.29 6.87
Present work (approximate GW) 13.36 6.60
[225] (LDA) 15.40 7.43
[221] (scGW) 13.5 8.5
[209] (G0W0) ∼ 14.5
Table 5.2: Static dielectric constants of bulk MoS2 as determined by a variety of methods in the literature.
5.A.3 Computational details
DFT calculations were performed with the quantum espresso [222] software package, using a
12× 12× nkz k-point grid with nkz between 3 (for bulk) and 1 (for monolayer), using the exchange-
correlation functional of Perdew, Burke, and Ernzerhof [230], norm-conserving pseudopotentials,
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and a plane-wave cutoff of 40 Ry (∼ 550 eV). RPA calculations were done with the berke-
leygw [223] package on the same k-point grid and included 50 unoccupied bands. The size of
the dielectric matrix is determined by G2 < Ecut where the cutoff energy is equal to the energy of
the highest unoccupied band included. The q→ 0 limit is taken numerically with a slightly shifted
k-point grid as described in Ref. [223].
For all materials studied, we employed experimental lattice constants and metal-chalcogen
separations as given in Table 5.3.
a (Å) c (Å) dMX (Å)
MoS2 3.16 12.30 1.59
MoSe2 3.30 12.94 1.67
WS2 3.16 12.35 1.59
WSe2 3.29 12.98 1.67
Table 5.3: Crystal structure lattice constants (a and c) and metal-chalcogen vertical separation (dMX) for the
monolayer and bulk TMDs employed in this work.
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Chapter 6
Exciton binding energy and nonhydrogenic
Rydberg series in monolayer WS2 1
6.1 Introduction
The 2D character of monolayer TMDs suggests a strong enhancement of the Coulomb interac-
tion, as discussed in the previous chapter. The resulting formation of bound electron-hole pairs,
or excitons, can dominate the optical and charge-transport properties [231]. A microscopic under-
standing of how excitons are formed from otherwise free carriers is critical both for the elucidation
of the underlying many-body physics in such materials and for their use in electronic and photonic
devices, since the response of charged free carriers and neutral excitons to applied fields differs
dramatically. While theoretical and computational studies have predicted exciton binding energies
as high as 1 eV [209, 210, 212, 232, 233], a direct measurement of the exciton binding energy in
atomically thin TMDs is still lacking.2
1Based on work accepted to Phys. Rev. Lett., July 2014.
2After submission of this work, the following studies on exciton properties in monolayer TMDs have been reported:
B. Zhu et al., arXiv:1403.5108; Z. Ye et al., arXiv:1403.5568; G. Wang et al., arXiv:1404.0056; M. M. Ugeda et al.,
arXiv:1404.2331; T. Stroucken and S.W. Koch, arXiv:1404.4238; K. He et al., arXiv:1406.3095.
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In this chapter, we present a joint experimental and theoretical investigation of the properties of
excitons in mono- and few-layer TMDs, identifying and characterizing not only the ground-state
exciton, but the full sequence of excited (Rydberg) exciton states. Analyzing our sensitive mea-
surements of the optical reflection spectra of these materials, both empirically and using a physi-
cally motivated model for the nonlocal screening in TMDs, results in an estimate of 0.32(±0.04)
eV for the 1s exciton binding energy and 2.41(±0.04) eV for the quasiparticle gap of monolayer
WS2. Remarkably, we also find significant deviations from the conventional hydrogenic model
typically employed for the description of Wannier excitons in inorganic semiconductors [234], and
explain our findings in terms of a microscopic theory that highlights the peculiar form taken by the
electron-hole interaction in this class of novel materials [215, 216, 235], as laid out in Chapter 5.
The specific material studied here is WS2, a representative member of the TMD family that
includes MoS2, MoSe2, and WSe2, all of which share similar properties with respect to atomic and
electronic structure. The advantage of WS2 for this study is the large spin-orbit splitting between
the A and B excitons of about 0.4 eV [236], allowing for a study of the low-energy excitons
unobscured by features from higher-lying transitions. In addition, the electronic transitions in
the WS2 samples exhibit narrow spectral features, permitting identification and analysis of many
excited excitonic states and detailed quantitative comparison with theoretical predictions. Sample
preparation and characterization details can be found in the Supplemental Material of Ref. [237].
Experimental and theoretical studies to date have clearly demonstrated that the basic exci-
tonic properties of a three-dimensional bulk semiconductor differ fundamentally from those of
a 2D monolayer of the same material. The real-space origin of this behavior in TMDs is illus-
trated schematically in Fig. 6.1(a). In contrast to bulk, the electron and hole forming an exciton in
monolayer TMDs are strongly confined to the plane of the monolayer and additionally experience
reduced screening due to the change in the dielectric environment. These effects have two major
implications for the electronic and excitonic properties of the material, shown by a schematic rep-
resentation of the optical absorption in Fig. 6.1(b). First, the quasiparticle band gap is expected
to increase for the monolayer. Second, the enhanced electron-hole interaction is expected to in-
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crease the exciton binding energy. In the absence of dielectric effects this yields an exciton binding
energy that is a factor of four larger in 2D than in 3D. In the limit of atomically thin materials,
however, the dielectric screening is also reduced because the electric field lines joining the elec-
tron and hole begin to extend outside of the sample as shown in Fig. 6.1(a), potentially yielding
an even greater enhancement factor. This so-called “dielectric confinement” or “image charge
effect” [215, 238] was observed in nano-structured materials such as single-walled carbon nan-
otubes [239] and layered organic-inorganic perovskites [240]. The effectiveness of the dielectric
screening thus depends on the separation between the electron and hole, giving rise to a nonlocal
dielectric screening. This modifies the form of the interaction potential [215, 238, 216, 235] (see
also Chapter 5) and causes a significant change of the disposition of the energies of the excitonic
states, as discussed in more detail below.
To access these exciton properties experimentally we study the so-called excitonic Rydberg
series, i.e., the excited states of the bound electron-hole pairs, labeled in analogy to the hydrogen
series as 2s, 3s, and so on. In contrast to p- or d-like states with nonzero orbital angular momen-
tum, these transitions are dipole-allowed and are thus found in the linear optical spectra of many
semiconductors with peak positions located between the quasiparticle band gap and the exciton 1s
ground state [234, 231]. The energy separation of these resonances corresponds to a hydrogenic
progression for Wannier-like excitons. In addition, the coupling of the excited states to light is
reduced compared to the main transition so that their spectral weight decreases with increasing
quantum number. A more detailed investigation of the optical selection rules giving rise to bright
and dark excitons is presented in Chapter 7.
6.2 Results
In our experiments we measure the reflectance contrast ∆R/R = (Rsample−Rsubstrate)/Rsubstrate of the
WS2 monolayer sample at a temperature of 5 K. The spectrum, plotted in Fig. 6.2(b), exhibits sev-
eral pronounced peaks on a broad background, the latter arising from interference effects induced
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Figure 6.1: (a) Real-space representation of electrons and holes bound into excitons for the three-
dimensional bulk and a quasi-two-dimensional monolayer. The changes in the dielectric environment are
indicated schematically by different dielectric constants ε3D, ε2D, and the vacuum permittivity ε0. (b) Im-
pact of the dimensionality on the electronic and excitonic properties, schematically represented by optical
absorption. The transition from 3D to 2D is expected to lead to an increase of both the band gap and the ex-
citon binding energy (indicated by the red dashed line). The excited excitonic states and Coulomb correction
for the continuum absorption have been omitted for clarity.
by the 300-nm thick SiO2 layer between the sample and the Si substrate [201]. The main transi-
tions correspond to the so-called A, B, and C excitons in WS2 [236]. A small additional feature
on the low-energy side of the A peak is identified as a charged exciton (or trion), with a binding
energy on the order of 20–30 meV. Such a feature has been observed in monolayers of other TMDs
at low temperatures [200, 201] and indicates the presence of some unintentional residual doping
in the WS2 sample. Here, we focus on the properties of the A exciton, related to the fundamental
band gap of the material. In order to highlight the otherwise weak signatures of the higher-lying
excitonic transitions, we plot in Fig. 6.2(a) the derivative of the reflectance contrast ddE (∆R/R) in
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Figure 6.2: (a) The derivative of the reflectance contrast spectrum ddE (∆R/R) of the WS2 monolayer. The
exciton ground state and the higher excited states are labeled by their respective quantum numbers. The
spectral region around the 1s transition (AX) and the trion peak (AXT ) of the A exciton is scaled by a
factor of 0.03 for clarity. (b) The as-measured reflectance contrast ∆R/R for comparison, allowing for the
identification of the A, B, and C transitions.
the energy range of interest. On the high-energy side of the exciton 1s ground state, we observe
multiple additional peaks, which we identify as the 2s, 3s, 4s, and 5s states of the A exciton, since
the decrease of both the peak intensity and the energy spacing for increasing energy are charac-
teristic features of an excitonic Rydberg series [234, 231]. The peak positions extracted by taking
the respective points of inflection, corresponding to the zero-crossings of the second derivative,
are plotted in Fig. 6.3(a). The respective energies are further confirmed by simulating the material
response with a multiple-Lorentzian fit.
To calculate the exciton binding energy, we must first determine the quasiparticle band gap
corresponding to the energy of a separated electron-hole pair. This is typically accomplished in
semiconductors by fitting the excitonic peaks to a hydrogenic Rydberg series [234]. In 2D, this
hydrogen model employs an effective mass Hamiltonian, H = −~2∇2ρ/2µ + Veh(ρ), where µ =
1/(m−1e +m
−1
h ) is the exciton reduced mass, Veh(ρ) = −e
2/ερ is a locally-screened attractive electron-
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hole interaction, and ρ is the in-plane coordinate. This model predicts exciton transition energies
of Eg − E
(n)
b , where Eg is the quasiparticle gap and
E(n)b =
µe4
2~2ε2 (n − 1/2)2
(6.1)
is the binding energy of the nth excitonic state. In contrast, the exciton energies seen in our exper-
iments exhibit a much weaker scaling with the quantum number n, precluding a simple fit to the
data based on this model. However, we observe that the n = 3−5 peaks are reasonably hydrogenic
and by fitting to these data points only, we extract a quasiparticle band gap of Eg = 2.41(±0.04) eV,
where the error bars originate from the fitting procedure. Subtracting the 1s transition energy of
2.09 eV from this band gap, we find an exciton binding energy of Eb = 0.32(±0.04) eV.
To provide insight into the nonhydrogenic physics of the n = 1, 2 excitons and the justification
of a hydrogenic fit to the n = 3 − 5 excitons, we first consider the use of an effective dielectric
constant in the hydrogenic Hamiltonian. Using an exciton reduced mass of µ = 0.16 m0 (as
determined by density functional theory at the K or K′ point [195, 235] and the quasiparticle band
gap of Eg = 2.41 eV, we determine the n-dependent dielectric constant εn required to reproduce the
experimental binding energy of the nth exciton E(n)b,exp, i.e., εn = [2~
2E(n)b,exp(n − 1/2)
2/µe4]−1/2. The
results plotted in the inset of Fig. 6.3(a) show a strong decrease in this effective dielectric constant
with increasing quantum number n. Because the exciton radius increases with n, we conclude that
the physically correct electron-hole interaction is more strongly screened at short range, but only
weakly screened at long range. In particular, the effective dielectric is nearly constant for n = 3−5
(justifying our empirical use of the 2D hydrogen model for these data points), but shows significant
deviations for n = 1, 2. This can be understood qualitatively in terms of a non-uniform dielectric
environment schematically illustrated in Fig. 6.3(c). The electric field between an electron and a
hole forming an exciton permeates both the thin layer of material with comparably strong screening
and the surrounding medium with much weaker screening. As the spatial separation between the
charges increases, a larger portion of the electric field is located in the surrounding low-dielectric
medium and the effective screening is reduced. This phenomenon of “anti-screening,” giving rise
to nonhydrogenic exciton behavior, has previously been predicted in carbon nanotubes, a quasi
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Figure 6.3: (a) Experimentally and theoretically obtained transition energies for the exciton states as a func-
tion of the quantum number n. The fit of the n = 3, 4, 5 data to the 2D hydrogen model for Wannier excitons
is shown for comparison. Corresponding effective dielectric constants are shown in the inset. (b) Screened
2D interaction Eq. (6.2) used in the model Hamiltonian (black) compared to the unscreened 2D hydrogen
interaction 1/ρ (red); a semilogarithmic plot is given in the inset. Also shown are the corresponding energy
levels and radial wavefunctions up to n = 3. (c) Schematic representation of electron-hole pairs forming 1s
and 2s excitonic states in a non-uniform dielectric environment.
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one-dimensional semiconductor [239].
To understand this behavior quantitatively, we apply our recently developed theory of excitons
in transition metal dichalcogenides [235], presented in Chapter 5. The treatment is again based on a

















where H0 and Y0 are Struve and Bessel functions. This interaction form describes the electrostatic
interaction of two charges within a thin 2D dielectric continuum [215, 238, 216]. The screening
length ρ0, which can be related to the 2D polarizability of the monolayer material [216], gives
a crossover length scale between a 1/ρ Coulomb interaction at large separation and a weaker
log(ρ) interaction at small separation. This modified functional form of the interaction, which is a
manifestation of the strong dielectric contrast between the monolayer WS2 and its surroundings, is
responsible for the altered disposition of the low-lying excitonic states observed experimentally.
Using the above functional form for the screened interaction we have numerically calculated
the radially symmetric, s-type eigenstates of the excitonic Hamiltonian, again using the calculated
exciton reduced mass µ = 0.16 m0. Taking only the screening length ρ0 and the band gap Eg as
free parameters, we find that we can very accurately fit the entire n = 1 − 5 series of exciton lev-
els with the values ρ0 = 75 Å and Eg = 2.41 eV. These are the parameters which minimize the
root-mean-squared deviation between theory and experiment. For this choice of parameters, the 1s
exciton binding energy is found to be 0.32 eV, and so both the band gap and the binding energy are
found to agree with the values determined above. We emphasize that the adopted screening length
should be understood as one that partially accounts for additional screening due to the substrate,
such that the intrinsic binding energy of WS2 is expected to be larger than the value found here, in
qualitative agreement with ab initio calculations [209, 210, 212] (see App. 6.A.1 for a discussion of
the microscopic origin of the precise value of ρ0 and comparison to other calculations). Fig. 6.3(b)
depicts the noticeably weakened interaction at small electron-hole separations, along with the first
three calculated radial wavefunctions. The exciton radius is calculated to be approximately 30 Å
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for the 1s exciton and even larger for the higher-lying excitons, which supports a strictly 2D treat-
ment when compared to the monolayer width of about 6 Å. Similarly, this relatively large in-plane
spatial extent implies a narrow reciprocal space distribution, justifying an effective mass approxi-
mation centered around the K and K′ points of the Brillouin zone. The above success of fitting to
a hydrogenic model is also explained by the present microscopic approach because the n = 3 − 5
exciton wavefunctions are large enough in spatial extent to predominantly probe the asymptotic
1/ρ form of the potential given in Eq. (6.2).
Finally, to study the influence of the material thickness we monitor the spectral position of
the 2s resonance for varying thickness of the WS2 sample. Individual derivatives of the reflection
contrast are plotted in Fig. 6.4(a) for the monolayer (1L), bilayer (2L), tetralayer (4L), and bulk.
The corresponding energies of the 1s and 2s transitions are shown in Fig. 6.4(b), with higher exited
states masked by additional spectral broadening. Unlike for the case of the monolayer, the bulk
excitons are accurately treated with an anisotropic 3D hydrogenic Hamiltonian [241] that accounts
for anisotropy in both the electron and hole band masses and in the dielectric tensor. Using ab initio
calculated values, we obtain a bulk exciton binding energy of 0.05 eV (see App. 6.A.1), implying
a band gap of Eg = 2.10 eV, both of which are in agreement with literature results for bulk
WS2 [242]. As the layer thickness decreases, the 2s resonance shifts to higher energies, while the
1s resonance remains relatively unchanged, implying a strong increase in both the exciton binding
energy and the quasiparticle band gap. Both shifts are found to be large in absolute energies, but
opposite in sign. This explains the small change in the transition energy of the exciton ground
state, similar to findings reported for quasi-one-dimensional systems [239].
6.3 Conclusion
The large binding energy of 0.32 eV and the nonhydrogenic behavior of the intra-excitonic states in
monolayer WS2 are expected to be features common to other TMD materials, based on the strong
similarity in their electronic structure. Even larger values of the binding energy may be expected
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Figure 6.4: (a) The derivative of the reflectance contrast spectra for the WS2 monolayer (1L), bilayer (2L),
tetralayer (4L) and bulk. The positions of the 2s exciton resonance are indicated. (b) Energies of the 1s
and 2s states for various layer thicknesses. Band gaps of the bulk and the monolayer are represented by the
dashed lines.
for suspended and undoped layers, although the studied system represents the typical scenario
for experimental investigations. These energies lead to a high thermal stability of excitons and
combined with their high oscillator strength should facilitate the application of these materials in
photonic and excitonic devices. The nonhydrogenic series of the excited states resulting in large
energy spacings between the individual states is expected to allow for efficient exploitation of the
intra-excitonic processes with potential applications in the far-IR and THz spectral range. High-
density effects scaling with the strength of the Coulomb scattering such as screening and band-gap
renormalization, generally important for devices operating in this regime, e.g., lasers and con-
centrator solar-cells, can be potentially harvested for optical modulators, saturable absorbers, and
tunable emitters operating in the limit of atomic thickness. Finally, the observed properties of
the WS2 excitons render the material system highly suitable as a link between inorganic semicon-
ductors with spatially extended, weakly-bound Wannier excitons and organic semiconductors with
spatially localized, strongly-bound Frenkel excitons. The presence of the strong Coulomb interac-
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tion opens up possibilities for both fundamental studies of the many-body physics in 2D materials
as well as for distinctive applications in optoelectronic devices.
6.A Appendix
6.A.1 Theoretical details






where µxy = 1/(m−1e +m
−1
h ) is the exciton reduced mass in the 2D xy plane, which for WS2 has been
previously calculated to be in the range of 0.15–0.22 m0 [195, 209, 212], depending on the level
of theory used (m0 is the rest mass of the electron). Here we use µ = 0.16 m0, but similar results
could be obtained with any value in this range. The screened electron-hole interaction, derived in
























where H0 and Y0 are Struve and Bessel functions. The eigenvalues and eigenfunctions of the
Hamiltonian are calculated numerically by diagonalization on a one-dimensional real-space grid.
The above interaction has been derived by Keldysh for quasi-2D semiconductors [215] and by
Cudazzo et al. for strictly 2D semiconductors [216]. In these derivations, the screening lengthscale
ρ0 is given by ρ0 = dε/2 and ρ0 = 2πχ2D, respectively, where d is the layer thickness, ε is an
isotropic macroscopic dielectric constant, and χ2D is the 2D polarizability. In Chapter 5, we applied
such a formalism to the family of TMDs to investigate the binding energy of both neutral excitons
and charged trions [235], and found an approximate equivalence between these two definitions.
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Such an interaction can be understood as the large wavelength (small q) approximation to the
electrostatic potential of a charge inside a layer of thickness d and dielectric constant ε. Retaining
the full q-dependence of the dielectric function ε(q) via an image-charge solution – as has been
done in other works on quantum wells [238], inorganic-organic perovskites [240], and TMDs [243]
– was not found to modify the results presented here. Using ab initio calculations carried out based
on density functional theory and the random phase approximation (DFT+RPA), as described in
detail in Chapter 5 and Ref. [235], we would predict a screening length of ρ0 = 38 Å for intrinsic,
suspended WS2. This value of ρ0 is roughly half as large as that used in the present chapter, and
accordingly yields a larger exciton binding energy of 0.50 eV, which is relevant for comparisons
with fully ab initio calculations or with future measurements on suspended samples. A variational
calculation gives a predicted lower bound on the WS2 trion binding energy of 26 meV (15 meV) for
the smaller (larger) value of ρ0, to be compared with our own preliminary experimental estimate
of about 30 meV.
We attribute the discrepancy in the screening length ρ0 to a combination of substrate and local-
field effects, the latter of which cannot be captured by the long wavelength theory outlined above.
Specifically, we envisage an effective higher material polarizability at short- to mid-range length
scales. Preliminary calculations based on a more detailed classical electrostatic model and based
on ab initio screening calculations of the full dielectric matrix support this hypothesis. Substrate
















where ρ0 is the screening length in the absence of a substrate and εs is the dielectric constant of
the substrate. This substrate screening has subtle, nontrivial effects on the effective electron-hole
interaction: in addition to reducing the overall strength of the interaction, the renormalization of the
screening length reduces the range over which the potential exhibits a logarithmic form. We have
calculated the binding energy using the above interaction, with two different possible dielectric
constants for the SiO2 substrate: the relative permittivity at the optical frequency, εs = 2.1, and at
zero frequency, εs = 3.9. The results are shown in Fig. 6.5, panels (a) and (b) respectively. The
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εs = 2.1
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Figure 6.5: Predicted transition energies of monolayer WS2, explicitly accounting for screening due to the
SiO2 substrate via Eq. (6.6). We have considered use of the relative permittivity evaluated at the optical
frequency, εs = 2.1 (a) and evaluated at zero frequency, εs = 3.9 (b). In each case the band-gap of the
theoretical result has been adjusted to give the best agreement with experiment. The 2D hydrogen model
result is unchanged from the result in the main text.
screening length ρ0 has been fixed to the ab initio calculated value of ρ0 = 38 Å, such that the
band gap Eg is the only free parameter. For these two cases, we find 1s exciton binding energies
of 0.40 and 0.28 eV, which are in reasonable agreement with the value of 0.32 eV obtained in
the main text. Both models underestimate the energy of the measured n = 5 transition, however
this experimental data point carries the largest degree of uncertainty. Notably, each theoretically-
predicted excitonic Rydberg series shown in Fig. 6.5 is still significantly nonhydrogenic. Together
these findings provide a strong indication that substrate effects can be partially accounted for by a
phenomenologically increased screening length as is done in the main text.
Compared to other theoretical treatments of excitons in TMDs, we point out that two other
model-based studies by Zhang et al. [243] and by Berghäuser and Malic [233] have employed our
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treatment of 2D dielectric behavior [235], which follows Keldysh [215] and Cudazzo et al. [216].
These two recent works are in good qualitative agreement with our own: the former focused on
the ground-state exciton and found a binding energy of 0.28–0.33 eV, while the latter identified
the existence of an s-type excitonic Rydberg series, but did not comment on its nonhydrogenic
behavior. Fully ab initio studies based on the GW+BSE approach [209, 210, 212, 232] do not re-
quire a model-based form for the dielectric function, but have found results in qualitatively similar
agreement, with anomalously high exciton binding energies due to the 2D nature of the material.
While ab initio binding energies of intrinsic TMDs are typically higher than that found here (in the
range of 1 eV), difficulties due to numerical convergence [244, 232] have prevented consensus.











εzεxy(x2 + y2) + ε2xyz2
]1/2 (6.7)










εzεxy(x2 + y2 + γz2)
]1/2 (6.8)
where the anisotropy parameter is defined as γ = εxyµxy/(εzµz). Using the values calculated by
DFT+RPA (µxy = 0.16 m0, µz = 1.2 m0, εxy = 13, εz = 6.3), we find γ ≈ 0.3. Although
not analytically tractable, the eigenvalues of this anisotropic Hamiltonian have been numerically
calculated previously [241]. Using the results of Ref. [241] with γ = 0.3, we find a binding energy
of 45 meV for bulk WS2.
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Chapter 7
Properties of bright and dark excitons in
monolayer TMDs
7.1 Introduction
In Chapters 5 and 6 we employed an effective mass description of the single-particle structure,
combined with a variational or grid-based analysis of s-type exciton envelope wavefunctions. In
this chapter, we relax these simplifications. Specifically, we investigate two simple low-energy
models of the single-particle band structure, the latter of which includes the now well-documented
trigonal warping deviation from parabolicity near the K and K′ points [219, 218]. These k-
dependent band structures necessitate a reciprocal space solution of the excitonic (or Bethe-Salpeter)
equation, which precludes a strict analogy with the hydrogenic Schrödinger equation. Nonethe-
less, we find that the analogy is accurately maintained and discuss the selection rules and real-
space structure of bright and dark excitons. Research groups have just recently began applying
two-photon absorption spectroscopy to probe the dark exciton states in these materials [245, 246],
and the insights and results presented in this chapter should prove helpful in the analysis of these
experiments.
The layout of this chapter is as follows. In Sec. 7.2, we briefly review the general tight-binding
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formalism adopted in this chapter, and in Sec. 7.3 we present the two- and three-band models of
the single particle band structure we will consider. We then calculate and analyze the necessary
transition matrix elements in Sec. 7.4, which are used to compute the optical absorption in the
absence of exciton effects (Sec. 7.5) and in the presence of exciton effects (Sec. 7.6).
7.2 General tight-binding formalism for single-particle states
Recall that by Bloch’s theorem, the single-particle eigenfunctions satisfy ψn,k(r + R) = eik·Rψn,k(r)







eik·Rφ j(r − R), (7.1)
where φ j(r − R) is a normalized local atomic orbital (e.g. j = 3dz2) centered on an atom at R
and N is the number of unit cells (or atoms) in the real-space crystal. These wavefunctions can be
























assuming the atomic orbitals are orthogonal. With multiple atoms or orbitals per cell (all indexed























where Cnj,k is determined from the diagonalization of the Hamiltonian matrix
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7.3 Band structure models for TMDs
We will consider two models for the single-particle band structure. For simplicity we will ne-
glect spin-orbit coupling, though it can be straightforwardly included in the single-particle de-
scription [195, 219, 247].
7.3.1 Two-band model
The first model considered is a conventional two-band, massive Dirac Hamiltonian,
H(k) =
 Eg/2 at(τqx − iqy)at(τqx + iqy) −Eg/2
 . (7.5)
The variable τ = ±1 indexes the two “valleys,” known as the K and K′ (or K and −K) points, which
occur at alternating corners of the hexagonal first Brillouin zone. The Hamiltonian is linearized
in the wavevector difference with respect to the nearest K point, i.e. q = k − K. This is clearly a
gapped version of the conventional graphene Hamiltonian, which has enjoyed tremendous success
in theoretical studies of graphene. In graphene, the spinor basis corresponds to carbon pz orbitals
on the two distinct sublattices; in TMDs, the basis corresponds to the transition metal dz2 orbital (for
the conduction band) and the metal dx2−y2 orbital (for the valence band). The above Hamiltonian
was first used for TMDs by Xiao et al. [195] who predicted optical selection rules leading to spin-
valley coupling. Such spin-valley coupling was quickly confirmed experimentally, by monitoring
the circular polarization of photoluminescence [196, 197]. This Hamiltonian was also used by
Stroucken and Koch in a recent preprint arguing for p-type (not s-type) excitons in TMDs [248];
we believe their analysis is mistaken and will return to this point.
One must be mindful that the off-diagonal elements are non-real, but otherwise diagonalization





E2g + 4(atq)2 ≡ ±ε(k) (7.6)
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and the eigenvectors are
|ψτc(k)〉 = cos(θk/2)|φc〉 + sin(θk/2)e
iτφk |φτv〉 (7.7a)




































































The relative phase appearing within each eigenvector is associated with an electronic “chirality”
(related to Berry’s phase), which is well-known in graphene [249, 250]. Note that the overall phase
of each eigenvector is arbitrary, and the phase convention chosen here is such that the first element
of each eigenvector is purely real.
7.3.2 Three-band model
A more detailed Hamiltonian – using three bands derived from the transition metal dz2 , dxy, and
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ε1 ε2 t00 t11 t22 t01 t02 t12
1.046 2.104 −0.184 0.218 0.057 0.401 0.507 0.338
Table 7.1: Three-band tight-binding parameters for MoS2, from Ref. [247].
where
h00 = ε1 + 2t00(cos 2α + 2 cosα cos β) (7.12a)
h11 = ε2 + 2t11 cos 2α + (t11 + 3t22) cosα cos β (7.12b)
h22 = ε2 + 2t22 cos 2α + (3t11 + t22) cosα cos β (7.12c)
h01 = −2
√
3t02 sinα sin β + 2it01(sin 2α + sinα cos β) (7.12d)
h02 = 2t02(cos 2α − cosα cos β) + 2
√
3it01 cosα sin β (7.12e)
h12 =
√
3(t22 − t11) sinα sin β + 4it12 sinα(cosα − cos β) (7.12f)
with α = kxa/2 and β =
√
3kya/2; the parameters for MoS2 from Ref. [247] are given in Tab. 7.1.
Note than in addition to using three (instead of two) bands, this Hamiltonian has also not been
linearized with respect to wavevector near the K and K′ points, which gives a more accurate de-
scription throughout the entire Brillouin zone. While it cannot be so easily diagonalized analyti-
cally, the Hamiltonian can be straightforwardly diagonalized numerically. For phase consistency in
later calculations, we enforce the same phase convention adopted as for the two-band eigenvectors,
i.e. that the first element of each eigenvector is purely real. The band structure predicted by these
two models is compared to the band structure determined from density functional theory (DFT) in
Fig. 7.1.
7.4 Transition matrix elements
An analysis of optical selection rules requires the momentum matrix elements between single-
particle states. With the tight-binding states above, it is obvious that the valence-to-conduction








R eik·R〈φi,0|p|φ j,R〉, however
145
CHAPTER 7. PROPERTIES OF BRIGHT AND DARK EXCITONS IN MONOLAYER TMDS
















Figure 7.1: Single particle band structure predicted by a linearized two-band model (blue solid) and a
non-linear three-band model (red dashed) compared to first-principles density functional theory (DFT, solid
black).
this still requires a momentum matrix element for the atomic orbitals. An alternative expression


















where we have used the k-space representation of the position operator, r = i∇k. We can now use





(note that this expression neglects the on-site, intra-atomic contribution [251], however this van-
ishes here for d − d transitions). For the simple two-band Hamiltonian, we find
∇kH(k) =
 0 at(τx̂ − iŷ)at(τx̂ + iŷ) 0
 . (7.15)
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The appropriate matrix element can then be taken between the conduction and valence band eigen-
states of the Hamiltonian, yielding Pvc(k) = [Pvcx (k), Pvcy (k)], with




















































The same procedure can be done for the three-band Hamiltonian, by taking the gradient and cal-
culating (numerically) the appropriate matrix element between conduction and valence bands. A
comparison of the real and imaginary parts of the x- and y-components of the two different models
of the band structure is shown in Fig. 7.2 throughout the entire first Brillouin zone.
Valley-dependent selection rules have been shown to arise specifically for the case of circularly










































































































Figure 7.2: Valence-to-conduction band momentum matrix elements for a linearized two-band model (top)
and a non-linear three-band model (bottom). Blue is positive, red is negative, and white is zero. The results
are qualitatively very similar in the immediate vicinity of the K and K′ points, but differ elsewhere in the
Brillouin zone.
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leading to the valley-dependent selection rules,







Near the K and K′ points, Eg ≈ 2ε(k), such that Pvc± (k) ∝ (1 ∓ τ)e±iφk and
∣∣∣Pvc± (k)∣∣∣2 ∝ (1 ∓ τ)2,
i.e. circular polarization can selectively excite electrons at the K or K′ point. For example, right-
handed circular polarization, Pvc− (k), selectively excites at the K (τ = +1) point. Again, this can
be carried out numerically for the three-band model. A comparison of the the selection rules,∣∣∣Pvc± (k)∣∣∣2, for the two models is shown in Fig. 7.3. Note that while the matrix elements themselves
have an ambiguity in the phase (i.e. they are not observable), the squared matrix elements are
completely independent of the phase convention. We also note that the phase factor appearing in
the momentum matrix elements (which comes from the phase difference within each eigenvector)
is the origin of the argument for bright p-type excitons in Ref. [248]. We will show in Sec. 7.6
how this phase factor is canceled, leading to bright s-type excitons as considered in the previous
two chapters.
7.5 Independent particle absorption
In the absence of exciton effects, the imaginary part of the dielectric function is given by (including











|e · Pvc(k)|2δ(Ec(k) − Ev(k) − ~ω), (7.20)
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Figure 7.3: Valence-to-conduction band momentum matrix elements squared, for circular polarization, for
a linearized two-band model (top) and a non-linear three-band model (bottom). Black is positive and white
is zero. The results are qualitatively very similar in the immediate vicinity of the K and K′ points, but differ
elsewhere in the Brillouin zone.
where e is the polarization unit vector. Let us specifically consider right-handed circular polariza-
tion, e ·Pvc(k) ≡ Pvc− (k) = (Pvcx (k)− iPvcy (k))/
√
2. For the linearized two-band model, we can carry
out the integration in Eq. (7.20) semi-analytically. Considering only one valley (say τ = +1), we







2δ(2ε(k) − ~ω)dk. (7.21)
Note that by integrating out to infinity, we are incurring an error at large wavevectors (energies).
Since the dispersion relation is monotonic, we can change variables, kdk = εdε/a2t2, and use the
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(a)






































Figure 7.4: Imaginary part of the dielectric function (actually ~ωε2(ω)) of a TMD material, for one hand-
edness of circular polarization. (a) The absorption is primarily from the K point and not the K′ point. (b)
The analytical evaluation of the two-band model is compared with the numerical results of the two- and
three-band models.






















Accounting for the other valley yields





















These functions are plotted in Fig. 7.4(a), indeed confirming that the absorption for right-handed
circularly polarized light occurs primarily at the K point, with absorption at the K′ point occurring
only at higher energies.
The above expression for ε2(ω) can also be evaluated with numerical integration in the Brillouin
zone. The results are shown in Fig. 7.4(b), where it can be seen that the two-band model agrees
with the analytical result derived above, but only at low energy, as expected. The three-band model
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differs significantly at moderate energies, due to the more realistic treatment of the band structure
throughout the Brillouin zone and concomitant absence of higher-energy electron and hole states.
7.6 Exciton states
We now consider the optical properties including the excitonic effects arising from the electron-
hole interaction. From the two previous chapters, we know that this interaction is strong and
exciton binding energies are large, so excitonic effects are crucial in understanding the optical









This form for the excited state wavefunction underlies the configuration interaction ‘singles,’ time-
dependent Hartree-Fock, and Bethe-Salpeter equation (BSE) formalisms; here we will pursue the
latter. For a periodic crystal exciton wavefunction, Eq. (7.24), the BSE is an eigenvalue problem

























′) = EXAXvc(k). (7.25b)
The electron-hole interaction kernel, Keh contains a frequency-dependent, screened direct interac-















If one neglects the exchange interaction as well as the frequency-dependence and local-field
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where we have used the expansion of the single-particle wavefunctions in the tight-binding basis.
The neglect of the frequency dependence (static screening) is justified when the exciton bind-
ing energy is significantly smaller than the plasmon energies that determine the screening. For




i (r − R1)φi(r − R1)d






































= −〈ψc,k|ψc′,k′〉〈ψv′,k′ |ψv,k〉W(k − k′).
(7.28)
In the above, we have assumed the atomic orbitals to be very localized at each site and neglected
the possible orbital structure to the screened interaction Wi j(R).
At this point, we wish to emphasize that the orbital overlap prefactor in the screened interaction
is crucially important, and it is neglected in the analysis of Ref. [248]. As an explicit example, in
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W(k − k′)eiτ(φk−φk′ )AXvc(k
′) = EXAXvc(k). (7.31)










′) = EXe−iτφk AXvc(k) (7.32)
which is the conventional (phase-less) Wannier equation for the pseudo-wavefunction ÃXvc(k) =
e−iτφk AXvc(k). Thus, when solving a simple hydrogenic Schrödinger equation in real-space, as we
have done in the previous two chapters, the resultant wavefunction in reciprocal space is understood
to be ÃXvc(k). To see this is more detail, we can calculate the real-space wavefunction,














































where we have pinned the hole at the origin and assumed the atomic orbitals to be very localized.
To summarize, the reciprocal space phase factor which multiplies the exciton wavefunction does
not alter the real-space symmetry (s, p, d, etc.). This is one of the main conclusions of this work.












δ(~ω − EX). (7.34)
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Recalling that right near the K (τ = 1) point, the momentum matrix element for right-handed





























∣∣∣Ãvc(r = 0)∣∣∣2 δ(~ω − EX),
(7.35)
which is just the usual Elliott formula for the excitonic absorption [252]. In particular, the selection
rules are conventional in that they are determined by the behavior of the wavefunction at the ori-
gin, leading to bright states that are s-like. Note that the phase factor appearing in the momentum
matrix element is essentially cancelled by the conjugate phase factor in the exciton envelope wave-
function, which itself originates from the change of basis in the screened interaction, Eq. (7.28).
Therefore, not only can the excitons be labeled in anology with the hydrogen series, but they also
obey identical selection rules. This is the second main conclusion of this work.
As usual, the same analysis cannot be done analytically on the three-band model, but it can be
straightforwardly carried out numerically. The calculated dielectric function for the two considered



























Figure 7.5: Imaginary part of the dielectric function calculated in the presence of excitonic effects. The
band gap has been rigidly increased to 2.4 eV such that the 1s exciton peak occurs near 2.0 eV. A Gaussian
broadening of 50 meV (FWHM) has been applied to all peaks.
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Figure 7.6: Convergence behavior of the 1s exciton binding energy as a function of the number of k points
sampled in the 2D Brillouin zone of monolayer MoS2.





with χ2D = 6.60 Å for MoS2 (see Tab. 5.1). Results are presented for a 110 × 110 sampling of
the Brillouin zone, which we have found necessary to converge the binding energy to roughly 0.1
eV accuracy, in agreement with the fully ab initio BSE study presented in Ref. [232]. Specifically,
this sampling gives a 1s exciton binding energy of 0.40 eV, however a rough extrapolation to the
infinite sampling limit, shown in Fig. 7.6 gives approximately 0.52 eV, in good agreement with
the result obtained in Chapter 5 for MoS2 (0.54 eV). In Fig. 7.5, the conduction bands have been
rigidly shifted to increase the band gap (a so-called “scissors” operation) to 2.4 eV, such that the
1s exciton peak occurs near its experimentally observed value of 2.0 eV (due to the spin-orbit
interaction, this peak is actually split into the so-called A and B peaks at about 1.9 and 2.0 eV
respectively [192]).
The labeling of states in Fig. 7.5 is done via inspection of the wavefunction, in either reciprocal
or real-space. For example, we show the exciton pseudo-wavefunctions for right-handed polariza-
tion Ãvc(k) = Avc(k)Pvc− (k) in Fig. 7.7. The symmetries of the exciton wavefunctions are apparent,
and the valley selectivity is also recovered in the presence of excitonic effects. The Rydberg series
of s-type exciton states is clearly non-hydrogenic, as discussed in Chapter 6. Perhaps most interest-
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Figure 7.7: Reciprocal space plots of the pseudo-wavefunctions relevant for the optical absorption. In the
presence of right-handed circular polarization, it is seen that excitons are only created at the K point, and
not at the K′ point, as was found in Ref. [195] and in Sec. 7.5 in the absence of exciton effects.
ingly, because of the unique form of the screened interaction, the “accidental” angular momentum
degeneracy in the hydrogen spectrum is broken. We find that for a given principal quantum num-
ber, the larger angular momentum states are more strongly bound, i.e. E1s < E2p < E2s < E3d and
so on.
7.7 Conclusion
In this chapter, we have expanded the effective mass theory presented in Chapters 5 and 6 to include
a fully k-dependent model of the band structure. This extension allows for deviations from parabol-
icity, including trigonal warping behavior which has been emphasized in other contexts [219, 218].
Interestingly, we find that while the two- and three-band models give different results for the con-
tinuum absorption (which is to be expected since the two-band model should only be used near
the K and K′ points), the two models give nearly identical results for the exciton properties within
a simplified BSE formalism. Furthermore, these results are nearly identical to those of the effec-
tive mass treatment from the previous chapters, justifying its use in those contexts. We have also
carefully tracked the “chiral” phase factor and shown that contrary to the claim in Ref. [248] it
does not lead to bright p-type excitons. We instead proved that the s-type excitons, which were
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analyzed in the two previous chapters, are indeed the optically bright excitons. The dark excitons
have also been investigated and found to exhibit another deviation from the hydrogen model, in the
form of a broken angular momentum degeneracy. This observation will be key in future analysis
of two-photon spectroscopies on TMDs. A very recent preprint contains results from a fully ab
initio BSE calculation on WS2 and also finds this peculiar angular momentum behavior [246]. It
is clearly encouraging that our simple low-energy theory – featuring a few-band representation of
the single-particle states and an appropriate treatment of screening with a model dielectric function
– is able to correctly reproduce the optical selection rules, the character of bright and dark exci-




Condensed phase dynamics with
applications to biological systems
158
CHAPTER 8. RDM HYBRID APPROACH TO QUANTUM DYNAMICS
Chapter 8
A reduced density matrix hybrid approach
to quantum dynamics 1
8.1 Introduction
The calculation of real-time quantum dynamics for large molecular systems is a longstanding prob-
lem in chemical physics. Of particular interest is the case of a small subsystem embedded in a
surrounding thermal bath, which forms the basis for the investigation of condensed phase energy
and electron transfer as well as spin and charge transport in nanoscale devices [87, 253]. In such
situations, one is typically interested in the calculation of the system’s reduced dynamics, aver-
aged over the bath degrees of freedom. Due to the importance of these problems and the absence
of a general solution, a variety of methods have been developed which vary as to the regimes in
which they are accurate and their applicability to large systems. Many of these approaches rely on
either averaging over semi-classical trajectories of bath degrees of freedom or propagating the sys-
tem’s reduced density matrix (RDM) directly without explicit treatment of the bath, for example
by master equations or path integral techniques.
Trajectory based methods include the mean-field Ehrenfest [254, 255], surface-hopping [256,
1Based on work published in J. Chem. Phys. 136, 034113 (2012). Copyright 2012, American Institute of Physics.
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254, 257], semi-classical initial value representation [258, 259], linearization [260, 261, 262, 263],
and classical mapping [264, 265, 266] approaches. These offer the appeal of a transparent link
to the classical limit and simple application to complex condensed phase systems and to slow
baths. However, these methods typically fail in regimes with strong system-bath coupling or high-
frequency baths where quantum effects are known to be important.
Techniques based on direct propagation of the reduced density matrix include the Markovian
and non-Markovian Bloch-Redfield equations [267, 88, 91] and the noninteracting blip approxi-
mation (NIBA) [86, 87] which serves as a time-dependent generalization of Förster theory [84].
To make such approaches manageable, perturbation theory in the system-bath coupling (Bloch-
Redfield) and in the non-adiabatic coupling (NIBA, Förster) are typically carried out only to
second-order and hence performance degrades when these terms become large. In addition, path
integral approaches, such as quantum Monte Carlo [75, 268, 76] and the quasi-adiabatic propa-
gator [77] and related iterative path integral methods [78, 104, 269] have also been developed to
propagate the RDM. While these approaches can be made numerically exact, they are frequently
difficult to converge in practice when the system-bath coupling is strong or the bath is slow (though
Monte Carlo filtering of path segments can be useful in such situations [270, 271]). Furthermore,
many variants scale poorly with the number of system states, drastically limiting the size of treat-
able systems.
Hence when the bath dynamics are “fast” compared to those of the system (the so-called non-
adiabatic regime), both perturbative quantum master equations and numerically exact path integral
approaches are typically accurate since the correlation time of the bath is short, rendering non-
Markovian memory effects less significant. When the bath dynamics are “slow” compared to those
of the system (the adiabatic regime), these methods fail but it becomes reasonable to treat the bath
degrees of freedom classically and hence trajectory-based schemes generally yield accurate results.
Given this complementarity, it would clearly be desirable to develop a scheme which can accurately
treat both regimes by naturally tuning between the above approaches in a consistent manner. In
addition, such an approach might effectively treat intermediate regimes where no obvious time-
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scale separation exists and hence neither RDM nor trajectory-based approaches are accurate.
The “dynamical hybrid” scheme of Wang, Thoss and Miller [272, 96] offers such an approach
in which bath degrees of freedom are partitioned into “core” modes to be treated with quantum
mechanics and “reservoir” modes to be treated with classical mechanics. In this scheme, the
wavefunction-based multi-configurational time-dependent Hartree (MCTDH) [79, 80, 81] method
is used for the system and core while a mean-field Ehrenfest treatment is applied to the reservoir.
When applied to the spin-boson problem, this dynamical hybrid scheme frequently converges to
the exact result with only a small percentage of modes included in the core. However, to achieve
convergence in the presence of fast baths, up to 80% of the bath modes need to be included in
the core. Despite progress in development of MCTDH-based methods [273, 274], the high-cost
severely reduces the potential efficiency of the dynamical hybrid approach and hence limits the
ease with which it can be applied to larger systems.
In this work, we present a methodology which avoids the use of wavefunctions, replacing
them with a single reduced density matrix averaged over the quantum core modes. The reservoir
modes exert a classical time-dependent driving force on this system RDM, which in turn drives the
classical modes via a back-reaction force. This reduced density matrix hybrid formalism (RDM-
Hybrid) allows one to use an appropriately chosen partitioning of the bath into core and reservoir
modes such that the system RDM can be propagated either by an exact reduced dynamics algo-
rithm resulting in a decreased cost or by an inexpensive approximate master equation resulting in
improved accuracy. In other words, by using physical intuition, one can choose the core-reservoir
partitioning such that different methods are applied only to the set of bath modes for which they
are expected to work.
We demonstrate our approach by applying it to the spin-boson model and treating the system
and core using the noninteracting blip approximation (NIBA) [86, 87] This approach yields a
methodology which is numerically cheap while obtaining impressive quantitative accuracy over
all regimes investigated as well as offering excellent scaling with the number of system states.
The outline of the chapter is as follows. Section 8.2.1 briefly reviews the Ehrenfest methodol-
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ogy. This background is then used in Sec. 8.2.2, to derive the RDM-Hybrid approach. Section 8.3
then describes how this scheme can be applied to the spin-boson model. The results of the appli-
cation are presented in Sec. 9.5, and Sec. 9.6 concludes.
8.2 Theory
8.2.1 Ehrenfest dynamics
While there are many routes to the mean-field Ehrenfest equations of motion and subsequently
the RDM-Hybrid method to be presented below, we proceed via the quantum-classical Liouville
equation, which provides a particularly simple derivation.
We begin by considering the generic coupled system-bath Hamiltonian,
H = Hs(s, ps) + Hb(Q,P) + Vsb(s,Q) (8.1)























where henceforth we set ~ = 1. By employing the partial Wigner transform of the density matrix
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and taking the classical limit of the corresponding partial Wigner transformed Liouville equation



















where [·, ·] denotes a commutator and {·, ·} is the Poisson bracket.
Now, one makes the approximation that the system and bath reduced density matrices (RDMs)
decouple at all times,
ρW(Q,P, t) = ρs(t)ρb(Q,P, t), (8.7)









Inserting this product form into the quantum-classical Liouville equation and noting that the bath
reduced density matrix is simply the classical phase space distribution,
ρb(Q,P, t) = δ(Q −Q(t))δ(P − P(t)) (8.8)





























































The Ehrenfest approximation to an observable of the reduced system is given by








d f PTrs {Osρs(t)} ρb(Q,P, t).
(8.12)
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In accordance with the classical treatment of the bath, this latter integral is evaluated by molecu-
lar dynamics obeying the equations of motion given above. To generate the canonical ensemble
average consistent with the initial density matrix
ρ(0) = ρs(0)ρb(0) = ρs(0) exp(−βHb)/Zb, (8.13)
one averages over classical trajectories with bath initial conditions sampled from either the Wigner-












or more simply from the classical Boltzmann distribution,
ρBb (Q0,P0) = e
−βHb(Q0,P0)/Zb. (8.15)
Although the Wigner distribution gives initial conditions consistent with the exact quantum distri-
bution, this property is not conserved by the classical dynamics.
8.2.2 Reduced density matrix hybrid dynamics
In contrast to the approach taken above, in which the full Hamiltonian is split into a system and
bath with coupling between the two, we instead divide the bath degrees of freedom into two sets:
the reservoir modes ({Qk, Pk : k = 1, . . . , f ′}) to be treated classically and the core modes ({qk, pk :
k = f ′ + 1, . . . , f }) to be treated quantum mechanically. Hence, we partition the Hamiltonian as
H = Hsc(s, ps,q,p) + Hr(Q,P) + Vsr(s,Q) (8.16)
where the system-core Hamiltonian is
Hsc(s, ps,q,p) = Hs(s, ps) + Hc(q,p) + Vsc(s,q) (8.17)
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Since nothing in our above discussion of Ehrenfest dynamics utilized the specific properties
of the system, we could just as well re-label the combined system and core as the system of the
previous section. Likewise, we associate the reservoir with the bath from before. Thus we assume
the total (Wigner-transformed) density matrix factorizes at all times into a system-core RDM and
reservoir RDM,
ρW(t) = ρsc(t)ρb(Q,P, t). (8.20)






























































Although the exact calculation of the system-core density matrix dynamics given by Eq. (8.21) is
extremely demanding, this was essentially the approach taken by Wang, Thoss, and Miller [272,
96] who averaged high-dimensional wavefunction trajectories with initial conditions of the core
wavefunction sampled from the exact quantum mechanical core density matrix and classical reser-
voir degrees of freedom sampled from the quantum-classical Wigner distribution.
The important point we seek to make in this work is that Fi is a pure system operator, i.e. the
core and reservoir are not directly coupled, such that the classical reservoir equation of motion
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, averaged over the quantum core
degrees of freedom. Furthermore, the calculation of any dynamical system variable is given by an
expression analogous to the pure Ehrenfest approximation above,












PTrs {Osρs(t)} ρr(Q,P, t),
(8.25)
which again only requires the system RDM (and not the much higher-dimensional system-core
RDM), with classical reservoir trajectories to be sampled from an appropriate distribution.
We have thus arrived at a self-consistent dynamical scheme which treats the core bath modes
quantum mechanically yet only requires the propagation of a typical system RDM and classi-
cal reservoir degrees of freedom. This RDM-Hybrid formulation presented above constitutes the
major theoretical result of this work. We point out that a similar approach appears to have been
investigated by Golosov et al. [277], though it was restricted to their previously developed memory-
equation algorithm [278] and only minimally pursued.
When the system RDM averaged over the quantum core modes, ρs(t), is treated fully quantum
mechanically, our methodology yields the exact result when all bath modes are included in the core.
However, in practice one expects to achieve numerical convergence before this limit is reached. Of
course, the exact quantum dynamical treatment of the system RDM is in general no less numeri-
cally challenging than the original problem (a system coupled to a quantum bath). However, the
advantage of this approach is that one can tailor the partitioning in Eq. (8.16) either to alleviate the
computational expenses of a numerically exact reduced quantum dynamics method (such as the
QUAPI-based iterative tensor propagation scheme of Makri et al. [77, 78, 104, 269]) or to improve
the accuracy of approximated quantum dynamics (such as a perturbative quantum master equation)
for the system RDM. In this sense, the above presented formalism outlines a framework for the ef-
ficient partitioning and calculation of real-time reduced quantum dynamics where one can employ
any exact or approximate dynamical scheme for the system RDM depending on the complexity of
the problem. As discussed in the following section, here we adopt an approximate treatment of the
system RDM using a perturbative master equation to yield a very cheap hybrid methodology with
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impressive quantitative accuracy.
Before proceeding to the application of the above formalism, we pause to comment on its gen-
erality. Specifically, there are two essential requirements for the application of our RDM-Hybrid
methodology: (1) the core and reservoir must be independent, thus justifying Eq. (8.24), though
core-core and reservoir-reservoir interactions can be treated in principle; and (2) the observable
of interest must be a pure system operator, averaged over a thermal ensemble of the remaining
degrees of freedom, thus justifying Eq. (8.25). These requirements are very often satisfied in phys-
ical problems of interest and thus our framework is a very useful simplification of the more general
dynamical hybrid approach. Thus while our approach is less general than that of Wang, Thoss, and
Miller, it is precisely this diminished generality which allows for the efficient simplifications used
in the above derivation.
8.3 Application to the spin-boson problem
While the above formalism is indeed quite general here we demonstrate its effectiveness at treating
the spin-boson Hamiltonian,














which describes a two-level system with energy bias 2ε and tunneling matrix element ∆, linearly
coupled to the coordinates of a bath of harmonic oscillators. The spin-boson Hamiltonian has been
used as a model for a variety of physically distinct quantum relaxation and transport processes.






which measures the difference in population of sites 1 and 2. Furthermore, we will henceforth work
in reduced units with respect to the tunneling matrix element, ∆, in addition setting ~ = kB = 1. To
begin our application, we first discuss the separation of modes into the core and the reservoir.
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8.3.1 Separation of modes








δ(ω − ωk). (8.28)
When separating the bath modes into a core and reservoir, we will require that
Jcore(ω) + Jres(ω) = J(ω). (8.29)
Intending to treat high frequency modes in the quantum mechanical core and low frequency modes
in the classical reservoir, we use a switching function, S (ω,ω∗), which switches from 1 to 0 as ω
goes from 0 to ω∗. This allows the core and reservoir spectral densities to be defined as,
Jcore(ω) = J(ω) [1 − S (ω,ω∗)] , (8.30)
Jres(ω) = J(ω)S (ω,ω∗). (8.31)
An infinite number of switching functions satisfy such a criteria and the best form will depend on
the Hamiltonian adopted, the methodology used to treat the core, and the required balance been
accuracy and efficiency. The simplest approach would be to use a step function,
S (ω,ω∗) =

1 ω < ω∗
0 ω > ω∗.
(8.32)
However in many cases, such a sharp switch will leave a core which is expensive to treat using












coth(βω/2) cos(ωt) − i sin(ωt)
]
, (8.33)
whose correlation time determines the range of memory (non-Markovian) effects. It is straightfor-
ward to see that using a step function switching like that in Eq. (8.32) will result in a long-time
oscillatory tail in the bath correlation function, α(t), and thus extensive non-Markovian effects
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which are difficult to treat quantum mechanically. It is therefore advantageous to separate the
spectral density using a smooth switching function which can yield a short bath correlation time
for the core modes and allow for efficient quantum mechanical treatment.







0 ω > ω∗
(8.34)






where λ = π−1
∫ ∞
0
dωJ(ω)/ω is the reorganization energy. As can be seen, this smooth switching
does not introduce any long-time tails and allows the bath correlation time for the core modes to be
decreased as ω∗ is increased and more of the slow modes, which give rise to temporally non-local
effects, are moved into the reservoir. In addition, removal of slow modes from the core encourages
the use of approximate master equations, such as the noninteracting blip approximation discussed
in the next section, which complement the Ehrenfest treatment of the slow modes.
8.3.2 Noninteracting blip approximation for the system and core
Although the RDM-Hybrid framework allows for the application of many approaches to treat the
system and core modes, in this work we employ the noninteracting blip approximation (NIBA) [86,
87]. To see why such a choice is computationally simple, note that because the fluctuating classical
degrees of freedom provide an effective time-dependent bias, the system Hamiltonian no longer
commutes with itself at different times, and thus its propagator is a cumbersome time-ordered
exponential (Dyson series). However, since the unperturbed propagator within NIBA comprises
only the diagonal part of the Hamiltonian and diagonal matrices always commute, this propagator
is trivially calculated.
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ω∗ = 2ωc
























































Figure 8.1: The effect of splitting the spectral density (top) on the resulting bath correlation functions with
T/ωc = 4 (bottom).
Another important reason for our choice is the complementarity between NIBA and Ehrenfest.
While Ehrenfest dynamics work best in the adiabatic regime, ωc/∆  1, NIBA is perturbative
in ∆/ωc, thus working best in the non-adiabatic regime, ωc/∆  1. To exemplify this comple-
mentarity, in Fig. 8.2 we show a coherent to incoherent crossover, as a function of ωc/∆ in the
high-temperature, strong-coupling regime. As can be seen in Fig. 8.2, the Ehrenfest method yields
quantitatively exact population dynamics for an adiabatic choice of parameters, ωc/∆  1 [pan-
els (a) and (b)], whereas NIBA gives the exact result upon crossing over into the non-adiabatic
regime, ωc/∆  1 [panels (c) and (d)]. With this in mind we are strongly encouraged to consider
a NIBA-Ehrenfest hybridization, the details of which are described next.
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(a) ωc = 0.025∆










(b) ωc = 0.25∆










(c) ωc = 5∆














(d) ωc = 10∆











Figure 8.2: Population dynamics, P(t) = 〈σz(t)〉, for the spin-boson model with a Debye spectral density.
The Hamiltonian parameters are ε = 0, λ = 2.5∆, and T = 2∆. Ehrenfest and NIBA are compared to the
numerically exact results of Thoss, Wang, and Miller [96] in (a)-(c) and to our own converged QUAPI tensor
multiplication calculation in (d).
8.3.3 Simulation details








where ρ(ω) is a density of frequencies chosen to reproduce the reorganization energy for any
number of modes, f . For an Ohmic spectral density J(ω) = λω/ωcF(ω/ωc) with cutoff function
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For the Debye spectral density considered here, the cutoff function is given by F(ω/ωc) = 2/[1 +
(ω/ωc)2].
Having obtained a discrete distribution of frequencies, we then take into account the switching







, k = 1, . . . , f ′ ≤ f (8.39)
in the process removing all bath modes with ωk > ω∗ from the reservoir. In a complimentary
fashion, the core spectral density, Jcore(ω), is used in the NIBA equations.
In all results presented, f = 300 discrete bath modes were found to be sufficient for conver-
gence and averages were performed over 103 − 104 reservoir initial conditions. For pure Ehrenfest
results, we sample from the Wigner distribution, which for the spin-boson Hamiltonian’s harmonic























As alluded to above, when high frequency baths are present, Wigner sampling can improve the
accuracy of Ehrenfest dynamics since the initial conditions are consistent with the exact quantum
mechanical distribution. However, since the zero-point energy inserted by Wigner sampling is not
conserved by the classical dynamics, long-time predictions can be unreliable (zero-point energy
leakage) [279, 280]. Hence, in regimes with strong coupling or high bath frequencies, sampling
from either the classical Boltzmann or quantum Wigner distributions can produce inaccurate re-
sults. In contrast, for our RDM-Hybrid approach we find that the results are largely insensitive
to the choice of reservoir initial conditions, since most quantum mechanical modes are included
in the core leading to only low frequencies being present in the reservoir, for which classical and
Wigner sampling give identical results. This effect is shown later, in Fig. 8.4, where pure Ehrenfest
dynamics using classical sampling is seen to underestimate the decay of the system population
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variable while using Wigner sampling overestimates the decay. The RDM-Hybrid approach, how-
ever, produces graphically identical results using either sampling scheme.
The time evolution of the coupled classical dynamics and NIBA equations were solved with
a second-order Runge-Kutta scheme with a timestep of 0.01∆−1. For the spin-boson Hamiltonian






= −ω2kQk − ckP̃(t), (8.42)
with the system population variable P̃(t) ≡ Trs {σzρs(t)}. Taking P̃(t) to be constant over a half-
timestep as called for by the Runge-Kutta scheme used here, one has





















ωk sin(ωk∆t/2) + Pk(t) cos(ωk∆t/2). (8.44)
For a two-level system coupled to a common bath, the NIBA master equation for the population












K+(t, τ) = 4∆2 exp [−Q2(t − τ)] cos [Q1(t − τ)] cos
{
ζ(t, τ) + (1 + δ) [Q1(t) − Q1(τ)]
}
, (8.46)
K−(t, τ) = 4∆2 exp [−Q2(t − τ)] sin [Q1(t − τ)] sin
{
ζ(t, τ) + (1 + δ) [Q1(t) − Q1(τ)]
}
. (8.47)
The parameter δ originates from the bath initial condition, with δ = 0 if the system and bath
are initially uncoupled and δ = −1 if the bath is initially solvating the donor. The twice-integrated
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The effect of a general time-dependent bias 2ε(t) is captured in the function




which for the core-reservoir splitting considered here is defined as








The true population difference, P(t) = 〈σz(t)〉 is finally given by the average of P̃(t) over classical
trajectories with initial conditions sampled from the appropriate distribution.
Importantly, the scheme described here yields the correct population dynamics of a two-level
system driven by a classical external field, so that by taking the limit ω∗ → ∞, we remove all bath
modes from the core, and recover the Ehrenfest solution. In the opposite limit, ω∗ → 0, we recover
the full NIBA treatment.
Because we are not treating the core exactly, it is important to emphasize that ω∗ is no longer
a convergence parameter. Instead, ω∗ tunes the balance between the two approximate methods,
here taken to be Ehrenfest dynamics and NIBA. The optimal a priori choice of this switching
frequency is an interesting problem for future work, but here we present a physically motivated
prescription for its determination. We again recall that “adiabaticity” is inherently a problem of
timescale separation. The adiabatic regime is physically realized when the timescale of the bath is
much greater than that of the system, and vice versa for the non-adiabatic regime. A given bath
mode k could be classified into “core” or “reservoir” by comparing its characteristic timescale, ω−1k
with that of the system, ω−1sys. For the spin-boson Hamiltonian, Eq. (8.26), the system frequency
ωsys is given by the Rabi frequency,
ωR = 2
√
ε2 + ∆2. (8.51)
In practice we use the smooth switching function, Eq. (9.11), and following the line of argument
above, set the switching frequency equal to the Rabi frequency, i.e. ω∗ = ωR. This procedure ef-
fectively partitions the bath modes into those that are faster than the system dynamics (comprising
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the core) and those that are slower (comprising the reservoir). While comparison with existing
exact results has shown that this choice, ω∗ = ωR, is not always truly optimal, we will show in the
next section that it nevertheless provides a very robust methodology, with quantitative predictive
ability.
8.4 Results
In all our results we compare to the numerically exact population dynamics computed by Thoss,
Wang, and Miller [96] for the spin-boson Hamiltonian, Eq. (8.26), with a Debye spectral density,
Eq. (9.5) and initial condition ρ(0) = |1〉〈1| exp(−βHb)/Zb, i.e. δ = 0 in Eqs. (8.46)-(8.47).
We begin in the adiabatic regime, ωc/∆ < 1, where Ehrenfest dynamics are known to be rela-
tively accurate. Fig. 8.3(a) shows that this is indeed the case for high temperature, T = 2∆. Though
qualitatively good, the very strong coupling, λ = 5∆, degrades the accuracy of the Ehrenfest ap-
proach. However, our RDM-Hybrid method yields a long-time population decay in much better
agreement with exact results. In Fig. 8.3(b), we investigate another system with strong coupling,
λ = 2.5∆, but with a temperature one order of magnitude lower. The classical mechanical approx-
imation made by using Ehrenfest dynamics intrinsically worsens for lower temperature, where
quantum mechanical effects are expected to play a more dominant role. We see that the RDM-
Hybrid result is again in better quantitative agreement with the exact long-time limit. Both panels
(a) and (b) in Fig. 8.3 underscore the important point that our RDM-Hybrid approach is not simply
an “average” of the two methods, but can in fact generate qualitatively different dynamics which
are not situated “in between” those of the individual methods.
The system trapping seen above leading to a quasi-stationary state is nearly impossible to cap-
ture with perturbative quantum master equation approaches, as exemplified by the poor NIBA re-
sults. For comparison, the dynamical hybrid scheme required 25% of the bath-modes to be treated
quantum mechanically, supporting our observation of largely classical bath dynamics.
In Fig. 8.4, we investigate the non-adiabatic regime, ωc/∆ > 1, with strong coupling λ = 5∆,
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(a) ε = 0, λ = 5∆, ωc = 0.25∆, T = 2∆
















(b) ε = 0, λ = 2.5∆, ωc = 0.25∆, T = 0.2∆
















Figure 8.3: Population dynamics of the spin-boson model in the adiabatic regime (ωc/∆ < 1) without an
energetic bias. The bath has a Debye spectral density and parameters as given in the figure. Note the
difference in the time axis.
where NIBA is quantitatively accurate. Here we show the effects of sampling from a classical
distribution or a Wigner distribution. The Ehrenfest approximation with Wigner initial conditions
yields a decay which is too rapid, while that with classical initial conditions yields a decay which
is too slow. Both completely miss the two-step relaxation dynamics at very short times. RDM-
Hybrid captures these short time dynamics exactly and shows a robust insensitivity to the initial
sampling employed. Although our hybrid method exhibits a slight discrepancy at longer times, it
is much more accurate than the Ehrenfest approach.
Having demonstrated that our RDM-Hybrid approach can yield very good agreement with the
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ε = 0, λ = 5∆, ωc = 5∆, T = 2∆






















Figure 8.4: Population dynamics of the spin-boson model in the non-adiabatic regime (ωc/∆ > 1) without an
energetic bias. The bath has a Debye spectral density and parameters as given in the figure. Also shown are
the effects of classical vs. Wigner sampling of the bath (reservoir) initial conditions for Ehrenfest dynamics
(RDM-Hybrid).
exact results when only one of its composite methods (Ehrenfest dynamics or NIBA) is successful,
we now consider in Fig. 8.5 the intermediate regime, ωc/∆ = 1, where neither method is par-
ticularly accurate by itself. Fig. 8.5(a) depicts the population dynamics at the high temperature
T = 2∆ for relatively strong coupling, λ = 2.5∆. Here, both NIBA and Ehrenfest dynamics are
in very poor numerical agreement with the exact result, though the Ehrenfest dynamics correctly
predicts a two-step relaxation, albeit only qualitatively. On the contrary, RDM-Hybrid correctly
exhibits a rebound in the population dynamics near t ∼ 2∆−1 (although one that is somewhat over-
pronounced) and yields dynamics at all later times in excellent agreement with the exact result.
In the lower panel, Fig. 8.5(b), we consider a weaker coupling and a temperature two orders
of magnitude lower. Here, NIBA does quite poorly and Ehrenfest dynamics are mildly better,
exhibiting slightly overdamped oscillations and a weak phase-shift at long times. Once again,
RDM-Hybrid is nearly exact, despite this severely low temperature.
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(a) ε = 0, λ = 2.5∆, ωc = ∆, T = 2∆














(b) ε = 0, λ = 0.25∆, ωc = ∆, T = 0.02∆

















Figure 8.5: Population dynamics of the spin-boson model in the intermediate regime (ωc/∆ = 1) without
an energetic bias. The bath has a Debye spectral density and parameters as given in the figure. Note the
difference in the time axis.
In both examples above, i.e. Figs. 8.5(a) and (b), Thoss, Wang, and Miller found it necessary
to treat over 50% of the bath modes quantum mechanically with MCTDH. It is remarkable that
our computationally inexpensive RDM-Hybrid method employing NIBA for the core modes is
able to yield such similarly accurate results for these problems, which serves as a testament to its
robustness.
We conclude this section by briefly considering the effect of an energetic bias on the perfor-
mance of our RDM-Hybrid method. In Figs. 8.6(a) and (b), we show two sets of population
dynamics for the same high-temperature, adiabatic regime, but with an energetic bias ε = ∆ in
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(a) ε = 0, λ = 0.25∆, ωc = 0.25∆, T = 2∆
















(b) ε = ∆, λ = 0.25∆, ωc = 0.25∆, T = 2∆





















Figure 8.6: Population dynamics of the spin-boson model in the adiabatic regime (ωc/∆ < 1) without an
energetic bias (a) and with an energetic bias (b). The bath has a Debye spectral density and parameters as
given in the figure. Note the difference in the time axis.
panel (b). As expected, NIBA performs poorly due to the adiabaticity of the conditions under
consideration in both panels. As for the Ehrenfest method, while it gives excellent results in the
unbiased case [panel (a)], it strongly deviates from the correct dynamics in the presence of a bias
[panel (b)]. This deficiency of the Ehrenfest approach and similar quantum-classical methods for
biased system is well-known and typically connected to unphysical treatment of zero-point energy
in classical treatments. Attempts to correct this behavior have included an adjustable zero-point
energy parameter for sampling the initial conditions [280] and its determination by comparison
with exact short-time moments [282].
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(a) ε = 0, λ = 0.25∆, ωc = 5∆, T = 2∆

















(b) ε = ∆, λ = 0.25∆, ωc = 5∆, T = 2∆





















Figure 8.7: Population dynamics of the spin-boson model in the non-adiabatic regime (ωc/∆ > 1) without
an energetic bias (a) and with an energetic bias (b). The bath has a Debye spectral density and parameters
as given in the figure.
In spite of this potential concern, we see in Fig. 8.6 that the RDM-Hybrid approach performs
incredibly well and equally so for both unbiased and biased systems. Unfortunately, this success
is not universal, as seen in Fig. 8.7, which considers the effect of a bias on non-adiabatic dynam-
ics. While RDM-Hybrid is very successful for the unbiased case, it performs more poorly in the
presence of a bias. This error appears to be attributable to the Ehrenfest dynamics, which RDM-
Hybrid tracks quite closely at short times. Nonetheless, the RDM-Hybrid population does appear
to approach the correct long-time value, which both Ehrenfest and NIBA incorrectly predict.
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8.5 Conclusions and Future Work
To summarize, we have formulated a quantum-classical methodology for the quantum dynamics
of a coupled system-bath Hamiltonian, averaged over the bath degrees of freedom, by employing
a core-reservoir partitioning of the bath degrees of freedom. Unlike the technique of Wang, Thoss,
and Miller [272], our RDM-Hybrid approach avoids the use of expensive wavefunction-based
quantum mechanics, replacing it by a reduced density matrix calculation. This allows for flexibility
to use a variety of inexpensive approximate approaches for different parts of the computation,
allowing for combined accuracy and efficiency.
Within the above framework, we then used the noninteracting blip approximation (NIBA) for
the reduced dynamics, yielding an efficient, scalable quantum dynamics methodology with excel-
lent accuracy for both adiabatic and non-adiabatic parameter regimes. Specifically, for Ns discrete
states, a numerical implementation of NIBA scales only as N2s (see Eq. (9.25)), which allows for
very efficient investigation of bigger systems. The largest discrepancy with exact results was found
in the non-adiabatic regime with an energetic bias. To alleviate such deficiencies, we enumerate a
number of avenues for future work.
One could imagine pursuing alternative approximate treatments of the quantum core-averaged
system RDM. For example, the accuracy of NIBA (employed here) is known to degrade at low
temperature, in particular for biased systems. The Redfield equations, on the other hand, have
been very successfully applied to such systems, being restricted, however, to weak-coupling and
non-adiabatic baths. Thus, an RDM-Hybrid approach employing Redfield and Ehrenfest dynamics
may be one way to extend the validity of the Redfield equations into these regimes where it would
otherwise fail.
Ideally, one would like an exact treatment of the quantum system RDM, such that the method
becomes numerically exact when all modes are included in the core. As alluded to at the end of
Sec. 8.2.2, we believe the tensor propagation scheme of Makri et al. [77, 78, 104, 269] is especially
promising. Because this algorithm scales exponentially with the memory time required to span the
bath correlation function, the partitioning discussed here leading to a reduced bath correlation time
181
CHAPTER 8. RDM HYBRID APPROACH TO QUANTUM DYNAMICS
would constitute an enormous reduction in computational expense. Work along this direction is
currently in progress.
Lastly, for a chosen system-core dynamics method, a more rigorous investigation of the form
of the switching function, S (ω,ω∗), and switching frequency, ω∗, should be pursued. Ideally these
choices should be automated and not left up to physical considerations as was done here. For
example, one might try comparing the short-time moments of the population dynamics to those
obtained exactly from quantum perturbation theory. The investigation of this point will be a subject
of future work.
In spite of these desired improvements, the RDM-Hybrid method employing NIBA has been
shown to be very accurate, often correcting the long-time populations of the otherwise accurate
Ehrenfest dynamics. The next chapter will include the application and investigation of both of
these methods to models of electronic energy transfer in molecular aggregates, including the multi-
site Frenkel exciton Hamiltonian describing the Fenna-Matthews-Olson complex, a prototypical
photosynthetic system.
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Chapter 9
Application to excitation energy transfer in
photosynthetic systems 1
9.1 Introduction
Recent observations of long-lived electronic coherence in photosynthetic complexes [283, 284]
and solutions of conjugated polymers [285, 286] have challenged the conventional view that en-
vironmental effects rapidly quench quantum coherence at room temperature. These experiments
have spurred the theoretical investigation of electronic energy transfer (EET), including the devel-
opment of accurate numerical methodologies. Such work has sought to explain the origin of the
observed coherence lifetime, to predict the effects of system parameters, and to ultimately under-
stand the role of quantum coherence in promoting or inhibiting efficient energy transfer [287, 288,
165, 289, 290, 39, 92, 37, 38, 291, 292, 293, 294, 295, 296, 297, 298, 299, 300, 301].
EET systems typically consist of a set of molecular chromophores which are electronically
coupled to one another as well as to local environmental phonons. The former couplings facilitate
exciton delocalization while the latter couplings tend to destroy this so-called quantum coherence.
Hence, accurately modeling the interplay between these effects is crucial. A difficulty which arises
1Based on work published in J. Chem. Phys. 136, 084104 (2012). Copyright 2012, American Institute of Physics.
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in the modeling of EET is the similarity of energy scales describing these competing phenom-
ena. For example, in typical multi-chromophoric systems, the electronic couplings, reorganization
energies, and characteristic environmental frequencies are all on the order of 10 − 100 cm−1.
As examples of perturbative methods which may fail in this regime, the popular Redfield [88,
92] and Förster [84] theories of energy transfer implicitly require nearly Markovian, non-adiabatic
dynamics characterized by environmental frequencies much larger than either the reorganization
energy or electronic couplings, respectively. It is one of the goals of this chapter to show that
the violation of this expectation in the form of atypically small environmental frequencies actu-
ally suggests a promising route towards accurate theories of EET in this intermediate coupling
regime. Specifically, quantum-classical theories are well suited to the problem of EET, where
environmental fluctuations take place over timescales on the order of the electronic motion. In
such approaches, the environmental degrees of freedom are treated classically since quantum ef-
fects are expected to be insignificant for such low-frequency vibrational motion. Most relevant
to EET, these methods can accurately describe non-Markovian effects such as transport mediated
by non-equilibrium phonon states, which is important in the presence of sluggish baths. Inves-
tigations along this line have included the application of LSC-IVR [293], the Poisson bracket
mapping formalism [295], iterative and partial linearized propagation schemes [292, 301], a mod-
ified variant of mean-field Ehrenfest dynamics [300], and even atomistic molecular dynamics ap-
proaches [298, 299, 74]. In a similar vein, the recently developed reduced hierarchy equations [37],
although quantum-mechanically exact when fully converged, are numerically simplest for systems
at high-temperature or with a slow, adiabatic bath.
In accord with the above discussion, in the present chapter we show that a simple quantum-
classical Ehrenfest treatment of EET systems yields results in qualitative and even sometimes
semi-quantitative agreement with existing exact results. In particular, quantitative agreement is
found for short-time dynamics, as well as coherence frequencies and lifetimes. This latter finding
provides insight into the mystery of long-lived quantum-coherence: the intramolecular motions
are simply too slow to induce effective dephasing. We also demonstrate that including the quan-
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tum subsystem’s back-reaction on the classical environment improves the long-time populations
when compared to a previous Ehrenfest study where this effect was not included [300]. However,
although this improves the accuracy of long-time populations, the Ehrenfest method generally still
yields incorrect long-time values due to a well-known intrinsic violation of detailed balance. These
long-time properties are crucial for the accurate description of EET, where the population of target
sites provides a simple metric for the overall transport efficiency.
To address this issue, we invoke our recently introduced reduced density matrix hybrid (RDM-
Hybrid) methodology [100] which enables one to treat the system and high frequency environmen-
tal modes quantum mechanically, while the slow modes are handled by the Ehrenfest approach.
This methodology allows for efficient treatment of quantum and classical environmental modes
and is able to quantitatively correct the discrepancies of Ehrenfest dynamics, yielding excellent
agreement with the exact results obtained by Ishizaki and Fleming [37, 38] using the reduced hier-
archy equations (RHE). As an example of the types of problems one may further probe using our
physically transparent methodology, we investigate the effects of the initial bath preparation on the
subsequent observation of coherent quantum dynamics.
The outline of the chapter is as follows. In Sec. 9.2 we present the Frenkel exciton Hamiltonian
used for EET modeling. We then review the Ehrenfest and RDM-Hybrid methodologies in Sec. 9.3.
In Sec. 9.4 we derive a perturbative quantum master equation to use in our RDM-Hybrid algorithm
for the system and quantum environment modes. We present Ehrenfest and RDM-Hybrid results in
Sec. 9.5, including population dynamics and rate constants for a simple dimer, as well as popula-
tion dynamics for the seven-site Fenna-Matthews-Olson complex with two types of environmental
preparation. We conclude in Sec. 9.6.
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9.2 Model Hamiltonian
As in other theoretical work on EET, we adopt the Frenkel exciton Hamiltonian for N chro-
mophores, given by
H = Hs + Hb + Vsb (9.1)































Such a Hamiltonian physically describes the single-excitation subspace of the complex’s total
Hilbert space, where En denotes the energy of the total system when the nth chromophore is ex-
cited and all others are in their ground state. The electronic coupling of this excitation between
sites m and n is given by Jnm and is assumed to be static.
In contrast to the spin-boson Hamiltonian investigated in Chapter 8, which described a two-
level system coupled to one shared bath [100], the present Hamiltonian is more commonly adopted
for molecular energy transfer, where molecular vibrations and surrounding environmental effects
are local and approximately uncorrelated.
The phonon bath located at each site is completely characterized by its spectral density, which
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is the energy dissipated by the environment after a Franck-Condon transition of the excitation
from one site to another. In the second line and henceforth, we assume that all sites have the
same spectral density. However we note that the methods employed here are in no way limited (or
catered) to the treatment of independent baths, the functional form of the spectral density, or the
assumption of identical baths. Future work will include the investigation of each of these effects
on energy transfer dynamics.
9.3 Review of Ehrenfest and RDM-Hybrid methods
In this section, we briefly review the pertinent details of the Ehrenfest and reduced density matrix
hybrid (RDM-Hybrid) quantum dynamics methodologies needed to treat to the Hamiltonian in
Eqs. (9.1)-(9.4). For full details of the method, we refer the reader to the previous chapter and
Ref. [100].
9.3.1 Ehrenfest method
In the Ehrenfest method, one assumes separability of system and bath variables, yielding the prod-
uct density matrix ρ(t) ≈ ρs(t)ρb(t). Inserting this ansatz into the Liouville equation and tracing
out the system or bath variables yields the time-dependent self-consistent field coupled equations


























where square brackets denote the commutator. The fluctuating bath coordinates yield a time-
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Pn(t) yield a driving force for the bath coordinates. The system populations Pn(t) are averaged over
an ensemble of such coupled trajectories with the harmonic bath initial conditions sampled from
the classical Boltzmann or the quantum Wigner distribution [100].
9.3.2 RDM-Hybrid method
The RDM-Hybrid method differs from the Ehrenfest approach by partitioning the bath degrees of
freedom into high-frequency ‘core’ modes and low-frequency ‘reservoir’ modes. In terms of the
spectral density, we have
Jcore(ω) = J(ω) [1 − S (ω,ω∗)] , (9.9)
Jres(ω) = J(ω)S (ω,ω∗), (9.10)







0 ω > ω∗,
(9.11)
which switches smoothly from 1 to 0 as ω goes from 0 to ω∗. As discussed in the previous chapter
and Ref. [100], a smooth switching function is crucial as it avoids introducing spurious long-time
memory effects into the combined system and core. The switching frequency, ω∗, is taken to be
a characteristic inverse timescale of the electronic system, such that the above partitioning yields
core modes which are faster than the system and reservoir modes which are slower than the system.
In this way, one can apply two physically distinct approximations to each set of bath modes for
problems which originally lacked any timescale separation. Here, we apply a perturbative master
equation to treat the faster core modes and semi-classical Ehrenfest dynamics to treat the slower
reservoir modes.
Positing the separation of ‘system-core’ and ‘reservoir’ density operators, ρ(t) ≈ ρsc(t)ρr(t),
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where the time-dependent bias arises from the coupling to the classical reservoir modes,
























Thus, while a solution of the above Liouville equation for the total system-core density matrix is
of course intractable, the reservoir equations of motion require only the reduced density matrix
averaged over the core degrees of freedom, which can be calculated by a variety of existing ap-











which in turn yield a driving force in the classical reservoir equations of motion.
As in the Ehrenfest method, the final system populations are calculated as an average over clas-
sical trajectories. In this work, the initial conditions of the reservoir modes are sampled from the
Wigner distribution. To evolve the reduced system-core density matrix we perform an approximate
calculation using a perturbative quantum master equation. This execution of the RDM-Hybrid ap-
proach yields an efficient methodology not much more expensive than a typical master equation
calculation but with far superior accuracy.
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As shown in the previous chapter and Ref. [100], the RDM-Hybrid methodology naturally in-
terpolates between the regimes of validity of its composite methods and furthermore works well
even in regimes where neither method alone is accurate. By employing the Ehrenfest method,
accurate for nearly adiabatic dynamics, and a non-adiabatic quantum master equation, the RDM-
Hybrid approach can accurately treat the entirety of parameter space using a single dynamical
scheme. The perturbative master equation used in this work to treat the driven system-core dynam-
ics is derived in the following section.
9.4 Master equation for system and core
Following the success of our previous work (Chapter 8 and Ref. [100]), which employed the non-
interacting blip approximation (NIBA) [87, 86] for the system-core reduced dynamics, we here
employ a multi-site generalization, perturbative to second order in the electronic couplings, Jnm,
which we shall continue to refer to as ‘NIBA,’ for simplicity. As discussed above, such a per-
turbative master equation is accurate in the non-adiabatic regime, Jnm/ωc < 1, which makes it
an appropriate complement to the semi-classical Ehrenfest dynamics, which are accurate in the
adiabatic regime.
Similar generalized master equations have been derived by Egger et al. [98] as the noninteract-
ing cluster approximation using path integral techniques, by Evans and Coalson [302] as a nonequi-
librium golden rule with population backflow, and more generally by Golosov and Reichman [99]
utilizing projection operator techniques introduced by Mukamel and co-workers [303, 304]. We
briefly outline the derivation of this multi-site generalized master equation as it pertains to our
current problem, but refer the reader to the above references for further details.
We begin by partitioning the total (driven) system-core Hamiltonian into its diagonal and off-




















and will henceforth assume that the initial system-core density operator factorizes as ρsc(0) =





Here |n〉〉 = |n〉1c〈n| where 1c is the identity operator in the core degrees of freedom, and |nρc〉〉 =
|n〉ρc〈n|. For the thus-defined Hamiltonian and projection operator, one can straightforwardly show
Pρ(0) = ρ(0), (9.22)
L0P = PL0, (9.23)
PLVP = 0, (9.24)
where L0 and LV are Liouville operators, i.e. L0A = [H0, A] and LV A = [V, A].
Our observables of interest, i.e. the site populations, are written as Pn(t) = 〈〈n|ρsc(t)〉〉, where
ρsc(t) is the total system-core density matrix, and we have introduced the inner product 〈〈A|B〉〉 =
TrsTrc(A†B).








where the kernels are given by
Knm(t, τ) = 〈〈n|LV(t)U(t, τ)LV(τ)|mρc〉〉. (9.26)
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The propagator is given by








with expT [. . . ] denoting the usual time-ordered exponential and Q = 1 − P is the complementary
projection operator.
While the above formalism is exact, the propagator U(t, τ) in the complementary subspace
is intractable. However the propagator may be expanded perturbatively, and to lowest non-trivial
order in the electronic couplings (obtained by setting U(t, τ) = 1), one obtains the second-order
kernels,









or upon carrying out the traces,
Kn,m(t, τ) = 2J2nm exp [−Q2(t − τ)] cos
{




































coth(βω/2) [1 − cos(ωt)] + i sin(ωt)
}
. (9.32)
The factor of two appearing here differs from the usual NIBA expressions due to the assumption
of independent baths. Lastly, the shift parameters δn arise from the initial bath density matrix,
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We now demonstrate that this generalized master equation, Eq. (9.25), naturally reduces to
the hopping rate equation predicted by Förster theory in its regime of validity. Specifically, we
consider the strongly non-adiabatic regime, such that none of the bath modes are treated classically,
i.e. ζn(t, τ) = En × (t − τ) and ρc = ρb. For simplicity we consider the case δn = δm = −1 such that
the final term in Eq. (9.30) vanishes, yielding the stationary kernels, Knm(t, τ) = Knm(t − τ).
When the bath dynamics are much faster than those of the electronic subsystem, the memory





where the rate constant knm is given by knm =
∫ ∞
0
dtKnm(t). Introducing the well-known line-shape














Using the Fourier transform of the Dirac delta function, δ(t − t′) = (2π)−1
∫ ∞
−∞


















Note we have made use of the fact that A(ω) and F(ω) are real, as can be explicitly checked by
symmetry. Equation (9.37) is readily recognized as the celebrated Förster rate.
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9.5 Results
9.5.1 Model EET dimer
We begin our application of the Ehrenfest and RDM-Hybrid methodologies with the simplest
model of excitation energy transfer, a dimer. For the sake of comparison, we employ the model
Hamiltonian, Eqs. (9.1)-(9.4), with a Debye spectral density, Eq. (9.5), and the parameters of
Ishizaki and Fleming [37], for which Redfield theory has already been shown to fail badly [37].
In the results to follow, we compare to existing results obtained via the numerically exact reduced
hierarchy equations (RHE) [37], based on work originally done by Kubo et al. [305, 82]. For the
physically motivated reasons explained in the previous chapter and in Ref. [100], we take the the
splitting frequency to be equal to the Rabi frequency of the electronic subsystem,
ω∗ = ωR =
√
(E1 − E2)2 + 4J212. (9.40)
In this way, the bath degrees of freedom are essentially partitioned into core modes, whose high-
frequency dynamics are faster than those of the system and thus necessitate a quantum mechanical
treatment, and reservoir modes, whose low-frequency nature justifies the classical treatment inher-
ent in the Ehrenfest approximation.
In all of our results we discretized the bath into f = 300 modes with frequencies and couplings
given by

















for k = 1, 2, . . . , f , which can be shown to reproduce the reorganization energy exactly. The
renormalized couplings in the presence of the quantum core modes are then calculated in the same
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(a) λ = J/50



















(b) λ = J/5









(c) λ = J



















(d) λ = 5J






Figure 9.1: Population of site 1 in an EET dimer system considered by Ishizaki and Fleming with E1 −E2 =
100 cm−1, J = 100 cm−1, ωc = 53 cm−1 (ω−1c = 100 fs), and T = 300 K. Each site is coupled to its own
bath with a Debye spectral density.
The coupled system-bath equations of motion were solved with a second-order Runge-Kutta scheme
using a timestep of 0.5 fs. For consistency, the classical degrees of freedom were sampled from
the Wigner distribution, though for the relatively high temperatures considered here, the results
are largely insensitive to this choice when compared to those obtained by purely classical Boltz-
mann sampling. Furthermore, as was demonstrated in the previous chapter and Ref. [100], the
RDM-Hybrid approach is even less sensitive to this choice since only the low-frequency modes
are explicitly sampled.
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9.5.1.1 Strong electronic coupling
We begin by considering an EET dimer with relatively strong electronic coupling J12 = J21 ≡ J =
100 cm−1 and energetic bias E1 − E2 = 100 cm−1, such that the splitting frequency, Eq. (9.40), is
ω∗ ≈ 220 cm−1. The simulations are performed at room temperature, T = 300 K, with a bath cutoff
frequency of ωc = 53 cm−1. The bath correlation time corresponding to this cutoff frequency is
τc = ω
−1
c = 100 fs. Since ωc/J ≈ 0.5, this regime can be characterized as being weakly adiabatic.
The population of site 1 for these parameters, with the factorized initial condition ρ(0) =
|1〉〈1| exp(−βHb)/Z, is shown in Fig. 9.1 for a reorganization energy varying over more than two
orders of magnitude. As alluded to in the introduction, the Ehrenfest dynamics are seen to be
qualitatively very good, though for intermediate reorganization energies, they show a significant
deviation in the long-time population. This behavior is to be contrasted with that observed using
the LSC-IVR method [293], where the agreement regularly worsened with increasing reorganiza-
tion energy (see Figs. 1 and 2 of Ref. [293]). The Ehrenfest and LSC-IVR approaches are almost
identical for the simple Frenkel Hamiltonian considered here, the only difference being that the
Ehrenfest approach treats the electronic degrees of freedom quantum mechanically whereas LSC-
IVR treats them by a Meyer-Miller mapping to classical oscillators [264, 265, 266], such that all
dynamical degrees of freedom are treated on equal footing. The results observed here indicate that
such a consistent treatment does not necessarily yield more accurate results, especially in regimes
of strong reorganization energy. In light of these failures of LSC-IVR and Ehrenfest approaches,
it is crucial to notice that our RDM-Hybrid methodology yields nearly exact population dynamics
for all values of the reorganization energy, including an accurate treatment of long-time dynamics
due to the quantum mechanical treatment of high frequency environmental modes.
Moving deeper into the adiabatic regime, we next consider the same EET dimer but with a
smaller cutoff frequency, ωc = 11 cm−1 (longer bath correlation time, τc = 500 fs), such that
ωc/J ≈ 0.1. Population dynamics are shown in Fig. 9.2 for the same range of reorganization
energies as above. For this smaller cutoff frequency, Redfield dynamics have been shown to be
inaccurate even for the smallest reorganization energy considered [92]. However, as discussed in
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(a) λ = J/50



















(b) λ = J/5
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(d) λ = 5J






Figure 9.2: The same as in Figure 9.1, but with ωc = 11 cm−1 (ω−1c = 500 fs).
Sec. 9.1, quantum-classical methods are highly suitable in this strongly adiabatic regime. Indeed,
the Ehrenfest results presented here and the LSC-IVR results of Ref. [293] are nearly exact. Again,
the RDM-Hybrid results are excellent, correcting the minor discrepancies seen in the long-time
populations of the Ehrenfest dynamics. The RDM-Hybrid methodology naturally ‘tunes’ itself to
the more accurate of its two composite methods. For example, in going from Fig. 9.1 to Fig. 9.2,
lowering the bath cutoff frequency further below the splitting frequency results in treating a higher
percentage of bath modes with Ehrenfest dynamics, the more accurate of the two methods in this
parameter regime. However, as we demonstrated in in Chapter 8 (also Ref. [100]), the RDM-
Hybrid approach performs better than the sum of its parts and can also treat regimes where neither
NIBA nor Ehrenfest dynamics alone would be suitable.
A recent work [300] also presented Ehrenfest results similar to those shown in Figs. 9.1 and
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9.2 but the back-reaction of the quantum system on the classical one, given at the end of Eq. (9.8),
was neglected. Thus, the classical bath harmonic oscillators were isolated and provided only a
fluctuating bias in the system equations of motion. This approximation is akin to well-known
Haken-Strobl-Reinecker type of master equation which yields equilibrium populations consistent
with infinite temperature, i.e. both populations go to 1/2 in a dimer regardless of the bias, a
deficient behavior observed in Ref. [300]. As can be seen in our Figs. 9.1 and 9.2, the full Ehrenfest
treatment, including the back-reaction, always yields more accurate long-time populations (less
than 1/2).
9.5.1.2 Weak electronic coupling
Although we argue that many of the interesting dynamical results in the recent EET literature can
be ascribed to the system’s adiabaticity, we close our study of Ishizaki and Fleming’s EET dimer by
investigating a mildly non-adiabatic set of parameters, i.e. a dimer with weak electronic coupling,
to demonstrate the flexibility of our RDM-Hybrid approach and continued success of Ehrenfest
dynamics. The parameters are the same as in the previous section, taking ωc = 53 cm−1, but now
with J = 20 cm−1, such that that adiabaticity ratio is ωc/J ≈ 3.
Rather than calculating population dynamics as above, we determine the downhill energy trans-
fer rate as a function of the reorganization energy, λ. Due to the small electronic coupling, the
population dynamics are generally well described by an exponential decay and a simple fitting
procedure yields the uphill and downhill rate constants. The results of the Ehrenfest and RDM-
Hybrid approaches are shown in Fig. 9.3 and can be seen to be in almost perfect agreement with
the exact RHE results [37]. For completeness, we also present results obtained by conventional
Redfield theory and the pure NIBA-like equations derived in Sec. 9.4. Redfield theory is perturba-
tive in λkT/ω2c and hence it would be expected to break down when the reorganization energy λ is
on the order of ω2c/kT ≈ 10 cm
−1, an order-of-magnitude prediction which is seen to hold unrea-
sonably well in Fig. 9.3. Furthermore, we point out that our NIBA-like dynamical theory almost
exactly reproduces the Förster result presented in Ref. [37], as one would expect due to their close
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Figure 9.3: Downhill energy transfer rates for an EET dimer in the weakly non-adiabatic regime (ωc/J > 1),
with E1 − E2 = 100 cm−1, J = 20 cm−1, ωc = 53 cm−1 (ω−1c = 100 fs), and T = 300 K.
formal relation, discussed at the end of Sec. 9.4.
9.5.2 Fenna-Matthews-Olson Complex
We now proceed to the investigation of the Fenna-Matthews-Olson (FMO) complex, which has
been the subject of extensive experimental and theoretical investigation, especially pertaining to
the origin of long-lived quantum coherence. Although an eighth bacteriochlorophyll (BChl) chro-
mophore has recently been identified [306], we consider the FMO model Hamiltonian of only
seven BChl sites, for which numerically exact results exist [38] and a variety of other approximate
methods have been tested. The electronic Hamiltonian is taken from Ref. [307] and all sites are as-
sumed to have independent, identical baths characterized by a Debye spectral density, Eq. 9.5, with
λ = 35 cm−1. The bath cutoff frequency and temperature will be varied throughout our investiga-
tion. Our initial results in this section will serve to demonstrate the accuracy of our RDM-Hybrid
approach when treating such systems while the second part will use the method to study the effect
of bath preparation on quantum coherent dynamics.
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When moving from a dimer to a multi-site system, it becomes less obvious how to choose
a characteristic system frequency for the switching frequency, ω∗, required by our RDM-Hybrid
method. For the FMO system, we take the switching frequency equal to the Rabi frequency of the
initially excited site and its most strongly electronically-coupled neighbor.
9.5.2.1 Comparison with existing results
We begin by comparing to the numerically exact results of Ishizaki and Fleming [38] and using the
initial condition from that work,
ρ(0) = |n0〉〈n0| exp(−βHb)/Z, (9.44)
where the initial excitation site is taken to be n0 = 1 or 6 due to their proximity to the chlorophyll
baseplate. This sampling of the bath corresponds to a spectroscopic initial condition in which the
bath initial conditions are not equilibrated to the presence of the system.
As discussed above, the switching frequency is set equal to the Rabi frequency of sites 1 and
2, yielding ω∗ = 210 cm−1, or to the Rabi frequency of sites 5 and 6, yielding ω∗ = 220 cm−1, for
initial excitations at sites 1 or 6, respectively. In Fig. 9.4, we consider the parameter set investigated
by Ishizaki and Fleming for which Ehrenfest dynamics are expected to work best, namely a very
slow, high temperature bath with τc = ω−1c = 166 fs and T = 300 K. Despite the relatively weak
reorganization energy, master equations that are perturbative in the system-bath coupling (such
as Redfield theory) are unable to accurately reproduce these dynamics due to the system-bath
adiabaticity.2 In contrast, the Ehrenfest approach performs very well for short times and accurately
reproduces the coherence frequency, amplitude, and lifetime. However, just as in our above study
of a two-level system, we see that the long-time populations deviate from the exact values, a flaw
which is impressively remedied with our RDM-Hybrid approach, yielding excellent agreement
overall. For example, by comparing Figs. 9.4(c) and (d), we see that the RDM-Hybrid dynamics
correctly reproduce the population inversion completely missed by the Ehrenfest dynamics.
2T. C. Berkelbach and D. R. Reichman (unpublished)
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(a) Ehrenfest - Init: BChl1























(b) RDM-Hybrid - Init: BChl1
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(d) RDM-Hybrid - Init: BChl6











Figure 9.4: Population dynamics of the FMO complex at T = 300 K, with τc = ω−1c = 166 fs and bath initial
conditions sampled from the Wigner distribution (for both Ehrenfest and the present hybrid method). The
excitation is initially localized to site 1 in panels (a) and (b) and to site 6 in panels (c) and (d). Ehrenfest
[(a),(c)] and the RDM-Hybrid approach [(b),(d)] are compared to exact results obtained with the reduced
hierarchy equations (filled circles).
For clarity, we only show population dynamics for three of the seven sites in Fig. 9.4. However,
the conclusions drawn are entirely unchanged for the four remaining sites with smaller populations,
as shown in Fig. 9.5 for the initial excitation n0 = 6.
By shortening the bath correlation time, we expect that the performance of Ehrenfest dynamics
should degrade when compared to the exact result, since high frequency bath modes necessitate a
quantum treatment. Indeed, this expectation is realized in Fig. 9.6, for which τc = ω−1c = 50 fs.
Figures 9.6 (a) and (c) show that Ehrenfest dynamics again yield qualitatively accurate coherence
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(a) BChl 1




























































Figure 9.5: Population dynamics of the remaining four BChl sites not depicted in Figs. 9.4(c) and (d), i.e.
with site 6 initially excited.
lifetimes but incorrect long-time populations, now worsened due to the short bath correlation time.
In contrast to Ehrenfest dynamics, the quantum-mechanical treatment of high-frequency modes in
the RDM-Hybrid methodology results in excellent performance, again exemplified by the popula-
tion inversion in Fig. 9.6(d).
The final set of standard conditions considered here again has a short bath correlation time τc =
50 fs but at a reduced temperature, T = 77 K corresponding to that at which some of the original
experiments observing quantum coherence were performed [283]. At this low temperature, both
approximations used in the present RDM-Hybrid implementation (NIBA and Ehrenfest) are known
to worsen. Nonetheless, the RDM-Hybrid population dynamics shown in Fig. 9.7 are impressively
good, and qualitatively much more accurate than those of Ehrenfest dynamics. However, both
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(a) Ehrenfest - Init: BChl1























(b) RDM-Hybrid - Init: BChl1
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(d) RDM-Hybrid - Init: BChl6











Figure 9.6: The same as in Fig. 9.4, but for the longer bath correlation time, τc = ω−1c = 50 fs
methodologies again make excellent prediction of the coherence frequency and lifetime, which is
the experimentally observed phenomenon that has generally garnered the most attention. It is also
worth comparing again to the LSC-IVR work of Ref. [293], which presented population dynamics
for the FMO complex in the present parameter regime (τc = 50 fs, T = 77 K). The LSC-IVR
calculation severely underestimates the coherence lifetime, yields some negative populations at
long times, and requires about 5 × 104 trajectories to achieve convergence – almost two orders of
magnitude greater than required by Ehrenfest or RDM-Hybrid approaches, due to the added cost
of sampling the Meyer-Miller electronic degrees of freedom.
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(a) Ehrenfest - Init: BChl1























(b) RDM-Hybrid - Init: BChl1
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(d) RDM-Hybrid - Init: BChl6











Figure 9.7: Population dynamics of the FMO complex at T = 77 K, with τc = ω−1c = 50 fs and bath initial
conditions sampled from the Wigner distribution (for both Ehrenfest and the present hybrid method). The
excitation is initially localized to site 1 in panels (a) and (b) and to site 6 in panels (c) and (d). Ehrenfest
[(a),(c)] and the RDM-Hybrid approach [(b),(d)] are compared to exact results obtained with the reduced
hierarchy equations (filled circles).
9.5.2.2 Effects of bath preparation on coherent transport
The initial condition considered up to this point, Eq. (9.44), is sometimes referred to as a ‘spectro-
scopic’ preparation, as it corresponds to the physically correct initial condition following a rapid
excitation from the ground state in accordance with the Franck-Condon principle. Therefore, this
initial condition is likely to most closely resemble the preparation realized in recent infrared spec-
troscopy experiments. However in the biological functioning of systems like the FMO complex,
it is unlikely that this initial condition is physically correct. Recall that the excitation in the FMO
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complex is transferred in from the chlorophyll’s baseplate. This long-range transfer event is likely
a non-adiabatic process and thus requires a fluctuation in the bath coordinates of the FMO acceptor
site leading to an excited state geometry, as in the traditional Marcus picture. In light of this discus-
sion it is clearly worth investigating to what extent oscillatory population dynamics are modified
by a non-spectroscopic initial condition and whether the observed long-lasting quantum beating
– in both experiments and simulations – is perhaps a product of unphysical spectroscopic initial
conditions.
Despite the recent interest surrounding quantum coherence in energy transfer molecules and
materials, very similar investigation of electronic and vibrational coherence in electron transfer
reactions began almost twenty years ago (see e.g. Refs. [308, 309, 310, 311]). Most related
to our present investigation is the theoretical work of Lucke et al. [311], who investigated the
effects of initial bath preparation on the possible observance of electronic coherence. The principal
conclusion of their work was that absence of oscillatory population dynamics does not necessarily
imply dephasing-induced decoherence and that the way in which the bath is prepared can suppress
or enhance oscillations.
The RDM-Hybrid approach can very naturally treat arbitrary bath initial conditions and here
we consider two different choices for the initial bath density matrix, defined in Eqs. (9.33)-(9.34).
What we will term an ‘unshifted’ initial condition has δn = 0 for all sites n (spectroscopic prepa-
ration), whereas a ‘shifted’ initial condition has δn0 = −1 where n0 is the initially occupied system
site and δn = 0 for all other sites n. Note that within the RDM-Hybrid scheme, these shift parame-
ters manifest in the sampling of the classical reservoir coordinates as well as in the master equation
memory kernel, Eq. (9.30).
To best exemplify this phenomenon, we will consider a parameter regime for which such sen-
sitivity to initial conditions is expected to most strongly manifest, namely for an adiabatic, low
temperature bath. In particular, we consider T = 77 K and τc = ω−1c = 166 fs with the reorganiza-
tion energy to be varied. In Fig. 9.8(a), we show the effect of shifted initial conditions calculated
with the RDM-Hybrid approach for the standard reorganization energy λ = 35 cm−1 and the excita-
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(a) λ = 35 cm− 1























(b) λ = 100 cm− 1
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Figure 9.8: Effects of initial bath preparation on the FMO population dynamics at T = 77 K with τc =
ω−1c = 166 fs. Solid lines depict the unshifted (spectroscopic) initial condition, whereas dashed lines depict
the shifted (solvated) initial condition, for a range of reorganization energies, λ (a)-(c). Also shown is a
schematic diagram (d) of the lower energy adiabatic potential energy surface as a function of the collective
bath coordinates, Q1 and Q2, to which sites 1 and 2 are coupled. Solid line arrows correspond to an unshifted
initial condition and subsequent excitation dynamics, whereas the dotted line arrow corresponds to an initial
condition shifted to the minimum of site 1, trapping the excitation.
tion initially localized to the first BChl site. Clearly, the shifted initial condition yields population
dynamics with a reduced oscillation amplitude, by about a factor of two.
Physically, the above effect occurs because the shifted initial condition brings the total system
into a near-eigenstate, in essence trapping the particle in a quasi-stationary state with no observable
coherent oscillations. On the contrary, with an unshifted initial condition, the total system is in a
superposition of eigenstates, and coherent dynamics will be observed.
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Further exploring this effect, we increase the reorganization energy in Figs. 9.8(b) and (c) to
λ = 100 cm−1 and 350 cm−1, respectively. For λ = 100 cm−1, the shifted initial condition can be
seen to almost completely suppress all population oscillations despite predicting almost identical
population relaxation. Increasing further to the very strong λ = 350 cm−1, we show that for the
shifted initial condition, the bath completely traps the excitation at the initial site, whereas for the
unshifted initial condition, the bath can only trap the particle after short-time coherence allows
significant population transfer. This situation is depicted schematically in Fig. 9.8(d), where the
large, solid arrow marks the unshifted initial condition and the smaller solid arrows show the
possible relaxation into neighboring diabatic wells. Relaxation into the diabatic well of site 2
corresponds to population transfer. On the other hand, the large, dashed arrow marks an initial
condition shifted to the minimum of site 1, effectively trapping the excitation and preventing any
population relaxation. These two contrasting population relaxation behaviors can be seen clearly
in the dynamics of Fig. 9.8(c).
Finally, while here we have shown that the bath initial conditions can effect trapping and de-
coherence in the FMO complex for a given excitation, we note that other recent works on the
electronic preparation have shown a similarly quenched quantum coherence in the presence of the
recently discovered eighth bacteriochlorophyll [312, 313]. These two situations are of course very
different but offer additional insights into the factors which must be considered when comparing
experimental results in these systems to actual biological function.
9.6 Conclusions
To summarize, we have argued that the low frequency environmental motions present in many
recent models of excitation energy transfer (EET) marks a significant deviation from the validity
regimes of popular existing methods, such as the Redfield and Förster theories. In light of this ob-
servation, we have shown that quantum-classical approaches provide a simple and intuitive route
towards more accurate modeling of EET in intermediate coupling regimes. Although the typical
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Ehrenfest method, which treats the electronic subsystem quantum mechanically and the environ-
ment classically, yields reasonable results when compared to exact calculations for a wide range of
EET Hamiltonians considered in the literature, its long-time populations suffer from well-known
unrestricted energy flow and a violation of detailed balance, often yielding equilibrium populations
corresponding to an infinite temperature result, i.e. equal population of all sites.
To alleviate this problem, we have employed our recently developed RDM-Hybrid algorithm,
presented in the previous chapter and in Ref. [100], which extends the usual Ehrenfest method
by including high-frequency environmental modes into a quantum “core.” Importantly, for pure
system properties, one need only calculate the reduced density matrix averaged over the quantum
core, which can be done approximately but accurately for the high-frequency modes included. In
turn, the remaining “reservoir” modes are treated classically and the usual mean-field coupling ex-
ists between the system-core and reservoir degrees of freedom. Such an approach yields excellent
results and can be applied without modification to a great variety of system-bath Hamiltonians,
extending well beyond the domain of EET parameters.
In addition to the very favorable comparison with existing results, the RDM-Hybrid method
was also employed for a novel investigation of initial bath preparation and its effects on subsequent
population dynamics. In particular, we showed that the experimentally relevant spectroscopic ini-
tial conditions often employed in calculations may be partly responsible for the unexpectedly long-
lived quantum coherence. The degree to which this behavior manifests in biological functioning
will be sensitive to the way in which excitations enter FMO and related complexes, a topic which
has received almost no attention in the literature but is surely deserving of further investigation.
Lastly, we point out that whereas most existing exact methodologies, including influence functional-
based path-integral methods and the reduced hierarchy equations, are reliant on harmonic bath
degrees of freedom, the Ehrenfest approximation is applicable for systems with generically an-
harmonic degrees of freedom. Thus, the work performed here marks an important step towards
the treatment of EET in realistic molecular systems and could easily incorporate low-frequency
anharmonic modes. High-frequency anharmonicities could also be treated, but would require nu-
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merical evaluation of the memory kernel using e.g. semi-classical methods [314, 315]. Such work
is currently in progress.
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Chapter 10
Coherent quantum dynamics of
donor-bridge-acceptor systems: Beyond the
superexchange and hopping mechanisms 1
10.1 Introduction
The dynamics of charge and exciton migration in many biological [316, 317, 318, 319, 320, 321]
and synthetic molecular systems [316, 322, 323, 285, 324, 325] proceed through multiple sites or
states embedded in a complex interacting environment. Thus an accurate understanding of such
processes has significant implications for elucidating the microscopic mechanism of a variety of
processes in chemistry, biology, and materials science. Unfortunately, a quantitative description of
electron and exciton transfer dynamics in condensed phases is usually beyond the reach of present
day analytical and numerical techniques. In particular, powerful exact numerical approaches are
generally limited to a small number of discrete quantum states and particular forms of the environ-
ment and its interaction with those states [77, 76]. Approximate analytical approaches are often
tied to particular regions of parameter space where at least one energy scale can be quantified as
1Based on work published in New J. Phys. 15, 105020 (2013). Copyright 2013, Institute of Physics
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“small" compared to all others. Approximate numerical techniques, such as semiclassical “surface
hopping" [256, 254] and mean-field [254, 255] approaches, have the ability to model large systems
with more general reservoirs in a computationally facile manner, but often fail in particular param-
eter regimes as well, especially when quantum effects are important. Furthermore, the range of
validity of such techniques is often difficult to quantify. Given this state of affairs, the development
of approximate methods that can bridge the gap between different parameter regimes accurately
and that can be adapted to the description of relatively large scale systems is of prime importance.
In terms of the methods mentioned above, quantum master equation (QME) approaches are
attractive because they offer the possibility of controlled approximations (that can be corrected via
higher order expansions), the ability to treat large numbers of quantum states, and the flexibility to
be paired with semiclassical approaches in the treatment of bath correlations. Standard expansion
schemes make use of an approximation exact up to the second order of either the system-bath cou-
pling (Redfield theory and related approaches [267, 88, 91]) or the electronic coupling (the “non-
interacting blip approximation" [86] yielding Marcus [83] and Förster [84] theories for electron
and energy transfer, respectively). While these approaches are successful when their respective
expansion parameters are small, they can be grossly inaccurate when extended beyond their limits
of applicability. An important recent example of the distinction between these two limits comes
from studies of energy conversion processes such as singlet fission in organic assemblies [49, 97].
Higher order QMEs or the recently developed polaronic QME (PQME) approaches [326, 327, 328]
can potentially resolve such issues.
A minimal model for dissipative quantum processes that proceed through multiple states con-
sists of donor-bridge-acceptor (D-B-A) states coupled to a phonon bath. In the limit where all of the
electronic couplings are small and the energy of state B is comparable with those of states D and A,
the dynamics may be described in terms of hopping between different states, with rate kernels de-
termined from Förster-type theory. However, if the energy of state B is substantially different from
the energies of states D and A, such that thermal activation is infeasible, then a quantum mechanical
super-exchange mechanism must be invoked. Super-exchange involves rates that are fourth-order
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in the electronic coupling, and thus can be handled by Redfield-like approaches (which treat the
electronic coupling non perturbatively). This interplay between sequential hopping and super-
exchange has a rich history in the mechanistic understanding of the primary electron transfer event
in photosynthesis [329, 330, 331, 106].
Despite many analyses of experimental data, understanding how and when the crossover from
hopping to super-exchange occurs is not well understood. It is often suggested in simple rate
theories [316, 332, 322, 324] that the sum of the two rates, k = khop + kSE, should serve as a
reasonable approximation. This implicitly assumes that the two mechanisms can be viewed as ad-
ditively independent processes. This assumption has been questioned on the grounds that hopping
and super-exchange should be considered as two different limits of the same quantum dynamical
process [333]. A Padé-resummed rate expression for multi-site systems, first derived by Mukamel
and co-workers [303, 304], presents one example of a unified formalism capable of describing both
process. Furthermore, many biological or organic energy conversion systems correspond to an in-
termediate coupling situation where the electronic, electron-phonon, and thermal energy scales are
all comparable [287]. In such cases, even the validity of perturbative rate approaches can be called
into question.
In this chapter, we examine the real-time population dynamics of D-B-A systems in detail by
comparing a recently developed PQME approach with approaches that treat to second order either
the electron-phonon coupling (Redfield theory) or the electronic coupling (a Marcus or Förster-
type theory that will henceforth be called the “hopping” approach). As will be detailed below, the
PQME-based theory is not a simple perturbation theory and the expansion parameter contains in-
formation about both the electron-phonon coupling and the electronic coupling. In other words, the
theory captures nonperturbative effects in both the electronic and system-bath couplings. Our goal
is to demonstrate that the PQME approach correctly interpolates between the two limits described
above, making it a promising candidate for a theory that is valid in all parameter regimes.
An alternative approach is the so-called modified Redfield theory, which also interpolates be-
tween the weak-coupling Redfield and strong-coupling Förster theories [164, 165], however there
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are two important differences. First, the interpolation is tuned by the electronic energy gap and
not the strength of the system-bath coupling, such that the limiting behavior is not always the
physically correct one (for example, the theory always reduces to Redfield theory in the case of
degenerate energy levels, and is accordingly confined to weak system-bath coupling for this case).
Second, the approach yields a rate description of population dynamics in the basis that diagonal-
izes the system Hamiltonian (the exciton basis in the context of photosynthetic energy transfer),
and not in the original basis of the problem (the site basis in the same context). This approach
might therefore yield a dynamical observable different than the one of interest.
Previous studies have frequently considered the rate behavior of two-level quantum systems,
using for example modified Redfield theory [165] or more recently a Markovian version of the
PQME approach employed here [334]. In light of the recent interest in the role of quantum coher-
ence in biological systems, we emphasize that the three-level systems considered here are much
more enlightening than two-level systems with regards to the contribution of coherent transport
effects. The effective tunneling through energetic bridge states barriers as embodied in super-
exchange phenomena is a true coherent effect which is straightforwardly identified and character-
ized. The contribution of this effect to the overall rate, as compared to an activated hopping process
can be quantified. These simple metrics are much more illuminating than the non-rigorous but fre-
quently used ones in two-level systems, such as the timescale over which population oscillations
are observed.
While a large number of exact numerical studies have been devoted to models with Ohmic
baths [106, 38], relatively little is known for the super-Ohmic case, which is a more appropriate
model for phonons in many contexts, such as excitation transport in crystals. The PQME approach
is particularly useful in this important case, and we will consider only super-Ohmic coupling in
this chapter. This fact, however, means that we are unable to provide exact benchmark results
for comparison. Regardless, we will show that the PQME approach naturally recovers the correct
behavior in the two limits where either the system-bath or electronic couplings may be treated up
to second order. In this sense, we will demonstrate that the PQME approach serves as a viable
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approach for the intermediate regime where neither a hopping nor a super-exchange description is
appropriate.
This chapter is organized as follows. In Sec. 10.2 we describe the model and introduce param-
eters relevant to organic and biological charge and energy transfer systems. Sec. 10.3 provides a
brief description of the PQME approach as well as the perturbative hopping and Redfield theories
to which we compare. Sec. 10.4 provides results and analysis of our model calculations and we
conclude in Sec. 10.5.
10.2 Model
Consider a D-B-A system linearly coupled to a bosonic bath. Let us denote D, B, and A as 1,
2, and 3, respectively. The total Hamiltonian is given by H = Hs + Hb + Hsb, where the system
Hamiltonian is
Hs = E1|1〉〈1| + E2|2〉〈2| + E3|3〉〈3| + J12(|1〉〈2| + |2〉〈1|) + J23(|2〉〈3| + |3〉〈2|), (10.1)
In the above expression, El is the site (or excitation) energy of state |l〉. Jll′ is the electronic coupling
between states |l〉 and |l′〉. We emphasize that donor and acceptor states 1 and 3 are not directly cou-
pled. Therefore any population transfer from donor to acceptor must be mediated, either physically
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n)gn,l|l〉〈l|. Each site is assumed to be
coupled to an independent super-Ohmic bath, although consideration of common modes or much
more general and correlated spectral densities is possible [326, 327, 328]. The spectral density for



















[coth(~ω/2kBT ) cos(ωt) − i sin(ωt)] , (10.3)
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which fully characterizes the linear response of the bath. The second derivative of the above time






dωJl(ω) [coth(~ω/2kBT ) cos(ωt) − i sin(ωt)] . (10.4)
It is interesting to note that Cl(t) with a super-Ohmic spectral density is equivalent to C
(2)
l (t) with
an Ohmic spectral density up to a constant factor. This may explain why the use of Ohmic spectral
densities in Redfield-like QMEs often appears to reproduce experimental data even when the actual
spectral density might be closer to the super-Ohmic case.
10.3 Methods
10.3.1 Polaronic QME
The main theoretical tool used for exploring D-B-A dynamics in this chapter is a recently devel-
oped PQME approach that combines the conventional QME approach with a polaron transforma-
tion [326, 327, 328]. A short review of this method is provided first.
Given the total density operator ρ(t), one can introduce a polaron-transformed density opera-






n − bn)|l〉〈l|. Since eG is unitary in the total space of
system and bath states, any physical observable can be calculated by taking the trace of ρ̃(t) with
the corresponding transformation of the physical observable, regardless of whether an actual po-
laron is formed or not. The time evolution of ρ̃(t) is governed by the quantum Liouville equation
corresponding to the polaron-transformed Hamiltonian









′| + Hb , (10.5)
where Ẽl = El −
∑





n−bn). The state energies are thus shifted by the
reorganization energy λl =
∑
n ~ωng2n,l and the off-diagonal couplings have acquired a dynamical
modulation due to the bath degrees of freedom. Taking the thermal average of these dynamical
215
CHAPTER 10. QUANTUM DYNAMICS OF DONOR-BRIDGE-ACCEPTOR SYSTEMS







Jll′wll′ |l〉〈l′| + Hb = H̃0,s + Hb , (10.6)
where wll′ = Trb{θlθl′ρb} = e
−
∑
n coth(~ωn/2kBT )δg2n,ll′/2 with δgn,ll′ = gn,l − gn,l′ , such that the perturbation






θ†l θl′ − wll′
}
|l〉〈l′| . (10.7)
In the interaction picture with respect to H̃0, the corresponding density operator,
ρ̃I(t) = eiH̃0t/~ρ̃(t)e−iH̃0t/~, (10.8)
















θ†l (t)θl′(t) − wll′
}
Tll′(t) , (10.10)




neiωnt−bne−iωnt) and Tll′(t) = eiH̃0,st/~|l〉〈l′|e−iH̃0,st/~.
Therefore, the parameter to be treated perturbatively in the PQME approach is the instanta-
neous fluctuation of the bath-modulated hopping from its average value. It is important to note that
the re normalized system-bath coupling H̃1(t) vanishes in the limit of weak system-bath coupling,
ηl → 0, and remains bounded by Jll′ in the strong coupling limit, ηl → ∞. If Jll′
√
1 − wll′ is suffi-
ciently small, truncating the formally exact QME at the second-order of H̃1(t) is valid for all values
of ηl, and the resulting second order polaronic QME can serve as a good approximation covering
the entire regime of system-bath coupling.
Using projection operator techniques [335, 336], one can derive a time-local equation of motion
for the reduced density operator, σ̃I(t) = Trb{ρ̃I(t)}, yielding
dσ̃I(t)
dt
= −R(t)σ̃I(t) + I(t) , (10.11)
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e−Kll′ ,mm′ (t−τ) − 1
)
[Tll′(t),Tmm′(τ)σ̃I(t)] + H.c. ,
(10.12)
with Kll′,mm′(t) = (δlm − δlm′)Cl(t) + (δl′m′ − δl′m)Cl′(t). The source term I(t) arises for generically
nonequilibrium initial conditions. Explicit expressions for this term can be found for the gen-
eral case where the initial excitation is an arbitrary superposition of the system states [328]. The
reduced equation of motion can be solved numerically in the eigenbasis of H̃0,s as detailed previ-
ously [327]. Unlike ρ̃I(t), not all the system observables can be calculated from σ̃I(t), but because






where Trs denotes trace over the system degrees of freedom.
10.3.2 Hopping dynamics
The master equation that we henceforth refer to as embodying hopping dynamics can also be
derived via projection operator techniques, expanding directly in the bare electronic coupling ele-













For the time-dependent rates in the above expression, we employ the non-Markovian version of












Note that a contribution proportional to δ(Ẽl − Ẽm) is subtracted from the above integration. This
regularization makes the resulting integration convergent for the super-Ohmic spectral density con-
sidered here, which amounts to subtracting the contribution of the zero phonon line to the rate.
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Note that, aside from the initial condition term I(t), the main difference between the PQME and
this master equation that describes hopping dynamics is that the latter treats the bare electronic
coupling as a perturbation, while the PQME treats the fluctuations of the electronic coupling terms
in the polaronic basis as a perturbation. The hopping dynamics can thus only predict quantum
effects that are second-order in the couplings Jlm.
10.3.3 Redfield theory
At the opposite extreme, we consider Redfield theory [88, 91], which is a QME approach that uses
the system-bath coupling as a perturbation and treats the entire system Hamiltonian exactly. As
such, this approach encompasses the conventional fourth-order super-exchange result in the high
barrier limit and furthermore includes all higher-order electronic interactions for moderate or small
barrier heights.
In the interaction picture with respect to Hs, the Redfield theory QME takes the form
dσI(t)
dt











dτK (2)ll′,mm′(t − τ)[Tll′(t),Tmm′(τ)σI(t)] + H.c. , (10.17)
In the above, K (2)ll′,mm′(t) is the second time derivative of Kll′,mm′(t) defined in the previous section
and Tll′(t) = eiHst/~|l〉〈l′|e−iHst/~. We furthermore employ the secular approximation, where all el-
ements Rkk
′




j j′ | , 0 are neglected (δE
0
kk′
is the difference between the eigenenergies of system eigenstates k and k′). The secular approx-
imation prevents unphysical negative or diverging populations in the limit of strong system-bath
coupling, where the second-order approximation inherent in the Redfield approach breaks down.
More specifically, the secular approximation enforces the equilibrium population σeq ∝ e−Hs/kBT
and kinetic rates k ∝ η for all values of the system-bath coupling, whereas these results are clearly
only correct for weak coupling.
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10.4 Results
To probe generic effects of bridge energetics on the mechanistic and quantitative details of pop-
ulation transfer from donor to acceptor, we investigate a small set of model parameters close to
those encountered in light harvesting complexes or singlet fission problems. In particular, we
are interested in the situation where the electronic couplings, width of spectral densities, and the
energy difference between donor and acceptor are all comparable. Thus, we use fixed values of
J12 = J23 = 100 cm−1 and E1 − E3 = 100 cm−1 for all the calculations (the latter providing an
energetic driving force), and scan a range of physically relevant values for other parameters. Fur-
thermore, we fix the bath of all three sites to have identical spectral densities, such that ηl = η and
~ωc,l = ~ωc.
First, we consider the case of ~ωc = 200 cm−1 at temperature T = 300 K, where the spectral
range of the bath is comparable to the thermal energy. Both quantum and multiphonon effects of
the bath are important in this case. Nine different parameter sets, with η = 0.2, 1, 5 and E2−E1 = 0,
200, 800 cm−1 are investigated.
Figure 10.1 shows the calculated time-dependent populations of the acceptor state, P3(t). The
population based on the PQME exhibits strongly coherent behavior during early times and be-
comes increasingly incoherent with increasing system-bath coupling or bridge state energy. In the
weak system-bath coupling limit (η = 0.2), the results of the PQME agree with those of Redfield
theory, but those of the hopping dynamics differ substantially. In the strong system bath-coupling
limit (η = 5), the opposite situation occurs. The PQME results agree with those of the hopping dy-
namics, whereas the Redfield theory results are substantially different. For moderate system-bath
coupling (η = 1), the degree of agreement is sensitive to the value of E2 − E1, with the agreement
worsening for increasing bridge energy. Specifically, the hopping dynamics agree with the PQME
results only when E2−E1 . kBT , consistent with thermal activation. For the largest value of bridge
energy considered, E2 − E1 = 800 cm−1, the PQME dynamics are much faster than those of the
hopping approach, but slightly slower than those of Redfield theory.
In order to understand the effects of temperature, similar calculations are performed at a lower
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Figure 10.1: Time-dependent populations of the final site l = 3 based on PQME (black solid lines), hopping
(red dashed lines), and Redfield (blue dot-dashed lines) theories. The columns have different values of the
system-bath coupling strength η = 0.2, 1, and 5, and rows have different values of the energetic barrier
E2 − E1 = 0, 200, and 800 cm−1. Other parameters are fixed and given by E1 − E3 = 100 cm−1, ~ωc =
200 cm−1, J12 = J23 = 100 cm−1, and T = 300 K.
temperature T = 100 K and the results are shown in Figure 10.2. While similar trends as in
Figure 10.1 can be seen, the discrepancy between the results of PQME and hopping dynamics are
much more pronounced for weak and moderate coupling, and there are still significant differences
between the two even for strong coupling. In this low temperature limit, quantum effects dominate
not only the dynamics but also the steady state limit. This suggests that delocalized exciton states
have more physical meaning in this low temperature limit, for which the localized states (including
the system-bath coupling) are not Boltzmann distributed.
Figure 10.3 shows analogous results when the spectral density is much broader than other en-
ergy scales, ~ωc = 1, 000 cm−1. For each column, the reorganization energy of the bath, which is
another measure of the strength of system-bath coupling (λ ∝ η~ωc), is five times the correspond-
ing column of Figure 10.1 or 10.2. For example, the case of η = 0.2 in Figure 10.3 has the same
220
























0 1 2 3 4
Time (ps)




Figure 10.2: The same as in Figure 10.1 except for T = 100 K.
reorganization energy as the case of η = 1 in Figure 10.1. For this situation, the majority of bath
modes are no longer resonant with electronic transitions amongst the system energy levels and
thus they do not effectively induce dephasing. The resulting dynamics are therefore much more
coherent despite the fact that the reorganization energy is five times larger than in the previous
examples. Clearly the ability of the PQME approach to accurately capture this short-time quantum
coherence is especially encouraging, given the recent interest in such phenomena.
Although many of the results based on the PQME and Redfield theory exhibit such coherent
population dynamics, their long-time trends obey nearly exponential decay. For the parameters
corresponding to the middle column of Figure 10.1 (i.e. moderate system-bath coupling, η = 1),
calculations were conducted for values of E2 − E1 in the range of 100− 1, 000 cm−1. The resulting
time dependent populations were then fit to the kinetic form
P3(t) = P
eq
3 (1 − e
−kt) , (10.18)
and the extracted values of k are shown in Figure 10.4. The main panel plots the data in logarith-
mic scale (base e), and the inset shows the same data with the energy difference E2 − E1 in linear
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Figure 10.3: The same as in Figure 10.1 except for ~ωc = 1, 000 cm−1.
scale. As shown by the extrapolation expected from super-exchange theory (SE-limit), the results
of the Redfield calculation clearly demonstrate super-exchange behavior, k ∼ |E2 − E1|−2, for large
values of E2 − E1. This does not necessarily mean that the rates are the same as those calculated
by perturbative (fourth-order) super-exchange theory because there might be non-negligible con-
tributions from the subleading terms. On the other hand, the inset clearly demonstrates that the
hopping dynamics exhibit exponential behavior, k ∼ exp(−|E2 − E1|/kBT ) indicative of barrier
crossing via thermal activation. The results of the PQME calculation instead behave like activated
process for small values of the bridge energy and like super-exchange behavior for large values,
where the crossover is dependent on other factors including the strength of the system-bath cou-
pling. For all the values of bridge energy considered, the rate predicted by the PQME theory are
in-between those of Redfield theory and hopping dynamics, suggesting that the simple approxima-
tion of k = khop + kSE is unreliable.
However, the above analysis is based on the assumption that the Redfield rate constant is a rea-
sonable proxy for the super-exchange rate constant, which is not entirely accurate. It remains to be
determined whether the Redfield rate is correctly larger than the others because it exactly includes
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Figure 10.4: Population transfer rates versus E2 − E1 in logarithmic scale (base e) for η = 1, ~ωc =
200 cm−1, J12 = J23 = 100 cm−1, and T = 300 K. The blue solid line is the extrapolation of the Redfield
results with slope −2, demonstrating super-exchange behavior, k ∼ |E2 − E1|−2. The inset shows the same
results with a linear scale for E2 − E1, demonstrating the exponential dependence of the hopping rate,
k ∼ exp(−|E2 − E1|/kBT ).
all orders of electronic transport effects or whether the Redfield rate is incorrectly large because
it does not properly include the renormalized hopping (or band narrowing) effect associated with
a finite system-bath coupling. Without numerically exact data, we cannot answer this question
conclusively, however it is instructive to conclude by considering the dependence of the rate on the
strength of the system-bath coupling.
Interestingly, we can infer from Figure 10.1 that the population transfer to the acceptor reaches
a maximum for appropriate values of the system-bath coupling, η. In order to explore this aspect in
more detail, we have carried out an analogous study of the rate constant for values of the system-
bath coupling η in the range 0.5 – 10. The results are shown in Figure 10.5 for two different
choices of E2−E1 = 200 and 800 cm−1. It is clear that the Redfield rate constant is indeed becoming
unphysically large with increasing system-bath coupling, due to the aforementioned weak-coupling
prediction, k ∼ η. On the other hand, the purely hopping behavior grossly underestimates the rate
at small values of the coupling, where quantum coherent transfer process dominate because the
bath cannot effectively activate classical barrier crossing. Ultimately, we again see encouraging
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Figure 10.5: Logarithmic dependence (base e) of population transfer rates on the strength of the system-
bath coupling η for ~ωc = 200 cm−1, J12 = J23 = 100 cm−1, and T = 300 K. The upper panel is for
E2 − E1 = 200 cm−1 and the lower panel is for E2 − E1 = 800 cm−1.
evidence that the PQME approach interpolates between the two limiting cases where each theory
is most accurate, and generically exhibits a characteristic turnover behavior, where the turnover can
be ascribed to a self-trapping effect (i.e. polaron formation in the case of charged quantum states).
The case of E2 − E1 = 800 cm−1 is especially interesting, because while Redfield theory and the
hopping process predict a rate that varies by four orders of magnitude over the range studied, the
interpolating behavior of the PQME approach instead predicts a rate which is largely insensitive to
the strength of the coupling, varying by less than one order of magnitude.
10.5 Conclusion
In this chapter we have investigated the dynamics of a donor-bridge-acceptor system in detail. The
main goal of the chapter was to show that the PQME approach can capture the limiting behaviors
of the Redfield and hopping approaches in the regimes where each is expected to be valid. These
regimes include both super-exchange kinetics (when the bridge state energy lies energetically well
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above the donor and acceptor), as well as incoherent hopping kinetics (when the bridge state energy
is sufficiently low that thermal activation is possible). The PQME approach captures these limiting
forms by combining a polaron transformation with a novel definition of the perturbation as a fluc-
tuation of the transformed hopping term. This protocol yields a perturbative parameter which is a
complex mixture of both system and bath degrees of freedom. When the system-bath coupling is
weak, the renormalized hopping parameter is close to the bare one and a linearized coupling due to
the fluctuating hopping perturbation is similar to the bare system-bath coupling. Thus, the theory
approaches the Redfield limit. When the system-bath coupling is strong, the renormalized hopping
term is vanishingly small and the difference between the fluctuating and bare hopping parameters
is negligible. Hence, the PQME approach reduces to a hopping-type Förster theory. While it will
be important to compare the PQME approach to exact calculations in the future, the fact that it
captures the crossover between these two important and distinct regimes supports the possibility
that it also captures the essential features of the difficult “intermediate coupling” regime where
most perturbative approaches fail. This observation, as well as the efficiency and scalability of the
PQME approach, make it promising for studies of the charge and energy transport in large systems
within parameter regimes that are problematic for standard approaches.
In addition to the comparison between the PQME and other approaches, our study has also
revealed several other interesting facets of the behavior of D-B-A systems. In particular, even in
cases where the population exhibits a simple rate behavior, the PQME dynamics, which include
quantum coherence effects, are significantly faster than those of the second-order hopping process.
Thus, population transfer through a partially coherent mechanism is clearly significant and be-
comes more dominant as the bridge energy increases into the super-exchange regime. In addition
to electronic effects, we have also highlighted novel, non-perturbative system-bath coupling effects
beyond the reach of other treatments, such as the robust prediction of a non-monotonic dependence
of the rate on the system-bath coupling strength. All of these subtle aspects of D-B-A dynamics
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