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Abstract 
Aharoni, R. and I. Ben-Arroyo Hartman, On Greene-Kleitman’s theorem for general digraphs, 
Discrete Mathematics 120 (1993) 13-24. 
Linial conjectured that Greene-Kleitman’s theorem can be extended to general digraphs. We prove 
a stronger conjecture of Berge for digraphs having k-optimal path partitions consisting of ‘long’ 
paths. The same method yields known results for acyclic digraphs, and extensions of various 
theorems of Greene and Frank to acyclic digraphs. 
1. Introduction 
The history of the topic of this paper starts with Dilworth’s Theorem [6] which 
states that in a partially ordered set p the least number of paths (chains) in a partition 
of the vertices into paths equals the maximum size of an independent set of vertices 
(antichain). Denoting the first of these quantities by nl(p) and the second by al(p), 
Dilworth’s Theorem thus states that LX~ (p) = 7c1 (p). Gallai and Milgram [9] extended 
Dilworth’s Theorem by proving that the inequality al(G)b7tn,(G) holds in any dir- 
ected graph G. Greene and Kleitman investigated what happens if one replaces the 
term ‘independent set of vertices’ by ‘union of k disjoint independent sets’, which we 
call, as in [4], a partial k-colouring. We shall denote partial k-colourings by 
P={&,..., Ck). Each independent set Ci is called a colour class and a,(G) denotes 
the maximum number of vertices in G covered by a partial k-colouring. An obvious 
inequality holding for posets is CL~(G) <n,(G), where 7ck(G) is defined as the minimum of 
lPlk= C min{lPl,k} 
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over all path partitions 9’ of G, (where I PJ, the cardinality of P, denotes the number of 
vertices in the path P). Greene and Kleitman [12] showed that, in fact c~(p)=n~(p). 
This too, was extended to acyclic digraphs: Linial [14] showed that czL(G)>n,(G) for 
all acyclic digraphs. Linial also conjectured that Q(G) > Q(G) for all digraphs G. The 
conjecture still remains open. 
A path partition P = (PI, P2, . . . , P,} and a partial k-colouring wk are orthogonal if 
every path Pi in 9 meets min (1 Pil, k} different colour classes of gk. A path partition 
9 for which 19 Ik = nk is called k-optimal. It can be verified that in posets there exists 
a path partition 9 and a partial k-colouring Vk which are orthogonal if and only if 
a,(p)= r&(p). This follows from the fact that any path P in a poset meets at most 
min { (PI, k} vertices of a partial k-colouring. In a general digraph G, however, this is 
not true. The existence of an orthogonal pair 9” and wk implies that a,(G) 3 nk(G), but 
the converse does not necessarily hold. Following this observation, Berge [4] made 
the following conjecture, which is stronger than Linial’s conjecture mentioned above. 
Conjecture 1.1. Let G be a directed graph and let k be a positive integer. Then every 
k-optimal path partition 9 in G has a partial k-colouring Vk orthogonal to it. 
The conjecture has been proved for acyclic digraphs in [l, 2,5,18]. Here we prove it 
in a special case. Let .c? be a path partition and k a positive integer. Denote by 9’+ the 
set of paths in 9 of cardinality at least k, and by P” the set of paths in .cP of cardinality 
less than k. In Section 3 we show that if G is any digraph, 9 is k-optimal and P=P’+, 
then there exists a partial k-colouring orthogonal to 9. (In [4] the same was shown for 
k-optimal partitions with ‘short’ paths, i.e. partitions 9 satisfying 9 = go.) For k = 1, 
this provides a new constructive proof of the GallaiiMilgram Theorem. The tools for 
the proof are set in Section 2. 
2. Path partitions in acyclic digraphs 
We open by setting up the machinery which will be used throughout the paper. 
Henceforth k denotes a fixed positive integer, and G =(I’, E) is a directed graph with - - 
( VI = n. We associate with G an undirected bipartite graph G= (V, E) as follows: 
where V’={U’;UEV} and V”={~“;~EV}; 
E=.EUK 
where E^={(u’,u”); (u,r)~E} and K=(( u’, u”); UE V>. (see Fig. 1 for an example). 
A ‘weight function’ w is defined on l? by: 
w(e)= 1 if eEK; w(e)=0 if eEE^ 
For a subset F of E we write w(F)=CesF w(e), or equivalently, w(F)=IFnKI. 
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We shall need some terminology concerning paths. Let P be a path in any (directed 
or undirected) graph. Let V(P) and E(P) denote the set of vertices and edges, 
respectively, of P. Every path is assigned a direction. The first vertex of P is denoted by 
in(P), and the last vertex by ter(P). If 9 is a set of paths, we write V[9] = u {V(P); 
PEP}, E[9] = U{E(P); PEP}, in[.Y] = {in(P); PELF?}, and ter[9] = (ter(P); PE.??). 
If x, ye V(P) we denote by Py the part of P preceding (and including) y, by xP the part 
following (and including) x, and by xPy the part of P between x and y and including 
both. If P and Q are paths with ter(P) adjacent or equal to in(Q), we denote by P * Q 
the concatenation of P and Q. 
A matching in any graph is a set of vertex disjoint edges. Let s(M) be the set of 
vertices incident with a matching M. With any path partition B of G, and an integer k, 
we associate a matching M = Mk(Y) in G defined by 
((u’,u”); (UJ)EE[~+]}u{(v’,v”); u#[Y’o]) 
(see Fig. 2), where 9+ defines the set of paths in 9 of cardinality at least k, and 8’ 
defines the set of paths in g of cardinality less than k. 
Since every path PEP’+ contributes IPI- 1 edges to M and every path PEP’ 
contributes I P I edges, we have 1 M) = n - 1 .GP + I. Hence 
19%=k19’+I+IV[9°]I=k(n-IMI)+w(M) (2.1) 
We remark that if U”E V”\s(M) then u6n [Y], and similarly, if V’E V’\s(M) then 
vEter[Y]. (see vertices 4 and 3, respectively, in Fig. 2). Note that if k = 1, then a path of 
cardinality one in a path partition 9 contributes no edges to M. In this case, 
JBI1=n-IMI. 
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Fig. 2. (a) A path partition 8. (b) The corresponding matching M4(P). 
If G is acyclic, we can make the converse association. A fill matching is a matching 
for which at least one of u’ or u” is matched for each u. If M is a full matching, we 
associate with M a path partition 9 = Z?(M), where the edges in the path partition are 
defined by 
EC_%?] = {(u, v&E; (u’, u”)&r\M} (2.2) 
Note that if G is an arbitrary digraph, then E[L?] may contain directed cycles and 
9 would not be a path partition. We also remark that if 9 is a path partition of G, then 
9(Mk(Y)) is obtained from 9 by decomposing each ‘short’ path of 9 (i.e., paths in 9”O) 
into single vertex paths. 
We have thus established an association between path partitions in acyclic digraphs 
G and full matchings in G. We remark that this correspondence is not l-l, since for 
each UE VIS”] the matching M = Mk(Y) contains the edge (u’, u”), regardless of how 
YIS”] is partitioned into paths. Never-the-less, equation (2.1) above relates J9Jk to 
the size and weight of the associated matching. In particular, Lyle decreases when 
k 1 M 1 -w(M) increases. We shall use M-alternating paths (defined below) in order to 
move from a given matching M in G to another, in such a way that the k-norm of the 
associated path partitions in G decreases. 
Let CJ’ be a path partition of G, k a positive integer, and let M = Mk(P). A path or 
a cycle A in G is called M-alternating if exactly one of each two adjacent edges in 
A belongs to M. We assign a direction to A such that each edge (u’,u”)EA\M is 
traversed ‘forwards’, i.e., U’ precedes u” on A, and each edge (u’, u”)EA~M is transver- 
sed ‘backwards’, i.e. u” precedes U’ on A. We write M + A for the symmetric difference 
of M and E(A). The cost of A, denoted by c(A), (c@(A), when mention of 9 is necessary) 
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(2.3) 
Alternatively, c(A) = w(M + A) - w(M). 
An M-alternating path A is called proper if either: 
(a) in(A)E V’\s(M) (i.e. in(A)=u’ for some vHer[P]) or 
(b) in(A)E V’ns(MnK), and the first edge of A is (u”, 0’). 
We define c*(A)=c(A) if A satisfies (a), and c*(A)=c(A)+ k if A satisfies (b). 
A proper M-alternating path A is called k-improving (or for brevity improving) if 
either 
(1) ter(A)Eu’ns(MnK), where the last edge of A is (u”,u’), and c*(A)<O: 
or 
(2) ter(A)EV”\s(M) (i.e., ter(A)=u” for some vein[P]), and c*(A)<k. 
We say that A is of type (a) if it satisfies (a), and of type (al) if it satisfies (a) and (1). 
Types (b), (a2), (bl) and (b2) are similarly defined. An M-alternating cycle A is called 
improving or k-improuing if c(A) < 0. (For example, see Fig. 3 for an improving cycle.) 
By the definition above, if A is a k-improving M-alternating path or cycle, then M + A 
is a matching. 
The following lemma claims that if G is acyclic, then the path partition associated 
with M + A has a smaller k-norm than the path partition associated with M. 
From this point throughout this section we shall assume that G is acyclic. 
__-__- c - WI 
-P e improving cycle 
(a) (b) 
Fig. 3. (a) A path partition 8. (b) An improving cycle. 
18 R. Aharoni. I. Ben-Arroyo Hartman 
Lemma 2.1. Let 9 be a path partition of G, let M = M&9’), and let A be a k-improving 
M-alternating path or cycle. Then 
I%M+A)I,<I4,. 
Furthermore, if A is of type (al), (bl), (b2) or an improving cycle, then 
ILS?(M+A)li<lBIi for each i=l,2,...,k. 
Proof. Let N=M+A, and 9=9(N). If A is of type (a2) then INI=IMI+l, while 
w(N)<w(M)+k. Hence by (2.1) 
If A is of type (al) or (b2) or an improving cycle, then IN I = 1 M 1, while w(N) < w(M). If 
Aisoftype(bl)then1NI=IMI-1,whilew(N)<w(M)-k.InallthesecasesI~li<I~li 
for i= 1, . . . ,k by (2.1). 0 
The following result follows immediately. 
Corollary 2.2. Let 9 be a k-optimal path partition in G, and let M = Mk(P). If A is 
a proper M-alternating path (or cycle), then c*(A)>O, (c(A)aO, respectively). 
We have just seen that the existence of a k-improving M-alternating path or cycle in 
G implies that there exists a path partition with a smaller k-norm. Lemma 2.3 below 
asserts that the converse is also true. 
Lemma 2.3. Let 9 be a path partition in G which is not k-optimal, and let M = Mk(9). 
Then G contains a k-improving M-alternating path or cycle. 
Proof. Let __9 be k-optimal path partition, and let N = Mk(2!). The connected compo- 
nents of the graph spanned by M + N are M-alternating (undirected) paths and cycles. 
Assign a direction to each of them following our convention. By (2. l), for at least one 
of such paths or cycles the following holds: 
klE(A)nNI-w(E(A)nN)>kIE(A)nMI-w(E(A)nM) (2.4) 
If A is a cycle, then IE(A)nNI=IE(A)nMI, hence by (2.4) w(E(A)nM)>w(E(A)nN) 
and c&A) < 0, i.e. A is improving. 
Assume that A is a path. If in(A)E I”’ then 
lE(A)nNl6lE(A)nMI (2.5) 
and hence by (2.4) w(E(A)nM)>O and A must contain an edge from MnK. Let 
e=(x”, x’) be the first such edge on A, and let u =x”. Otherwise, in(A)E V’ and let 
u = in(A). 
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If ter(A)E v’ then, again, (2.5) holds and A must contain an edge from MnK. Let 
(y”, y’) be the last such edge on A, and let v = y’. Otherwise, ter(A)E V” and let 
v = ter(A). It can be easily seen that uAv is a k-improving M-alternating path. 0 
Now let 9 be a k-optimal path partition, and let M = M,(P). For each vertex XE v 
define: 
n(x)=min {c*(A): A is a proper M-alternating path terminating at x} (2.6) 
It is easy to see that every XE Flies on a proper alternating path, and hence Z(X) is well 
defined. rc is called the potential function associated with 9. 
Lemma 2.4 below summarizes some properties of n. 
Lemma 2.4. Let .c?? be k-optimal, M = Mk(P) and let n be the corresponding potential 
function. Then: 
(a) x(x)>Ofor each x~l/ and n(u’)=Ofor each ueter[P]. 
(b) z(v”)>kfor every vgin[P]. 
(c) For each e=(u’,v”)EI?nM (where we allow u=v) 7c(u”)=n:(u’)+w(e). 
(d) For each e=(u’,v”)EE\M (where we allow u=v) z(v”)<z(u’)+w(e). 
(e) rc(x)<kfor every x~s(MnK). 
Proof. (a) X(X) <O would imply the existence of a proper M-alternating path with 
negative costs, contradicting Corollary 2.2. If vEter[P] then the single vertex path 
A = (0’) is proper and satisfies c*(A) = 0, implying that rc(v’) = 0. 
(b) If rc(v”) < k for some uEin [P], then there exists a k-improving path of type (2), 
contradicting the optimality of 9’. 
(c) Let e=(U’, v”)EE~M. Then every proper M-alternating path A terminating at 
u’ must have (u”, u’) as its last edge, thus ~(v”)=~(u’)+ w(e). 
(d) Let A be a proper alternating path of minimum cost terminating at a’. Then 
either A = (u’) or the last edge of A belongs to M. If A does not contain v” then 
A* e is a proper alternating path with cost c(A)+ w(e)=rc(n’)+ w(e), and thus 
rc(v”) d rc(u’)+ w(e). Otherwise, A contains v” and A * e contains an M-alternating 
cycle C. By Corollary 2.2, c(C)>O, i.e. 
but 
c(v”A)+w(e)>O (2.7) 
7r(u’) = c(A) = c(Av”) + c(v”A) (by 2.7)) 
>c(Av”)-w(e)37C(v”)-w(e). 
This proves the claim. 
(e) Let (x’,x”)~M. Then the alternating path of type (b), A=(x”), shows that 
x(x”)<<, and by (c), z(x’)=x(x”)-l<k. 0 
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Define now 
Ci={VEV;X(U”)=X(U’)+l=i) for every l<i<k. 
Claim 1. Each set Ci is independent. 
Proof. If (u, z))EE then, by Lemma 2.4(c), (d), n(v”)<n(u’) which is impossible if 
U, V~Ci, since then n(u’)=i- 1 and 7c(v”)=i. 0 
Claim 2. %?k={C1,C2, . . . , C,) is a partial k-colouring orthogonal to 9”. 
Proof. By (a), (b), (c) and (d) of Lemma 2.4 each path PEP+ contains a vertex from 
each CL, 1 < id k. By (c) and (e) every vertex from V[P’] belongs to some Ci, 1~ i < k. 
It remains to be shown that if PE9’ then all vertices on P are of different colours. This 
holds since by (d), if u follows u on P then z(u”)<z(u’), and hence, the colours on P are 
strictly descending. 0 
We have just proved the following. 
Theorem 2.5. Let 9 be a k-optimal path partition in an acyclic digraph G. Then there 
exists a partial k-colouring orthogonal to 9’. 
In fact, our method of proof above yields (see [3]) an extension of Frank’s theorem 
[7], and Greene’s Theorems [ll], to acyclic digraphs, (see also [lo] and [17] for an 
extension to acyclic digraphs.) Furthermore, it can be shown (see [3]) that the partial 
k-colouring defined above is independent of the choice of 9, implying the following 
stronger theorem (proved also in [2,5, IS]). 
Theorem 2.6. In an acyclic digraph G there exists a partial k-colouring which is 
orthogonal to all k-optimal path partitions of G. 
3. Path partitions in general digraphs 
By the Gallai-Milgram Theorem, Conjecture 1.1 holds for general graphs for k= 1. 
In [4], Berge proved the conjecture for bipartite graphs. He also pointed out that the 
conjecture holds for k-optimal path partitions B with P=P’O, (i.e. k>A(G), where 
A(G) is the cardinality of the longest path in G). Here we consider the other extreme, 
namely P=P+. 
Theorem 3.1. Let G be any digraph. If 9 is a k-optimal path partition consisting only of 
long paths (i.e., paths of cardinality at least k), then there exists a partial k-colouring 
orthogonal to pp. 
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For the proof of the theorem we shall need the following. 
Lemma 3.2. Let 9 be a k-optimal path partition with M = Mk(9), and assume that 
go =(b. If T is a proper M-alternating path and S is an initial part of T, then 
c9(S)<cg(T). 
Proof. Since Y”=O, it follows that MnK=Q). Hence CesSnM w(e)=C,,T,MW(e)=O 
and by (2.3) c.~P(T)=C~~~,~ w(e), implying that cw(S)dc,(T). 0 
Proof of Theorem 3.1. Let M = Mk(9). A proper M-alternating path A, is non-winding 
if 2(M + A) contains no directed cycles. For each vertex x in G define a potential 
function 7c(x) as 
min{c*(A); A is a proper non-winding M-alternating path which 
terminates at x> 
We note that the following holds: 
(a) n(x)>0 for each XEV and R(u’)=O for each oEter[B]. 
(b) rr(v”) > k for every vGn [P]. 
(c) For each e=(u’,o”)EEnM (where we allow u=v) rc(u”)=~((u’)+w(e). 
(d) rr(u”) d rc(u’) + 1 for each e = (u’, u”)EK. 
Proof of(a): Z(X) 30 for each XE v since MnK =0 and every proper non-winding 
M-alternating path has a nonnegative cost. IS(U’) = 0 for each Z)E ter [P] since the path 
A =(u’) is a proper non-winding path with cost zero. 
Claims (b) and (c) above are proved similarly to claims (b) and (c) of Lemma 2.4, 
except that we consider nonwinding alternating paths here, instead of alternating 
paths. 
Proof of(d): Let A be a proper nonwinding alternating path of minimum cost 
terminating at u’. Then the last edge of A belongs to M. If A does not contain U” then 
A * e is a proper alternating path with cost c(A) + w(e) = z(u’) + w(e). Note that A * e 
must also be non-winding, since Z?(M+(A *(u’, u”))) has the same edge set as 
_!2(M + A). Thus, rc(u”)<rr(u’)+ w(e). Otherwise, A contains U” and A * e contains an 
M-alternating cycle C. By Corollary 2.2, c(C)>O, i.e. 
but 
c(u”A)+w(e)>,O (3.1) 
n(u’)=c(A)=c(Au”)+c(u”A) (by 3.1) 
>,c(Au”)-w(e)>x(u”)-w(e). 
This proves the claim. 
It follows from (aHd) that for any 1 d i Q k and every p~9” there exists at least one 
vertex UE V(P) such that rc(u”) = i and n(u’)= i- 1. Let Vi(P) be the first vertex on 
P satisfying this property. For each 1 Q i Q k define: 
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To prove that %k={C1,CZ,...,Ck] is an orthogonal partial k-colouring, it is suffi- 
cient to show that each Ci is independent. Suppose, on the contrary, that (a, u)EE, 
where u = Ui (P) and v = vi(Q), and P # Q. Let A be a proper non-winding M-alternat- 
ing path terminating at u’ such that c(A) = i - 1. Define J3 = A * (a’, u”), the concatena- 
tion of A and (a’, v”). If Z?(B + M) contains no directed cycle, then n(v”) < n(u’) = i - 1, 
contradicting the assumption that n(u”) = i. Hence 9(B + M) contains a cycle D. Since 
A itself is non-winding, D must contain the edge (u,v). 
Let (x, U) be the last edge of D which precedes (u, u), There are two cases to consider: 
Case 1: (x,u)$E[Y] (see Fig. 4(a)). 
This implies that A contains the edge (x’, u”). By Lemma 3.2 c(Au”) 6 c(A) = i- 1 
since Au” is an initial subpath of A. Hence z(u”)<i- 1. This contradicts z(u”)=i. 
Case 2: (x, u)EE[Y] (see Fig. 4(b)). 
Let z” be the first vertex on A such that z belongs to V(P) and z precedes u on P. 
Since XE V(P), and x precedes u on P, such a vertex exists. By Lemma 3.2 
c(Az”)<c(A)= i- 1. Hence n(z”)<i- 1. This implies that there exists a vertex t pre- 
ceding u on P with n(t’) = i - 1 and rc(t”) = i, contradicting the choice of u in Ci. 
For k= 1 we now have a new proof for the Gallai-Milgram Theorem. 0 
It is fairly easy to see that if 9 satisfies the conditions of Theorem 3.1, then 9 is, in 
fact, i-optimal for each i = 1, . . . , k. This brings us to the following conjecture, which is 
a weakening of Conjecture 1.1. 
P Q P Q 
I I 
t a I 
I ‘2 
I 
I 
I 
‘2 
I 
I 
v 
i 
X 
.i. -.i: c 
-D -D 
(a) (b) 
Fig. 4. Proof of Theorem 3.1. 
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Conjecture 3.3. Let G be a digraph. If 9 is a path partition of G which is simultan- 
eously i-optimal for each i= 1, . . . , k, then for each i= 1, . . . , k, G contains a partial 
i-colouring orthogonal to 8. 
4. Related problems 
One can ‘dualise’ the concepts mentioned in Section 1 by replacing the notion of 
a path by that of an independent set, and vice versa. A path k-pack is a set of k disjoint 
paths (empty paths, that is, paths that contain no edges are allowed). A path k-pack will 
be denoted by Pk. The size of a path k-pack Pk, denoted by IPkl, is the number vertices 
covered by it, and 9’ is called optimal if IPkl is maximal. Thus, the analogue of ak is 
& = max { I.CPk I: .CYk a path k-pack} 
A colouring %? = {Cl, . , C,} is a partition of V(G) into disjoint independent sets Ci. 
For each positive integer k, define 
I@lk= c min{ICil,k}. 
CiEO 
Let Xk = Xk(G) denote the minimum of ( %Tlk over all colourings %? of G. For a poset p an 
obvious inequality is &(p)dXk(p). Greene [l l] proved that ilk(p) = Xk(p), and for 
acyclic digraphs G, Hoffman [13] and Saks [16] showed independently, that 
A,(G) > Xk(G). For k = 1, the Gallai-Roy Theorem [8, 151 asserts that ill(G) > x1 (G) for 
all digraphs G. Here, again, the problem whether nk(G)aXk(G) holds for all k in any 
digraph is still open. 
A path k-pack 9’ and a colouring %? = {C,, . . . , C,} are orthogonal if each Ci in 
%? meets min{ I Cl, k} different paths of Pk. 
Conjecture 4.1 ([2]). Let G be a directed graph and let k be a positive integer. Then 
for every optimal path k-pack Pk there exists a colouring %? orthogonal to 9’k. 
In general, Conjecture 1.1 does not imply Conjecture 4.1, but Greene’s theorems 
[11] relate the two problems in posets. It is worth noting that the proof of 
Conjecture 4.1 for posets (known as ‘Greene’s Theorem’ [ll]) is less involved than the 
proof of Conjecture 1.1 for posets (known as the ‘Greene-Kleitman Theorem’ [12]). 
The same holds for the proofs of these conjectures for k= 1, i.e. the ‘Gallai-Roy 
Theorem’ [8, 151 is less involved than the ‘Gallai-Milgram Theorem’ [9]. However, 
no theorem parallel to Theorem 3.1 is known for Conjecture 4.1. 
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