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A B S T R A C T
Calculations of ohmic decay of neutron star dipolar magnetic fields which 
are confined to the neutron sta r crust are carried out. It is shown th a t the 
field does not decay exponentially as has been assumed in most analyses of 
pulsar observations and th a t if it occupies the entire crust it decays by less 
than  a factor of order 100 in a Hubble time. Fields th a t are confined to the 
outer regions of the crust decay faster and again non-exponentially. We also 
show th a t the surface magnetic fields of young pulsars may fluctuate and 
even change polarities on time-scales much shorter than  their secular decay 
time-scale. As a result the pulsar braking indices can significantly deviate 
from the value of 3, expected if the fields are constant.
Through a detailed statistical analysis, we showed th a t non-exponential 
field decay is consistent with the current understanding of radio pulsars. 
Since the field decays non-exponentially and may retain a substantial fraction 
of its initial strength at ages >  1 0 9 years, it may also provide a natural 
explanation for the magnetic fields of millisecond pulsars, which are believed 
to be old objects.
Strong magnetic fields may be present on the surface of neutron stars as­
sociated with 7 -ray bursts. We examined the possibilities that the cyclotron 
emissions from plasmas in neutron star magnetospheres, which are heated 
through Com pton process by high energy 7 -rays, may produce observable 
optical flashes. Emerging spectra and luminosities are obtained for several 
models. We concluded th a t, under certain magnetospheric conditions, the 
model is capable of explaning the historical flashes found within m odern 7 -
ray burst error boxes. The cyclotron radiative transfer calculations in high 
tem perature ( k ^ T  ~  100 keV) plasmas require a fast and accurate code to 
com pute the cyclotron opacities. We have developed a numerical code based 
on the steepest descent path  m ethod first devised by Trubnikov. Our results 
are in general agreement with those obtained using Chanm ugam  and Dulk 
m ethod, which breaks down at high tem peratures, at ~  30 keV.
C H A P T E R  1 
IN T R O D U C T IO N
The neutron was first, discovered in laboratory experim ents in 1932 by 
the British nuclear physicist Jam es Chadwick. Caltech astronom ers Fritz 
Zwicky and W ater Baade proposed the possible existence of neutron stars and 
correctly guessed th a t they are the products of supernovae: ”...Supernova 
represents the transition of  an ordinary star into a neutron star” (Baade 
and Zwicky 1934). It was also reported, however, th a t Landau conceived 
the possible existence of neutron stars in a discussion with his colleagues 
shortly after the news of the discovery of neutrons reached Coppenhagen. 
The structure of a neutron stars was first calculated by Oppenheimer and 
Volkoff (1939). A typical neutron star has a radius of R  ~  10 km, a central 
density of pc ~  1015 g cm -3 , and a mass of M  ~  1 M q the solar mass (see 
Figure 1 . 1  for a schematic view of a typical neutron star). But the prophetic 
proposal of neutron stars was long ignored by most astronom ers. Only some 
three decades after the proposal of the neutron stars did the detection of 
pulsars by Hewish et a1. (1967) provid the first observational evidence of 
their existence.
The association of pulsars with neutron stars was pointed out by Gold 
(1968; see also Wheeler 1966; Pacini 1967) who noticed th a t the energy re­
leased by the slow down of the Crab pulsar, if assumed to be a rotating 
neutron star, equals the energy required to power the continuous expansion 
and emission of the Crab nebula, an energy source which until then remained 
a mystery. Since then many models of the pulsar radio emission mechanisms
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FIG . 1.1 Cross-section of a  typical neutron star. It has a radius of R  ~  10 
km and a  mass of M  ~  1 M §.  The crust has a thickness of about 1 km and 
is m ade of heavy nuclei. The interior of a neutron star consists mainly of 











were form ulated (Goldreich and Julian 1969; Sturrock 1971; Cheng and Ru- 
derm an 1977; Michel 1982; 1983) although none of them  is self-consistent in 
treating the neutron star m agnetosphere. Despite the differences in detailed 
emission mechanisms, the paradigm  th a t pulsars are highly magnetic (with 
B  ~  1012 G) and fast ro tating neutron stars is widely accepted (see Figure 
1.2). A pulsar slows down due to the torque generated by the coupling be­
tween its magnetic field and the plasm a wind it emits into space, an effect 
called magnetic braking.
The possible existence of strongly magnetic neutron stars was proposed 
by Ginzburg (1964) and W oltjer (1964) who suggested th a t if the surface 
magnetic flux (~  B R 2) is conserved during the collapse of the progenitor 
non-degenerate star, neutron stars may be born with strong magnetic fields, 
the so-called fossil fields theory. Based on early pulsar observations, Ostriker 
and Gunn (1969) suggested th a t surface magnetic fields decay exponentially 
on a tim e scale of about 1 0 6 yr, thereby explaining the decrease of the radio 
luminosity L r , if L r  o c  Z?2, and the absence of pulsars with periods much 
longer than  about Is. They also suggested th a t the fields decay as a result 
of ohmic dissipation of electrical currents in the neutron star on a time 
scale t£> =  AcrR?/ t t c 2 ~  4 x  106 yr where they assumed th a t the electrical 
conductivity cr = <rc, its value in the crust of the neutron star. On the other 
hand, Baym, Pethick and Pines (1969) argued that it is more correct to use 
the electrical conductivity in the interior of a neutron star. This greatly 
exceeds th a t in the crust so th a t /p  is larger than the Hubble time. Detailed 
numerical calculations taking account of the varying conductivity in the star
4
F IG . 1.2 Schematic view of a pulsar— rotating neutron star with dipole 
moment somewhat inclined to the rotation axis. Particles and radiation 
stream  outw ard along the magnetic poles. An observer intersects with the 






confirmed th a t for the longest-living modes of decay for a dipolar field, which 
penetrates the interior of the star, tp  >  1012 yr (Chanm ugam  and Gabriel 
1971). Nevertheless, more recent analyses of pulsar spin-down statistics are 
consistent with the earlier analysis of Gunn and Ostriker (1970) that the 
magnetic fields decay exponentially on time scales of (5 — 9) x 106 yr (Lyne, 
M anchester and Taylor 1985, Stollman 1987).
The observation th a t m any supernova rem nants do not contain detectable 
pulsars led Blandford, Applegate and Hernquist (1983) to propose th a t the 
magnetic field of a neutron s ta r is created in the crust from a weaker initial 
seed field by thermoelectric effects after it is formed (Urpin and Yakovlev 
1980). T hat is, pulsars are probably much younger than their residing su­
pernova rem nants and many rem nants disappear before the neutron star 
becomes a pulsar. This model also explains why the timing, or character­
istic, age of the pulsar r c =  P / 2 P  =  1600 yr (P  the tim e derivative of 
the period) is much smaller than the age of the supernova rem nant MSH 
15-52 (~  104 yr) (Seward and Harnden 1982; Seward et a1. 1983). In the 
Blandford, Applegate and Hernquist (1983) model the crustal magnetic field 
decays on a tim e scale tp> ~  AcrcL 2 /Vc2 ~  106 yr, where L  is the thickness 
of the crust. O ther mechanisms for field decay involving instabilities have 
also been advanced in a num ber of papers. One class of such mechanisms 
argues that convective instabilities in the interior cause the field to rise to 
the crust, after which the field then decays as a result of Ohmic dissipation 
in the crust (Vandakurov 1972; Tayler 1973; Chanm ugam  1984). Flowers 
and Ruderm an (1977; see also e.g. Ray 1980; Roberts 1981) have proposed
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th a t the magnetic field is stabilized by electrical currents in the crust. When 
they decay through ohmic diffusion, instability sets in and the field decays 
again on the time scale fp .
Even more complex and perhaps contrived explanations for field decay 
involving a possible superconducting interior in the neutron star have been 
proposed. Very broadly, the magnetic field forms vortex lines which become 
buoyant and after rising (hopefully) relatively quickly the field decays as a 
result of Ohmic dissipation in the crust. (Muslimov and Tsygan 1985; Wendell 
1988) or as a result of radial Hall drift (Jones 1988).
Despite its im portance, no detailed calculations of the evolution of neu­
tron star magnetic fields initially confined to the crust were carried out before 
the work of Sang and Chanm ugam  (1987; hereafter SC) on which this dis­
sertation is based. Our results are contrary to expectations. We find that 
the field does not decay in an exponential m anner, as has been assumed in 
analyses of pulsar observations. For an initial field confined to the entire 
crust, with B s =  1 0 12 G, the field initially decays by a factor e on a time 
scale ~  10' yr but then decays more slowly. Hence B s does not get down to 
of order 5 x 108 G, characteristic of the millisecond pulsars, even on a Hub­
ble time. Faster decay is possible if the initial field is confined arbitrarily 
to the outer regions of the crust. Thus, at present it is difficult to justify 
theoretically any of the above mentioned models for field decay. The sim­
plest interpretation of our results is that neutron stars are born with strong 
magnetic fields which penetrate their interior and do not decay significantly 
on a Hubble time. Such a view has been proposed before on other grounds
7
(Kundt. 1981, Beskin, Gurevich and Istomin 1983, Michel 1986), but has 
been largely ignored.
The evolution of neutron star magnetic fields is also im portant for other 
astrophysical phenomena. Analyses of period changes in pulsating X-ray bi­
naries (e.g. Rappaport and Joss 1977, Ghosh and Lamb 1979)—beleived to 
be caused by magnetic coupling between the neutron star and the accret­
ing plasm a—yield values of neutron star magnetic moments consistent with 
surface fields ~  1012G. The observations of the transient gam m a-ray bursts 
(GRBs)—sudden outbursts of high energy 7 -rays (e.g. Liang and Petrosian 
1986) th a t are thought to be associated with neutron stars—suggest that 
about 20% of them  have cyclotron fines (Fenimore et al. 1988). At several 
tens of keV, these fines correspond to magnetic fields of a few times 1012 G. 
Assuming they are of galactic origin, a comparison of the GRB detection rate 
with the b irth rate  of neutron stars implies that the neutron stars associated 
with GRBs are old (H artm ann, Epstein and Woosley 1990). This strongly 
contradicts the idea th a t the neutron star magnetic fields decay on time-scales 
of few million years. There are also direct observations of cyclotron fines in 
the X-ray sources Her X -l (Trum per et al. 1978), 4U0115+63 (W heaton et 
al. 1979), G X l+ 4  (M aurer et al. 1982), and 4U1626-67 (Pravdo et al. 1979) 
as well as Crab Pulsar (M anchanda et al. 1982). Since some X-ray binaries 
such as 4U 1626-67 and Her X -l probably contain old (>  108 yr) neutron 
stars (Verbunt, Wijers and Burm  1989), it is possible th a t fields may not 
decay significantly at all.
Since these astrophysical phenom ena are all associated with galactic neu­
tron stars, they are also probably linked evolutionarily. For example, certain 
types of the X-ray binaries are thought to be the progenitors of the rapidly ro­
tating millisecond pulsars (Radhakrishnan and Srinivasan 1982; Alpar et al. 
1982; van den Heuvel 1984). Knowledge of the evolution of neutron star m ag­
netic fields may hold the key to unravel such links and lead to the deeper 
understanding of these phenomena.
This dissertation is arranged as follows. In C hapter 2 we construct 
neutron star models which are needed to carry out the field decay calcu­
lations. Then in C hapter 3 we present the ohmic decay of the neutron star 
crustal magnetic fields. In C hapter 4 we discuss the consequences of the 
non-exponential field decay on the pulsar timing observations. In C hapter 5 
we carry out a statistical analysis for pulsars using the calculated field decay 
histories from C hapter 3. C hapter 6  examines the possibility th a t optical 
flashes during 7 -ray bursts originate from the magnetosphere of highly m ag­
netic neutron stars. We perform radiative transfer calculations to obtain the 
emerging spectra and luminosities of the optical cyclotron emissions. In order 
to carry out this work we realized the need for a fast and accurate program 
to calculate therm al cyclotron opacities at high tem peratures (feeT  ~  1 0 0  
keV). Details of the m ethod and the development of the code are presented 
in Appendix A.
C H A P T E R  2 
N E U T R O N  ST A R  M O D E L S
In order to calculate magnetic field decay in neutron stars, we first con­
struct a simple non-rotating neutron star model. To an excellent approxima­
tion the m atte r in neutron stars is in its ground state; its therm al energy is 
very small on the scale of typical excitation energies, and it may be assumed 
to be in nuclear equilibrium—th at is, its energy cannot be lowered by chang­
ing its constituents via strong, weak, or electromagnetic interactions. In 
Section 1 we introduce the general-relativistic equation of hydrostatic equi­
librium for non-rotating stars; in Section 2  we discuss the equation of state of 
dense m atter; finally in Section 3 we construct zero-tem perature neutron star 
models by numerically integrating the equation of hydrostatic equilibrium.
2.1 ToIm an-O ppenheim er-V olkofF E quation
The structure of a neutron star is determined by the local properties 
of m atter (equation of state) and by the theory of gravitation. Except for 
a brief time during their formation, neutron stars are taken to be in their 
therm odynam ic ground state. In this work we only calculate non-rotating 
stars since the perturbation on their structure due to  rotation is generally 
small (Thorne 1971, Hartle 1973).
The general-relativistic equation of hydrostatic equilibrium for a spheri­
cally symmetric star in the Schwarzschild metric, i.e., the Tolman- 
Oppenheimer-Volkoff (Tolman 1939; Oppenheimer and Volkoff 1939) equa-
9
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tions, are given by
d P (r ) _  r  M O  +  P (r ) /c 2][m{r) +  4nr3P ( r ) / c 2} 
dr t 2 [1 — 2Gm{r)/rc2] ’
and
= 4»rr2 p(r). (2.2)
dr
Here P ( r ) and p(r ) are the pressure and mass density at radial distance r 
from the center of the star, m(r)  the gravitational mass of the star within r, 
G the gravitational constant and c the speed of light. The num ber of baryons 
within a radius r is given by
-  f  M r ' ) d Zr'J  [ l - 2 G m (r ') /r 'c 2]1/2’ ( " }
0
where n ^ r )  is the baryon num ber density at radius r.
The radius of the star R  is defined by
P ( R ) =  0; (2.4)
the to tal gravitational mass M  measured by a distant observer in Keplerian
orbit around the s ta r is give by
M  =  m.{R), (2.5)
and the total num ber of baryons B  in the star is given by
B  = b{R). (2.6)
The mass M  contains both the internal energy and the gravitational 
self-energy of the star.
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Equations (2.1) and (2.2) are readily integrated numerically, for a given 
equation of state, to obtain neutron star models. A single integration con­
stan t, the central density pc, completely determines the solution.
2.2 E q uation  o f  S ta te  o f  D en se  M atter
Since the pioneering work of Landau (1938) and Oppenheimer and Volkoff 
(1939), many studies have been m ade of the equations of sta te  and structure 
of neutron stars. Borner and Cohen (1973) and A rnett and Bowers (1977) 
systematically surveyed those existing equations of state and resulting neu­
tron star structures. The equations of state adopted for the neutron star 
models in this work are those used by Baym, Pethick and Sutherland (1971; 
hereafter BPS).
To discuss the equation of state, it is convenient to divide the neutron 
star into three density regimes: 1) the outer crust (p <  4.3 x 1011 g cm -3 ) 
extending inward to the neutron drip point where free neutrons start to 
appear; 2) the inner crust (4.3 x 1011 g cm - 3  <  p < 2.4 x 1014 g cm -3 ) 
extending up to the density of nuclear m atter; and 3) the core (p > 2.4 x 1014 
g cm -3 ).
The character of m atter in its ground state changes considerably with 
increasing density (see, e.g., Ruderm an 1969; Baym and Pethick 1979 for 
detailed discussions). At densities below ~  104 g cm - 3  a fraction of the elec­
trons are bound to the 56Fe nuclei, arranged in a lattice so as to minimize 
their Coulomb interaction energy. The equation of state in this regime was 
first discussed by Feynman, Metropolis, and Teller (1949). As the m atter
density p increases, the electrons become degenerate. Above p ~  104 g cm - 3  
the electrons are essentially free, and above p ~  1 0 7 g cm " 3 the electrons 
are fully relativistic.. For p > 8  x IQ6 g cm "3, 56Fe m atter is no longer the 
lowest energy state; the energy can be lowered by having the nuclei capture 
energetic electrons in the Fermi sea, lose energy via neutrino emission, and 
become more neutron-rich. In the region beyond the point where this first 
happens, the lowest energy state  of m atter is a lattice of 62Ni nuclei. W ith in­
creasing mass density, the equilibrium nuclide present in the lattice becomes 
progressively richer in neutrons. Eventually, at a density p ~  4.3 x 1011 g 
cm "3, the neutron drip point, the nuclei are so neutron-rich th a t the contin­
uum  neutron states begin to be populated.
The equation of state in the density regime between 1.0 x 104 g cm " 3 and
4.3 x 1011 g cm " 3 is taken from the calculations of BPS. Between the neutron 
drip point and p ~  2.4 x 1014 g cm " 3 the m atter consists of nuclei in a lattice 
and, in addition, a gas of free neutrons as well as electrons penetrating the 
lattice. Above p ~  2.4 x 1014 g cm "3, nuclei are no longer present. Rather, 
the m atter is a uniform m ixture of primarily neutron, proton, and electron 
liquids; as the density is raised, muons and various particles such as E and 
A appear and coexist stably. For densities between 4.3 x 10n g cm " 3 and 
5 x 1014 g cm " 3 the equation of state is taken from the calculations of Baym, 
Bethe, and Pethick (1971). For even higher densities, the equation of state 
is based on the Pandharipande’s (1971) model C calculation for hyperonic 
m atter. It is also possible th a t a transition to quark m atter occurs (see e.g., 
Iwamoto 1980; 1982).
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Table 2.1 lists the equations of sta te  of the ground state of dense m atter
used to construct the neutron star model in this work. In the table, p is
2.3 N eu tro n  Star M od el C alcu lations
To construct models for non-rotating degenerate stars, we directly inte­
grate the TOV equations (2 .1 ) and (2.2) using the equation of sta te  tabulated 
in Table 2.1. We use a fourth-order Runge-K utta m ethod integrating ou t­
ward from the center with an adaptive step size scheme:
r  <C R)  or P  (for r  ~  R)  changes rapidly; furtherm ore, one does not need 
to have an estim ate of the radius beforehand, as when using fixed A. The
The resulting masses and radii from the integration for a wide range of
models from BPS. The two results agree with each other very well except for
the mass density, equal to the to tal energy density e divided by c2; and the 
pressure P  is given by
(2.7)
This table is taken from BPS. Figure 2.1 shows log P  as a function of log p 
and the original sources of various equations of state are indicated.
( 2 .8 )
The advantage of this scheme is th a t the step size is small when either m  (for
integration is term inated when the condition p < 7.86 g cm 3, the density 
of solid 56Fe, is reached.
central densities are listed in Table 2.2. Also listed are the neutron star
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TA BLE 2.1
EQUATION O F STATE OF M ATTER IN ITS GROUND STATE
P (g cm 3) P  (dynes cm 2) Z A
Feynman, Metropolis, and Teller (1949)
7.86 1.01E9 26 56
7.90 1.01E10 26 56
8.15 1.01E11 26 56
1 1 . 6 1.21E12 26 56
16.4 1.40E13 26 56
45.1 1.70E14 26 56
2 1 2 5.82E15 26 56
1150 1.90E17 26 56
Baym, Pethick and, Sutherland (1971)
1.044E4 9.744E18 26 56
2.622E4 4.968E19 26 56
6.587E4 2.431 E20 26 56
1.654E5 1.151E21 26 56
4.156E5 5.266E21 26 56
1.044E6 2.318E22 26 56
2.622E6 9.755E22 26 56
6.588E6 3.911E23 26 56
8.293E6 5.259E23 26 62
1.655E7 1.435E24 28 62
3.302E7 3.833E24 28 62
6.589E7 1.006E25 28 62
1.315E8 2.604E25 28 62
continued
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2.624E8 6.676E25 28 62
3.304E8 8.738E25 28 64
5.237E8 1.629E26 28 64
8.301E8 3.029E26 28 64
1.045E9 4.129E26 28 64
1.316E9 5.036E26 34 84
1.657E9 6.860E26 34 84
2.626E9 1.272E27 34 84
4.164E9 2.356E27 34 84
6.601E9 4.362E27 34 84
8.312E9 5.662E27 32 82
1.046E10 7.702E27 32 82
1.318E10 1.048E28 32 82
1.659E10 1.425E28 32 82
2.090E10 1.038E28 32 82
2.631E10 2.503E28 30 80
3.313E10 3.404E28 30 80
4.172E10 4.628E28 30 80
5.254E10 5.949E28 ' 28 78
6.617E10 8.089E28 28 78
8.332E10 1.100E29 28 78
1.049E11 1.495E29 28 78
1.322E11 2.033E29 28 78
1.664E11 2.597E29 26 76
1.844E11 2.892E29 42 124
2.096E11 3.290E29 40 1 2 2
2.640E11 4.473E29 40 1 2 2
3.325E11 5.816E29 38 1 2 0
4.188E11 7.538E29 36 118
4.299E11 7.805E29 36 118
4.460E11 7.890E29 40 126
5.228E11 8.352E29 40 128
6.610E11 9.098E29 40 130
7.964E11 9.831E29 41 132
9.728E11 1.083E30 41 135
1.196E12 1.218E30 42 137
















Note— This table follows Table 5 of BPS. Here p is the mass density; P  
the pressure; A  and Z are the nucleon number and proton number, respec­
tively, of the equilibrium nucleus present.
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F IG . 2.1 Equation of state as in Table 2.1. At densities below 104 g cm - 3  
the equation of state is th a t of Feynman, Metropolis, and Teller (1949). In 
the density region from 1 0 4 g cm - 3  to 4.3 x 1011 g cm 3, the neutron drip 
point, it is taken from the calculations of BPS. Between the neutron drip 
point and 5 x 1014 g cm - 3  the equation of sta te  is taken from the calculations 
of Baym, Bethe, and Pethick (1971). For even higher densities, it is based 
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T A B L E  2.2
NON-ROTATING W HITE-DW ARF AND NEUTRON-STAR MODELS
BPS THIS W ORK
Pc (g cm 3) R  (km) M / M © R  (km) M/M©
4 .33xl06 ....... . 73S0 0.502 7367 0.499
2.97 xlO7 ........... 5110 0.759 5102 0.756
1.38xl09 ........... 2140 1.00 2141 0.998
3 .01xl010......... 944 0.845 941 0.844
l.OOxlO14......... 2620 0.612 2645 0.609
1.55xl014......... 164 0.0925 163 0.0926
2 .00x l014......... 56.5 0.100 56.3 0.0997
2 .30x l014......... 40.9 0.105 40.9 0.105
2 .60xl014......... 32.9 0.111 32.9 0.111
2 .90x l014......... 27.7 0.117 27.7 0.117
3 .20xl014......... ?4 2 0.124 24.2 0.124
3 .60x l014......... 20.9 0.132 20.9 0.132
4 .00x l014......... 18.6 0.142 18.6 0.142
4 .50x l014......... 16.5 0.154 16.5 0.154
5 .00x l014......... 15.0 0.167 15.0 0.167
6 .00x l014......... 11.5 0.244 11.5 0.244
S.OOxlO14......... 10.1 0.424 10.1 0.436*
l.OOxlO15......... 9.8 0.516 9.83 0.522*
3 .00x l015......... 8.1 1.25 8.14 1.25
6 .20x l015......... 7.0 1.41 1.00 1.41
l.OOxlO16 6.4 1.37 6.40 1.37
Note— We compare the neutron s ta r models of this calculation to those 
of BPS. They agree with each other very well except for a  small range of 
models (*) with central density in the range where the Pandharipande model 
C and Baym, Beth? and Pethick (1971) equations of sta te  join. Here pc is 
the central density, R  the radius, M / M q the mass in solar units.
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a small range of models with central density in the range where the Pand- 
haripande (1971) model C and Baym, Beth, and Petliick (1971) equations of 
sta te  join. The discrepancy is only a few percent. A rnett and Bowers (1977) 
also encountered the same problem. Stellar masses (in solar masses) as a 
function of the central density pc in the range 106 to 5 x 1016 g cm - 3  are 
plotted in Figure 2.2 while the stellar radius versus central density is given 
in Figure 2.3.
The mass and central density of the minimum-mass neutron star are 
0.0923 M© and 1.48 x 1014 g cm - 3  respectively. The stellar mass in the 
range 1.48 x 1014 <  pc < 5.0 x 1015 g cm -3 , which is constructed by using 
Baym, Betlie, and Pethick (1971) equation of state, increases rather slowly 
to  about 0.167 M q . Models with pc > 5.0 x 1015 g cm 3 are constructed 
by using Pandharipande’s (1971) hyperonic equation of sta te  C. We find a 
maximum mass of 1.41 M q  for a stable neutron star, with a central density 
pc =  6 . 2  x 1 0 15 g cm -3 .
The m aximum white-dwarf mass, i.e., the Chandrasekhar limit, for the 
equation of sta te  we have used, is 1.00 M q at a central density pc =  1.32 x 109 
g cm -3 ; it consists of 5 6Fe, 6 2 Ni, and 64Ni with a central core of 8 4Se. Stars 
of central densities between 1.32 x 109 and 1.48 x 109 g cm - 3  are unstable 
against radial oscillations (Harrison et a1. 1965).
For the magnetic field decay calculations in the following Chapter we 
choose a typical neutron star model with central density pc =  3.0 x 1015 g 
cm -3 . Figure 2.4 shows its density profile. This model has a total mass of 
1.25 M q  and a radius of 8.14 km. The crust starts at a radial distance of
20
F I G . 2 . 2  Stellar mass versus central density for zero-temperature non­
ro ta ting  stars in nuclear equilibrium. Stars to the left of the maximum (the 
C handrasekhar lim it) at pc =  1.32 x lO 9 g cm - 3  are stable white dwarfs, while 
stars to  the right of the minimum at pc =  1.48 x 1014 g cm - 3  are neutron 
stars. The m axim um  mass of stable neutron star, for the Pandharipande’s 
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F I G . 2 .4  Density profile of a  cold neutron star w ith central density pc =
3.0 x lO 15 g cm 3. This model has a stellar mass of 1.25 M q , a  radius of 8.14 
km. A t radial distance greater than 7.63 km, where the density is 2.4 x  1014 
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7.63 km where the density is 2.4 x 1014 g cm 3.
C H A P T E R  3 
O H M IC  D E C A Y  O F  N E U T R O N  S T A R  
C R U S T A L  M A G N E T IC  F IE L D S
In this chapter we present the calculations of Ohmic dissipation of neu­
tron star crustal magnetic fields. We first introduce the basic equations in 
Section 1. Section 2 discusses the electrical conductivities of dense m atter. 
In Section 3 we calculate the field decay using the zero-tem perature neu­
tron  star models as discussed in C hapter 2. Then in Section 4 we calculate
the field decay using more sophisticated and realistic cooling neutron star
models. We briefly summarize the results in Section 5.
3.1 B asic E quations o f  F ield  E volu tion
Since we only deal with the magnetic fields in the solid crust, the internal 
motions are neglected. The m agnetohydrodynamic equations reduce to the 
basic Maxwell’s equations:
Air
V x B  =  — J ,  (3.1)
c
V x E  =  - i f ,  ,3.2)
V • B  =  0, (3.3)
and
J  =  crE, (3.4)
where B  is the magnetic field, E  the electrical field, and J  the current. The 
electrical conductivity of the m aterial is <r.
24
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After combining the Maxwell’s equations, we have
f  - “ v  * (^v x B) • (3-5>
Equation (3.5) is used to study the evolution of the neutron star magnetic 
field. We assume th a t the field is weak enough so th a t it does not significantly 
perturb  the structure of the star. Except for an extremely thin layer near 
the star surface, this is likely to  be a  good approximation. For a field of 1012 
G, the magnetic pressure P mag =  B 2/Sn  =  4 x 1022 dynes cm - 2  is many 
orders of m agnitude less than  the m atter pressure P  ~  103 5 - 5 8  dynes cm - 2  
in the crust, (see Table 2.1). It is less clear th a t the effect of the field upon 
the opacities and thus the evolution of the star can be neglected. The recent 
work by Haensel, Urpin, and Yakovlev (1990) indicates th a t the presence of a 
super strong magnetic field (B  > 101 3G) leads to a significant slowing down 
of the neutron star cooling rate. In this work, for simplicity, we neglect the 
effect of the field upon the therm al evolution as well as on the structure of 
the star. This implies th a t Equation (3.5) is linear in B and therefore can 
be scaled by any arbitary factor.
We assume th a t the neutron star models are spherically symmetric as 
discussed in C hapter 2. The cooling of the star is also neglected until Section 
4 so the conductivity cr is considered to be a function of radius r only.
For simplicity we assume th a t the field is purely poloidal so th a t B  = 
V x A , where the vector potential is A =  (0,0, A^(r,  8, t)) in spherical polar 
coordinates (r,0,<f>). By introducing the Stokes stream  function
S(r , 0 , i )  = —rsinO A^,  (3.6)
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\ d 2S  sin#jfl ( J _ d S \ ]  
dr2 r 2 dO V sin# dO ,
(3.7)
Equation (3.7) can be separated
O O
S(r , 6 , t )  =  Ri(r,  t)sin#P;1(cos#), (3.8)
i>i
where P^(cos#) is the associated Legendre polynomial of degree one, allowing 
us to obtain the radial equation
d 2Ri 1(1 + 1 )_  4irR2a d R i  
-Hi =d x 2 : 2 dt ’
(3.9)
here x = r / R  and R  is the stellar radius.
Two boundary conditions m ust be applied to solve the Equation (3.9). 
F irst, the magnetic field m ust be finite at the center of the star. This requires
dRi  (l + l )
dx x
■Rl —+ 0 as x —y 0. (3.10a)
Second, the field at the stellar surface m ust approach continuously the field 
in the vacuum. This requires
dRi  I
—-----1— Ri  —> 0  as x —> 1 .
dx x
(3.10b)
In term s of the multipole function Ri,  the magnetic field is given by
R 2 ■ £i> l
Z(Z +  1 )
OO h o n




where P;(cos#) is the Legendre polynomial of index I. Index I = 1 corresponds
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to a dipole field, / =  2  to quadrupole, and so forth.
The general properties of the multipole field evolution are similar to those 
of the dipole field except they decay faster. Hence, the long time-scale field 
decay is likely dictated by the evolution of the dipole field. Also, from the 
pulse profiles, pulsars in general are observed to have surface dipole magnetic 
fields. Thus in the following discussions we will only deal with the dipole field 
1 = 1. We should keep in m ind th a t neutron star magnetic fields, if created 
during violent supernovae, are likely to be very irregular and the early stage 
of decay may not follow the simply Ohmic decay discussed in this work.
For a pure dipole I = 1 field, Equation (3.9) becomes
d x 2 x 29 c2 d V  ( ^
where function g ( x , t ) =  Ri ( x , t ) .  The surface magnetic field at the pole is 
given by
B.(() =  2J ^ l.  (3.13)
Equation (3.12), along with the boundary conditions Equation (3.10a, b), is 
an eigenvalue equation and has solutions of the form
g(x , t )  = ' ^ r ,Angn{ x ) e x p ( - i / T n), (3.14)
n = 0
where gn(x) are eigenfunctions with corresponding eigenvalues rn and the A n 
are constants. For stars of uniform conductivity, the eigenvalues are given
(Lamb 1883, or see e.g. the review by Chanm ugam  1982).
If the neutron star has an initial dipolar magnetic field which is pre­
scribed, then <7(0:, 0) is known. One can then in principle expand it in terms 
of the eigenfunctions gn and hence determine its evolution. This is im prac­
tical for the case where the field is confined initially to the outer crust of 
the neutron star since a large number of modes would be necessary. Instead, 
Equation (3.12) is solved directly as an initial value problem.
3.2  E lectrical C o n d u ctiv ities  O f N eu tro n  Star M atter
In C hapter 2 we presented neutron star models using the BPS equation 
of sta te  for densities p < 5 x 1014 g cm - 3  and the Pandharipande (1971) hy- 
peronic equation of state model C for higher densities. For a central density 
Pc — 3 x 1015 g cm 3, the mass of the neutron star is 1.25M©, and its radius 
R  — 8.14 km. The crust of the star which corresponds to p < 2 x 1014 g 
cm - 3  begins at a radius r =  7.627 km or a normalized radius x = xc = 0.937. 
Figure 2.4 plots its density profile.
There is no single electrical conductivity table or formula which spans 
the physical conditions encountered in the stellar interior and crust. We 
therefore use smooth interpolations between the regions in which different 
expressions for the conductivity are valid.
The prim ary constituents of neutron star interiors are neutrons, protons 
and electrons, the num ber density of electrons and protons being typically
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a few per cent of the density of neutrons. The more mobile carriers are the 
relativistic electrons, and therefore the conductivity is given in term s of a 
transport relaxation time Ttr by the relation
nee2 crtr ^
a  =  ——-----, (3.16)
TlKf
where n e is the num ber density and k f  the Fermi wave num ber of the elec­
trons. If the protons are normal, they are the most effective scatterers of 
electrons. Electrons are scattered little by neutrons, because the only inter­
action is with the neutron magnetic moments. Neglecting the Fermi liquid 
correction, Baym, Pethick and Pines (1969) derived the following formula 
for the electrical conductivity in the interior (x < x c) of the star
/  r, \  3 /2  fc4 2 3/2
<7 =  2  ( — ) =  1-5 x 1045( in n  Pp «) T~2 s " 1, (3.17)\ i r  J  m 3 efc3r 2 v1 0 1 3 g c m ~ 3/ v ’
where m n is neutron mass, pp the density of protons and T  the tem pera­
ture. In deriving Equation (3.17) it is assumed th a t n e = np which may not 
be strictly true in u ltra  dense m atter where various hyperons may appear. 
As neutron stars cool, their internal tem peratures should decrease to below 
roughly 108 K while their surface tem peratures should be below 106 K for 
ages >  106 yr (Nomoto and T suru ta  1987). In the following discussion we 
assume th a t the neutron star interior is isothermal and keeps a tem perature 
of 108 K throughout its evolution.
The proton densities pp a t various m atter densities are directly read out 
from the Pandharipande’s (1971, his Figure 5) hyperonic. m atter composi­
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tion plot, which we reproduce here as Figure 3.1. The resulting electrical 
conductivity is shown in Figure 3.2.
For the crust, the m atter is somewhat more complicated. It may form a 
thin layer of liquid metal on the surface of the star where the tem perature 
T  is higher than  Tm, the crystallization tem perature. The latest criterion 
corresponding for this condition is given by (Slattery, Doolen, and Dewitt 
1980; also see Itoh et al. 1983)
Z 2e2 * Z 2 f p \ 1/3
~  S i r =  2 x T  ( i )  (3-18)
where a =  [3 / ( 47rn i ) ] 1/ 3 is the ion-sphere radius, Z  the atomic num ber of the 
nucleus, and A  the mass num ber of the nucleus. For the present case of 56Fe 
plasm a, the above condition becomes
T  > Tm =  2.9 x 105 ( — K. (3.19)
\ g  cm “ V
In this region the finite conductivity is mainly due to the scattering be­
tween electrons and ions. Figure 3.3 is an example of the crystallization 
tem perature at the various points of the crust for our neutron star model 
(pc =  3 x 1015 g cm -3 ). It is apparent th a t there is indeed only a very thin 
layer of surface crust th a t is in liquid phase. For a tem perature of T  ~  108 , 
m atte r is in solid phase if p > 4 x 10*. Since the field evolution is dictated by 
the region with higher conductivity, which is the solid crust, we will ignore 
this thin liquid layer and use the conductivity formula for the solid region 
throughout the crust.
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F IG . 3.1 The proton, neutron and electron densities of the hyperonic 
matter of Pandharipande (1977). The horizontal axis is baryon number 
density and the vertical axis is the number density of various constituents.
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F IG . 3 .2  Electrical conductivity in the dense interior (p >  2 x 1014 g cm -3 ) 
of a neutron s ta r calculated from Equation (3.17). The number density of 
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F IG . 3 .3  The melting temperature 7m of matter in the neutron star crust. 
Note that the crust starts at x c = 0.937 so that Equation (3.19) can only 
be applied to i  >  xc. Except for an extremely thin surface layer where 
p < 4 x 107 g cm-3 and T  > 7m, the matter is in solid phase when the 
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In the region where T  < Tm the m atter forms a crystalline lattice. The 
conductivity is essentially given by the lower of the values due to electron- 
phonon scattering and im purity scattering. It had been previously thought 
th a t the la tter is lower and more appropriate (Flowers and Ruderm an 1977, 
Flowers and Itoli 1976). However, as pointed out by Flowers and Itoli (1981), 
the values of <Tjm for scattering due to impurities as given in Flowers and Itoli 
(1976), should be multiplied by a factor of 100. In this case, for a tem perature 
of T  =  108 K, the conductivity for electron-phonon scattering crpi, (Flowers 
and Itoli 1976) is lower than  th a t due to im purity scattering. Figure 3.4 shows 
the conductivities due to electron-phonon scattering and electron-impurity 
scattering. These values are taken from the Table ( 1 ) and (2) of Flower and 
Itoh (1976) after making the correction for the im purity conductivity <7 i,n 
mentioned above. It m ust be noted th a t the im purity contribution to the 
conductivity is very sensitive to the types and concentrations of impurities, 
AZ{  and Xi. Here we adopt the values used by Flowers and Ruderm an (1977) 
th a t AZ{ = 2 and X{ =  10-3 . The im purity conductivity is independent of T  
while the phonon conductivity strongly depends on T.  In Figure 3.4, we plot 
the phonon conductivities <7pj, at two tem peratures, T  =  106 K and T  =  108 
K. Neutron stars cool to crustal tem peratures less than  106 K in about 
106 years. So from Figure 3.4 it is clear th a t the field decay is dominated 
first by electron-phonon scatterings at young ages, and by electron-impurity 
scattering after the star cools.
Many authors have calculated the transport properties of dense m atter 
in the crystalline lattice phase. The values of Itoh et aI. (1984) differ by
35
F IG . 3 .4  T he electrical conductivity a  due to  electrons scattered by 
phonons and  im purities as calculated by Flowers and Itoh (1976, 1981). The 
electron-phonon conductivity strongly depends on the tem perature. The 
electron-im purity conductivity is plotted assuming th a t the type and con­
centration  of the im purity are A Zi =  2  and x{ =  0.1% respectively. The 
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a factor of 2 - 4 from those of Yakovlev and Urpin (1981) and Raikh and 
Yakovlev (1982) near the melting tem perature. The results of Itoh et a 1. 
(1984) are fortuitously rather close to the original Flower and Itoh (1976) 
calculation.
3.3  C ru sta l F ield  D ecay  C alcu lation s W ith  Z ero-T em perature  
N eu tro n  Star M odel
Using the conductivity discussed in the previous Section, we can now pro­
ceed to solve Equation (3.12) for a given initial field configuration ^(x ,0). 
We have used the IMSL subroutine (DPDES) with the appropriate bound­
ary conditions Equation (3.10a, b). The routine DPDES uses the m ethod of 
fines with cubic Hermite polynomial basis. To test the codes, we first inde­
pendently find several eigenvalues r n and eigenmodes gn{&) for the Equation
(3.12) in the following way.
Substituting Equation (3.14) into Equation (3.12), one gets the following 
eigenvalue problem
d2gn(x)  2  AttR 2 a
—X I -------- 2^n(x ) +  — 2------9n{x) =  0, (3.20)
u«T X  C T«
with the same boundary condition as Equation (3.10a, b). We find the 
eigenvalues and eigenfunctions in this two point boundary value problem by 
a shooting m ethod. We first guess a value for r n and then integrate the 
equation from center (a; =  0) to the surface (x =  1). We try  another r„ if 
the result does not fit the boundary condition at x = 1 , until a satisfactory 
result is obtained. In Figure 3.5a, the resulting first node eigenfunction pi(.r)
F I G . 3 .5 a  Radial function of first eigenmode g\{x)  in arbitrary  units vs. 
radius fraction x  for the purely dipole field. This eigenfunction has the 
longest exponential decay time-scale of 7.2 x 1014 years. It is determined 
independently from the initial value problem of field decay calculation and 
is used to test the decay code. We used the electron-phonon conductivity at 










using elect.ron-phonon conductivity is shown. The corresponding magnetic 
field configuration is shown in Figure 3.5b. Since this eigenfunction extends 
into the interior of the star, it has the longest exponential decay time-scale 
of 7.2 x 1014 years.
Next we set the initial field configuration g(x,  0) to be the first few eigen- 
modes in tu rn , which have been found by the above mentioned m ethod inde­
pendently, and verify to within 0 .1 % accuracy th a t g(x , t )  decays exponen­
tially with the corresponding time-scale r n . Another way of testing the code 
is to set an arbitrary  # (x ,0 ) and let it evolve to a tim e longer than  a few 
times 1014 years. The residual function g(x , t )  is always th a t of the Figure 
3.5, the longest living eigenmode, since all other modes decay much more 
quickly.
To calculate the crustal field decay, we assume that g ( x , 0 ) is confined 
only to the crust and satisfies the boundary conditions at the center and 
surface of the star. If g(x,0)  occupies the entire crust, the variation of the 
surface polar field with tim e is shown in Figure 3.6. In the case of lower 
electrical conductivity (electron- phonon scattering at 108 K), the field decay 
slows down after an initial drop by a factor e in ~  107 years (Figure 3.6, curve 
a). The principal reason for this is tha t in addition to diffusing outwards 
there is also some inward diffusion of the field, because of the relatively large 
variation in B , to regions where the conductivity is higher (see Figure 3.7). 
Thus, after 10' yr the value of g ( x , i ) increases at x ~  0.935 from essentially 
zero to 0.01. The conductivity at this point is a factor ~  300 higher than 
the value at x % 0.945 where initially g(x,  0) ~  0.01, so th a t the tim e scale
39
F IG . 3 .5 b  Magnetic field lines for one quadrant of the s ta r in the (r, 0) 
plane. It corresponds to the eigenmode n =  1 of Figure 3.5a. The pole is at 
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F IG . 3 .0  Plots of the surface magnetic field at the pole in arbitrary units 
as a function of time. The initial field is assumed to occupy the entire crust 
(x >  xc =  0.937). The lower curve is for the case when the conductivity 
is due to electron-phonon scattering at T  = 108 K. The upper curve is 
for im purity scattering assuming A Z{ — 2, A Xi =  0.1%. Field decay due 
to  electron-phonon scattering decreases as the star cools. So that the real 
decay history would likely s ta rt on the lower curve and gradually move to 
the upper curve, resulting an even flatter decay curve.
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F IG . 3 .7  The radial function g(x, t )  at various ages in units of million 
yeaxs, (a) 0, (b) 5, (c) 10, (d) 20, (e) 100, for the case of electron-phonon 
scattering as in Figure 3.6. At the same tim e that surface field decays, it 
diffuses inward to the region with higher electrical conductivities and hence 
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of diffusion lengthens correspondingly. Note th a t electrical currents tend to 
flow through regions of lowest resistance and those regions characterize the 
field decay time. This may for example be confirmed by noting th a t for 
the fundam ental mode <7(0;, 0 ) =  <71, the field decays exponentially 011 a time 
scale r\ =  7.2 x 1014 years which corresponds to an effective conductivity of
2.4 x 1031 s_1. This is characteristic of the interior of the star ra ther than  the 
surface regions where the conductivity could be over 15 orders of m agnitude 
lower.
For the case of im purity scattering, the field decays even more slowly than 
in the previous case (Figure 3.6, curve b) because of the higher conductivity 
(see Figure 3.4). As the star cools, it is expected th a t the Ohmic dissipation 
due to electron-phonon scattering decreases. Field decay then slows down, 
until the im purity scattering becomes dom inant. Hence the real decay curve 
should start on Figure 3.6 curve a and gradually shift to curve b.
It is unclear whether the initial field penetrates the entire crust if it 
is created thermoelectrically. For field configurations which are confined 
initially to the outer regions of the crust, the field decays more quickly first. 
The decay then slows down as in the previous case because of inward diffusion 
to  regions of higher conductivity. The rate  of evolution of the field depends 
sensitively on the arb itrary  location of the initial field. If the field is confined 
to the region p < 1011 g cm -3 , or x > 0.984, as in the model of Urpin, 
Levshakov and Yakovlev(1986) it decays by a factor ~  e in only 5 x 103 yr 
and by a factor 1 0 4 in ~  1 0 7 yr for the case of electron-phonon conductivity.
An im portant feature of the field decay is th a t it is not exponential.
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This is because the initial field configuration is a superposition of a large 
num ber of modes [cf. Equation (3.14)], thus even though each mode decays 
exponentially their weighted sum does not. Although such a non-exponential 
behavior in a physical system with multiple diffusive mode is well known, it 
has never been discussed before in the context of neutron star magnetic field 
decay and pulsars. As can be seen in the following several chapters, this 
feature has m any im portant consequences in the evolution of pulsars.
3 .4  F ield  D ecay  In  C oolin g  N eu tro n  Stars
Calculations in the previous sections (also see SC) were for the case where 
the neutron star is isotherm al and the tem perature does not change with 
time. The electrical conductivity which depends critically on the tem perature 
was therefore kept constant in time. Here, we present calculations taking into 
account the cooling of the neutron star so th a t the conductivity varies with 
tim e t and cr =  cr(r,t).
The evolutionary model of the neutron star used in this work is the FP  
(Friedm an and Pandharipande 1981) model of Nomoto and T su ru ta  (1987). 
The baryon mass of the neutron star is 1.4M®, which corresponds to a grav­
itational mass M  =  1.3M@, and radius R  =  10.9 km. The density profile is 
plotted in Figure 3.8. It should be noted th a t the radius slightly decreases 
during cooling. The internal tem perature, as a function of local m atter den­
sity, at different ages is shown in Figure 3.9. The electrical conductivity 
cr(x,t) is calculated directly through the W iedemann-Franz law from the 
therm al conductivity used in the neutron star cooling calculation, namely, 
that of Itoh et a1 (1983). In the thin surface layer of the neutron star where
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F IG . 3 .8 T he density profile of the neutron star model used for the field 
decay calculation in a cooling neutron star. It is the F P  model of Nomoto 
and T suruta (1987) which has a mass of 1.3 M q and a  radius of 10.9 km. 
Note that the crust s ta rts  at r  =  9.79 km or xc =  0.90. This plot is for the 
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F I G . 3 .9  Internal distribution of local tem perature as a  function of local 
m a tte r density, a t different evolutionary stages. The neutron star model is 
the same as in Figure (3.8). The star becomes more or less isothermal after 
several million years.
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the radiative conductivity is dom inant, this conversion is no longer valid. 
However, the field decay time-scale is not influenced by the surface layer con­
ductivity since it is mainly determ ined by the highest conductivity to which 
the field penetrates. The neutron star evolution calculation was carried out 
only up to a few million years since the m ain purpose was to  compare the 
X-ray observations of young neutron stars. In this work we therefore assume 
th a t the conductivity stays the same after the age of 1 . 8  x 1 0 6 years because 
the cooling is expected to slow down after th a t due to various heating ef­
fects (Pines and Alpar 1985). As we discussed in Section 2, the electrical 
conductivity in the crust is essentially given by the lower of the values due 
to electron-phonon scattering and im purity scattering, the la tter being inde­
pendent of tem perature. Since im purity scattering is unim portant at higher 
tem peratures, it is not included in the models of Nomoto and T suru ta  (1987). 
But as the star cools down and the electron-phonon scattering becomes less 
im portan t, it becomes dom inant (Flowers and Itoh 1976, 1981). However, 
the im purity conductivity is not well known at present due to uncertainties 
in the im purity concentration and charge fluctuations.
For the initial field configuration <7(0;, 0) we assumed th a t it is confined to 
the entire crust (x > x c = 0.885) and satisfies the boundary conditions at the 
center and surface of the star which are similar to Figure 3.7. The variation 
of the surface polar field with time is shown in Figure 3.10. As in the earlier 
case, the field decays slowly and non-exponentialhj.  The reason is again that 
in addition to diffusing outwards there is also some inward diffusion of the 
field to regions where the conductivity is higher, so that the time scale of
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F IG . 3 .1 0  Surface magnetic field at the pole in arbitrary units as a function 
of time for the cooling neutron star model (see Figure 3.8). Curve (a) is for 
the decay of a field initially occupying the entire crust (z >  z c =  0.90); curve 
(b) is that of a field initially confined to the region outside the neutron-drip 
point (z  >  0.938).
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diffusion lengthens correspondingly, and the to tal decay in 1 0 10 years is less 
than a factor of 1 0 0 .
If (7(IE, 0) is confined initially to the outer regions of the crust, the field 
decays more quickly at first. The decay then slows down because of inward 
diffusion of the fields to regions of higher conductivity. The rate of evolution 
of the field depends on the location of the initial field and is again non­
exponential.
3.5  S u m m ary
Our calculations show th a t the longest-living modes for an initial dipolar 
magnetic field which penetrates the interior of a neutron star is of order 
1014 years, with the field decaying exponentially. If the field has an initial 
dipolar configuration which is confined to the entire crust of the neutron star 
(cf. equation 5.5 of Blandford, Applegate and Hernquist 1983) then the field 
does not decay exponentially as has been assumed in most analyses of pulsar 
statistics (Lyne, M anchester and Taylor 1986, Stollman 1987). Instead, after 
an initial decay of order e in about 1 0 7 years, the field decays more slowly 
for the case of electron-phonon conductivity with T  =  108 K. However, for 
ages > 10' years, the crust tem peratures are lower than 10' K (T suruta  
1974) and the conductivity exceeds th a t due to im purity scattering. Hence 
the long time-scale behavior is given by the la tter case (see Figure 3.4). 
Qualitatively, the same results arise even we take into account the cooling of 
the neutron stars. Our results thus indicate that the magnetic field decays 
by less than a factor of order 102 in a Hubble time. For initial surface fields 
of 1012 G, the field does not decay down to ~  5 x 1 0 8 G, characteristic of
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millisecond pulsar fields, even within the Hubble time. It has been suggested 
by van den Heuvel, van Paradijs and Taam (1986) th a t the decay of pulsar 
magnetic fields slows down after about 1 0 8 years and our results crudely 
support this view. However, the field does not decay down to millisecond 
pulsar field strengths quickly enough making their suggestion difficult to 
justify. Mechanisms for field decay involving instabilities have been proposed 
th a t also require the Ohmic decay of fields or currents which occupy the entire 
crust. These too yield similar results and hence appear to be ruled out.
If the initial field is confined to an appropriate outer region of the crust 
(cf. Blandford, Applegate and Hernquist 1983, Urpin, Levshakov and 
Yakovlev 1986) then sufficiently rapid field decay may be possible. Further­
more, if the initial field is complex and irregular near the neutron star surface 
it may not decay smoothly. In the next chapter we consider the consequences 
of such effects on the pulsar tim ing observations. We also need to keep in 
mind th a t the precise location of the initial field does not follow simply from 
these models of the origin of the field. The decay would not be exponen­
tial and hence conflict with the existing pulsar statistical analyses, making 
such models difficult to justify at present. In C hapter 5 we will perform a 
detailed radio pulsar statistical analysis using the non-exponential magnetic 
field decay as discussed in this chapter.
C H A P T E R  4
P U L S A R  B R A K IN G  IN D IC E S  A N D  FIE L D  D E C A Y
It lias been shown in the previous chapter th a t the surface dipolar m ag­
netic field of a pulsar can vary on tim e scales which are short compared to 
th a t for the longest living Ohmically decaying mode. In this chapter we
dex can deviate significantly from the value n — 3 and vary with time due to 
such field decay. We give some simple numerical examples in Section 2 and 
show th a t for young pulsars the observed braking indices can be qualitative 
explained by irregular field decay.
4,1 P u lsar S low -D ow n R a te  A nd B rak ing Ind ex
For a rotating neutron star, the rate of change of angular frequency is 
related to its angular frequency u; as follows:
due to magnetic dipole radiation (Ostriker and Gunn 1969) from a neutron
dem onstrate as in Clianmugam and Sang (1989) th a t the pulsar braking in-
(4.1)
where dots represent derivatives with respect to time t. If the spin down is
star with a magnetic field B , radius R,  moment of inertia I  and inclination of 
the magnetic axis to the rotation axis of a,  and these quantities are constant 
in time, then k =  —2R 2 J?6 sin2a /3 c 3/  is a constant and the braking index 
n  =  3. Observationally, it is possible to define the braking index by:
UJUJ
(4.2)
which is consistent with Equation (4.1) if k is a constant. Braking indices
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of several pulsars have been measured: n =  2.509 ±  0.001 for the Crab 
pulsar (Lyne, Pritchard and Smith 1988), n  =  2.83 ±  0.03 for PSR 1509-58 
(M anchester, Durdin and Newton 1985) and n  =  3.6 ±  0.8 for PSR 0540- 
69 (Middleditch, Pennypacker and Burns 1987). Braking indices reaching 
values of ~  ±10 4 have been reported (Gullahorn and Rankin 1982), but these 
observations are probably contam inated by timing noise (Ghosh 1984).
Suppose, for the sake of simplicity, the pulsar spins down only by emitting 
magnetic dipole radiation. Then, if the magnetic field varies with time, but 
jR, /  and a  remain constant, k  is a function of time and hence, using Equation
(4-2),
B  u;
n  = 3 + - z . (4.3)
Since usually d; <  0, the braking index 3 if J?^0. Thus, if the field was 
decaying exponentially on a time scale of 1 0 6 years, the braking index for 
a pulsar of age ~  103 year, such as the Crab pulsar, would be n  ss 3.001. 
It has also been suggested th a t young pulsars such as the Crab and PSR 
1509-58 do not spin down by magnetic dipole radiation but by the Goldreich 
and Julian current flow (1969). In this case, if the oblateness of the neutron 
star is neglected, the value 3 in Equation (4.3) is replaced by a constant a 
which depends on the pattern  of the current flow. In Cheng’s (1989) model, 
a simple current flow p attern  was assumed and a = 1. Note th a t effects 
of the second term  in Equation (4.3) also contribute significantly in current 
flow models.
On the other hand, if the field is generated thermoelectrically in the crust
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(Urpin and Yakovlev 1980) after the neutron star is born on an e - folding 
time scale ~  105 years the corresponding value of n  ~  2.99. These values 
are in contrast to the observed values for the Crab pulsar and PSR 1509-58. 
But if the magnetic field is created in the crust after the star is born so that 
B  <x t 1/ 6, as proposed by Blandford, Applegate and Hernquist (1983), then 
n  =  2.5 in agreement with the observations.
4.2 Im p lica tion  o f  Irregular Field D ecay
The purpose of our calculation is to  point out th a t even though the 
surface field may decay Ohmically on long time scales it could actually be 
growing on short time scales so that the observed values are plausible. This 
point is well known (Moffatt 1978, p 41, see also Chanmugam 1973) but 
usually ignored. Here, explicit numerical examples are given dem onstrating 
this for neutron stars and furtherm ore it is shown for typical pulsars that n 
is likely to deviate significantly from the value 3 and that its value evolves 
with time.
If the magnetic field is produced by flux conservation during the violent 
form ation of the neutron star, it is likely to have a complex structure. If 
the field is thermoelectrically generated it would also be complex since the 
instability responsible is local and only small scale fields, which may later 
reconnect, are amplified (Urpin, Levshakov and Yakovlev 1986). In both 
cases we expect the field in the outer crust, or even in the interior of the star, 
to be different, from the simple longest living field decay modes. On longer 
time scales the field tends to resemble that of the longest living dipolar mode 
as it gets smoother.
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A neutron star model was constructed with a mass of 1.25M© and a 
radius R  =  8.14 km, as in previous chapters, so th a t the crust of the star 
begins at a normalized radius x = x c = 0.937. In the interior (x < x c) 
of the star it was assumed th a t <r is as given by Equation (3.17) (Baym, 
Pethick and Pines 1969), while in the crust it was assumed to be due to the 
electron-phonon conductivity (Flowers and Itoh 1981). The tem perature was 
assumed to be constant at 108 K.
Two functions g (x ,0) were considered for the initial function g(x , t )  (Fig­
ure 4.1). In the first, case (a) the value of <7( .t ,0 ) is of the same sign through­
out the star. In this case as the field diffuses out the surface field initially 
increases and then decreases with tim e (Figure 4.2). Using Equation (4.3), 
the braking index is % 2.4 at an age of 103 years, increases to «  3.2 at an 
age of 107 years and then decreases slightly to ~  3.1 at an age of 109 years. 
In the second case <7(0:, 0) has a node in the crust, and the behaviour of the 
field is more complex since the surface field can reverse sign. Here, since the 
m agnitude of g{x,t )  is decreasing, n  «  3.3 at an age of 103 years, and then 
increases to % 5.1 at an age of 105 years. Thereafter gf(x,0) changes sign and 
n decreases to ~  —4.7 at an age of 106 years.
The initial field configuration of the star is unknown, but one might 
expect th a t a form similar to the first, case above is plausible. The values 
of the braking indices derived are roughly consistent with the values that 
have been observed. Note th a t this feature does not depend too strongly on 
the assumed initial shape although the evolution of the braking index with 
time does. This is because sharp variations in the field in the outer crust
F IG . 4.1 Two examples, curves (a) and (b), of the initial radial function 
g(x,  0). Note that in case (b), the function changes sign in the outer region 
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F IG . 4 .2  Plots of the surface magnetic field in arb itrary  units as a  function 
of tim e for the cases considered in Figure 4.1. The corresponding braking 
indices a t various ages are indicated. They can significantly deviate from the 
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get smoothed out relatively quickly. On the other hand, similar variations 
in the deep interior m aintain their structure over the ages of typical pulsars 
because the local diffusion tim e scales are longer than  the Hubble time.
To summarize, it is shown in this work th a t the surface magnetic fields 
m ay fluctuate and even change polarities on relatively short time scales, 
which correspond roughly to the local diffusion tim e scales in the outer 
crust. Simple numerical examples are given which show th a t the correspond­
ing braking indices deviate significantly from the value n  =  3. This is in 
qualitative agreement with the reliable braking indices which have been ob­
served for the Crab pulsar (Lyne, Pritchard and Smith 1988), PSR 1509-58 
(M anchester, Durdin and Newton 1985) and PSR 0540-69 (Middleditch, Pen- 
nypacker and Burns 1987). Recently the estim ate of the th ird  time derivative 
of the Crab pulsar period has been reported by Lyne, Pritchard  and Smith 
(1988) and it has been pointed out (Blandford and Romani 1988) tha t this 
and similar observations can be used to constrain models for the origin of 
neutron star magnetic fields.
C H A P T E R  5 
P U L S A R  ST A T IST IC S W IT H  
N O N -E X P O N E N T IA L  M A G N E T IC  FIE L D  D E C A Y
The evolution of neutron star magnetic fields plays a fundam ental role 
in the evolution of pulsars. In this chapter we examine pulsar statistics as­
suming fields decay non-exponentially as discussed in the previous chapters. 
Section 1 serves as a brief introduction to pulsars and their evolution. Section 
2 deals with the pulsar statistics and model fitting. Section 3 summarizes 
the results.
5.1 P u lsars and T heir E volu tion
Since the discovery of radio pulsars (Hewish et. al. 1968), many statis­
tical analyses have been performed in order to understand their birth  and 
evolution (see M anchester and Taylor 1977; Taylor and Stinebring 1986 for 
reviews). In most of these analyses it is assumed th a t the magnetic fields of 
pulsars decay exponentially on a time scale of t p  ~  1 0 6 — 1 0 7 years although 
there have been suggestions th a t they do not decay significantly (Kundt. 1988; 
Beskin, Gurevich and Istomin 1983; Michel 1986). The lack of understand­
ing of the pulsar emission mechanism, the luminosity law relating the radio 
luminosity L r  to both the period P  and the rate of change of period P , and 
the origin of the fields often lead to different conclusions on the pulsar birth 
rate, initial spins, etc.
As discussed in the C hapter 3, neutron star magnetic fields decay olimi- 
cally in the crust if they are thermoelectrically generated in the crust after
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the stars are born. This is true even if they are created in the process of 
neutron star form ation by flux conservation (Ginzburg 1964; Woltjer 1964) 
and later destroyed by instabilities (Vandakurov 1972; Tayler 1973; Flow­
ers and Ruderm an 1977; Ray 1980; Roberts 1981; Chanm ugam  1984) or by 
flux buoyance (Muslimov and Tsygan 1985; Wendell 1988; Jones 1988). The 
detailed calculations of Chapter 3 dem onstrate tha t the ohmic decay of the 
crustal field is non-exponential and the rate  of decay strongly depends on 
the depth of the initial field in the curst.
Nevertheless, recent analyses of pulsar spin-down statistics seemed to 
confirm the earlier analysis of Gunn and Ostriker (1970, hereafter GO) th a t 
the magnetic fields decay exponentially on tim e scales of (5 — 9) x 106 yr 
(Lyne, M anchester and Taylor 1985, hereafter LMT; Stollman 1987). It 
is therefore clearly of im portance to examine the hypothesis th a t the field 
decays non-exponentially and perform radio pulsar statistics using actual 
calculated decay curves. Very recently Narayan and Ostriker (1990) also 
found th a t non-exponential magnetic field decay is consistent with pulsar 
statistics. Their paper is mainly concerned with the possibility th a t there 
are two sub-populations of pulsars with different kinematic velocities and 
initial scale height at birth. This work, however, focuses on non-exponential 
field decay in the conventional one population model (e.g. LMT) and is a 
logical extension of our previous work in C hapter 3.
We have shown that if the initial field occupies the entire crust it decays 
by less than a factor of 100 in a Hubble time (Figure 5.1, curve a). The 
neutron star model used here is the same one as in Chapter 3 (also see SC).
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F IG . 5 .1 Ohmic field decay curves. Curve (a) is for the field initially 
occupying the whole crust; curve (b) is for the case where the field initially 
only penetrates the outer p art of the crust (r > 0.9612 or p < 4 x 1013 g 
cm -3 ); curve (c) is for exponential decay with a  time scale of 9.1 My. The 
neutron s ta r  model is that of Sang and Chanmugam (1987) which has central 
density pc =  3 x 1015 gm cm- 3 , radius R  =  8.14 km and mass M  =  1.25M©. 
The crust corresponds to  p <  2 x 1014 g cm - 3  or radius r  >  0.937i2.
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Since there are large uncertainties in the depths penetrated by the initial 
fields (cf. Blandford, Applegate and Hernquist 1983, Urpin, Levshakov and 
Yakovlev 1986), it is possible for the field to decay much more quickly if the 
initial field only occupies the outer part of the crust. For example, if the 
initial field penetrates only to  r ~  0.96/2 it has a decay history as shown in 
curve b of Figure 5.1. As a comparison, we also plotted an exponential decay 
curve with a time-scale of 9.1 My in Figure 5.1, curve c.
Kulkarni (1986) and van den Heuvel, van Paradijs and Taam (1986) 
have argued th a t the pulsar magnetic fields do not decay indefinitely to 
zero. Thus, the binary millisecond pulsar system PSR 0655+64 has a cool 
white dwarf secondary and m ust be old (age > 108 yr) (Kulkarni 1986). 
Similar argum ents apply to the binary system PSR 1855+09 (Wright and 
Loli 1986). The age of the neutron star should, on evolutionary grounds, be 
even older than  th a t of the white dwarf. Furtherm ore, the num ber of the 
observed low mass x-ray binaries, which are believed to be the progenitors 
of the millisecond pulsars and have lifetimes of ~  108 years, is small. Hence 
van den Heuvel, van Paradijs and Taam (1986) concluded th a t millisecond 
pulsars m ust have long lifetimes in order for the two b irthrates to m atch (see 
however, Narayan, Kulkarni and Romani [1990] and Bailyn and Grindlay 
[1990], where it is suggested th a t even then there are difficulties in making 
these m atch). The field strength where decay stops is assumed to be about 
1 0 - 2  to 1 0 ~ 4 of its original value. Our calculations crudely support this view 
since the field starts to decay around 1 0 6 years and its surface value becomes 
~  1 0 - 2  to 1 0 ~ 3 of the original strength at 1 0 9 years.
The most direct observational evidence for field decay comes from the 
m easurem ents of pulsar proper motion (Sramek and Baker 1981; Lyne, An­
derson and Salter 1982). Pulsars have high space velocities with a mean 
m igration velocity over 100 km sec- 1  away from the galactic plane. Since 
the pulsars are born in the galactic plane with a narrow Population I type 
distribution, it is possible to  extrapolate their ’’kinetic age” r t h r o u g h  
Tkin =  z / v z , where z and vz are the height above the plane and the z- 
direction velocity of the pulsars respectively. Corcles (1986) m easured the 
space velocities of 71 pulsars from their interstellar scintillations. But the 
z-direction velocities vz in his paper are actually calculated under the as­
sum ption tha t the field decays exponentially and cannot be used to find the 
true value of T^n. We therefore use only the proper motion d a ta  extracted 
from Figure 5 of Lyne (1987) in our analysis.
Figure 5.2 shows the comparison of the kinetic ages with the character­
istic ages r c =  P / 2 P  which are determ ined from the spin down rate of the 
pulsars. For pulsars with ages of less than a few million years, the two are 
roughly equal (r ~  r c) which means th a t the field is constant. However 
for older pulsars the characteristic ages are over-estimates of the kinetic ages 
which are thought to be the true ages of the pulsars. This is explained by 
arguing th a t the pulsar magnetic fields decay exponentially (Lyne, Anderson 
and Salter 1982). Curve a of Figure 5.2 shows the evolution path  expected 
for pulsars whose magnetic fields decay exponentially on a time-scale of 9.1 
Myr. We find that the fields do not have to decay exponentially, a slower 
decay as shown in Figure 5.1 curve b also solves the discrepancy between
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F IG . 5 .2  Comparison of the kinetic ages with the characteristic ages. The 
points are from  observations (Lyne 1985). Curve (a) is the evolutionary path  
calculated for pulsars with exponential magnetic field decay w ith a  time scale 
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r^in and r c. We approxim ate the field decay by the following relationship
m  =  B o < 1  +  a b r 1 ' (5'2)
Figure 5.2 curve b is for such a field decay history.
The decay of pulsar radio luminosities also provides a test of the field 
decay assumption. Figure 5.3 shows the mean luminosities of ordered groups 
of the pulsars selected (see Section 2  for details) versus the characteristic ages 
r c (see also LMT). Curve a is for L r  oc J92 and the field decays as Equation
(5.2). Curve b is for the same decay path  but with L r  oc P ~ 1P * .  We hence 
conclude th a t the calculated decay history is not in conflict with the pulsar 
radio luminosity evolution.
5.2 P u lsar S ta tistics
For a dipole magnetic field, the evolution of the pulsar period is deter­
mined by
P P  =  A B 2, (5.3)
where the constant A  =  9.8 x 10“ 40 s G - 2  assuming a moment of inertia
of 1045 g cm 2 and radius of 106 cm for the neutron star. If Equation (5.3)
is integrated directly, assuming the field evolution curve is B ( t ), the period 
variation P ( t ) for a given initial period Po  is given by
t
P 2(t) = P 2 +  2A J  B 2(t')dt'. (5.4)
o
In almost all of the pulsar statistics analyses done so far, it has been 
assumed th a t the field decays exponentially so tha t B ( t )  = B o e x p ( —t / t£ ) )
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F IG . 5 .3  Mean radio luminosities (Manchester and Taylor 1981) in ar­
b itrary  units versus pulsar characteristic ages. Points are the observations 
grouped by characteristic ages, each point represents the mean of the log­
arithm  of 10 pulsars. Curve (a) corresponds to the theoretical result with 
field decay as in Figure (5.11) curve (b), using a luminosity law L r  oc i?2, 









where tp  is the decay time-scale of several million years. In this work we 
use the calculated non-exponential field decay and compare the resulting 
predicted pulsar distribution with that of the observed sample.
We use the pulsar catalog of M anchester and Taylor (1981) and adopt the 
same criteria for the sample used by Cheng (1989): ( 1 ) P  has been measured. 
(2) The 400 MHz flux is at least 10 mJy. (3) The pulsar is not a millisecond 
pulsar and not in a binary system. (4) Very young pulsars are also excluded 
since their spin-down mechanism might be different from those of typical 
pulsars. The resulting sample consists of a to tal of 235 pulsars.
The sample is then divided into 10 bins according to their distribution 
against P  (Figure 5.4). Each bin contains 24 pulsars, except the 10th bin 
which has only 19 pulsars. This scheme provides greater stability in the \ - 2 
statistics. The bin boundaries are determ ined according to  this grouping 
scheme. The same m ethod is used to group the pulsars against P  and r  = 
P /2 P .
To compare the fit between the theoretically generated sample and the 
observed one, x 2 statistics are used:
where n; is the observed num ber of pulsars in the zth logP, logP or logr 
bin, and ?jo; is the predicted num ber in the corresponding bin. The total 
num ber of bins is k. The ’’goodness of fit” is determ ined by the probability 
P r o b ( \2,v )  of finding a \ 2 — X /it’ where v = k — 1 is the num ber of degrees
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F I G . 5 .4  Pulsars selected according to the criteria discussed in the text 
axe grouped by their periods into 10 bins. Each contains 24 pulsars except
the  last bin which has only 19. The bin boundaries are shown as vertical 




Prob(x}it) =  2^ {u/2) j  (X2 ) ^ 2" 1 exp(-X '2 /2)^X2. (5.6)
The larger the value of Prob , the better the fit is. In general the difference 
between the predicted distribution and the observed one is considered ”sig­
nificant” for Prob =  1%. For 9 degrees of freedom, a model is rejected at the 
99% confidence level if its x 2 >  21.7 (C arnahan et al. 1969; Stollman 1987).
If the survey is complete to a limiting flux F i , a  pulsar with radio lu­
minosity L r  is visible only to  a distance tl  =  ( L r / 4-ttFx, ) 1/ 2 . Following
Chevalier and Emmering (1986), the probability of observing a pulsar with
initial period Po and rate of change Po at age t is
5  oc D(Po,Po)(LR /4irFL )dPodP0dt. (5.7)
The initial distribution of P  and P  is D(Po, Po). W ith the change of variable 
from H o «  =  e~2<//t*, Equation (5.7) becomes
• • dlL
S  oc D(Po,Po)(LR/4irFL)dP0dPo — , (5.8)u
where f* is a characteristic tim e scale introduced for numerical convenience. 
Thus, =  in ,  if the field decays exponentially.
The radio luminosity law is the subject of many pulsar statistical anal­
yses. It is assumed to have the form L r  oc P ap P . GO assumed a  =  /3 =  1 
based upon a sample of 41 pulsars, 16 of which had m easured values of P .
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The same luminosity law was used by LMT in fitting a sample of 265 pulsars. 
Proszynski and Przybycien (1984), however, performed a least-squares fit of 
the pulsar radio luminosities of 273 pulsars from the M anchester and Taylor 
(1981) catalog and found th a t a = —1.04db0.15 and /3 = 0.35±0.06. Chevalier 
and Emmering (1986) used a  — —1,/? =  |  and found th a t pulsars are nec­
essarily born with slow rotation, in agreement with the model-independent 
analysis by Vivekanand and Narayan (1981). In this work, however, we do 
not investigate the luminosity law, instead we perform  pulsar statistics using 
both luminosity laws.
To find the pulsar period distribution, we first assume the values of a,/3 
and the initial pulsar distribution D(Pq, Po)- The probability of observing 
the pulsar in the ith  period bin is then
/ TD{Po,Po){LR/AixFL)dPodP0— , (5.9)u
P]% — — i
where P}ow and P f gh are the lower and upper boundaries respectively of the 
ith  bin. The pulsar period P  is found from the spin-down Equation (5.4). 
The integral is then evaluated using Gaussian quadrature. Distributions 
against P  and r  are calculated using the same m ethod. We also performed 
the integral using the less efficient Monte Carlo m ethods and found the results 
to be consistent with those obtained by Gaussian quadrature.
As a test of our codes, we first used the GO model in which the radio 
luminosity L r  oc P P .  Note th a t there is no obvious physical reason why this 
should be so. The model param eters used were those of LMT. Pulsars are
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assumed to be born fast with an initial surface magnetic field which decays 
exponentially with a time-scale t p  — 9.1Myr. The initial surface fields of 
the pulsar population are assumed to have a Gaussian distribution in the 
logarithm , with a mean of 0.75 x 1012 G and a standard  deviation of 0.69 
(as in LMT). Our code accurately reproduces Figure 11 of LMT. The value 
of x 2 =  14,17 and 19 leads to Prob =  14%, 4.6% and 2.9% for the P, P  and 
tc distributions respectively. The result is similar to th a t of Cheng (1989).
We divide the models into two types according to the radio luminosity 
law used. The first assumes a  =  (3 = 1 (GO), and the second a  = —1,(3 =  |  
(Vivekanand and Narayan 1981; Proszynski and Przybycien 1984).
a) M o d e ls  W ith  a  =  1,(3 =  1
If we consider the GO model with the only modification th a t the field 
evolution is different, a worse fit is obtained unless the field decay curve 
is made to simulate the exponential decay curve for times less than  a few 
e-folding times ip.
First we keep all param eters used by LMT unchanged except th a t we 
use the calculated decay (curves a and b) shown in Figure 5.1 instead of the 
exponential decay (curve c). Curve a, which corresponds to the initial field 
occupying the entire neutron star crust and which decays very slowly, yields 
X'2 =  487,147 and 292 making Prob effectively zero. This decay curve can 
therefore be rejected. It corresponds to too many pulsars with large P,  and 
furtherm ore predicts too many long period pulsars since pulsars keep slowing 
down and do not die as quickly as in the case of exponential field decay. On 
the other hand curve b, which corresponds to the initial field occupying the
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outer crust, yields fits of x 2 =  28,16 and 16, Prob =  0.12%, 7.4% and 6 .8 % 
which is better than the fits from curve a but still unsatisfactory. In this 
case we have too many short period pulsars since the field starts to decay 
at 3 x 106 years, much earlier than  the 9.1 x 106 years used by LMT. The 
problem is solved by an increase in the mean field strength from 0.75 x 1012 G 
to 1 x 1012 G. This yields the fits x 2 =  14, 16 and 10 with Prob = 10%,6.7% 
and 37% which is quite good. Interestingly, we can also achieve a very 
good fit by ’’injecting” pulsars with long initial periods. If pulsars have 
a mean initial surface field 1 x 1 0 12 G and a Gaussian distribution in the 
logarithm  with a standard deviation of 0.69, and the initial periods have a 
distribution D(Pq, Po)  oc 1/Pq , 0 . 1  sec < Po < 2.0 sec, the resulting fit is x 2 = 
12,14 and 7, with Prob =  20%, 12% and 45%. Figure 5.5 gives the resulting 
distributions compared to the observed pulsar distribution. The implication 
is th a t even the GO luminosity law does not exclude the possibility that 
pulsars are born spinning slowly.
Another interesting point is th a t it is not im portant how the field decays 
once it drops to a fraction of the initial strength. In the LMT model, instead 
of letting the field decay indefinitely to zero, we assume th a t the field decays 
exponentially to a certain value and then stops decaying afterwards. The 
numerical experiments show th a t a field decay of as little as one order of 
m agnitude gives essentially the same fits as those of indefinite decay. This is 
true even without invoking the death-line, a line on the P  — P  plot defined by 
B / P 2 =  0.2 x 1 0 12 g s 2 below which pulsars are thought to cease functioning, 
in the analysis. It suggests th a t the existence of old pulsars of ages 109 to 1010
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F IG . 5 .5 Expected pulsar distributions assuming th a t pulsars have a mean 
initial surface field of 1 x 1012 G, a Gaussian distribution in the logarithm  
w ith a  s tandard  deviation of 0.69 and radio luminosity law L r  oc B 2. The 
field is assum ed to decay non-exponentially as in Figure (5.1) (b). The initial 
periods have a  distribution D(Po,Pq)  oc 1/Pq,0 .1  s <  Po <  2.0 s. Dotted 
lines correspond to observations. Figures (a), (b) and (c) correspond to logP, 
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years with high field strengths does not violate pulsar statistics. The fact 
th a t the field has to suddenly decay at around a few Myr and then retain an 
arb itrary  fraction of the original field strength for much longer times seems 
ra ther artificial. On the other hand, this may be taken as a useful probe of 
the properties of the neutron star or the pulsar mechanism.
b ) M o d e ls  W ith  a = — 1 ,/3 = |
Vivekanand and Narayan (1981) and Proszynski and Przybycien (1984) 
showed th a t the radio luminosity law of the form L r  oc P ~ 1P$  is in better 
agreement with observations than  the model with a  =  (3 =  1 . A n a tu ­
ral consequence of this new law is th a t pulsars are born spinning slowly. 
Chevalier and Emmering (1986) suggested th a t the initial period has a flat, 
distribution in the range 0.091 s < Po < 0.25 s. They also assumed that 
the field decays exponentially. As indicated by Stollman (1987) as well as 
Cheng (1989), this model fits the period distribution well but does not yield 
acceptable fits for logP and logr. It predicts too many pulsars with short 
periods as well as others with weak fields. The resulting logr distribution is 
much too broad compared to the actual observations. Our calculation using 
the Chevalier and Emmering (1986) model confirms th a t (Figure 5.6) and it 
yields x 2 =  7.2,65 and 67, Prob = 61%, 0% and 0% for logP, logP and logT 
distributions.
In order to test the effects of different decay curves on the statistics, we 
first modify the Chevalier and Emmering (1986) model. Instead of specifying 
the term inal period distribution as they do, we assume a Gaussian distribu­
tion of the logP with a mean field of 3.25 x 1012 G and a standard  deviation
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F IG . 5 .6  Same as Figure (5.5) but for the Chevalier and Emmering (1986) 
model: pulsars have a flat initial period distribution in the range 0.091 s
<  Po <  0.25 s and a  flat term inal period distribution in the range 0 . 3 3  s
<  Pt <  2 . 2  s. The magnetic field is assumed to decay exponentially with 
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of 0.69 in order to generate their distribution. W ith the flat initial period 
distribution 0.091 s < P0 <  0.25 s and an exponential decay tim e scale of 
4 x 106 yr, the fits, x 2 =  8.46, 57.21 and 52.62 with Prob =  49%, 0% and 
0%, are very close to those of the original Chevalier and Emmering (1986) 
model. As in the case of the Gunn and Ostriker model, we note th a t fields 
do not have to decay indefinitely. Decay by a factor of 50 or so suffices.
We now explore the possible fits using the calculated decay curves. For 
the slowly decaying curve (a) in Figure 5.1 we find no suitable initial field and 
period distributions to fit the observed sample. For the decay history of curve 
(b) we find it is in fact very similar to th a t of exponential decay. By assuming 
a Gaussian distribution of logP with a mean field of 3.75 x 1012 G and a 
standard  deviation of 0.69, an initial period distribution of D(Pq) =  1/Po 
for 0 . 1  s < Po < 2.0 s, Figure 5.1 curve b yields distributions similar to 
those of the original Chevalier and Emmering model. The x 2s are 6.84, 
58.23 and 55.54, Prob =  65%, 0% and 0% respectively for the distributions 
of logP, logP and logr. The fits also show excess pulsars with low P , a 
problem associated with the use of the radio luminosity law L r  oc P _ 1 P a  
and discussed by Cheng (1987). St oilman (1987) avoided the problem by 
using a different radio luminosity law L r  oc B / P 2 for B / P 2 < 1013 Gs~ 2 
and L r  =  constant above this value.
5 .3  S u m m a ry
A num ber of models for magnetic field decay in neutron stars have been 
proposed. In most of these models the field decay time is related to the 
Ohmic decay of crustal fields or currents. Specific calculations show that
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in general the field may decay non-exponentially although because of large 
uncertainties in the initial shape of the field and the electrical conductivities 
in the neutron star crust, the precise decay history is not well established 
from the decay calculation (SC).
In this work we have examined the hypothesis th a t neutron star magnetic 
fields decay non-exponentially for different radio luminosity laws. In the 
GO model where L r  oc B 2, we find th a t if the initial field occupies an 
appropriate region of the crust, a good fit can be obtained. In the Proszynski 
and Przybycien (1984) model where L r  oc we find the calculated
decay curve predicts too many pulsars with small period derivatives as in 
the case of exponential field decay. This problem is due to the assumption 
th a t L r  oc P a ,  since L r  decreases slowly as P  decreases and an excess of 
old pulsars is produced. This problem can be solved by modifying the pulsar 
death-line and introducing the correlation between initial pulsar period and 
field as in Cheng (1989).
Another interesting, if not surprising result is th a t the fields do not have 
to decay indefinitely even without invoking the pulsar death-line. We find in 
the case of the Gunn and Ostriker (1970) model th a t a decay of one order 
m agnitude is sufficient. A natural consequence is th a t there may exist a lot 
of old neutron stars which retain high fields. Thus, it is possible that some 
of the gam m a ray burst sources, which are likely to be magnetized neutron 
stars, for which fields ~  1012 have been reported (Fenimore et al 1988), may 
belong to this class provided th a t they belong to the high magnetic field tail 
of the distribution of initial neutron star magnetic fields (see van Paradijs
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1989).
Nevertheless, it should be emphasized th a t since several classes of neutron 
stars such as binary pulsars, millisecond pulsars, X-ray binaries and gamma 
ray bursters are generally excluded from most analyses of pulsar statistics 
it is not obvious th a t the conclusions reached for ordinary pulsars regarding 
field decay necessarily apply to them . Because the neutron stars in these 
classes may have different evolutionary histories from ordinary pulsars it 
is quite possible th a t for some of them , such as binary millisecond pulsars 
(Chanm ugam  and Brecher 1987), and some X-ray binaries such as 4U 1626- 
67 and Her X -l (Verbunt, Wijers and Burm  1989), fields may not decay 
significantly at all. This may occur if the initial field penetrates the interior 
of the neutron star.
C H A P T E R  6 
T H E R M A L  C Y C L O T R O N  R E P R O C E S S IN G  
O F G A M M A -R A Y  B U R S T S  A S A  
P O SSIB L E  SO U R C E  O F O P T IC A L  FL A SH E S
As discussed in the previous chapters, high magnetic fields are present on 
neutron stars. It is also generally believed th a t the 7 -ray bursts originate on 
or near neutron stars. In this Chapter we examine the possible generation of 
infrared, optical, and ultraviolet flashes from single, magnetized neutron stars 
through therm al cyclotron reprocessing of the 7 -ra.y burst. photons during 
bursts. Section 1 briefly discusses the physical environment near neutron 
stars during a 7 -ray burst. In Section 2 we present the m ethod of radiative 
transfer calculations. We conclude the chapter by discussing the emerging 
spectra as compared to the earlier calculations made by H artm ann, Woosley 
and Arons (1988).
6.1 T h e T h erm al C yclotron  R ep rocessin g  M od el
Since the discovery of cosmic 7 -ray bursts in 1967 (Klebesadel, Strong, 
and Olson 1973), the nature of these events remain a m ajor unsolved problem 
of high energy astrophysics. However, it now appears th a t 7 -ray bursts 
originate on or near neutron stars. Strong support for this ’’neutron star 
paradigm ” is provided by the observation of low-energy spectral features in 
the spectra of some bursts (Mazets et a1. 1981, 1982; Hueter 1984, 1987, 
1988; Murakami et aJ. 1988; Fenimore et al. 1988; Hueter and Matteson 
1989), which suggest magnetic fields of ~  1012G. The positional coincidence 
of the peculiar March 5th 1979 event with a supernova rem nant in the LMC
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and its fast (<  0.25ms) rise tim e and 8 s pulsations also provide strong links to 
rotating neutron stars. Typical observations of 7 -ray bursts cover the photon 
energy range between a few tens of keV and a few tens of MeV. No object 
detected at any other wavelength has been unambiguously identified with 
a 7 -ray burster so far. The discovery of three historical optical transients 
within m odern 7 -ray burster error boxes on the archival photographs at 
Harvard (Schaefer 1981; Schaefer et al. 1984) was the first indication tha t 
optical emission may accompany 7 -ray bursts. Subsequent archival searches 
continue to  tu rn  up further optical transient candidates (e.g. Moskalenko 
et al. 1987), but the findings are not yet compelling. Liang and Petrosian 
(1986) and H artm ann and Woosley (1988) reviewed the details of the m ajor 
searches for optical hashes. H artm ann, Woosley, and Arons (1988, hereafter 
HWA) also discussed the current state of the searches for 7 -ray burst optical 
flashes. The optical flashes accompanying all 7 -ray bursts can now only be 
considered as a possibility bu t not an established fact.
Even with a marginal d a ta  base at hand, a variety of theoretical m od­
els have been suggested for the optical flash phenomenon. Those models 
include binary models  th a t involve the reprocessing of a small fraction of 
the hard radiation by a companion star or an accretion disk (e.g. London 
and Cominsky 1983; R appaport and Joss 1985; Melia 1988; Epstein 1985), 
and isolated models (e.g. Katz 1985; Ruderm an 1987; Liang 1985; Sturrock 
1986) which invoke various plasm a processes in the magnetosphere of the 
neutron stars. Woosley 1984 proposed that the optical flashes originate far 
above (r ~  1 0 8 cm) the surface of strongly magnetized neutron stars through
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cyclotron radiation from therm al electrons. The radiation is self-absorbed 
up to a frequency ratio of m* =  u>*/u;c ~  1 0 0  and the resulting spectrum  
is therefore Rayleigh-Jeans. Here u c is the electron cyclotron frequency and 
u>* the photon frequency when it becomes optically thick. The electrons are 
radiatively excited by Com pton collisions with photons of the 7 -ray burst. 
A schematic view of this therm al cyclotron reprocessing model is shown in 
Figure 6.1 (HWA). Following this idea HWA showed th a t the model is ca­
pable of explaining optical outbursts similar to the bright historical events. 
We briefly summarize the features of the model in the following:
1) The neutron stars are assumed to have magnetic fields of surface strength 
B s ~  1012G and a radius of R  =  106 cm. The field is assumed, for numerical 
simplicity, to be poloidal
B (r, 8) =  B ( r )(cos 8,0, -  sin 8), (6.1)
z
in polar coordinates, where the m agnitude of the field is param eterized by
B ( r ) = B . ( ^ ) " ” , (6 .2 )
so th a t m  — 3 corresponds to a pure dipole. A similar scaling law was 
assumed for the plasm a electron density
ne(r) = n e{rb) ^ - 0  , (6.3)
where r > rb > R, which allows for a plasma-free sphere of radius rb 
around the neutron star. The estim ated range of the introduced free param ­
eters rb,n e(rb), and n  depends 0 x1 scenarios for loading the magnetosphere
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F IG . 0 .1  Schematic view of the thermal cyclotron reprocessing model. 
The 7 -ray burst source region is assumed to be inside a plasma-filled mag­
netosphere around a strongly magnetized neutron star. The burst of hard 
photons energizes the plasm a electrons through Compton scattering, and 
low-energy photons are then generated by cyclotron emission in the strong 
m agnetic field. The bulk of the reprocessed ’’optical” radiation originates at 
a distance from the neutron s ta r surface where the cyclotron fundam ental 
frequency falls near the optical wavelength band. A plasma-deficient inner 




with plasma. HWA considered a wide range of models with different pa­
ram eters, but the m ost discussed one has values of B s = 1 0 12G , m  =  3, 
n e(f'b) — 1015cm -3 , n =  0.5, and r& =  6  x 107 cm, which was referred to as 
the ’’standard  model” .
2) The optical flashes m ust originate from a region much larger than the 
neutron star surface if therm al process are responsible (Schaefer and Ricker 
1983). This condition is also necessary since for the model to work, the 
cyclotron absorption limit m*u> m ust be of the order of optical frequencies, 
which correponds to a distance r ~  1 0 8cm.
3) HWA also concluded th a t for a large fraction of the m agnetosphere the 
particle equilibration tim e scale through collisions is much shorter than  the 
Com ptonization tim e scale and the cyclotron cooling time scale. Hence a 
local therm al equilibrium (LTE) is quickly established. The equilibrium tem ­
perature jTeq is com puted through the condition th a t the therm al Compton 
energy exchange rate  vanishes. The magnetospheric plasm a is assumed to 
be optically thin to the photons from the 7 -ray burst, i.e., one does not have 
to calculate the radiation field self-consistently, so th a t local equilibrium will 
lead to a tem perature distribution in the m agnetosphere th a t depends on 
the 7 -ray burst photon spectrum . For the input of the ’’standard  model” 
and a 7 -ray photon spectrum  of GRB800419 (Dennis et al. 1981; Nolan 
et al. 1984) a tem perature of 116 keV was obtained. The m agnetosphere is 
considered as isothermal.
4) The time scales for reaching the optically thin Compton equilibrium tem ­
perature and for the decay of the optical flash after the burst is turned off are
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estim ated to be much shorter than typical duration of 7 -ray bursts, ty ~  Is. 
Therefore the optical emission should track tem poral changes of the 7 -ray 
burst spectrum  in such a TC R  model.
5) The cyclotron emission from the plasm a is suppressed by self-absorption 
up to  a critical frequency u>*(r) =  m*(r)u>c(r). Below a>*(r), the spectrum  is 
approxim ated by the Rayleigh-Jeans tail of blackbody radiation of tem per­
ature Tcq. The emission beyond w*(r) falls off rapidly due to the steep drop 
in the emission coefficients.
In the HWA calculation, the analytical formulae of the Robinson and 
Melrose (1984) for the therm al cyclotron absorption coefficients a w were 
used. It should be noted here that. Robinson and Melrose (1984) formulae 
have never been tested against more accurate numerical m ethods at high tem ­
peratures (e.g. kftT  ~  100 keV) and at high frequency ratios (e.g. u> > 100) 
which the model encounters. Many of the accurate numerical m ethods for 
the calculation of cyclotron opacities (Tamor 1978; Chanm ugam  and Dulk 
1981) break down at high tem peratures. Hence, we developed (see Appendix 
A for details) a fast and accurate code for calculating cyclotron opacities fol­
lowing the numerical m ethod first devised by Trubnikov (1959). Our results 
showed th a t the Robinson and Melrose (1984) formulae are good approxi­
m ations in the param eter ranges encountered in the cyclotron reprocessing 
model. Although the code developed in Appendix A is very fast at high 
tem peratures, it is still too tim e consuming for it to be used directly in the 
radiative transfer calculation. Considering the many other approximations 
of the model, we felt th a t it is justified to use the Robinson and Melrose
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(1984) approxim ate formulae in our preliminary investigations here.
6.2 C yclotron  R adiative Transfer in N eu tro n  Star M agn etosp h eres
In order to determine the reprocessed spectrum  received by a distant 
observer, one needs to consider the radiative transport in the magnetosphere
= - a ( u ) ) ( I w -  So,), (6.4)
where I w is radiation intensity, a(u>) the absorption coefficient, and S^  the 
source function which, under the LTE condition, is Rayleigh-Jeans
&B r eq to 2
5" =  4 n 2 c 2 » w ^  wc(r). (6.5)
Working with the geometry shown in Figure 6.2, we employed the tangent- 
ray discretization scheme (Mihalas 1978; also see HWA) to solve (6.4). The 
emergent intensity for a given im pact param eter p  is obtained from
C m (p)  = J  $ u , ( P , z ) e ~ Tu{p'z U T w( p , z ) ,  (6.6a)
d,Tu(p,  z )  =  a w ( p ,  z ) d z ,  ( 6 . 6 6 )
where r ^ p ,  z )  is the to tal optical depth along the ray (measured from the 
observer’s position inward). Finally, the flux received by an observer at 
distance D  is obtained from an integration over the im pact param eter,
Pin ax
F* = J  (6-7)
o
where pmax is where the ray becomes optically thin and its contribution to 
the to tal intensity diminishes. Here, for the sake of numerical simplicity, we
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F IG . 6 . 2  Geometry for radiative transfer calculations in the strongly mag­
netized neutron star magnetosphere (not drawn to scale ). The radii of the 
neutron star and the cavity devoid of plasma are R  and respectively. A 
ray with im pact param eter p intersects the magnetic field line with an angle 





assumed th a t the m agnetosphere is axisymmetric about the axis defined by 
p =  0. This is not true for a dipole field. But the effect of this simplification 
is believed to be small considering the fact th a t many other approximations 
are introduced in the model.
The calculation of HWA is essentially the same although they forced the 
source function S w to be zero above the local cut-off frequency w*. The 
procedures for determining u>*, however, were not clearly explained.
6 .3  E m ergen t O ptical S p ectra
Table 6.1 is a summ ary of model param eters. We assumed th a t B s =  
1.0 x 1012 G, n s =  1.0 x 1015 cm -3 , r \, =  0.6 x 108 cm, and n = 0.5 for all the 
models. Model 1 is the ’’standard” model (HWA) with kj$T = 116 keV and 
a pure dipolar field. Model 2 has a higher tem perature of 200 keV. Model 3 
has the same param eters as model 1 except the field drops faster (m  = 4). 
Model 4 param eters are based on the soft repeating 7 -ray burst source SGR 
1806-20 which only heats up the magnetosphere to a tem perature of 24.3 
keV. Also listed in Table 6.1 is the to tal optical flux received on the E arth
where the range of integration is the optical energy window (2.5eV,3.2eV) 
of the historical plates analyzed by Schaefer (1981). A distance of D = 100 
pc is assumed for the burst. Taking a typical 7 -ray flux above 30 keV to 
be 1 . 8  x 10~ 5 ergs cm - 2  s-1 , the value of GRB800419, we can calculate 
the ratio R y0 of energies em itted in 7 -ray and optical bands. The values of
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TA BLE 6.1
SUMMARY OF MODEL PARAMETERS AND O PTICA L FLASHES
Model fcsT(kev) m F0Pt(ergs cm 2 s J) R-yO
1 116 3 5.8 x 10~ 10 3.1 x 104
2 2 0 0 3 3.0 x 10- 09 6 . 0  x 1 0 3
3 116 4
4 24.3 3
Note— Param eters and resulting optical flash flux observed on Earth 
for the 4 calculated model spectra. We assume th a t B s =  1 . 0  x 1012 G, 
n 3 = 1.0 x 1015 cm-3 , =  0.6 x 108 cm, and n  =  0.5 for all the models.
Model 1 is the ’’standard” model (H artm ann, Woosley, and Arons 1988) with 
= 1 1 6  keV and a pure dipolar field. Model 2 has a higher tem perature 
of 200 keV. Model 3 has the same param eters as model 1 except the field 
drops faster m  =  4. Model 4 param eters are based on the soft repeating 
7 -ray burst source SGR 1806-20 which only heats up the magnetosphere to 
a tem perature of 24.3 keV. Fopt is the to tal optical flux observed on Earth  
assuming a distance of 100 pc for the bursts. The last column is the inverse 
reprocessing efficiency R~,0 obtained for each model.
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R yo are 3.1 x 104 and 6.0 x 103 for models 1 and 2. They are somewhat 
larger than  R 10 ~  1 0 3 — 1 0 4 infered from the bright historical optical flashes 
plates (Schafer 1981; Shaefer et a1. 1984; Pederson et a1. 1983). However, 
variations of a factor of 1 0  or even more are easily accommodated in both 
model and observations. We therefore conclude th a t models 1 and 2 may 
produce optical flashes observable on Earth.
The model spectra are presented in Figure 6.3. Spectra of model 1 and 
2 extend from IR to UV while model 4 with lower tem perature, does not 
produce an observable optical flash. The spectrum  of model 3 dem onstrates 
th a t the reprocessed photon flux depends sensitively on the magnetic field 
configurations.
Before the rapid drop in intensity the magnetosphere is optically thick 
to the cyclotron radiation. Furtherm ore, soft photons can be generated from 
regions further away from the star, where the corresponding optically thick 
region or Rayleigh-Jeans em itting area (defined by pniax in the radiation 
transfer equation [6.7]) is large. The opposite is true for harder photons. 
Consequently, the slope of the model spectrum  in the optically thick region is 
less than  2, the expected value for Rayleigh-Jeans emission from a constant 
emission surface. The hardest photons are only generated near the inner 
boundary and their numbers diminish rapidly due to the drop in cyclotron 
emissivities. We note th a t the slopes of the model spectra presented by HWA 
are much steeper than 2 . Such slopes are impossible to obtain owing to the 
reasons we discussed above. Therefore we suspect tha t HWA m ade mistakes 
in calculating the spectra. The model 1 energy ratio R la =  3.1 x 104 from
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F IG . 6 .3  Emergent spectra for models listed in Table 6.1. Bursts occur 
at a distance of 100 pc from the Earth. It is assumed that B ,  =  1.0 X I0 12 
G. n,  =  1 . 0  x  1 0 15 cm - J . rf, =  0 . 6  x 1 0 s cm. and n = 0.5 for all the models. 
Model 1 has a tem perature of k ^ T  =  116 keV and a pure dipolar field. M o d e ]  
2 has a higher tem perature of 200 keV. Model 3 has the same param eters as
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our calculation differs significantly from that of HWA R yo =  1.5 x 105. We 
suspect th a t since HWA used an artificial cut-off for the source function, 
they probably underestim ated the cyclotron flux.
In conclusion, therm al cyclotron radiative transfer in a neutron star m ag­
netosphere which is experiencing a 7 -ray burst were carried out. The neutron 
s tar was assumed to have high surface magnetic field and the simple ana­
lytical formulae of Robinson and Melrose (1984) for the therm al cyclotron 
absorption coefficients were assumed. The resulting spectra from the repro­
cessed 7 -ray energy generally fall between IR to UV and the reprocessing 
model may explain the possible optical flashes as suggested by the archival 
plates. We found th a t the emergent spectra from the calculation of HWA are 
incorrect and the corresponding optical fluxes are probably underestim ated. 
Nevertheless, these differences do not change the m ajor conclusions of HWA. 
Future work should include the application of the more accurate numerical 
code for therm al cyclotron absorption coefficients developed in Appendix A 
and taking into account the three-dimensional variation of the magnetic field 
in the radiative transfer.
C H A P T E R  7 
C O N C L U S IO N S
The origin and evolution of neutron star magnetic, fields play a funda­
m ental role in a wide variety of astrophysical phenom ena associated with 
pulsars, X-ray binaries and gam m a-ray bursters. Most of the previous stud­
ies of pulsar statistics suggest th a t the fields decay exponentially in several 
million years. In this work we have calculated the ohmic decay of neutron 
star crustal magnetic fields numerically for the first time. We find th a t the 
field does not decay exponentially as has been generally assumed and th a t if 
it occupies the entire crust it decays by less than  a  factor of order 1 0 0  in the 
Hubble tim e. If the fields are confined to  the outer regions of the crust then 
they decay faster and again non-exponentially. It should be noted th a t there 
are considerable uncertainties both in the initial field configurations and in 
the electrical conductivities of the crust at the present times. Hence it is dif­
ficult to determ ine a unique field decay history. The non-exponential nature 
of the decay, however, is true as long as the conductivity is inhomogeneous 
through the star.
We also showed th a t the surface magnetic fields of young pulsars may 
fluctuate and even change polarities on time-scales much shorter than their 
secular decay time-scale. As a result the pulsar braking indices can signifi­
cantly deviate from the value of 3, expected if the fields are constant. Simple 
numerical examples are given and the results are in qualitative agreement 
with the observations.
We have also performed a detailed statistical analysis using the calculated
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non-exponential field decay history. It is shown th a t if the initial field pene­
tra tes only the outer regions of the neutron s ta r crust, such non-exponential 
decay is consistent with the current understanding of radio pulsars. We note 
th a t in general pulsar magnetic fields do not have to decay indefinitely as 
suggested by the exponential decay. Since the field decays non-exponentially 
and m ay retain a substantial fraction of its initial strength at ages > 1 0 9 
years, it may also provide a natural explanation for the magnetic fields of 
millisecond pulsars, which are believed to be old objects.
Strong magnetic fields may also be present on the surface of neutron 
stars which are believed to be associated with 7 -ray bursts. Woosley (1984) 
proposed th a t the optical flashes may originate in the neutron star m agne­
tosphere, which is heated through Com pton processes by high energy 7 -rays 
during the bursts, as the result of therm al cyclotron emission. We have 
performed the radiative transfer calculations for various model param eters. 
Emerging spectra and luminosities are obtained. We conclude th a t, under 
certain m agnetospheric conditions, the model is capable of explaning the 
historical flashes found within m odern 7 -ray burst error boxes.
The cyclotron radiative transfer calculations in high tem perature (kj$T ~  
100 keV) plasmas require a fast and accurate code to compute the cyclotron 
opacities. We have developed a numerical code based on the steepest descent 
path  m ethod first devised by Trubnikov. Our results are in general agreement 
with those obtained using Chanmugam and Dulk m ethod, which breaks down 
at high tem peratures, al , '- 'w ' 30 keV.
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A P P E N D IX  A 
TH ER M A L CY CLO TRO N A B SO R P T IO N  C O EFFIC IEN TS  
AT H IG H  T E M PE R A T U R E S (kBT  ~  100 keV)
It is well known th a t the cyclotron radiation is an im portant energy loss 
mechanism from hot magnetically confined plasm a (Bekifi 1966). Cyclotron 
emission also plays an im portan t role in a  wide variety of astronomical phe­
nomena. They range from many types of radio emission from the sun and 
stars, strongly polarized optical and near-infrared radiation from cataclysmic 
binaries containing accreting white dwarfs with magnetic fields of ~  107 G, 
to  the possible X-ray cyclotron fines observed in gamma-ray bursts which 
are believed to  occur near the strongly magnetized neutron stars, etc.
Here, we examined the problem of therm al cyclotron absorption coeffi­
cients at high tem peratures (&bT  ~  100 keV). We first briefly discuss the 
results of previous calculations, both analytical and numerical. Then in Sec­
tion A.2 we develope the code for the absorption coefficient employing a 
steepest descent m ethod first proposed by Trubnikov (1959) and Drummond 
and Rosenbluth (1963). In Section A.3 the results of this work are compared 
to those of earlier calculations using both the same m ethod and different 
approach.
A .l  Therm al C yclotron A bsorption Coefficients
The term  cyclotron emission (e.g. Bekefi 1966) is used here regardless 
of the speed of the electrons. We only discuss the classical therm al plasmas 
where the electrons have a Maxwellian distribution characterized by a tem ­
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perature T  such th a t hio <C k%T, where u> is the frequency of the em itted 
radiation. For therm al plasmas, Kirchhoff’s law states th a t strong em itters 
of radiation m ust also be strong absorbers of radiation, and the emissivity 
ju  and the absorption coefficient a(u>) are related by
ju  = a(u))Sw, ( A l)
where S w is the source function (see e.g. Bekefi 1966). The dimensionless 
plasm a param eter A =  w2L/iocc, where =  (4 n N e2/ m ) 1/ 2 the electron 
plasm a frequency, L  the characteristic dimension of the plasm a, and the 
cyclotron frequency toc = eB  J me, is often used to characterized the cyclotron 
emission from a plasma. Here N  is the electron num ber density, m  the 
electron mass, and c the speed of light.
Calculations of therm al cyclotron absorption coefficients have been ex­
tensively discussed in the plasm a physics (e.g. Trubnikov 1960, 1961; Drum ­
mond and Rosenbluth 1960, 1961, 1963; Tamor 1978; De Barbieri 1980; Bor- 
natici et al. 1983) and astrophysics literature (e.g. Ram aty 1969; Takakura 
1972; Matzler 1978; Chanm ugam  and Dulk 1981, hereafter CD). A complete 
sum m ary of the published results can be found in Chanmugam, B arrett, Wu 
and Courtney (1990, hereafter CBWC) which compared the accuracy of the 
various m ethods in great detail. Generally, there are two approaches to cal­
culate the cyclotron absorption coefficients: (a) the single-particle method 
(Bekefi 1966) and (b) the dielectric tensor m ethod (Trubnikov 1959; D rum ­
mond and Rosenbluth 1963). The calculation of this work is based on the 
later method.
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(a) Single-Particle M ethod
This m ethod is first term ed by Bekefi (1966) and is conceptually very 
simple. It calculates the emission from one gyrating electron in a constant 
uniform magnetic field and then the total emissivity from the plasm a is found 
by adding up the contributions from the ensemble of electrons. It is the basis 
of analytical approximations of Trubnikov (1958), Petrosian (1981), Dulk and 
M arsh (1982), and the widely used Robinson and Melrose (1984, hereafter 
RM). It is also the basis of the numerical calculations of CD, Meggitt and 
W ickramasinghe (1982), and M atzler (1978).
The numerical m ethod of CD works well at relatively low tem peratures 
{kBT  <  40 keV) but breaks down at high tem peratures since the m ethod 
needs to sum over rapidly increasing num ber of harmonics as the tem perature 
increases.
(b) D ielectric Tensor M ethod
The alternative m ethod of calculating the cyclotron absorption coeffi­
cients is to study the propagation of an electromagnetic wave through the 
m agnetoactive plasma. We first introduce the formulation in the following.
Consider a spatially homogenous equilibrium plasm a embedded in a con­
stant and uniform magnetic field B. Small amplitude electromagnetic waves 
propagate according to the general linear dispersion relation
k'ikj
Det. =  0. (4.2)
|k | 2
Here e;j(k,u>) is the dielectric tensor, N  = ck/co is the complex refractive in­
dex, u> and k  are the frequency and propagation vector of the waves. We take
the usual reference frame such th a t B  =  (0 ,0 ,I? ) ,k  =  (fcj_ =  fcsin0,O,A:|| =  
k  cos 6)  where 6  is the angle between B  and k. There are two fundam ental 
modes, extra-ordinary and ordinary, of waves can propagate.
In the tenuous, weak absorption, plasm a the absorption coefficient is 
given by
of m e2, and r  =  u>ct/e  is proportional to the proper time of the gyrating 
particle.
For a relativistic Maxwellian distribution for the electrons
a  =  2|Im k| =  2 —Im N,  
c M-3)
the im aginary part of the refractive index N  being determ ined by the dis­
persion relation (A.2).
The dielectric tensor for an isotropic electron distribution / ( p 2) is ex­
pressed (see e.g. Bekefi 1966)
o
x exp{ iC ir — iC,2 [sin(T — <f>) + sin </>]}, (A. 4)
where p(</>) =  (p± cos <j>,p± sin <f>,py) is the m om entum  in units of me, C\ —





and K n(z ) are McDonald functions (i.e. modified Bessel function of order 
n).
If the integral over r  is m ade first (Trubnikov 1959), £ij(k,u;) is expressed 
as a sum over the harmonics and each of the term s contains an integral over 
the m om entum . The resulting expression is called the first of Trubnikov’s 
formulae. This approach is m ost convenient when it is physically m eaning­
ful to keep the contributions of the single harmonics separate as in the case 
of low k%T and for relatively optically thin plasmas. Tamor (1978) noted 
th a t, by a transform ation of variables and a series expansion of the function 
to be integrated, each harmonics term  can be integrated explicitly and it is 
possible to express each harmonics term  as the sum  of a  series. Then the 
two-dimensional series can be easily summed over numerically to yield the
dielectric tensor £{j(k,u;). The Tamor (1978) m ethod, however, suffers the
same problem as the CD m ethod does. Namely, it breaks down at high tem ­
perature due to slow convergence and increasing harmonics numbers needed 
to be summed over.
A different approach is possible. By first integrating over the angle in 
the m om entum  space Equation (A.4) becomes
2 oo oo
 ̂- S 1 /*
C 0 0
X l x i ( a p ) T i P  - p 2X 2 ( a p ) T l p ] ,  ( A . 7 )
where
Xn{z) = Z~njn ( z ), (A.8 )
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and j n( z ) are spherical Bessel functions. The tensors T$j \  T -p  are given by
cos r — sin r 0 
sin t  cos r 0
0 0 1
(A.9o)
T>(2) -  w2N 2
x
(sin 9  sin r )2 
sin2 9 sin r ( l  — c o s t )  
sin 9  cos 9 t  sin r
— sin2 9  sin r (1 — cos r ) sin 9  cos 9 t  sin r 
— sin2 9 (  1  — c o s t )2 sin^ cos^r(l — co st)
— sin 9 cos 9t( 1 — cos r) (r cos 9)2
(AM)
and
a2 =  a2(r,9 ) =  t«;2jV2[T2 cos2 0 +  4 sin2 0(sin r /2 )2]..-.2  7vr2 r _ 2 ____2
By combining (A .7) and (A.9) and integrating over p (Trubnikov 1958, 1959; 
Drummond and Rosenbluth 1963) one gets
2 °°
ty(k,S>) =  Sij +  J  dT[F2( V R ) T f p  -  F3( J r )T*P\, ( A l l )
where
R  =  R ( t )  =  i x 2 x 2 ( t )  +  a2(r, 0), (A .12)
x ( r )  =  1 — i — T ,
A*
(A 13)
and R e{\/i?} > 0 otherwise the integrals diverge. Equation (A. 10) is called 
the second of Trubnikov’s formulae.
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This form of the dielectric tensor has the advantage with respect to that 
used by Tamor (1978) in th a t it already contains the sum over the harm on­
ics, but it has the drawback th a t the integral over r  can only be performed 
numerically and the integrands oscillate rapidly making the integrations dif­
ficult to do. The m ain purpose of this work is to  construct an accurate and 
fast code to perform those integrals.
An iteration m ethod is used to solve for N  from Equation (A.2). To 
the zeroth order 0(<jJp/u)c<jo) N  is simply 1 . To the order 0(u)p/uj2uj2) the 
dispersion relation (A.2) is bi-quadratic and can readily be solved. From 
equation (A.3), the dimensionless cyclotron absorption coefficients of the two 
fundam ental modes propagating at an angle 9 with respect to the magnetic 
field, are given in the units of Wp/o;cc by (see, e.g. De Barbieri 1980)
a ± ( * ,T ,6 )  =  ~Re {A!  + A 2 ±  [(Ai -  A 2)2 -  4A\}1/ 2}, (AAA)
where
OO
A< = I d r A i ^ ’ T ’ 9 ^  (A15> 
0
with
Ai = cos t F2(V~R) +  u)2 sin2 0 (cos r  — 1 )2 jF3 ( \/R ), (A. 16a)
A 2 = (cos2 9 cos r  -f sin2 0)F2( \ /R )  — u>2 sin2 9 cos2 0(sin r  — t )2Fz( '/H),
(A. 16b)
A 3 — — cos 0[sin t F 2 (\AR)  - f  a)2 sin2 #(cos r  — l)(sin  r  — r)jF3 (\/jR)]j(yl.l6 c)
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and
R ( t ) — [i2 — 2ifjiu)T — [r2 +  2(cos r  — 1)]<I>2 sin2 9. (A. 17)
It can be seen th a t the integrands A, oscillate rapidly when the inte­
gration variable r  is taken to  be real. However, if r  is considered to be a 
complex variable and if the original path  of integration C  (going from r  =  0  
to r  =  oo along Im {r} =  0) is deformed into a new path  C passing through 
the saddle points d R / d r  =  0 of the exponential factors in the integrands Ai,  
these integrals can be evaluated by using the steepest descent path  technique.
An approxim ate analytical evaluation of the integrals (A .15) has been 
performed first by Trubnikov (1958, 1959). The idea is as following: consider 
r  as a complex variable and deform the original integral path  along the real 
axis to a new path  in such a way th a t a) on the new path  integral can be 
evaluated via the saddle point m ethod and b) th a t there is no singularity of 
the integrands lie between the two pathes. Suppose we want to evaluate an 
integral
I  = J  drV’(r)e^(T), (A.18)
c
where are functions of r ,  along a contour C which passes through saddle 
points r n. And the saddle points r n are found by
4>\t ) =  0, R e ^ '^ r)  <  0. (A .19)
The integral is then given by
I  ~  y 'V ’(rn )e^(r" ) f  d r e ^ T~T"'} <f)"(Tn ).  (A.20)
C
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In order to reduce the integrals (A .15) to the form (A.20) Trubnikov 
(1959) m ade the following approximations:
1) For not very high tem peratures k-&T, \VR\  ~  0 ( y )  is large quantity, 
hence the functions Fn(y/R)  can be approxim ated by their asymptotic form
i ? “ ( 2 )  -  ' j h - (A-21)
It can be seen th a t the role of the function <f> is taken by y/R  and all the 
other functions take the role of function
2) The position of the saddle point is determ ined by the solution of
dR  „ . H .—— =  0 i.e. sin t  —  t  = i   —. (A.  2 2 )
dr  u) sin2 0
If we put r  =  x  +  iy and separate real and im aginary parts, then
sin x  cosh y — x — 0, {A.23a)
cos x  sinli y — y  =  — 7 -5—. (A.235)
a) sin 9
There are infinite num ber of saddle points in the first quadrant. The first 
one is located at x =  0  and at y = yo given by the solution of




* =  w  ^
Trubnikov was able to solve the Equation (A.24), in the limit \  1, and
obtained the approximate solution
1 1 0
3 .s in # . i / o . . .  3 .s in # , o / o .
( ------ ) 1 /3  1 ------------ 5—(------ 2 /3  . (>1.26)
sin # x 2 0  sin # X
3) The integration path  C goes from r  =  0  up to  to =  iyo and then to 
infinity along the path  Im {r} =  yo to avoid oscillations of the integrands A{. 
Trubnikov (1958) claims th a t the integrals from 0 to iyo give zero contribution 
to the A{ so th a t only the saddle point contribution remains.
De Barbieri (1980) raised several objections to the Trubnikov’s (1958, 
1959) m ethod. Firstly, the approxim ate solution (A.26) is not accurate for 
the mildly relativistic situation where 10~ 2 <  u>/fi < 1. And the small varia­
tions in the location of yo can give rise to a large variation in the integral. For 
the fully relativistic case u>/fi > 1 the Fn functions are not well represented 
by their asym ptotic representation (A.21). Secondly, the saddle point inte­
gration (A.20) should include terms of higher order Taylor expansion series. 
Since there exist branch points and poles of the integrands at a finite dis­
tance from any saddle point, the series expansion of (A .18) exhibit a strong 
divergence. Lastly, the contribution from the portion of the path  from 0 to 
iyo can only be neglected when # =  7r/2 .
A .2 T h e N u m erica l M eth o d
Because of the strong oscillatory behaviour of the integrands A{ along 
the real axis Im {r} =  0, Drummond and Rosenbluth (1963) proposed a 
numerical scheme of computing along the steepest descent pathes. De 
Barbieri (1980) employed the same m ethod but the results differ from that of
I l l
D rum m ond and Rosenbluth (1963). A recent comparison of the absorption 
coefficients by CBWC shows th a t although the results of De Barbieri (1980) 
generally do agree with th a t of CD and Tamor (1978), there are discrepancies 
ranging from few percent to over a factor 10 for the ordinary mode. Since 
these discrepancies cannot be a ttribu ted  to the cold plasm a approximation 
(CBW C), and the results of the two different m ethods (CD and Tamor [1978]) 
agree typically within 0.1%, it leads us to suspect th a t either the De Barbieri 
(1980) code contains error or the m ethod is inaccurate at low tem peratures. 
At high tem peratures ( k ^ T  ~  100 keV) and high frequency ratios (a) > 5) the 
steepest descent path  m ethod is very efficient while the CD and Tamor (1978) 
m ethods converge very slowly. Those factors w arrant the effort to construct 
an accurate cyclotron absorption code based on the steepest descent path  
m ethod.
The numerical m ethod was discussed in great detail by De Barbieri (1980) 
and we will follow closely in this work.
The first step is to find saddle points rn = x n 4- iyn in the complex plane 
with
2nn < x < (2n + -) i r , n  =  1 ,2 ,3 ,- •• (A.27)
and the corresponding steepest descent pathes along which
l m { ^ / R i r j }  =  Im { i/R (rn)}. (A.28)
The first saddle point To =  iyo is located on the y -axis and only the first
quadrant part of its path  needs to be calculated. On the pathes chosen
1 1 2
through (A.28) the functions Fn(y/R)  do not oscillate. Moreover as y  —> oo 
these functions exponentially go to zero. The next step is to numerically in­
tegrate Equations (A.15) along each loop and adding up all the contributions 
including those from the path  from r  =  0 to tq =  iyg. The contribution from 
each successive loop decrease monotonically so th a t only a finite num ber of 
them  needs to be considered. De Barbieri (1980) dem onstrated th a t no sin­
gularities of the integrands are swept when this change of contour is made. 
These singularities may come only from the root R ( t ) = 0, of the argument 
of the Fn( \ /R )  functions. These roots are situated in the fourth quadrant 
and in the first quadrant bu t above the steepest descent pathes.
The Newton-Raphson m ethod is used in finding the saddle points. From 
Equation (A.24) one easily gets the first saddle point (0,j/o)- For saddle 
points r n, n  > 0 we first solve (A.23a) for y  =  y(x)
X
y(x) = In (   h
1 sin x
2
-  1( ^ - )V sin x /
and convert (A.23b) to the transcendental equation
(A.29)




cos x  -  y(x)  -  _ . J - .  (A.30)
sin u
If the initial trial root falls in the interval
2nn < x < (2n + ^-)tt, n = 1,2,3,*-*,  (A.31)
&
equation T(x)  = 0 is solved iteratively to yield x n and then yn can be com­
puted using (A.29). The iteration stops when successive values of x differ
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less than 1 part, in 106. We continue this procedure up to the value N* of n 
for which
| i i ( r ^ . ) l  <  10“ 6 |Aj.(r o)l; i = 1 ,2 ,3 . (A.32)
At low tem peratures (k#T  ~  10 keV) and low frequency ratios (Co ~  2) the 
value of N* can be as high as 100. But for higher tem peratures ( k ^ T  ~  100 
keV) or higher frequency ratios (cD > 5) the contribution from the first saddle 
point suffices. The numerical scheme is, therefore, very efficient at high k# T  
and at the continuum regions of the spectrum  Co 1 where CD and Tamor 
(1978) methods encounter difficulties since both have to sum over a rapidly 
increasing num ber of harmonics.
Figure A .l (following De Barbieri [1980] Fig. 11) shows, for k ^ T  =  40 
keV, Co — 5 and few values of 0, several saddle points and their corresponding 
steepest descent pathes, which will be calculated later. Positions indicated 
by arrows are saddle points. We noticed th a t some of the saddle points 
indicated by De Barbieri (1980) are incorrect. For example, at 6 — 11 °30f, 
first saddle point should be at yo =  4.930 instead of 4.50 as in his Figure 11.
We now proceed to determ ine the steepest descent path  for the function 
Fn( \ / R ) passing through each saddle point. The path  satisfies the equation
f n{ x , y ) =  l m { y / R ( x , y )  -  y /R {x n ,yn) }  = 0. (A.33)
If x nim,y nfTn is the m -th point on the n-th  steepest descent path  we find the 
succeeding point by assuming x =  x n>m +  p cos 9, y = yn<m +  p sin 0 and by 
solving for 0 from f n,m{Q) — 0, keeping p constant. There are two wings
114
F IG . A . l  The steepest descent path  in the r-plane for k ^ T  =  40 keV,
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of path  stemming from each saddle point, excepting for tq which we only 
consider the half in the first quadrant. By carefully assuming initial bounds 
of a simple bisection m ethod proved to be quite efficient in finding the 
roots of equation f n,m{0) =  0- Care m ust be given as the steepest ascent 
path  for Fn{\/~R) also satisfies (A.33). An steepest ascent path  leads to a 
pole, which is also a branch point, of the Fn{\ /R)  functions. At each vertex 
Tn,m we compute the integrands Ai and the procedure for finding steepest 
descent path  stops when
| i t ( r n,m)| <  1 (T 6 | i i ( r „ ) |;  i = 1 ,2 ,3 . { A M )
The step size p is determ ined by experience in order to achieve optim al effi­
ciency of the code while m aintaining the accuracy. Smaller step size usually 
results in longer computing time. We found that the optim al step size p 
depends only on the frequency ratio. It ranges from p =  0.025 for u) >  20 to 
p =  0.25 for u> ~  1 and is set autom atically in the program . Several examples 
of steepest descent path  are plotted in Figure A.I.
To evaluate the integrands (A .15) one needs to com pute the functions 
Fn{\/~R). Instead of using the asymptotic form (A.21) we calculate the com­
plex variable McDonald functions numerically. The procedures are described 
by Luke (1969) who expressed the function as the sum of a series. The terms 
of the series follow a recurrence relation. So tha t by summing over the series 
one can get the value of K n{z) with any specified precision. In this work we 
truncate the series when |A K n( z ) / K n(z)\ < 10~6.
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One may next perform the integrals (A .15) around each saddle point. 
The two wings (except for to) of steepest descent path  are integrated sepa­
rated. The contributions from each wing are summed up and the result is 
added to A{. The integration is completed by adding the contribution along 
the imaginary axis from r  =  0  to r  =  iyo.
Assuming C is a wing of the steepest descent path  around a certain saddle 
point and is defined by y = y (x ) ,a  < x  < 6 , the integral
Ai — J  Ai(r)dr ,  (A.35)
c
can be separated into real and imaginary parts 
b
Ai =  J [ R e A j ( a : , y ( x ) )  -  ln \Ai(x ,y{x))y  {x)]dz
a
b
+i j [ImA,:(x,y(x)) +  ReA;(.r, y(x))y '(x)]dx. (A.36)
a
Here y'(x)  is its first derivative. Each part is then com puted using the 
Gaussian-Kronrod quadrature rule (Piessens et al. 1983). Subdividing the 
interval [a, b] and using a Gauss-Kronrod rule to estim ate the integral over 
each subinterval, a relative error of less than  1 0 ' - 6 is achieved by continuously 
bisecting the subintervals.
The precision obtained in computing the functions Ai (T,u>,6)  in this
way has been ’’experimentally” tested by varying the num ber of points of
the Gaussian rule, the size p in determining the steepest descent pathes and
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error criteria used in various steps of the code. We found th a t the results 
for a-j- are ’’stable” at least to  the fifth significant digit for &bT > 10 keV, 
Co > 2 .
A .3 R esu lts  and C om parisons w ith  O ther M eth o d s
The results for the cyclotron absorption coefficients using such a num er­
ical m ethod, in the units of u>p/u>cc, are compared to those obtained by De 
Barbieri (1980) as well as to those by CD. Figure A.2 presents the absorption 
coefficients at k ^ T  =  7.5 keV and $ =  90° as a function of the frequency 
ratio Co. The upper curve is for the extra-ordinary mode, while the lower 
curve is for the ordinary mode. This figure can be compared to the Fig. 1 of 
CBWC (which we did not reproduce here) with which it is found to coincide.
In Table A .l we compare our results with those of De Barbieri (1980) 
and CD at tem peratures of 15 and 30 keV and at angles of 90° and 60°. 
W hen $ — 90°, for both k ^ T  =  15 and 30 keV, except for very low frequency 
ratios where the absorption coefficients vary sharply with Co, the results of 
this work and CD agree within 0.1% while those of De Barbieri (1980) diifer 
significantly. For example, when k # T  =  15 keV, the discrepancies in the 
ordinary mode between De Barbieri (1980) and CD calculations are as large 
as 50% at Co — 5.44 and reaches a factor of 4 for u> =  13.99. At 0 =  60°, 
the x-mode results of this work agree with those of CD to within 4% while 
De Barbieri’s (1980) results have bigger discrepancies with CD (as much as 
8 %). For the o-mode, however, the discrepancies between this work (as well 
as th a t of De Barbieri [1980]) and CD are more pronounced and can reach 
up to 25% at low Co. It is noted th a t, for both the x-mode and o-mode, the
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F IG . A .2 Plots of normalized therm al cyclotron absorption coefficients 
a±  at IcbT  — 7.5 keV and 6 =  90° as a function of frequency ratio  d . The 












ABSORPTION COEFFICIENTS IN X-MODE FOR kBT  =  15keV
Angle UJ CD De Barbieri This Work
90 1.90 5.811E-01 5.84E-01 5.811E-01
2 . 0 1 9.181E-06 1.14E-06 1.614E-04
2.91 1.396E-02 1.29E-02 1.396E-02
3.02 2.925E-04 2.89E-04 2.993E-04
5.44 3.491E-04 3.56E-04 3.491E-04
7.77 1.533E-05 1.56E-05 1.533E-05
9.99 1.329E-06 1.33E-06 1.329E-06
13.99 3.460E-08 3.34E-08 3.460E-08
15.00 1.51QE-08 1.510E-08
2 0 . 0 0 3.722E-10 3.722E-19
25.00 1.513E-11 1.513E-11
30.00 8.774E-13 8.774E-13
60 1.90 2.903E-01 2.99E-01 2.887E-01
2 . 0 1 2.119E-01 2.29E-01 2.157E-01
2.91 2.171E-02 2.26E-02 2.198E-02
3.02 1.526E-02 1.65E-02 1.560E-02
5.44 1.364E-04 1.42E-04 1.378E-04
7.77 6.592E-06 6.90E-06 6.646E-06
9.99 4.868E-07 5.07E-07 4.900E-07
13.99 9.287E-09 9.60E-09 9.333E-09
15.00 3.796E-09 3.813E-09
2 0 . 0 0 7.039E-11 7.065E-11
25.00 2.257E-12 2.264E-12
30.00 1.066E-13 1.069E-13
Note— Column 3 is from CD, column 4, 5 are from De Barbieri (1980) 
and this work using the steepest descent path  m ethod. The coefficients are 
given in units of u>p/u>cc. Results are expressed in the usual floating point 
form at. For example, 5.811E-01 means 5.811 x 10-1 .
1 2 0
TABLE A .1(b)
ABSO RPTION COEFFICIENTS IN O-MODE FOR kBT  =  15keV
Angle u> CD De Barbieri This Work
1.90 8.674E-03 8.56E-03 8.675E-03
2 . 0 1 9.583E-07 9.58E-05 1.296E-06
2.91 1.Q19E-04 1.10E-04 1.018E-04
3.02 1.812E-05 1.79E-04 1.812E-05
5.44 6.019E-06 9.12E-06 6.019E-06
7.77 3.093E-07 6.05E-07 3.093E-07
9.99 2.592E-08 6.89E-08 2.592E-08
13.99 6.288E-10 2.73E-09 6.288E-10
15.00 2.706E-10 2.706E-10
2 0 . 0 0 6.281E-12 6.281E-12
25.00 2.430E-13 2.430E-13
30.00 1.351E-14 1.351E-14
1.90 7.612E-03 9.6E-03 9.222E-03
2 . 0 1 1.279E-02 9.5E-03 9.068E-03
2.91 1.593E-03 1.38E-03 1.326E-03
3.02 1.650E-03 1.37E-03 1.316E-03
5.44 1.466E-05 1.36E-05 1.326E-05
7.77 1.061E-06 1.04E-06 1.007E-06
9.99 1 9.031E-08 9.0E-08 8.712E-08
13.99 1.996E-09 2.0E-09 1.950E-09
15.00 8.403E-10 8.226E-10




TA BLE A .1 (c )
A B SO R PT IO N  CO EFFICIENTS IN X -M O D E  FO R k B T  =  30keV
Angle u; CD De Barbieri This Work
1.75 5.440E-01 5.63E-01 5.441E-01
2 . 0 0 6.211E-03 6.17E-03 6.052E-03
3.00 1.172E-02 1.19E-02 1.171E-02
6.75 3.983E-04 4.07E-04 3.983E-04
7.00 3.136E-04 3.20E-04 3.136E-04
10.75 1.648E-05 1.65E-05 1.648E-05
16.25 5.706E-07 5.52E-07 5.706E-07




1.75 3.251E-01 3.29E-01 3.182E-01
2 . 0 0 1.984E-01 2.12E-01 2.044E-01
3.00 2.579E-02 2.76E-02 2.672E-02
6.75 2.227E-04 2.34E-04 2.276E-04
7.00 1.721E-04 1.81E-04 1.758E-04
10.75 7.017E-06 7.33E-06 7.119E-06
16.25 1.857E-07 1.93E-07 1.876E-07





TA BLE A .1 (d )
A B SO R P T IO N  C O EFFIC IENTS IN O -M O DE FO R  k B T  =  30keV
Angle co CD De Barbieri This Work
1.75 2.165E-02 2.28E-02 2.165E-02
2 . 0 0 6.569E-04 6.80E-04 6.563E-04
3.00 7.527E-04 7.84E-04 7.527E-04
6.75 1.395E-05 1.79E-05 1.395E-05
7.00 1.094E-05 1.43E-05 1.094E-05
10.75 5.298E-07 9.6E-07 5.298E-07
16.25 1.673E-08 5.0E-07 1.673E-08




1.75 6.859E-03 1.40E-02 1.370E-02
2 . 0 0 2.022E-02 1.49E-02 1.426E-02
3.00 3.717E-03 2.89E-03 2.789E-03
6.75 4.225E-05 3.85E-05 3.734E-05
7.00 3.338E-05 3.06E-05 2.969E-05
10.75 1.673E-06 1.62E-06 1.571E-06
16.25 5.279E-08 5.23E-08 5.091E-08





discrepancies between this work and CD become smaller at higher frequency 
ratios. At u> =  30.0 the two results differ less than  1.5% for both xnodes.
In Table A.2 we present our results for a tem perature of 40 keV. As 
in Table A .l our results agree with those of CD at 9 = 90°. The biggest 
discrepancy is at 9 ~  85° which reach 15% in the x-mode and 40% in the 
o-mode for <D =  5 and decreases with higher d>. We also noticed th a t the 
discrepancies decrease at smaller 9. For example, the difference for both x- 
mode and o-mode absorption coefficients at 9 — 25° and a> =  40 is less than 
0.1%. It is also apparent th a t our m ethod systematically over estimates 
absorption coefficients in the x-mode and under estim ate those in the o- 
mode. We also present the results due to the widely used RM analytical 
formulae in Table A.2. RM formulae yield quite acceptable results for a 
wide range of param eters considering their simplicity. They, however, break 
down at very low 9 (for detailed discussions, see CBWC).
Table A.3 is another extensive comparison of the results between this 
work and CD for wide range of param eters. The basic conclusions are the 
same as drawn from Tables A .l and A.2. At 9 — 90° both results coincide. 
The discrepancies are somewhat larger at lower u>, large 9 and decrease at 
higher u>, smaller 9. The typical discrepancies are less than 3% for x-mode 
and 1 0 % for o-mode.
In Figure A.3 we present our results for a tem perature of 100 keV and 
at angles 90°, 60°, 30°. The harmonic structure of the absorption coefficients 
is not very pronounced at such high tem perature.
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TA BLE A.2(a)
ABSORPTION COEFFICIENTS IN X-MODE FOR kBT  =  40keV
Angle OJ RM CD This Work
90 5 2.75E-03 3.79E-03 3.790E-03
1 0 7.03E-05 7.80E-05 7.798E-05
2 0 4.94E-07 5.12E-07 5.121E-07
40 7.86E-10 7.96E-10 7.961E-10
85 5 2.52E-03 3.45E-03 3.643E-03
1 0 5.59E-05 6.15E-05 6.819E-05
2 0 3.37E-07 3.45E-07 3.783E-07
40 4.77E-10 4.75E-10 5.044E-10
65 5 2.03E-03 2.57E-03 2.685E-03
1 0 4.04E-05 4.29E-05 4.423E-05
2 0 2.13E-07 2.09E-07 2.129E-07
40 2.44E-10 2.35E-10 2.375E-10
45 5 1.26E-03 1.71E-03 1.728E-03
1 0 1.60E-05 1.80E-05 1.817E-05
2 0 4.74E-08 5.02E-08 5.037E-08
40 2.70E-11 2.84E-11 2.850E-11
25 5 2.41E-04 5.15E-04 5.154E-04
1 0 1.01E-06 1.89E-06 1.895E-06
2 0 7.88E-10 1.45E-09 1.449E-09
40 9.12E-14 1.70E-13 1.701E-13
Note— Column 3 is from RM analytical formulae, column 4 is from CD 
and column 5 is due to this work.
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T A B L E  A .2 (b )
A B SO R P T IO N  C O EFFIC IEN T S IN O -M O D E FO R  k B T  =  40keV
Angle d> RM CD This Work
90 5 9.24E-05 1.71E-04 1.710E-04
1 0 2.47E-06 3.12E-06 3.123E-06
2 0 1.60E-08 1.74E-08 1.744E-08
40 2.19E-11 2.26E-11 2.263E-11
85 5 3.13E-04 4.83E-04 2.856E-04
1 0 1.59E-05 1.85E-05 1.177E-05
2 0 1.62E-07 1.73E-07 1.393E-07
40 3.05E-10 3.18E-10 2.881E-10
65 5 3.53E-04 5.17E-04 3.986E-04
1 0 1.Q0E-05 1.30E-05 1.162E-05
2 0 6.74E-08 8.25E-08 7.896E-08
40 9.39E-11 1.13E-10 1.106E-10
45 5 7.89E-05 1.40E-04 1.196E-04
1 0 1.41E-06 2.31E-06 2.177E-06
2 0 5.71E-09 9.28E-09 9.072E-09
40 4.42E-12 7.17E-12 7.102E-12
25 5 3.26E-06 8.89E-06 8.076E-06
1 0 1.75E-08 5.66E-08 5.474E-08
2 0 2.03E-11 7.66E-11 7.571E-11
40 3.79E-15 1.49E-14 1.488E-14
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T A BLE A . 3
COMPARISON OF ABSORPTION COEFFICIENTS
X-mode O-mode
07 Angle CD This Work CD This Work
5 90 3.219E-05 3.222E-05 9.451E-07 9.452E-07
60 1.282E-04 1.293E-04 1.623E-05 1.514E-05
30 1.185E-05 1.186E-05 1.307E-07 1.257E-07
1 0 6.766E-08 6.767E-08 1.444E-11 1.405E-11
1 0 90 1.527E-07 1.526E-07 2.076E-09 2.076E-09
60 4.857E-08 4.878E-08 8.046E-09 7.849E-09
30 6.365E-10 6.367E-10 1.103E-11 1.087E-11
1 0 4.198E-14 4.198E-14 1.890E-17 1.873E-17
15 90 6.835E-10 6.836E-10 8.933E-12 8.933E-12
60 1.383E-10 1.387E-10 2.702E-11 2.662E-11
30 3.537E-13 3.538E-13 8.321E-15 8.254E-15
1 0 6.647E-19 6.648E-19 4.776E-22 4.753E-22
2 0 90 7.407E-12 7.407E-12 9.173E-14 9.173E-14
60 1.055E-12 1.058E-12 2.315E-13 2.291E-13
30 7.006E-16 7.007E-16 2.042E-17 2.031E-17
1 0 6.748E-23 6.748E-23 6.786E-26 6.949E-26
5 90 9.639E-04 9.640E-04 2.975E-05 2.975E-05
60 6.503E-04 6.625E-04 1.014E-04 8.920E-05
30 1.236E-04 1.238E-04 1.826E-06 1.697E-06
1 0 2.448E-06 2.449E-06 1.010E-09 9.672E-10
1 0 90 5.211E-06 5.211E-06 1.262E-07 1.262E-07
60 2.067E-06 2.087E-06 4.186E-07 3.994E-07
30 8.595E-08 8.601E-08 2.434E-09 2.378E-09
1 0 5.817E-11 5.817E-11 5.776E-14 5.702E-14





15 90 1.055E-07 1.055E-07 2.347E-09 2.347E-09
60 3.048E-08 3.068E-08 7.388E-09 7.188E-09
30 4.137E-10 4.139E-10 1.608E-11 1.587E-11
1 0 2.323E-14 2.323E-14 3.793E-17 3.768E-17
2 0 90 4.293E-09 4.293E-09 8.961E-11 8.961E-11
60 9.711E-10 9.762E-10 2.640E-10 2.590E-10
30 5.389E-12 5.391E-12 2.599E-13 2.576E-13
1 0 3.960E-17 3.960E-17 9.168E-20 9.130E-20
5 90 3.084E-03 3.084E-03 1.263E-04 1.263E-04
60 1.978E-03 2.041E-03 3.450E-04 2.818E-04
30 5.675E-04 5.689E-04 1.317E-05 1.183E-05
1 0 2.534E-05 2.535E-05 2.096E-08 1.986E-08
1 0 90 4.944E-05 4.944E-05 1.802E-06 1.802E-06
60 2.289E-05 2.333E-05 5.549E-06 5.114E-06
30 2.140E-06 2.137E-06 9.209E-08 8.894E-08
1 0 7.926E-09 7.930E-09 1.564E-11 1.538E-11
15 90 2.539E-06 2.539E-06 8.450E-08 8.450E-08
60 9.243E-07 9.365E-07 2.670E-07 2.548E-07
30 3.873E-08 3.878E-08 2.270E-09 2.226E-09
1 0 2.322E-11 2.322E-11 7.541E-14 7.476E-14
2 0 90 2.294E-07 2.295E-07 7.128E-09 7.128E-09
60 6.962E-08 7.034E-08 2.242E-08 2.171E-08
30 1.555E-09 1.557E-09 1.119E-10 1.105E-10
1 0 2.154E-13 2.154E-13 9.880E-16 9.826E-16
5 90 5.175E-03 5.175E-03 2.753E-04 2.753E-04
60 3.518E-03 3.665E-03 6.707E-04 5.232E-04
30 1.276E-03 1.281E-03 4.166E-05 3.657E-05
































































F IG . A .3 Therm al cyclotron absorption coefficients a ± , at kj}T =  100 
keV, as a  function of frequency ratio u> for a few 0’s. The upper set of curves 
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Table A.4 compares the results of RM formulae to th a t of this work at 
high tem peratures ( k # T  =  100 keV) and at high frequancy ratios. It is shown 
th a t the two m ethods differ by a factor of about 2  at ui ~  1 0  but agree quite 
well (about 20% for 90° and 30% for 65°) with increasing u>.
One of the reasons we construct this code is to have a accurate and fast 
m ethod of calculating the therm al cyclotron absorption coefficients at high 
tem peratures (k# T  ~  100 keV). At such high tem peratures, for a frequency 
ratio d> not less 2 , one usually need only to  com pute the first few saddle 
points and integrate over corresponding steepest descent pathes. The code 
is particularly fast at the continuum  part of the spectrum  where other m eth­
ods have to sum over increasingly numerously harm onic numbers. At low 
tem peratures and small u>, this code becomes slow since it has to add the con­
tributions from many saddle points (e.g. 80 saddle points for fcsT = 15 keV 
and u> =  1.90). The code also becomes increasingly inaccurate at very low 
tem peratures and frequency ratios. It, for example, cannot produce correct 
results for k # T  — 7.5 keV and u) <  2.3). At the extremely high tem peratures 
(e.g. kftT  ~  511 keV) the tim e it takes to calculate the Bessel functions (A.5) 
becomes very taxing and the iteration may not converge. Despite those limi­
tations the code works very well in a wide range of param eters where u> > 2 .0 , 
15keV <  &bT  < 300keV and 0° <  0 <  90°.
In conclusion, we have calculated the therm al cyclotron opacities based 
on the dielectric tensor formulation. The results of this work are in much 
better agreement with that of CD and Tamor (1978) than  obtained by De 
Barbieri (1980) who used the same numerical scheme employed here. Our
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TABLE A . 4
COM PARISON OF ABSORPTION CO EFFICIEN TS FO R kBT  =  100 keV
X-mode O-mode
Angle HI RM This Work RM This Work
1 0 5.665E-04 7.826E-04 3.431E-05 5.723E-05
15 1.009E-04 1.299E-04 5.876E-06 8.621E-06
2 0 2.525E-05 3.147E-05 1.407E-06 1.942E-06
25 7.833E-06 9.579E-06 4.187E-07 5.580E-07
30 2.819E-06 3.406E-06 1.452E-07 1.890E-07
35 1.133E-06 1.357E-06 5.638E-08 7.224E-08
40 4.956E-07 5.898E-07 2.392E-08 3.028E-08
45 2.321E-07 2.749E-07 1.089E-08 1.366E-08
50 1.149E-07 1.356E-07 5.256E-09 6.544E-09
55 5.963E-08 7.015E-08 2.663E-09 3.296E-09
60 3.220E-08 3.779E-08 1.407E-09 1.732E-09
65 1.800E-08 2.108E-08 7.703E-10 9.445E-10
70 1.037E-08 1.212E-08 4.352E-10 5.317E-10
75 6.133E-09 7.158E-09 2.528E-10 3.078E-10
80 3.715E-09 4.329E-09 1.505E-10 1.828E-10
85 2.298E-09 2.675E-09 9.160E-11 1.110E-10
90 1.449E-09 1.685E-09 5.687E-11 6.875E-11
95 9.299E 10 1.080E-09 3.596E-11 4.338E-11
1 0 0 6.062E-10 7.036E-10 2.312E-11 2.784E-11
1 0 2.507E-04 5.214E-04 2.105E-04 1.444E-04
15 4.068E-05 7.587E-05 3.620E-05 2.653E-05
2 0 9.536E-06 1.669E-05 8.733E-06 6.743E-06
25 2.810E-06 4.714E-06 2.618E-06 2.098E-06
30 9.691E-07 1.578E-06 9.136E-07 7.522E-07
35 3.754E-07 5.973E-07 3.568E-07 3.000E-07
40 1.590E-07 2.485E-07 1.521E-07 1.300E-07
45 7.233E-08 1.114E-07 6.952E-08 6.025E-08
50 3.489E-08 5.306E-08 3.366E-08 2.951 E-08
55 1.767E-08 2.660E-08 1.710E-08 1.514E-08
60 9.33 IE -09 1.392E-08 9.057E-09 8.088E-09
65 5.108E-09 7.557E-09 4.968E-09 4.471 E-09
continued
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70 2.885E-09 4.238E-09 2.812E-09 2.548E-09
75 1.675E-09 2.445E-09 1.635E-09 1.491E-09
80 9.968E-10 1.447E-09 9.746E-10 8.935E-10
85 6.064E-10 8.756E-10 5.937E-10 5.470E-10
90 3.764E-10 5.408E-10 3.689E-10 3.415E-10
95 2.378E-10 3.402E-10 2.333E-10 2.169E-10
1 0 0 1.528E-10 2.176E-10 1.500E-10 1.400E-10
Note— RM columns are from Robinson and Melrose (1984) analytical 
formulae. We assumed u>p =  u>c in the calculation of RM.
1
code is very fast for high tem peratures ( k ^ T  ~  100 keV) and the continuum 
part of the spectrum  u> >  5. Extensive tables and figures for the cyclotron 
opacities are presented.
V IT A
Yeming Sang was born on December 13, 1963 in Shaoxing, Zhejiang 
Province, China. He received the degree of Bachelor of Science in Space 
Physics from University of Science and Technology of China in 1984. He 
came to the United States the same year for graduate studies through the 
CUSPEA program . He earned a  M aster’s degree in physics from Louisiana 
S tate University, Baton Rouge, Louisiana, in December 1986 and worked 
under the supervision of Professor Chanm ugam  since then.
134






Neutron Star  Magnetic F i e l d s  and I m p l ica t ion s  f o r  Pu lsars  and 
Gamma Ray Bursts
Approved:
Major Professor and Chairman
Dean of the Graduate School
EXAMINING COMM ITTEE:
A
Date of Examination:
25 September 1990
