History-matching problems, in which reservoir
INTRODUCTION
The process of determining in a mathematical reservoir model unknown parameter values-such as permeability and porosity-that give the closest fit of measured and calculated pressures is commonly called "history matching." In principle, one would like an automatic routine for history matching, applicable to simulators of varying complexity, one that does not require inordinate amounts of computing time to achieve a set of parameter estimates.
In recent years a number of authors have investigated the subject of history matching. 1 · 8 All the reported approaches involve dividing the reservoir into a number of zones, in each of which the properties to be estimated are assumed to be uniform. (These zones may, in fact, correspond to the spatial grid employed for the finite-difference solution of the simulator.) Then the history-matching problem becomes that of determining the parameter values in each of, say, 'N zones, k 1 , k 2 , •.. , kN, in such a way that some measure (usually a sum of squares) of t:1e deviation between calculated and and calculated pressures at the jth well, which is at location!.;= (xj, Yj), j = 1, 2, ... , M, and where we have n 1 measurements at Well 1 at n 1 different times, n 2 measurements at Well 2 at n 2 different times, ... , and nM measurements at Well M at n:\I different times.
To carry out the minimization of Eq. i.e., the first partial derivative of pressure with respect to each parameter. The sensitivity coefficients can be compute,d, in principle, in several ways. 1. Make a simulator base run with all N parameters at their initial values. Then, perturbing each parameter a small amount, make an additional simulator run for each parameter in the system. Sensitivity coefficients may then be determined using the finite-difference formula, 2. Derive a set of "sensitivity eqw:i.tions" from the original partial differential equations describing the reservoir system. In this new set of equations in partial differential form, the dependent variables will be the sensitivity coefficients. The finitedifference equivalent of the sensitivity equations will then be solved simultaneously with the original pressure equation. A closely related alternative would be to derive sensitivity equations from the finite-difference form of the simulator equations.
3. Assume that the difference between the observed and calculated pressures 1s a linear function of the parameters. 4 where is the total number of measurements. Therefore, the sensitivity coefficients become independent of the parameter values. Experience with real problems, however, has indicated that the sensitivity coefficients are not constant over a wide range of parameter values, and consequently, this approach is not a generally valid one for history matching.
4. Compute the sensitivity coefficients by a convolution integral method. 1 • 8 This method requires a number of simulations per iteration equal to one plus the number of observation locations.
With N parameters, Method 1 requires N + 1 simulator runs for each step in the iteration of improving the guesses. Method 2 also requires the solution of N + 1 partial differential equations per iteration (one simulator run plus N sens1t1vity equations). Method 4 requires that a number of partial differential equations equal to 1 plus the number of pressure observations be solved per iteration. Herein lies the basic computational inefficiency in the multizonal approach to history matching when N (or M) is large; namely, the large number of repetitive solutions of partial differential equations that are required in each iteration.
In this paper we propose a new approach to the history-matching problem that is designed to circumvent the excessive computational requirements of standard methods. In essence, we treat the reservoir property being estimated, say permeability, as a continuous function of location rather than as one assuming discrete values in a number of zones. To solve the problem we seek that function -for example, k (x, y) -that minimizes the objective function J. Such an approach is, of course, in keeping with the probable physical nature of an actual reservoir. The key feature of the new approach is that it requires the solution of only two partial differential equations per iteration (one simulator run plus one adjoint equation) regardless of the number of parameters being estimated, the number of wells at which observations are available, and the fineness of the spatial resolution.
594
The method we present is based on consideration of the history-matching problem as an optimal control problem. The unknown parameter k (x, y), assuming two spatial variables, assumes the role of a control variable that is to be determined so that J is minimized, subject to the constraint that the calculated pressures obey the prescribed reservoir model. From the formulation as an optimal control problem, necessary conditions for optimality in the form of a two-point boundary value problem can be derived. The two-point boundary value problem, the solution of which y ie Ids the optimal estimate k *(x, y), cannot be solved analytically in general. Therefore, iterative methods must be used-methods that often assume the form of gradient optimization methods in which an initial guess kO(x, y) is improved iteratively. The important point is that these iterative methods require the solution of only two partial differential equations per iteration (the original pressure equation and the adjoint equation arising from the necessary conditions for optimality).
We will confine our attention in this paper largely to history matching for single-phase reservoirs. The optimal control approach is equally applicable, in principle, to multiphase flow. In fact, in Appendix B we present the formulation of the optimal control approach for one class of two-phase flow simulators. However, our prime purpose in this paper is to present the derivation of the algorithm and thoroughly test its practical use for single-phase reservoHs.
In the next section the method is summarized. Then we present two computational examples illustrating the use of the method. The first example is a hypothetical reservoir for which the true permeability distribution is assumed known. A detailed comparison of the convergence properties and computational requirements of the new algorithm to two conventional constant zone approaches steepest descent and the Gauss-Newton methodis presented for this example. Then, results of application of the new algorithm to an actual reservoir in which both horizontal transmissibilities, kxh and kyh, and storage coefficient, ¢h, are determined. The full derivation of the algorithm for a single-phase reservoir is presented in Appendix A. In the derivation we assume that the permeability is the unknown parameter. The extension to include estimation of both permeability and porosity is straightforward, and the results are presented in Example 2. As mentioned, Appendix B illustrates the application of the method to one class of two-phase flow simulators.
SUMMARY OF THE ALGORITHM FOR
A SINGLE-PHASE RESERVOIR Let us consider a reservoir of uniform thickness h but arbitrary cross-section and containing L producing (or injecting) wells and M-L observing wells (with zero production rates). The radius and production flow rate of the jth well will be denoted by 'wj and qj, respectively. The simulator equation for the pressure in a reservoir containing a singlephase fluid can be written (we drop the superscript "cal" for convenience) 
METHOD OF STEEPEST DESCENT
In Appendix A it is shown that ·oa(r) dS
To decrease ] by choice of oa(!) we want of < 0.
This can be accomplished simply by setting
where W(r) is an arbitrary positive function of r.
From the definition of the function derivative and from Eq. A-19 we can see that we define the perturbations in order to seek the minimum of the objective function by moving the parameter along the gradient of the objective function with respect to the parameter from one iteration to the next. The size of the step-i.e., how far one must proceed along the gradient in each iteration -is controlled by the choice of the weighting factor W(r) in Eq. 24. One method of choosing the weighting factor is to mm1m1ze the objective function along the direction of the gradient with respect to the weighting factor, generally necessitating a onedimensional search. The step size can also be determined from the second variation of the objective function. In the former method, we are required to solve the state equation several times. In the latter method, the calculation of the second variation of J is needed. As pointed out previously, a considerable portion of computational time in each iteration in the parameter estimation is devoted to determining the solutions of the state and the adjoint equations. Although determining the weighting factor by the optimization procedures usually reduces the number of total iterations, the computational efforts can be . considerable. Thus, in this study, the weighting factor is chosen for the first iteration so that the perturbation will be some percentage of the initial guess value of the parameter (say 30 percent). If the new estimate increases rather than decreases the objective function, the minimum has been overstepped. We then go back to the value from the previous iteration and decrease the weighting factor by a factor of two before forming the new estimate. If the new estimate decreases the objective function, the value of the weighting factor is tripled for the next iteration.
To increase the rate of convergence, a more effective gradient method such as the conjugate gradient method may be employed instead of the method of steepest descent. This method will be discussed in the next section.
The use of Eq. 24 to compute ok(I) in conjunction with Eq. 22 constitutes the method of steapest descent. The algorithm is employed as follows: 
ax We shall approach the estimation of k(x, y) in two basic ways -a constant-zone approach and the new algorithm developed in this paper. For the first method it is necessary to divide the reservoir into zones in each of which the permeability is taken to : be constant. We shall consider two cases, four zones and eight zones, assuming that k is constant in each zone. Thus, we have four unknown parameters in the four-zone case and eight unknown parameters in the eight-zone case. The configuration of the eight zones is shown in Fig. 1 , and Fig. 2 shows the location of the four zones. With the constant -zone approach we shall employ two standard parameter estimation methods: (1) the method of steepest descent, and (2) the GaussNewton method. These two methods are now summarized.
In the. steepest-descent method, the (j+ l)st iterate of k;, kf+ 1 , is determined from
where y < 0 and a JI ak; can be determined from Eq.
In the Gauss-Newton method, on the other hand, we assume that each k; differs from the initial guess by an amount i\k; and that the calculated pressure If the second term is neglected, in the hope that the residue is small, then B is a good approximation to H. When R = H, we have the so-called Newton method. 9 Th; high cost of computing second-order derivatives leads one to make use of simplifications of the Newton method, such as the Gauss-Newton method. Reported computational results indicate that the Gauss-Newton method is one of the most efficient gradient methods. 10 Sensitivity coefficients for the steepest-descent and Gauss-Newton methods were computed numerically by Eq. 2 by changing each of the k; one at a time by 5 percent of its value and then calculating the corresponding change in p.
The new algorithm developed here will be applied using both the steepest-descent method of Eqs. 22 and 24 and the conjugate-gradient method of Eqs. 22 and 25. Therefore, the estimation of k (x, y) was carried out using four different methods, two based on the constant-zone formulation and two based on the new optimal control algorithm.
Some typical results are summarized in Table 1 . Of particular interest in the comparison among the four methods are two points:
I. The performance of the method; Le., how rapidly J was decreased.
2. The computing time requirements of the method-i.e., how many seconds of computing time were required per iteration and for comparable reductions m the objective function J. We see that each of the four methods reduced J by a factor of about 100 in 10 or fewer iterations. However, from the standpoint of computing time, the steepest-descent version of the optimal control algorithm was superior to each of the constant-zone methods in the cases of both four and eight zones. 
ko = 0.2 and ko = 0.7) for the eight-zone case.
Figs. 3 and 4 compare for the Observation Wells 2 and 8 the observed and calculated pressures for the initial guess, the 10th iteration for the steepest-descent version of the optimal control algorithm, and the 10th iteration for the method of steepest descent for the four-zone case. The final pressures for the eight-zone case by the methods of steepest descent and Gauss-Newton are approximately the same as the final pressures calculated by the variational method. The final pressures for the four-zone case by the methods of steepest descent and Gauss-Newton are approximately the same. As we expected, the eight-zone case is superior to the four -zone case in terms of pressure-matching. This can be seen from Figs. 3 and 4.
Fig·s. 5 and 6 present the distribution of permeability at y = 9,000 ft and 21,000 ft for the initial guess, the 10th iteration for the steepestdescent version of the optimal control algorithm, the 10th iteration for the eight-zone and four-zone cases by the method of steepest descent, and the average value of the true permeability in each zone. conjugate gradient version of the optimal control approach. Although in a one-dimensional reservoir case (the results are not shown here) the permeability distributor estimated by using the conjugate gradient method is closer to the assumed distribution than that obtained by the steepest-descent version of the optimal control method, there is no significant difference in the permeability distribution obtained by the steepest-descent method and by the conjugate gradient version in this example. From Table 1 we can see that the conjugate gradient method requires more computing time than the steepest-descent method to reach a comparable reduction in the value of ]. This is because in the use of the conjugate gradient method one must calculate the objective function several times in each iteration in the use of a one-dimensional search technique to determine the optimal step length in each iteration. From this particular example we can conclude only that the conjugate gradient method appears to require somewhat more computing time than the steepestdescent version of the optimal control algorithm to reach a comparable reduction in J, but almost certainly offers better performance as the minimum is approached.
We can draw some interesting conclusions from the results in Table 1 likewise, the pressure histories after a few iterations are very close to the observed pressures. Nevertheless, there is little correspondence between the final values of k in the eight zones in the two constant-zone cases, as can be seen in Table 1 .
Therefore, in spite of the fact that the four methods perform well in decreasing J, the parameter values determined by the separate methods bear no real relation to each other. The key problem is that the pressure histories at the observation wells are relatively insensitive to variations in k(x, y). 12 This becomes particularly apparent when the reservoir is divided arbitrarily into zones -zones that may bear no relation to the true k (x, y) form in the reservoir; and the final k values in these zones differ, depending on the experiment. More precisely, the reservoir system is relatively underdetermined 
·~· .. with respect to k (x, y) .
The second example that we consider is the actual reservoir depicted in Fig. 8 . Each grid block represents a distance of 1 km, and each solid dot represents a producing well at which pressure data are available over a period of roughly 10 years. The indicated boundary of the reservoir represents an oil/water interface, which did not move appreciably over the period for which data are available. Thus, the enclosed region in Fig. 8 can be considered as a single phase of oil, and the outer region can be taken as a single phase of water. The pressure behavior in each region is governed by a single-phase equation, where only the fluid viscosities and compressibilities are different in the two regions. The simulator equations were solved on the 23-x 26-km grid shown in Fig. 8 .
The parameters to be estimated were the two transmissibilities in the horizontal directions, kxh and kyh, and the storage coefficient, cph. These three parameters had been estimated previously by other history-matching methods. The parameters determined previously served as initial guesses for the steepest-descent version of the optimal control algorithm. Data were available at each of the 11 wells, a total of 118 pressure data points. Fig. 9 shows those grid cells in which changes of kxh, k h, or cph greater than 10 percent occurred after 60 iferations. For example, in Grid Block (12, 12) the initial guesses of kxh, kyh, and ¢h were multiplied by 0.88, 0.80, and 0.89, respectively. Fig. 10 shows a comparison of observed and calculated pressures at Well A corresponding to the initial guesses of the parameters. Fig. 11 shows the observed and calculated pressures at Well A after 60 iterations. Figs. 12 and 13 show the corresponding results for 6 7 8 9   10  II  12  13  14  15  16  17  18  19  20  21  22  23  24  25 Well B. The initial root-mean-square values of the errors between observed and predicted pressures at Wells A and B were 84.9 and 188.9, respectively. After 60 iterations, these values were reduced to 23.8 and 39.2, respectively. Some statistical properties of the history match are given in Table 2 . The discrepancy between the observed and predicted pressures is represented by fi, i = 1, 2, . . . , 118. Check runs using Chevron Oil Field Research Co.' s multiphase reservoir simulator (CRS3D) were made after Iterations 0, 35, and 60. In each case there was good pressure value agreement between the optimal control program and Chevron's program. One iteration of the steepestdescent optimal control method required 4. 5 cpu minutes. One run of Chevron's CRS3D program required 19 cpu minutes -this would be the cost of one hand history-match run. TO THE INITIAL  GUESSES OF THE PARAMETERS. THE PRESSURE  SCALE SHOWN IS THAT RELATIVE TO AN ARBITRARY  DATUM. 602 (2) that the history-matching problem is formulated as an optimal control problem. In a hypothetical exercise and for an actual reservoir the performance of the new method compared well with that of standard constant-zone gradient methods in reducing the least-squares performance index, but the new method required less computing time. Whereas the computing time for standard constant-zone methods usually increases directly either with the number of zones (or parameters) or with the number of pressure data points because of the required sensitivity coefficients, the computing time for the optimal control approach presented here does not change since constant zones are not employed. Thus, this new approach has promise of becoming the preferred standard method of performing all history-matching studies. Employing the divergence theorem, we obtain 
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Combining Eqs. A-9 and A-10 gives
The object of adding f to Eq. A-9 is to obtain a relation between of and oa(r). To determine the relation between of and oa~),-let us have if;~. w ar-w' (8) (9) (10) where A 1 and A 2 denote a A/ ap c and a A/ ap w, respectively. We rewrite Eqs. Once the system has been placed in the form of Eqs. B-13 and B-14 the procedure that was used in the development of optimal control algorithms for a single-phase reservoir in Appendix A can be applied to derive optimal control algorithms for estimating parameters in the multiphase reservoir model. ***
