Economic theory predicts that a rise in police presence will reduce criminal activity. However several studies in the literature have found mixed results. This study adds to the literature by exploring the relationship between the size of police and crime against firms, an important issue especially for developing economies. Using data for about 12,000 firms in 27 developing countries we find that increasing the police force has a negative effect on crime against firms. We also find that several macro-economic factors can weaken or strengthen this negative effect. The results are robust to various sensitivity checks.
Introduction
Economic theory predicts that a rising police presence will reduce criminal activity (Becker, 1968) . There are essentially two channels through which this takes place -deterrence and incapacitation. According to the former, greater police presence deters potential criminal activity, and with regards to the latter, more police presence incarcerates more criminals and thus reduces the pool of criminals in the streets. However, the theoretical underpinning of the crime -police relationship has received mixed empirical validation. For example, Cameron (1988) finds that 18 out of 22 papers surveyed researchers found either a positive effect of police presence on crime or no relationship between these variables. Fajnzylber et al (2002) find that police presence has a negative effect of on violent crime but a positive and significant effect on property crime.
The mixed empirical evidence has been explained by two reasons. Theoretically the effect of police presence on crime through deterrence or incapacitation has received some criticism.
Typically police are not involved directly with crime reduction, and there is evidence that even the most routine policing strategies fail to deter potential offenders (Kovandzic and Sloan, 2002) .
Furthermore burglars are found to be rational when engaging in criminal activities, and their choices range from type of crime to commit, frequency, when and how to commit the crime (Kovandzic and Sloan, 2002; Wright and Decker, 1994) . The implication is that increasing police presence may actually result in more crime as criminals change from serious (and possibly lucrative) crimes to undertaking less serious crimes more frequently.
Empirically, the positive association between police presence and crime has been blamed on flawed methodology or inadequate consideration of endogeneity issues and omitted variable biases (Marvell and Moody, 1996) . A few recent studies have accounted for this problem and found a negative relationship. Levitt (2004) uses instruments for police presence via expenditures allocated to fire fighters and finds a negative relationship between police presence and crime. Di Tella and Schargrodsky (2004) isolate the causal effects of police on crime by examining the impact of an exogenous increase in police presence due to terrorism attacks in Buenos Aires in Argentina and find a negative relationship between police presence and crime.
A natural extension of the literature would be to explore whether the relationship between police and crime for households or in general overall crime rates in the economy also applies specifically to crimes against firms, since overall crime rate results do not give any indication of how the results apply only to firms. The contribution of this paper is that it specifically examines the relationship between police presence and crime against firms in developing economies.
Using firm level survey data, losses due to crime as a percentage of sales is used to measure the burden of crime. The use of firm surveys is not plagued with the issue of under-reporting associated with using police reports to measures of crime. The effect of police on crime against firms may have a range of possible outcomes. A greater police presence may have a stronger deterrence effect on crime against firms than individual crime as criminals are more likely to substitute away from crime against firms, where security measures may be greater, to less serious criminal activities that face less cost. However, most firms may have the capacity to utilize private security measures to deter criminal activity. Consequently, the presence of a police force may reflect the existence of criminal activity, but have no correlation with crime against firms.
Thus, which mechanism dominates is an empirical question.
The private sector is a key engine of growth in developing economies. Thus, if businesses experience high levels of criminal activities, the detrimental effect on the economy could be significant. Yet crime against firms has been under-researched in the literature. Hopkins (2002) finds that in Britain about 24% of retailers and manufacturers were burgled in 1993 in contrast to 5.6% of households implying a higher rate of victimization for firms. Large firms experience more crime than small firms, although small firms face a larger burden of crime in a sample of Latin American countries (Amin, 2009) . Also firms owned by immigrants are more vulnerable to crime than native owned firms (Amin, 2010) .
The contribution of this paper is two-fold. First, we quantify the effect of police presence on the burden of crime experienced by firms. Second, we explore this relationship further by examining how several socio-economic and firm characteristics weaken or accentuate the relationship between crime against firms and police presence.
In order to examine the relationship between police and crime, we use a unique firm level dataset with about 12,000 firms in 27 developing countries maintained by the World Bank's Enterprise Analysis unit (Enterprise Surveys). We find that an increase in police per 100,000 of population by 1 standard deviation results in a 0.029 standard deviation reduction in the losses due to crime.
We find that high inequality, high voter turnout, larger cities, and female ownership and management strengthen the negative relationship between police and losses due to crime. On the other hand faster economic growth, good governance, and greater religious fractionalization mitigate the relationship between police and losses due to crime. We use a dummy indicating whether the party of the chief executive is right-wing and the stock of international migrants as a % of the population as instruments and find that the results are retained, if not magnified. The results are also robust to various sensitivity checks.
Section 2 describes the data, section 3 provides the estimation and results, and sections 4, 5, and 6 provide instrumental variable estimations, robustness checks, and conclusions respectively.
Data and Main Variables
The data for firm level variables are collected by the World Bank's Enterprise Surveys. The Enterprise Surveys use standard survey instruments to collect firm-level data on a country's business environment from business owners and top managers. The surveys cover a broad range of topics including access to finance, corruption, infrastructure, crime, competition, labor, obstacles to growth and performance measures. The survey is designed to be representative of a country's private non-agricultural economy and only registered firms with at least five employees are included in the sample. The data consists of a random sample of 12,000 firms across 27 developing countries in different regions stratified by firm size, location, and sector.
The survey year ranges between 2007 and 2009. Details of countries in the sample and their respective survey years can be found in the first column of table A3 in the appendix.
Dependent variable
The dependent variable utilized is losses due to crime as a percentage of annual sales. This variable is derived from the survey question: "In fiscal year [insert fiscal year] , what are the estimated losses as a result of theft, robbery, vandalism or arson that occurred on establishment's premises calculated as a percent of annual sales or the total annual value of the losses?"
For total values of crime, the percentage over sales is calculated. Crime losses as a % of sale capture the intensity of crime. We make no distinction between a firm that has experienced no crime and a firm that has experienced crime but incurred no losses. Both firms get a zero value for the dependent variable. The variable averages 0.72% in the sample with a standard deviation of 3.9%. Using country averages across all firms, Azerbaijan has the lowest amount of crime losses at 0.20% of sales, while El Salvador has the highest with 1.73%. Data source and description of the variable can be found in table A1, with summary statistics in table A2.
Explanatory variable
The main variable of interest is the number of police per 100,000 of population. The variable is obtained from United Nations Survey on Crime Trends and the Operations of Criminal Justice Systems. The variable is typically lagged by 1 year, however due to data constraints, for some countries the lag is not exactly one year previous, but a few years before in certain cases. The specific details of the number of lags are available in table A3 in the appendix. The sample mean for the number of police is 288, while the standard deviation is 108. Macedonia has the highest number of police with 480 police per 100,000 of the population while Hungary has the lowest with 90 police per 100,000 of population. The country average crime losses and number of police are presented in table A4 for each country in the appendix.
3 Other explanatory variables
We control for several firm level and country level variables. The degree of crime a firm faces may depend on its size, the sector it belongs to, and its locale. We control for firm size using dummies for small and medium firms. A small firm is defined as a firm with less than 20 employees, while a medium firm has workers between 20 and 99. We also have a dummy for manufacturing firms. A priori it is not clear whether a manufacturing firm should have higher crime losses with respect to other sectors. We also include a city size dummy which takes the value of 1 if the city has a population of 250,000 of greater, or is a capital city, and 0 otherwise.
We also include a dummy for whether a firm has at least one female owner. All these variables are from the Enterprise Survey's data set.
At the country level, we control for Real GDP per Capita growth, Real GNI per capita, and the Gini index, given their prominence in the literature. For cases where data for the exact date is unavailable, we use data for the closest date available. The exact year of data used for GNI per capita and the Gini index are presented in table A3 in the appendix. We also control for country size using the total population of the country. These data are available from the World Bank's World Development Indicators. Data source and description of the variable can be found in table A1, with summary statistics in table A2.
Estimation
We estimate following equation using OLS. Manf is a dummy for manufacturing firms.
All estimates are based on standard errors clustered at the country level. In the later sections we add additional variables and interact them with the variable of interest to elucidate several relationships. The usual econometric issues of endogeneity and omitted variable bias are of a concern in the estimation. We limit the problem of reverse causality by using the lags of the number of police. However, under reverse causality we expect a positive correlation between crime and the number of police and thus any negative relationship we uncover would be even stronger if reverse causality was explicitly accounted for. On the other hand omitted variable bias is an issue that is challenging to overcome given data limitations. We address this by using various checks as presented in the robustness section.
Base Regression Results
All magnitudes discussed in the text are presented in standard deviation units, unless indicated.
The figures shown in the tables are in nominal units, not standard deviation units. Since the dependent variable is a ratio of losses due to crime over sales, any reference to a reduction in crime refers to a reduction in losses due to crime as a share of sales. The base estimation results are presented in column 1 of table 1. The coefficient of the number of police is negative and significant at 5%. In terms of magnitude, a one standard deviation increase in the number of police results in a 0.029 standard deviation decline in crime losses. This result indicates that the number of police may effectively be a deterrent for crime against firms, just as studies have shown them to be a deterrent for individual level crime (Di Tella and Schargrodsky, 2004; Levitt, 1997) . However, when all controls are excluded from the estimation, a negative relationship between police size and crime persists, but it is not significant unless GNI per capita is controlled for. Thus these results are conditional on the level of income in the country.
A few other results stand out. Both real GDP per capita growth and Real GNI per capita have a negative and highly significant effect 1 . Although the negative effect of GDP per capita growth is not surprising considering individual level crime literature (Fajnzylber et al., 2002; Soares, 2004) , the negative effect of GNI per capita crime has been less robust in the literature (Soares, 2004) .Thus development may not be criminogenic at the firm level. The Gini coefficient and dummy for large or capital city are not significant despite their well documented effect on individual level crime (Dutta, 2009; Glaeser and Sacerdote, 1999) . The size of the country in terms of population has a positive coefficient implying that firms in larger countries have larger losses due to crime as a percentage of sales.
Certain firm characteristics are found to be significant determinants of the losses due to crime.
Having a female owner and manager or being a small or medium firm is likely to increase the losses suffered due to crime. This also implies that large firms experience fewer losses due to crime, perhaps due to safety measures they are able to implement. Manufacturing firms are less likely to sustain heavy losses due to crime than non-manufacturing firms.
We now consider how several country and firm-level factors may influence the effectiveness of increasing police. Studies have indicated that the effectiveness of increasing the police force may depend on several variables such as the incentives for corruption such as governance and development or the distribution of income (Bourguignon, 1999) . We also wish to explore how large cities affect the effectiveness of the police force, or whether female owned firms are less correlated with crime in the presence of police. Finally, the extent of social disorganization may render a police expansion ineffective. Thus we examine the strength of the relationship between police expansion and crime and how this relationship depends on factors such as inequality, city size, economic growth, female ownership and management, governance, voter turnouts in elections, and fractionalization.
Economic Growth
The interaction term between number of police force and economic growth is positive and significant at 5%. The total effect of police on crime losses is still negative at the mean level of These results seem to indicate that growth is a substitute for the police force. Perhaps fast growing countries may have the institutions in place, such as an effective judicial system, which deters criminal activity and thus reduces the requirement of a police force.
Inequality and City Size
There is substantial literature linking inequality to crime (Ehrlich, 1973; Fajnzylber et al., 2002) and city size to crime (Glaeser and Sacerdote, 1999) . This literature finds a positive relationship between inequality and crime, and city size and crime. The former is because high inequality can lower opportunity cost of crime for the most disfavored citizen and also increase the returns to crime, as measured by the income of potential victims. The latter is due to lower probabilities of arrest and recognition in bigger cities than smaller ones.
The interaction of inequality and police is negative and significant at 5%. At the mean level of inequality in the sample, the number of police has a negative and significant effect on the dependent variable when interacting police with the Gini coefficient. In comparison, this relationship becomes more significant at higher levels of inequality, but ceases to be significant at all conventional levels of statistical significance at the lower levels of inequality. As indicated in the bottom column 3 of table 1, a one standard deviation increase in the police force reduces crime losses by 0.033 standard deviations using the mean level of Gini in the sample. This figure increases to 0.088 with a significance of 1% for the highest level of Gini in the sample. Above a Gini value of 37, which is the Gini value for Lithuania and the 42 nd percentile value of the sample, the effectiveness of police becomes insignificant at all conventional levels. There are a couple of possible explanations for this. A highly unequal society may imply that the police force is responsive to the elite's call for security especially when it comes to crime against firms. Such high responsiveness can be due to the fact that the elite class is politically powerful. Thus a higher level of police assists business owners in clamping down crime. Another possibility is that in highly unequal societies, the elite class is more likely to use resources in implementing private security. In this scenario, the alternative explanation would be that the level of police is directly correlated with losses due to crime for the non-elite classes of the society, since the elite already utilize private security. It is unclear the exact explanation for this result, which may merit further research.
The interaction between the number of police and city size is negative and significant at 1%.
That is, increasing the police force is more effective for larger or capital cities than smaller cities as indicated in column 4 of table 1. A one standard deviation increase in the police force in larger cities results in a 0.049 standard deviation reduction in the dependent variable, significant at 1%.
In contrast, the effect of increasing police by one standard deviation in small cities is insignificant. One possible reason could be that small cities have strong community networks, making it difficult to commit crime against firms. Thus increasing the police force is redundant.
In contrast large cities have weaker community ties, and thus the anonymity makes crime more feasible, therefore increasing the effectiveness of increasing the police force.
3.4Female Ownership & Management
The interaction between firms that have a female owner and manager, and the number of police is negative and significant at 1%. Police effectiveness increases if the firm is owned and managed by a female as shown in column 1 of table 2. Increasing the police force by one standard deviation decreases crime losses by 0.097 standard deviations. The effect of police on crime losses for firms that don't have a female owner and manager is insignificant with a 1 standard deviation increase in the police force resulting in a 0.021 standard deviation reduction in the dependent variable. If female owners and managers are more likely to be targets of criminal activity, one interpretation is that an increase in the police force appears to be more effective in assisting the more vulnerable or less well off in society.
Governance
We use ICRG's Quality of government as a governance indicator, with higher values of the variable indicating better governance. A priori it is expected that the higher the quality of governance, which may imply less corruption and bureaucracy, the more effective a police expansion will be in reducing crime losses. However, our results show the opposite. The interaction term between the number of police and the quality of government is positive and significant at 10%. At the mean value of the governance indicator, the effect of police is negative and significant at 1%. This result is magnified at the minimum level of governance, but loses significance at the maximum level. The magnitudes are presented at the bottom of column 2 in table 2. The results indicate that a one standard deviation increase in the police force results in a 0.043 standard deviation reduction in crime losses at the mean level of the Quality of Governance index. This figure doubles to 0.080 at the minimum level of governance, significant at 1%. These results seem to indicate that a high level of governance is a substitute for an expansion of the police force.
Voter Turnout and Fractionalization
Social disorganization theories indicate that factors that diminishes the effectiveness of informal social controls increase criminal activity (Kelly, 2000) . Here we consider two indicators of social disorganization -voter turnout in elections, and religious fractionalization. A higher voter turnout indicates confidence in the institutions and better social organization. Similarly, a larger religious fractionalization would make social organization more difficult. Thus we expect a higher level voter turnout, or a lower level of religious fractionalization, and hence less social disorganization will result in a police expansion being more effective. Columns 4 and 5 of table 2 present the results. The interaction between voter turnout and police is negative and significant at 1%, while the interaction between religious fractionalization and police is positive and significant at 10%. At the sample mean values of the disorganization variables, an increase in the police force has a negative effect on the dependent variable -a 0.027 and 0.030 standard deviation reduction in crime losses for voter turnout and religious fractionalization respectively.
Both results are significant at 5%. However, results vary when examining the extremes of the sample. At both the sample minimum for voter turnout and the maximum value of religious fractionalization, police has no significant effect on crime losses. However, the effect of police on crime losses increases in magnitude and retains or increases significance using the minimum sample value of religious fractionalization or the maximum sample value of voter turnout. The magnitude is a 0.053 standard deviation reduction in crime losses for the sample minimum of religious fractionalization, and 0.076 standard deviation reduction in crimes losses for the sample maximum of voter turnout, both significant at 1%. The turning point where the effect of an increase in the police force ceases to be significant is a voter turnout below 0.7, right below the mean of the sample, around the 46 th percentile. For religious fractionalization the turning point is 0.43 (62 nd percentile), beyond which an increase in the police force has an insignificant effect.
Both these results are consistent with the theory of social disorganization and crime.
Instrumental Variables
We use two instruments for police strength-a dummy indicating whether the party of the chief executive is right-wing or not and the stock of international migrants as a % of the population.
The right-wing indicator is obtained from the database of political institutions (DPI) and is defined as conservative, Christian democratic or right-wing. Right wing governments prefer less government intervention and are thus more likely to decrease the police force. Furthermore, it has been shown that conservative voters typically perceive immigrants as illegal, and thus a larger migrant stock may push conservative governments to spend more on increasing the police force (Fennelly and Federico, 2008 ). Thus we expect that the presence of right wing governments is negatively correlated with the size of the police force, while international migration stocks in the country are positively correlated with the size of the police force.
However, there is no reason to expect a direct effect of the instruments on crime losses. The first stage estimates are presented in column 2 of table 3, with the expected signs for right wing governments and migration stocks. We report the second stage results using instrumental variables in table 3, column 1. The coefficient of police per 100,000 of population using instrumental variables retains the sign and significance of the base estimations. The magnitude increases in absolute terms from -0.0011 in the base estimations to -0.0025 in the estimations using the instrumental variables. As indicated in the bottom of table 3, the Sargen-Hansen test of overidentifying restrictions is not rejected for all conventional levels of significance, thus we cannot reject the null that all the instruments are valid. We also reject that the estimation is underidentified at 5% level of significance.
Robustness
We check for the robustness in terms of model specification. Several studies have shown that female population (Di Tella and Schargrodsky), corruption (Gaviria, 2002) , fractionalization (fajnzylber et al., 2000) , trade (Ghosh et al., 2011) , and government spending (Naidoo, 2006) are factors that influence crime. We add variables that proxy for the aforementioned factors and present the results in table A5. We also include firm level variables such as total employees and security costs as a % of total sales and check if they affect our main estimation results. As shown in table A5, including these sets of variables neither improves the goodness of fit, and thus does not improve explanatory power of the model, nor reduce the significance of the variable of interest.
We also worry that extreme observations in the sample may be driving the results discussed above. Thus we omit the top 1%, bottom 1 %, and top and bottom 1% observations of losses due to crime as well police size. As indicated in table A6, our main results remain quantitatively unchanged from above.
Finally, we worry that our results may be dominated by certain countries. However, we do not want to drop too many observations. Thus we drop countries with less than 1,000 observations, one at a time, from the sample and see if the coefficient of police is affected. As indicated by figure 1, the results are not dominated by any particular country in the sample as we retain the sign and significance at 10%.
Conclusion
This study adds to the literature by exploring the relationship between police presence and crime against firms. The proposed mechanism is that police presence serves to reduce losses firms face due to crime. We find a negative relationship between an increase in police size and crime against firms. We find that a one standard deviation increase in the police force per 100,000 of population decreases losses due to crime by 0.029 standard deviations. We find that this negative relationship between police size and crime losses is stronger (more negative) in big cities, countries with high voter turnouts, high inequality, and firms that are owned and managed by a female than males.
There are several opportunities for future research in the area. Due to data limitations, we are unable to explore the quality aspect of police force as a deterrent to crime. It would also be interesting to see how the presence of police affects crime against firms given local conditions. It would also be interesting to see if the results in this study hold for panel data that allow for filtering out country specific factors from spuriously driving the results. -0.049*** * significant at 10%; ** significant at 5%; *** significant at 1%, Standard errors in brackets clustered at the country level 0  r1  r2  r3  r4  r5  r6  r7  r8  r9  r10  r11  r12  r13  r14  r15  r16  r17  r18  r19  r20  r21  r23  r24  r25  r26  r28 Country Dominance coef -90%
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